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Abstract—The surface restructuring (faceting) of solids subjected to longitudinal electric-field and tempera-
ture gradients has been studied experimentally and theoretically. Tungsten crystals and wires preheated with a
direct current in vacuum or a hydrogen atmosphere to a temperature higher than half the melting temperature
are studied by electron microscopy and metallography. The processes of formation of bulk defects and of a reg-
ular surface structure are found to correlate. For the first time, these processes are analyzed in terms of syner-
getics. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

A specific steplike surface structure is developed in
refractory-metal crystals heated to a temperature higher
than half the melting temperature if the crystal is sub-
jected to an electric or thermal macroscopic field whose
gradient exceeds 0.4–0.5 V/cm or 500 K/cm, respec-
tively [1–6]. The step shape depends on the surface ori-
entation, and the step size along the field varies from 4
to 15 µm.

Although the causes of the restructuring of the crys-
tal surfaces were discussed in [1–6], the models pro-
posed in those papers are not exhaustive and are often
conflicting. In particular, the authors of [1–3] believe
that this phenomenon is caused by volume processes.
Later, the authors of [4–6] took into account the specific
features of only surface diffusion on an anisotropic sur-
face and ignored volume processes. The purpose of this
work is to reveal the essence and role of these processes
using the fluctuation–dissipative principle.

2. RESULTS OF MICROSCOPIC STUDIES

We studied epitaxial tungsten foils 5–10 µm thick
evaporated on molybdenum single-crystal substrates in
a fluoride process. The foils were annealed with a direct
current at 2100–2200 K for 10–30 h at a pressure of
10−8–10–9 Torr. The small thickness of the foils (crys-
tals) was an important factor. During dc heating, the
electric-field strength in foils is relatively high (3–
5 V/cm), which accelerates the formation of a wave
surface (Fig. 1). As the current is switched off, the crys-
tals cool rapidly and nonequilibrium structural defects
in them are quenched. The foils were thinned from one
side by electropolishing in a 3% NaOH solution and
were then studied with an electron microscope.

We found that the crystal volume near the wave sur-
face (Fig. 1) contains defects that manifest themselves
1063-7834/05/4711- $26.00 ©1999
in the form of triangles and other more complex struc-
tures (Fig. 2a). In terms of their contrast, the defects
correspond to stacking faults and are located in the
{112} planes. The electron diffraction pattern of a crys-
tal area (Fig. 2a) with the (111) plane parallel to the sur-
face is shown in Fig. 2b. Figure 2c shows the magnified
(110) reflection, which has the shape of a three-rayed
star. This shape indicates lattice distortions in the crys-
tal volume.

The formation of stacking faults in a pure metal can
only be related to an excess vacancy concentration and
vacancy-complex formation. Therefore, dc heating dis-
turbs thermodynamic equilibrium in the vacancy sub-
system of the crystal. The fact that there is a correlation
between the processes of formation of bulk defects and
of a regular surface structure was supported by a metal-
lographic study (in an optical microscope) of tungsten
wires 120 µm in diameter preheated with an electric
current in a hydrogen atmosphere. A high hydrogen

10 µm

Fig. 1. Optical micrograph of a single-crystal tungsten foil
dc-heated in vacuum (P = 10–8–10–9 Torr, T = 2100 K,
t = 10 h).
 2005 Pleiades Publishing, Inc.
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pressure (760–1520 Torr) provided intense heat
removal from the wires and rather high fields (3–
4 V/cm) in them; these fields are three to four times
higher than the fields that can be created in vacuum at a
pressure of 10–8–10–9 Torr at the same temperature
(2800 K). Therefore, a surface structure in the wires
heated in a hydrogen atmosphere develops within 10–
20 h (in contrast to 100–200 h for the samples heated to

0.25 µm(a)

(b)

(c)

Fig. 2. Single-crystal tungsten foil dc-heated in vacuum
(P = 10–8–10–9 Torr, T = 2100 K, t = 10 h), observed in an
electron microscope. (a) Defects near a surface structure,
(b) the electron diffraction pattern of this region, and (c) the
shape of the (110) reflection.
PH
the same temperature in vacuum). The wires heated in
a hydrogen atmosphere at 2800 K for 1–2 h are almost
smooth when analyzed with an optical microscope.
However, after etching in an ammonia solution, ridges
appear on the wire surfaces because of the contact
potential difference in the Ni–W pair (Fig. 3a); the size
and arrangement of ridges correspond to those after
longer heat treatments (Fig. 3b). Therefore, we can con-
clude that the distribution of structural defects in the
crystal volume correlates with the crystal shape and
that excess vacancies appear at the very beginning of
the formation of the steplike structures. Hence, surface
restructuring can be conjectured to be related unambig-
uously to a significant deviation of the vacancy concen-
tration from its equilibrium value in a crystal carrying
an electric or a heat flow and to effective mass transfer
between its surface and volume. This finding cannot be
explained by the models of this phenomenon proposed
in [4, 5], in which the concentration of diffusion carri-
ers (atoms or vacancies) is taken to be equal to a ther-
modynamically equilibrium value. Steplike structures
are detected in fields that only slightly exceed the criti-

5 µm

10 µm

(a)

(b)

Fig. 3. Optical micrographs of the surface of a tungsten wire
dc-heated in a hydrogen atmosphere (P = 760–1520 Torr,
T = 2800 K). (a) The wire surface after 1-h annealing fol-
lowed by electrochemical etching and (b) the wire surface
after annealing for 10–15 h.
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cal fields (according to the data of many authors).
Structural defects in such samples have not been clearly
revealed by the methods of metallography and electron
microscopy. In the former method, it is difficult to sep-
arate them from the shape effect during chemical etch-
ing, and, in the latter method, the character of contrast
indicates a high density of vacancy–impurity clusters.

Thus, the main features that characterize the restruc-
turing of the crystal surface are the following:

(i) Surface restructuring occurs only in the presence
of gradients of an electric or heat field of the same direc-
tion. When subjected to ac heating or uniform heating,
the steps lose their stability and disappear [1–3].

(ii) The step growth rate is nonlinear in time; in the
first heating stage, the surface shape does not change (a
latent period); in the intermediate stage, the step growth
rate is maximum; and, at the final stage, the rates of
changes in the step size and height become stable in
time [1–3].

(iii) This phenomenon has a threshold; that is, cer-
tain critical field gradients must be exceeded [1–3].

(iv) The vacancy concentration in the crystal volume
is not a thermodynamically equilibrium value. The
period of changes in the excess vacancy concentration
is correlated with the surface-relief period. This conclu-
sion is supported by the results given in this section.
The experimental data indicate a correlation between
the processes of formation of bulk defects and of a reg-
ular surface structure.

These features demonstrate that the restructuring of
polycrystalline and single-crystal surfaces has a fluctu-
ation–dissipative character.

3. THERMODYNAMIC CONSIDERATION 
OF THE RESULTS

The features given above correspond to the neces-
sary conditions for the formation of dissipative struc-
tures [7, 8]. According to the theory of self-organiza-
tion in nonequilibrium systems [7, 8], such structures
can form only when the following four conditions are
simultaneously satisfied:

(i) The system is thermodynamically open; i.e., it
exchanges energy and matter with its environment.

(ii) The system is substantially nonlinear (it is
described by nonlinear equations).

(iii) The deviation from equilibrium exceeds a criti-
cal value.

(iv) Microscopic processes correlate.
In this case, the regular structures that form in a

crystal currying an electric or a heat flow should be
attributed to the class of dissipative structures. These
structures are ordered configurations appearing beyond
the stable region of a thermodynamic branch (the states
that appear from an equilibrium state via continuous
deformation) [7, 8]. If a deviation of a nonlinear system
from equilibrium exceeds a certain critical value, these
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
states can become unstable and the system passes to a
new mode and becomes a dissipative structure. Dissipa-
tive processes are characterized by nonzero entropy
production. The first condition of structure formation is
related to the second law of thermodynamics.

Let us show that, although the transition from a
smooth defectless crystal to a stepped crystal with bulk
defects that occurs in the system under study is related
to a decrease in its entropy S, the second law of thermo-
dynamics is not violated and that it manifests itself in a
more general form. The system is open for flows of
electricity, heat, and matter. Its entropy can decrease
under specific external and internal conditions, more
specifically, if the loss of entropy S per unit time
(deS/dt) exceeds the entropy production inside the sys-
tem (diS/dt). Thus, we have

(1)

if

(2)

where

(3)

(4)

Here, Σ and V are the surface area and volume of the
crystal, respectively; Is is the local entropy flux on the
crystal surface; n is a unit vector normal to the surface;
and σ is the local entropy production.

It can be shown that the total entropy flux (deS/dt)12
through two rectangular sections 1–1 and 2–2 chosen
arbitrarily and located normal to the crystal axis is neg-
ative.

According to [9], the local entropy flux can be writ-
ten in the form

(5)

where µk and Ik are the electrochemical potential and
the flux of the kth component, respectively; If is the heat
flow; and T is the temperature.

For the vacancy mechanism of electrodiffusion,
Eq. (5) can be rewritten as

(6)
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or, using the equality IV = –Ia, as

(7)

where µe, µa, and µV are the electrochemical potentials
and Ie, Ia, and IV are the fluxes of electrons, atoms, and
vacancies, respectively.

Using the approximation µV2 = µV1 and taking into
account the equalities µe2 – µe1 = –eϕ and µa2 – µa1 =
Zeϕ, we obtain

(8)

where e and Ze are the electron and ion charges, respec-
tively; ϕ is the potential difference between the second
and first cross sections; and Σ12 is the cross-sectional
area of the crystal.

As the electric field increases, the loss of entropy
(deS/dt)12 increases. When it exceeds a certain critical
value, the smooth defectless crystal begins to transform
into a stepped crystal with bulk defects.

Thus, a direct current passing through the crystal
ensures that inequality (1) is satisfied (the same result is
obtained for a heat flow). The second and third condi-
tions for the formation of dissipative structures require
a transition from ordinary linear to nonlinear
approaches, where ordering occurs spontaneously
under certain conditions. We can assume that crystal
surface shape fluctuations decrease in amplitude and
disappear if the field gradient is less than a certain crit-
ical value. However, when the field gradient exceeds
the critical value, some fluctuations grow and result in
the formation of macroscopic order in the crystal sur-
face. The fourth condition (the cooperative character of
behavior) reflects the causality (at a microscopic level)
of the processes resulting in structure formation. When
these processes are cooperative due to specific interac-
tions, spontaneous structure formation is observed.

As follows from the experiment, the vacancy con-
centration in crystals under valleys between steps can
substantially exceed the equilibrium concentration dur-
ing dc heating even for a steady-state shape of the sur-
face (Fig. 1). This fact can be related to a substantial
contribution of the flux of surface vacancies to the sur-
face diffusion flux. The diffusion coefficient of these
vacancies is anisotropic (it is dependent on the local
surface orientation). Therefore, the deceleration of the
surface flux in a region with a low diffusion coefficient
can lead to two limiting effects: (i) the fixation of
vacancies directly on the surface with the formation of
valleys or (ii) the appearance of a bulk diffusion flux,
when the electrochemical potential of the vacancies
providing the diffusion flux is equal to the electrochem-
ical potential of vacancies on the surface of a given cur-
vature. According to the decomposition phenomenon
observed, the supersaturation can be as high as a frac-
tion of one percent; however, for distances of several

Is
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PH
microns, this value can cause rather intense diffusion
fluxes through the crystal volume at relatively low tem-
peratures.

It follows that an electric field on the surface creates
a steady-state excess vacancy concentration in valleys
and that the portion of a step facing the output minus
terminal of the power supply is a barrier to surface dif-
fusion flux, since this portion contains loose faces hav-
ing a relatively high surface energy. We can state that
the structure formation on crystals that are subjected to
electric or heat fields is related to cooperative surface–
volume diffusion.

The interrelation between the surface shape and the
redistribution of surface and volume diffusion fluxes
reflects specific couplings that cause the cooperative
character of this microscopic process. The operation of
these couplings obeys the principle of macroscopic sur-
face restructuring, according to which the crystal sur-
face takes a shape for which the output total entropy
flux is maximum.

Let us introduce a coordinate system xy in the plane
of the crystal under study. Let y = y(x) be an equation of
its surface (in our two-dimensional case, this is the
equation of its boundary line). The function y(x) is
determined from the condition of the maximum loss of
entropy, i.e., the maximum of the curvilinear integral

 or  at a given crystal volume or,

in the two-dimensional case, at a given area . If Isn

is a function of the direction of the line tangent to the
sought curve (i.e., a function of y'), then, following the
Lagrange method, we seek the maximum of the integral

(9)

with the undetermined multiplier λ.
Then, the Euler equation gives

(10)

Given an explicit expression for the entropy flux Isn,
we can determine the crystal surface shape from
Eq. (10).

4. RESULTS OF THE CONSIDERATION
OF TRANSPORT PROCESSES

The formation of a stacking fault in a pure metal can
only be related to the presence of excess vacancies in
the crystal. Direct-current heating of the crystal causes
supersaturation. Therefore, apart from the development
of a periodic surface structure, a mathematical model
describing surface restructuring in a crystal with mac-
roscopic fields must also explain the appearance of
excess vacancies and the possible correlation of these
phenomena.
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The formation of nonequilibrium vacancies in solids
as a result of the action of external fields is described by
the phenomenological diffusion theory [9] developed in
terms of the thermodynamics of irreversible processes.
Therefore, a model of this phenomenon should be
based on this theory. It can be shown that, when foils
are heated by passing a direct current through them,
there appear fluxes of vacancies and of current and heat
carriers:

(11)

(12)

(13)

where CV =  + g is the vacancy concentration

(  and g are its equilibrium and nonequilibrium com-
ponents, respectively), DV is the vacancy diffusion
coefficient, Ze is the effective vacancy charge, QV is the
heat for vacancy transfer, ϕ is the electric potential, T is
the absolute temperature, ρ is the electrical resistivity,
κ is the thermal conductivity, and k is the Boltzmann
constant.

Here, the subscripts V, e, and f stand for vacancies
and current and heat carriers, respectively. As is known
[10], defects contribute to the electrical resistivity (ther-
mal conductivity) of pure metals. In the approximation
of a low defect concentration, an increase in the resid-
ual resistance should be proportional to this concentra-
tion. For vacancies, the additional resistivity is [10]

(14)

where m is the electron mass, w is the electron velocity
near the upper boundary of the Fermi distribution, ne is
the number of free electrons per atom, e is the electron
charge, and A is the effective scattering area (from scat-
tering theory).

Thus, vacancies interact with electric and tempera-
ture fields. In this case, the problem of calculating the
electric and temperature fields and the vacancy concen-
tration can be reduced to the solution of a set of conti-
nuity equations for vacancies and current and heat car-
riers. For a steady state, this set of equations has the
form

(15)
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Here, σV is the rate of formation or disappearance of
vacancies at relatively low supersaturations [11], σf is
the density of heat sources, and tV is the average life-
time of nonequilibrium vacancies. For the correspond-
ing boundary conditions, set (15) can numerically be
solved with a computer.

Here, we restrict ourselves to the approximation
gradϕ = E, E = const, and T = const. Then, for the one-
dimensional case, the vacancy-concentration distribu-
tion along the sample surface (with the electric field
directed along the surface) can be determined from the
continuity equation for vacancies

(16)

and has the form

(17)

where C1 and C2 are constants of integration and l =

 is the vacancy mean free path [9, 11]. In gold
at high temperatures, l = 4 µm [12]; at Z = 1, E =
1 V/cm, T = 2400 K, and l = 10–4 cm (which corre-
sponds to the experimental conditions), we have
(ZeEl/kT)2 = 25 × 10–8. Thus, in the rather wide range
of l = 10–4–10–2 cm, we have (ZeEl/kT) ! 1 and Eq. (17)
can be significantly simplified:

(18)

where the surface structure period is

(19)

If E = 0, then σV = 0 and, instead of Eq. (16), we
obtain a version of the second Fick law from the conti-
nuity equation for vacancies. In this case, in contrast to
Eq. (16), there are no periodic solutions for the vacancy
concentration. Therefore, the formation of a periodic
structure of the nonequilibrium component of the
vacancy concentration is caused by an electric field.
Obviously, a periodic surface structure can correlate
with the volume-vacancy distribution.

Since a vacancy exchange between the volume and
surface in a steady state must not lead to a further
change in the surface, the properties of the surface (the
vacancy concentration in the surface layer) should
change for a period λ identical to that of the volume-
vacancy concentration. Changes in the properties of a
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local surface region can only be related to a change in
its crystallographic orientation (hkl); hence, the surface
should have a relief of the same period.

Thus, within the framework of this model, the sur-
face structure period is specified by the state of the vol-
ume vacancy subsystem.

A more complete solution to the problem that simul-
taneously takes into account volume and surface diffu-
sion can substantially correct the surface structure
period in Eq. (19). However, even in the approximation
used above, the solution agrees well with the experi-
mental data on l and λ at high temperatures. In particu-
lar, in dc-heated tungsten (T = 2400 K, E = 1–2 V/cm),
a surface structure with a period λ ≈ 12 µm forms. In
this case, the model proposed gives l = 2 µm, which
agrees well with the value of l determined in gold at
high temperatures (l = 4 µm) [12].

In our calculations, we did not take into account the
interaction of vacancies with a temperature field (T =
const). However, depending on the sign of the heat for
vacancy transfer, this interaction can result in either an
increase or decrease in the distribution amplitude of
nonequilibrium vacancies.

In metals with QV < 0 (vacancies move from a cold
to hot region), hot and cold regions alternating at a
period λ should form as a result of the effect of vacan-
cies on electrical resistivity (14) along the surface.
Vacancies can move from cold to hot regions due to
thermal diffusion, which would lead to an increase in
the distribution amplitude of nonequilibrium vacancies
and to a subsequent increase in the amplitudes of the
nonequilibrium components of the electrical resistivity
and temperature and so on (a fluctuation process).

To date, a “dc structure” has only been detected in
metals (W, Mo, Ta, Nb, Pt) of this type (QV < 0), which
supports this assumption.

Thus, our analysis indicates that an important role is
played by volume processes in the dc-structure forma-
tion and that it is necessary to simultaneously consider
volume and surface diffusion processes in developing a
model based on the fluctuation–dissipative principle.

5. CONCLUSIONS

Electron-microscopic and metallographic studies of
tungsten single crystals and wires heated to high tem-
peratures in vacuum or a hydrogen atmosphere through
the passing of a direct current have shown that the
appearance of a steplike surface structure is related to
the interaction of the surface and volume diffusion sub-
systems when the system strongly deviates from equi-
librium.
PH
It has been experimentally and theoretically shown
that the structure under study belongs to the class of
dissipative structures; therefore, the development of a
model to describe this phenomenon requires a syner-
getic approach [7, 8]. As a result of the surface macro-
scopic restructuring of a crystal subjected to a super-
critical electric or temperature gradient, the crystal sur-
face takes a shape for which the total entropy flux
passing through the surface into the environment is
maximum.

Note that the results obtained and the technique
developed can be used to study surface restructuring
not only in metals but also in semiconductors (e.g., in
gallium arsenide, where the process of surface faceting
[13] is similar to that observed in metals [1–6] and is
used in molecular-beam epitaxy to grow structures with
a one-dimensional electron gas [14]).
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Abstract—The electrical conductivity is measured experimentally and the parameters of the superconducting
transition are determined in a regular spatial network of multiply connected submicron-sized indium grains
embedded in voids of an ordered opal dielectric matrix. The In–opal nanocomposite was prepared by pressure
injection of the molten metal into voids of opal samples. Arrays of In grains of different sizes were produced
by properly varying the characteristic geometric sizes of the opal voids, which offered the possibility of observ-
ing quantitative and qualitative changes in the temperature dependence of electrical resistance and studying the
size effects on the critical temperature and critical magnetic field in the In–opal nanocomposites. It was found
that, as the coherence length becomes comparable to the size of the superconducting grains, the parameters of
the superconducting transition in the nanocomposite increase sharply. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The conductivity and superconductivity of ensem-
bles of low-dimensional conductors have been attract-
ing considerable research interest, because they offer
the possibility of observing size effects originating
from a substantial decrease of a conductor or supercon-
ductor in size, which entails a change in the basic car-
rier scattering mechanisms and, accordingly, an
increase in the critical temperature Tc [1] and critical
magnetic field Hc [2]. The superconducting (SC) state
becomes more stable in nanostructured systems,
because their inherent inhomogeneities pin magnetic
vortices and, thus, change the magnetic flux dynamics.
This feature is well known to be typical of thin films
(see, e.g., [3]). If the size of the SC nanoparticles is
comparable to the coherence length ξ, the behavior of
such structures becomes still more complicated. In this
case, a magnetic field penetrates deep into a sample
because of the field being incompletely screened [4]
and the superconductivity in ensembles of nanoparti-
cles becomes spatially inhomogeneous. Coexistence of
the normal and SC phases becomes possible, and resis-
tive anomalies [5, 6] associated with the presence of
interfaces, as well as topological effects of the type of
resistance oscillations, may occur [7].

The electrical conductivity of three-dimensional
(3D) regular ensembles of SC nanoparticles has been
studied much less comprehensively than that of 2D lat-
tices [8] because of the technological difficulties
encountered in the course of sample preparation. Ini-
tially, artificial ensembles of millimeter-sized metallic
spheres were obtained [4]. As far as we know, direct
extension to micron- and submicron-sized spheres
proved impossible because of a lack of suitable tech-
1063-7834/05/4711- $26.00 2005
nology for the preparation of such objects. The behav-
ior of 3D structures with particles of submicron size has
been investigated for the particular case of granular
superconductors [4], superconductors embedded in
voids of porous glasses [9–11], and synthetic opals
[12].

It must be remembered that most of the granular
conductors studied thus far have percolation-type con-
duction, because a uniform current distribution in a sys-
tem of contacting particles is impossible to ensure due
to the uncontrollable quality of the intergrain contacts.
The method of stabilizing SC nanoparticle ensembles
in voids of a regular porous dielectric opal matrix that
is employed in the present work provides a good
approach to a spatially uniform current distribution
[12]. This approach permits one to attain periodic mod-
ulation of the properties of a nanocomposite with a
crystalline dielectric matrix [13]. A liquid metal
injected under pressure into a 3D matrix occupies all
accessible free space, forming grains and intergrain
bridges in intervoid windows. The bridges replacing
point contacts between grains impart stability to the
intergrain conductivity. On the whole, the lattice opal-
pore topology confers a regular structure to the metal
spatial network.

Increasing the nanoparticle ensemble dimensional-
ity makes interpretation of the electrical conductivity
and superconductivity of the ensemble complicated. In
the case where the size of the nanoparticles is less than
the London penetration depth, magnetic vortices cannot
form in the grains via the Abrikosov mechanism.
Therefore, in [14], the results obtained in studying the
magnetoresistance and current–voltage characteristics
of metal–opal nanocomposites were interpreted in
terms of magnetic field transport by topological vorti-
© 2005 Pleiades Publishing, Inc.
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ces that correspond to screening currents flowing along
the lattice contours. It was assumed also that magnetic
field penetration into a sample is actually a stepwise
process giving rise to the formation of a 3D current lat-
tice of a multisized architecture.

The present communication reports on a study of the
dependence of the electrical conductivity and SC prop-
erties of an In–opal nanocomposite on the indium nano-
particle size. The size of nanoparticles was varied by
(i) using opals with silicate spheres of different size;
(ii) deposition of silicon oxide from a polysilicate solu-
tion to attain a sufficiently large geometric-modulation
depth of the current flow channel, i.e., the ratio of the
maximum to minimum cross section of the channel;
and (iii) deposition of a given number of titanium diox-
ide monolayers on the inner opal surface for high-pre-
cision controllable variation of void size.

Fig. 1. Close packing of spheres forming a face-centered
cubic lattice (model of the opal structure).
PH
2. SAMPLES AND EXPERIMENTAL 
TECHNIQUE

Opal is a densely packed, face-centered cubic array
of identical silicate spheres [15] with voids between
contacting spheres (Fig. 1). The fcc packing of spheres
of diameter D has voids of two types, namely, octahe-
dral (O voids) with a characteristic size dO = 0.41D and
tetrahedral (T voids) with dT = 0.23D, interconnected
by channels of varying cross section with the smallest
size db = 0.15D. Voids in the opal form, in turn, a regu-
lar lattice. In the present work, we used opals with
spheres of different size (Table 1), with the scatter in
diameter not exceeding 5% for each sample. The
method of molecular layer-by-layer deposition of
oxides on the inner surface of the silica gel (“over-
growth”) [16] makes it possible, as applied to opal [17],
to vary the void dimensions to within the thickness of
one molecular layer of the deposited oxide. One opera-
tional cycle including several chemical reactions
applies one monatomic TiO2 layer [16]. Opals with dif-
ferent numbers of titanium oxide monolayers  (up
to 60) were prepared. To prepare nanocomposites 1.4
and 1.5, the free volume fraction of opal voids f was
reduced considerably, from 26% in an ideal fcc lattice
to 13%, by predeposition on the inner opal surface of a
thick SiO2 layer from a polysilicate solution. To prepare
an In–opal nanocomposite, molten metal was pressure
injected into the voids of the opal samples [12]. The
samples measured about 5 × 2 × 0.4 mm.

Electron-microscope images (Fig. 2) showed the
metal to form in the opal a regular continuous three-
dimensional network between the dielectric spheres.
Viewed in cross section, the metal network is a regular
array of closed contours that include metal grains inter-
connected by bridges of a smaller cross section than

NTiO2
Table 1.  Geometric characteristics and superconducting transition parameters of the In–opal nanocomposites studied

Sample
no. fIn δ, nm D, nm dO, nm dT, nm db, nm Tc, K Hc(0), Oe

1.1 0.26 0 0 230 95 52 36 3.57 2200
1.2 0.23 23 3.1 230 89 46 30 3.61 2900
1.3 0.17 54 7.2 230 81 37 21 3.66 3850
1.5 0.13 0 8.2 230 79 35 19 4.15 15000
1.4 0.08 34 13 230 69 26 10 3.72–4.17 18900–22200
2.1 0.26 0 0 290 120 66 45 3.49 940
2.2 0.22 20 2.7 290 115 60 40 3.495 1250
2.3 0.19 40 5.3 290 109 55 34 3.51 1750
2.4 0.16 60 8.0 290 104 49 29 3–5 2200–5000
3.1 0.26 0 0 190 79 43 30 3.46 2260
3.2 0.20 20 2.7 190 73 37 24 3.47 1740
3.3 0.16 40 5.3 190 68 32 19 3.55 2300
3.4 0.12 60 8.0 190 63 27 14 3.58 2650

Note: The void volume fraction of samples 1.4 and 1.5 was preliminarily reduced to 13% through the deposition of SiO2 (for sample 1.5,

δ = ; for sample 1.4, δ =  + ). The error of δ determination was 2 nm, and that for sample 1.4, 4 nm.

NTiO2

δSiO2
δSiO2

δTiO2
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that of a grain. The metal used to fill the voids by this
method [18] occupies the entire opal free space [19],
and, therefore, the metal network is a spatial replica of
the sphere array.

To preclude the manifestation of surface conduc-
tion, indium was removed from the thin near-surface
region of the opal by etching it in a 20% solution of
nitric acid for 20 min, with subsequent checking for the
absence of surface conductivity of the sample. Next,
contact pads less than 0.3 mm wide were prepared by
grinding and a current-conducting glue-based silver
paste was applied to them.

Experimental studies were conducted on In–opal
samples of three lots differing in terms of the diameter
of the silicate spheres making up the opal matrix. The
characteristic geometric dimensions of the opal voids
and the superconducting transition parameters of the
nanocomposite samples studied are listed in Table 1.
Also given in Table 1 are the number of TiO2 layer dep-
osition cycles, the oxide thickness δ, and the indium
volume fraction fIn.

The geometric dimensions of In grains were deter-
mined in the following way. The shape of each grain
was approximated by a sphere inscribed into the void,
with the diameter reduced by 2δ to account for the
thickness of the TiO2 film:

(1)

(2)

(3)

The TiO2 overgrowing procedure lengthens the
channels interconnecting the opal voids; therefore, cyl-
inders provide a good approximation to the In bridges
filling intervoid opal windows in samples with a large
number of deposited TiO2 monolayers. The cylinder
axis length is

(4)

The dimensions of indium nanoparticles dO, dT, and
db were determined by two different methods, depend-
ing on the approach employed to calculate the total
TiO2 layer thickness. In one method, we used the rela-
tion δ = , where δ1 ≈ 0.13 nm is the monolayer
thickness derived with due account of the anatase struc-
ture. The other method is based on optical measure-
ments providing the fraction of empty space in the opal
volume. Optical measurements yielded the position of
the maximum of the reflectance band produced by dif-
fraction from the (111) planes of the fcc lattice of an
unloaded opal. As follows from the Bragg law, λ =
2neffd in the case of normal incidence of light on the
sample surface. The effective refractive index was

dO D 2 1–( ) 2δ,–=

dT D
3
2
--- 1– 

  2δ,–=

db D
2

3
------- 1– 

  2δ.–=

L D 1 2
2

-------– 
  2δ.+=

NTiO2
δ1
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found as  =  +  + fair, where

, , and ,  are the refractive indices
and volume fractions of silica and anatase, respectively.
The replacement of air in the opal voids by optical oil
with a known refractive index produces a red shift of
the diffraction maximum. Knowing the refractive indi-
ces of silica and anatase (1.43 and 2.3, respectively) and
assuming that the lattice constant remains unchanged
and that the volume fraction of silica is equal to 0.74,
one can readily solve the two equations for the volume
fraction of anatase and air in the opal matrix.

Next, the TiO2 layer thickness was derived from the
expression

(5)

where fovergrown and forigin are the free volume fractions of
the “overgrown” and “original” (without the oxide lay-

ers) opal, respectively, and c =  –  ≈ 0.0584.

Equation (5) is valid in the case of spheres contacting
at one point and can be derived1 from the obvious

1  To derive Eq. (5), consider a sample of cubic shape with 

elementary opal cells, bearing in mind that each cell has a lattice

constant a =  and contains n = 4 silicate spheres. Introduc-
ing the notations Ssph for the sphere surface area and Vsph for the

sphere volume, we obtain Vorigin = (Ncella)3 – nVsph for the

total free volume and Sinner = nSsph – 6 n × 0.5Ssph for

the opal inner surface area; note that the outer opal surface area
(the second term) may be neglected because of its relative small-
ness. For samples 1.4 and 1.5 featuring a large change in the free
volume (i.e., δ ~ db), δ was calculated accounting for the change
in the inner opal surface area, with Sinner assumed to be a linear
function of the variable δ. In this particular case, in place of

Eq. (5), we obtain 5δ2 – Dδ + cD2  = 0.

neff
2

nSiO2

2
f SiO2

nTiO2

2
f TiO2

nSiO2
nTiO2

f SiO2
f TiO2

δ cD 1
f overgrown

f origin
--------------------– 

  ,=

1

π 2
----------

 1
6
---



Ncell
3

D 2
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3
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3
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2

1
f overgrown

f origin
-----------------------– 
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Fig. 2. Electron microscope image of In–opal nanocompos-
ite sample 1.1.
5



2008 SHAMSHUR et al.
relation

(6)
f overgrown

f origin
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Fig. 3. Superconducting transition in In–opal nanocompos-
ite samples. (a) Temperature dependences of resistance
R(T) and (b) magnetic-field dependences of resistance
R(H). The volume fraction of In is 0.26 (5), 0.23 (5), 0.17
(5), 0.08 (1), and 0.13 (5) in samples 1.1, 1.2, 1.3, 1.4, and
1.5, respectively. The figures in parentheses are currents (in
milliamperes) through the samples.
PH
where Vorigin is the volume of the original opal and Sinner
is the total inner opal surface area.

The total layer thicknesses δ calculated by the above
methods differed by less than ∆δ = 2 nm for all samples
except for sample 1.4 (the difference for this sample is
about 4 nm due to the fact that the void size was modi-
fied using two different methods, namely, SiO2 deposi-
tion and subsequent TiO2 layer-by-layer overgrowth).

The electrical resistance of the samples was mea-
sured in the temperature range 300–0.4 K and in mag-
netic fields of up to 70 kOe by the dc four-probe tech-
nique.

3. EXPERIMENTAL RESULTS

All the samples of the In–opal nanocomposite stud-
ied undergo the SC transition. Cursory examination of
Fig. 3 and Table 1 reveals that the critical temperatures
and critical magnetic fields of the SC transition notice-

ably exceed those of bulk indium (  = 3.41 K and

(0) = 280 Oe at T = 0). Below the critical temper-
ature Tc, the application of a magnetic field restores the
sample resistivity to its normal-state value, ρ = ρN. One
can see that Tc and Hc (Fig. 3, Table 1) correlate with
the indium grain size within the same lot. Samples
with a larger number of TiO2 layering cycles exhibit
higher Tc and Hc. Note that the decrease in the indium
grain size is accompanied by an increase in the “effec-
tive” electrical resistivity of a sample ρS = (SS /lS)R in
the normal phase directly before the SC transition and
by the slope of the temperature dependence of R(T)
becoming smoother (Fig. 4). The ρS(T) dependence
measured on a sample with the smallest In bridge

Tc
bulk

Hc
bulk

0.12
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0 100 200 300

0.04

×0.01

×0.04 #2.4
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#1.4

#2.1

T, K

R
, m

Ω
 c

m

Fig. 4. Temperature dependences of the effective electrical
resistivity of In–opal samples. The currents flowing through
the samples of lot 1 are the same as in Fig. 3, and the cur-
rents for lot 2 are 5 and 0.1 mA for samples 2.1 and 2.4,
respectively.
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diameter (db ≈ 10 nm) takes on a nonmetallic character:
ρS(300 K)/ρS(4.2 K) ≈ 0.7 (Fig. 4).

The SC transition widths in temperature, ∆Tc, and in
magnetic field, ∆Hc, were determined from the resis-
tance jump as the difference in temperature (or mag-
netic field) between the 0.9ρN and 0.1ρN levels, and Tc
and Hc were derived at the ρ = 0.5ρN level.

Samples with a comparatively high volume fraction
of indium (fIn = 0.17–0.26) exhibit a narrow SC transi-
tion, ∆Tc < 0.1 K and ∆Hc < 100 Oe (Fig. 3). The SC
transition in samples characterized by a relatively small
volume fraction of the conducting part, fIn < 17% (sam-
ples 1.4 and 2.4), is broad both in temperature and in
magnetic field, with the R(T) and R(H) curves (for T <
Tc) featuring a stepwise character [20]. For these sam-
ples, Table 1 lists two values of Tc and Hc(0), namely,
the boundaries of the interval within which the param-
eters vary between the 0.9ρN and 0.1ρN levels. Sample
1.5 occupies an intermediate position: one observes a
sharp SC transition which splits into two transitions
with critical temperatures that are close in magnitude.

Note that our results are consistent with the data
reported in [18], where the SC transition width in tem-
perature measured in In–opal nanocomposite samples
increases with the depth of geometric modulation, i.e.,
with increasing ratios dO : db and dT : db. Also, the crit-
ical magnetic field in sample 1.4 extrapolated to T = 0

exceeds (0) by about 70 times [20].

4. DISCUSSION OF THE RESULTS

4.1. Size Dependence of the Critical Superconducting 
Transition Temperature

The strong-coupling theory of Éliashberg [21, 22],
which takes into account the delayed nature of elec-
tron–phonon interaction and provides a consistent
interpretation of excitation decay, was used by
McMillan [23] to derive the relation

(7)

which contains as parameters the Debye temperature Θ,
the electron–phonon coupling constant λe–ph, and the
Coulomb pseudopotential µ*, whose exact value is
known fairly well for polyvalent metals: µ* = 0.1. This
relation does not contain any fitting parameters.

The relation λ ~ 1/〈ω2〉  [23] was employed in [1] to cal-

culate the ratios 〈ω〉/〈ωbulk〉  and 〈ω2〉/〈 〉  for a parti-
cle of spherical shape having an fcc lattice and, using

Hc
bulk

Tc
Θ

1.45
----------

1.04 1 λ e–ph+( )
λ e–ph µ* 1 0.62λ e–ph+( )–
-----------------------------------------------------------– 

  ,exp=

ωbulk
2
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Eq. (7), to derive an expression relating the Tc/
ratio to the particle radius r [23]:

(8)

where  is the electron–phonon coupling constant
of the bulk material and a0 is the lattice constant (for In,

a0 = 0.33 nm,  = 0.71 [1]).

The critical temperatures observed in In–opal sam-
ples are fitted satisfactorily (except for Tc of sample 2.4)
by Eq. (8). This is illustrated by Fig. 5, which presents,
in addition to the In–opal data, the results obtained with
films [1] and with In loaded in asbestos voids [24].

The decrease in the coordination number, i.e., in the
number of nearest neighbors, for surface atoms was
found [1] to reduce the force constants, with the elastic-
ity tensor components responsible for the shear strain
decreasing to a greater extent, and this is why the aver-
age phonon frequency decreases. This gives rise to an
increase in the electron–phonon coupling constant
(inversely proportional to the mean squared phonon
frequency) [23]. On the whole, despite a certain
decrease of the Debye temperature (Θ ~ 〈ω〉), the criti-
cal SC transition temperature increases.

Tc
bulk

Tc/Tc
bulk

=  
1

1 0.674 a0/r( )+
-------------------------------------

1.04 1 λ e–ph
bulk

+( )

λ e–ph
bulk

0.1 1 0.62λ e–ph
bulk

+( )–
-------------------------------------------------------------





exp

–
1.04 1 kλ e–ph

bulk
+( )

kλ e–ph
bulk

0.1 1 0.62kλ e–ph
bulk

+( )–
-------------------------------------------------------------------





,

k
1 0.674 a0/r( )+
1 0.551 a0/r( )–
-------------------------------------,=

λ e–ph
bulk

λ e–ph
bulk

*

*

*

5.0

4.5

4.0

3.5

0 10 20 30 40 50

T c
, K

d, dwire, db, nm

*

#1.4 #2.4

1
2
3
4
5

Fig. 5. Critical superconducting transition temperature plot-
ted vs characteristic sample dimension: indium film thick-
ness d, In wire diameter dwire for indium in asbestos pores,
or the smallest dimension of the In network in opal, db (1)
In–opal nanocomposite, lot 1; (2) In–opal, lot 2; (3) In–
opal, lot 3; (4) thin films [1]; and (5) In–asbestos nanocom-
posite [24]. The dashed line is a plot of Eq. (8).
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4.2. Size Dependence of the Critical Magnetic Field

Samples with fIn ≥ 0.17 exhibited a sharp SC transi-
tion without steps. In such samples, In grains differing
in size become superconducting apparently at the same
value of Hc. One may therefore introduce an average
thermodynamic critical magnetic field 〈Hc〉 . To find this
quantity, we represent the energy of SC state destruc-
tion by the magnetic field, ∆ε = εN – εS, as the sum of

the energies ∆εi = (1/8π)( )2Vi corresponding to dif-
ferent In grains (i.e. the sum over all voids) ∆ε =

. Therefore, we can write

(9)

where V is the sample volume. In grains embedded in a
nanocomposite are typically of three characteristic

Hc
i

∆εii∑
Hc〈 〉 1/V( ) Hc
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Fig. 6. Temperature dependences of critical magnetic fields
for In–opal nanocomposite samples. Solid lines are calcu-
lated dependences, and symbols refer to experimental data.
(a) Samples 1.1, 1.2, and 1.3 with fIn = 0.17–0.26; the aver-
age thermodynamic critical magnetic fields were calculated
from Eqs. (9) and (10), and the experimental values of Hc
were determined from the condition ρ(H) = 0.5ρN. (b) Sam-
ple 1.4 (fIn = 0.08); the calculated critical magnetic fields
were identified with Hc of the superconducting transition of
spherical In particles with diameters dO, dT, and db; the

experimental values of  and  were derived from the
corresponding maxima of the dR(H)/dH derivative. Dotted
lines are the fitting of experimental data with the relation
Hc(T) = Hc(0)(1 – (T/Tc)
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sizes corresponding to the different sizes of the voids in
an opal, namely, dO, dT, and db. Each of the critical mag-

netic fields  can be identified with the characteristic
grain size di and grain volume Vi and is calculated sep-
arately for each grain type from the relation [2]

(10)

in the limit di ! λ(T), where (T) = (0)[(1 –
(T/Tc)2], λ(T) = λ(0)[1 – (T/Tc)4]–1/2, and λ(0) = 64 nm
for bulk indium at T = 0. The coefficient k depends on

the actual sample shape; we used the value k =  for
particles of spherical shape.

From examining Fig. 6a, it is evident that the exper-
imentally measured critical magnetic field for samples
with a comparatively high volume fraction of indium
fIn = 0.17–0.26 is satisfactorily described by the average
thermodynamic critical magnetic field 〈Hc〉 . This quan-
titative agreement implies “classical” behavior (i.e., a
pattern consistent with the Landau–Ginzburg theory) of
the superconductor network in the opal.

For samples with fIn < 0.17 (samples 1.4 and 2.4),
which exhibit a broad stepwise SC transition [20], one

can isolate two critical magnetic fields,  and .
For sample 1.4, Fig. 6b shows the experimentally

observed critical magnetic fields (T) and (T), as

well as the critical magnetic fields (T) as calculated
from Eq. (10), for In grains with the characteristic sizes
specified in Table 1. We readily see that the experimen-
tally observed critical magnetic fields range up to
Hc(0) = 22 kOe and are noticeably higher than the pre-
dicted values. Thus, they do not fit into the classical pat-
tern, even with the small transverse bridge dimension
db ≈ 10 nm taken into account.

4.3. Estimation of the Electrical Resistivity 
of the Indium Network in Opals

In order to explain the observed qualitative and
quantitative differences in the SC properties between
samples with a relatively high (fIn = 0.17–0.26) and a
relatively low (fIn < 0.17) indium volume fraction, it
appears reasonable to estimate the coherence length of
SC electrons. To do this, one needs to know the effec-
tive carrier mean free path leff (here, “effective” means
sample-averaged, because the scattering in grains with
different characteristic indium nanograin sizes dO, dT,
and db may differ considerably). This would require, in
turn, knowledge of the electrical resistivity of the In
network in the opal.

The electrical resistivity of the In network in the
opal, ρnet, can be estimated from the experimentally
measured sample resistance R, linear sample dimen-
sions, and indium grain dimensions dO, dT, and db. In
general, ρnet depends on the ratio of the effective cross-

Hc
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Table 2.  Electrical resistivity of the In network, effective carrier mean free path, and coherence length calculated for In–opal
samples

Sample no. ρs(300 K), mΩ cm ρnet(4.2 K), µΩ cm leff(4.2 K), nm ξeff(0 K), nm

1.1 0.066 7.41 1.11 49 150

1.2 0.086 12.36 0.663 81 194

1.3 0.101 2.9 2.82 19 94

1.5 0.455 1.77 4.64 12 73

1.4 >0.102 0.74 >11 <5 <48

2.1 0.058 14.32 0.573 94 208

2.2 0.057 7.11 1.15 47 147

2.3 0.065 5.54 1.48 36 130

2.4 >0.08 1.91 >4.31 <13 <76

3.1 0.064 5.22 1.57 34 126

3.2 0.076 13.71 0.598 90 204

3.3 0.101 43.64 0.188 287 364

3.4 0.097 66.67 0.123 438 450

Note: The entries for samples 1.4 and 2.4 are corrected parameters.

ρs 300 K( )
ρs 4.2 K( )
-------------------------
sectional area of the conducting component in the
nanocomposite to the effective length of the current-
carrying path

(11)

Because the fairly complex shape of the opal voids
makes exact calculation of ρnet difficult, let us take a
simple model.

Consider a sample in which all indium making up
the network is molten and forms a rectangular parallel-
epiped-shaped rod of length leff = lS and cross-sectional
area Seff = fInSS; the In volume fraction fIn = VIn/VS

remains unchanged. This model neglects completely
carrier scattering from the superconductor–matrix
interface. In this case, we can write

(12)

The 300-K electrical resistivities of the In network
in opals calculated by the above method and listed in
Table 2 demonstrate the validity of this model, ρmodel ≈
ρnet. As seen from Table 2, the values of ρnet are close to
those of ρbulk and there is no clear-cut trend toward a
change in ρnet with a variation in grain size. This reflects
apparently that there is no noticeable carrier scattering
by the interface with opal at 300 K. Indeed, the mean
free path of carriers in bulk indium at 300 K as esti-
mated from the Drude relation

(13)

lbulk(300 K) ≈ 7 nm, turns out to be smaller than the In
grain size (here, the electron wave vector kF is calcu-

ρnet R Seff/leff( ).=

ρmodel f In SS/lS( )R.=

leff

"kF

N0e
2ρnet

--------------------,=
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lated by the Sommerfeld theory of metals: kF =

, where N0 is the electron concentration in a
metal). The above reasoning suggests that the electrical
resistivity of the In network in opal at 300 K may be
reasonably accepted as equal to that of bulk indium:
ρnet(300 K) = ρbulk(300 K).

At low temperatures, the electrical resistivity of the
In network is substantially higher than ρbulk. Indeed, the
observed values of R(300 K)/R(4.2 K) exceed the ratios
for bulk indium by one to two orders of magnitude
(Table 2): ρbulk(300 K)/ρbulk(4.2 K) = 256 [25]. Obvi-
ously enough, as the temperature decreases, scattering
from boundaries plays an ever increasing role and the
relative decrease in the sample resistance observed
experimentally reflects in the same measure the
decrease in ρnet:

(14)

Table 2 contains the electrical resistivities of the In
network in opal calculated for 4.2 K. The resistivity
ρnet(4.2 K) is seen to grow with decreasing In grain size.
Figure 7 displays the temperature dependence of the
electrical resistivity of the In network, ρnet(T), as calcu-
lated for two samples with the maximum (sample 2.1)
and minimum (sample 1.4) variation in electrical resis-
tivity (between room and liquid-helium temperatures).
The calculated temperature dependence of electrical
resistivity for bulk indium (dashed line) was derived

3π2
N0

R 300 K( )/R T( ) ρnet 300 K( )/ρnet T( ).=
5
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from that of pure indium at 273 K (ρbulk(273) = 8.2 ×
10–6 Ω cm) using the relation [26]

(15)

where F(Θ/T) is a tabulated function [27]. Relation (15)
is valid for any pure metal and follows from the Bloch–
Grüneisen expression for the electrical resistivity of an
ideal metal lattice.

The above reasoning is valid for any In–opal sample
except for samples 1.4 and 2.4, whose experimental
electrical resistivity was found to be approximately two
orders of magnitude higher than that of the other In–
opal samples (Fig. 4). This should apparently be
assigned to a substantial number of bridges breaking in
the course of thermal cycling. Therefore, we introduced
corrections to the electrical resistivity by plotting for all
samples the dependence of the effective electrical resis-
tivity of a sample ρS = (SS/lS)R at 300 K on the mini-
mum characteristic In grain size db. The results
obtained by extrapolating the linear relation are pre-
sented in Table 2. This procedure disregards carrier
scattering from boundaries, which can play a signifi-
cant role in these samples even at 300 K; therefore, the
corrected quantity Rcorrect and the function ρnet(T) calcu-
lated using this quantity yield underestimated values.

4.4. Properties of the In–Opal Nanocomposite
in the Normal State

As already mentioned, the electrical conductivity of
the indium present in an In–opal nanocomposite is con-
siderably affected by electron scattering of two types,
namely, from phonons and from the opal matrix inter-
faces. Scattering from point defects may be neglected
because the experimental value of the ratio
ρS(300 K)/ρS(4.2 K) ≤ 14 is small in all the In–opal
samples studied as compared to that of bulk indium

ρ T( ) ρ 273( ) Θ/273( )F Θ/T( )/F Θ/273( ),=
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Fig. 7. Temperature dependences of the electrical resistivity
of the In network in opal. (1) In–opal nanocomposite sam-
ple 2.1 (with the largest In grains), (2) In–opal sample 1.4
(with the smallest In grains), and (3) bulk indium [25, 26].
The dashed line is a plot of Eq. (15) for bulk indium.
PH
(Table 2). Assuming the number of electron collisions
with boundaries to be temperature independent, one
can estimate the fraction of such collisions in relation to
the total number of collisions per unit time from the
temperature dependence of the resistivity. The function

(16)

is the relative number of scattering events by phonons
in In–opal samples under temperature variation, and
ηbound(T) = 1 – ηph(T) is the relative number of scatter-
ing events by the interfaces. Figure 8 displays the tem-
perature dependence of ηbound(T) as calculated for two

ηph T( ) ρph T( )/ ρph T( ) ρbound T( )+( )=

=  ρbulk T( )/ρS
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Fig. 8. Calculated temperature dependences of the quanti-
ties characterizing the relative role of boundaries in carrier
scattering in In–opal nanocomposite samples.
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(4) In–opal samples, lots 1 and 2.
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samples (2.1 and 2.4) with markedly different modula-
tion of the current-carrying channel.

Figure 9 compares the size dependences of the ratio
ρS(300 K)/ρS(4.2 K) for the In network in the opal mea-
sured in the present work with those for thin indium
films taken from [28, 29]. Note the good correlation of
this quantity between films and the In–opal nanocom-
posite at close values of the characteristic size. The
deviation observed for In–opal samples from the linear
relation typical of films toward a decreasing
ρS(300 K)/ρS(4.2 K) ratio should apparently be
assigned to the effective dimension of In grains being
less than that of the film. Another point to mention is
that samples of lot 3, which have the highest concentra-
tion of grain array defects and, accordingly, contain a
substantial portion of In grains of macroscopic size,
exhibit a deviation in the opposite sense.

It is worth noting that, in sample 1.4 with the small-
est size of the In network, we have ρS(300 K)/ρS(4.2 K) ≈
0.7 < 1 (this sample has a nonmetallic behavior of resis-
tivity; see Fig. 4).The smallest characteristic bridge size
in this sample, db ~ 10 nm (Table 1), is close to the mean
free path of carriers in bulk indium at 300 K, which
implies that scattering from the In–TiO2 interface
becomes significant even at room temperature. While
the dimensions of the octahedral and tetrahedral voids
for this sample substantially exceed lbulk(300 K), their
resistivity is hardly noticeable against the background
of the high bridge resistance (Fig. 4).

4.5. Coherence Length

We made an estimate of the SC electron coherence
length in order to account for the quantitative variation
of the SC transition parameters observed to occur in In–
opal samples at In volume fractions fIn < 0.17.

The coherence length was calculated using the
Gor’kov equation [30] in the dirty limit:

(17)

where ξ0 =  ≈ 640 nm is the BCS coherence

length in the pure material at T = 0 and leff is the electron
mean free path. As follows from the estimates of the
carrier mean free path at 4.2 K presented in Table 2, the
condition leff ! ξ0 for a dirty superconductor is satisfied
for all the In–opal samples studied.

The effective electron mean free paths in In–opal
samples were estimated using the values of ρnet(4.2 K)
[calculated from Eq. (14)] and the Drude relation (13).

The values of the coherence length at T = 0 calcu-
lated from Eq. (17) are presented in Table 2 and Fig. 10.
We readily see that, in samples with a relatively high In
volume fraction, fIn = 0.17–0.26, which exhibit a com-
paratively narrow SC transition (∆Tc < 0.1 K, ∆Hc <

ξd T( ) 0.855
ξ0leffTc

Tc T–
----------------- 

 
1/2

, leff ! ξ0,=

0.18"v F

k0Tc

---------------------
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100 Oe), the coherence length is in excess of the In
grain size. A trend is also seen toward ξ decreasing with
decreasing grain size. As is evident from Table 2, for
samples with fIn < 0.17, which exhibit a broad stepped
SC transition [20], the calculated coherence length
turns out to be of about In grain size and in all cases less
than the largest dimension dO of the grains occupying
octahedral opal voids. In–opal samples of lot 3 have
typically large values of ξ because of the presence of
macroscopic In inclusions accounted for by a high
defect concentration in the opal void network.

5. CONCLUSIONS

Synthetic opal samples with a volume fraction of
indium-loaded voids 8% < fIn < 26% have been
employed to systematically study the dependence of
the electrical conductivity and SC transition parameters
in a multiply connected array of indium grains on their
size. The grain size was changed (with the maximum
variation of the channel dimension in samples of lot 1
being 10 ≤ db ≤ 36 nm) through proper variation of the
free volume of the opal by layer-by-layer deposition on
its inner surface of a given number of titanium dioxide
monolayers, with the grain array parameter of the
superconductor remaining unchanged. It has been
shown that the characteristic pattern of the magnetic-
field and temperature dependences of electrical resis-
tivity in the SC transition region varies with decreasing
indium grain size. The observed effect is treated as
implying that the coherence length becomes compara-
ble to the In grain size in the opal.

ACKNOWLEDGMENTS

The authors are indebted to M.S. Kononchuk for
carrying out the low-temperature experiments and data

400

300

200

100

0 5 15 25 35 45

ξ,
 d

O
, n

m

ξIn–bulk

#2.4

#3.3

#3.4

#1.4

1
2

db, nm

Fig. 10. (1) Calculated coherence length at T = 0 correlated
with the grain size dO (2) for In–opal nanocomposite sam-
ples. The dashed line shows the coherence length in the pure
material at T = 0.
05



2014 SHAMSHUR et al.
analysis. The authors are also grateful to R.V. Parfen’ev
for his continual interest in this work and valuable dis-
cussions.

Support of the Russian Foundation for Basic
Research (project no. 02-02-17685), the Presidium of
the Russian Academy of Sciences, and the Foundation
for Support of Leading Scientific Schools (project no.
NSh-2200.2003.2) is gratefully acknowledged.

REFERENCES
1. S. Matsuo, H. Sugiura, and S. Noguchi, J. Low Temp.

Phys. 15, 481 (1974).
2. V. L. Ginzburg, Zh. Éksp. Teor. Fiz. 34, 113 (1958) [Sov.

Phys. JETP 7, 78 (1958)].
3. V. V. Moshchalkov, Y. Bruynseraede, L. van Look,

M. J. van Bael, and A. Tonomura, in Handbook of Nano-
structured Materials and Nanotechnology, Ed. by
H. S. Nalwa (Academic, San Diego, 2000), Vol. 3, p. 451.

4. T. D. Clark, Phys. Rev. B: Solid State 8, 137 (1973).
5. P. Santhanam, C. C. Chi, S. J. Wind, M. S. Brady, and

J. J. Bucchignano, Phys. Rev. Lett. 66, 2254 (1991).
6. Y. K. Kwong, K. Lin, P. J. Hakonen, M. S. Isaacson, and

J. M. Parpia, Phys. Rev. B: Condens. Matter 44, 462
(1991).

7. W. A. Little and R. D. Parks, Phys. Rev. Lett. 9, 9 (1962).
8. E. V. Charnaya, C. Tein, K. J. Lin, C. S. Wur, and

Yu. A. Kumzerov, Phys. Rev. B: Condens. Matter 58,
467 (1998).

9. J. H. P. Watson, J. Appl. Phys. 37, 516 (1966).
10. N. K. Hindley and J. H. P. Watson, Phys. Rev. 183, 525

(1969).
11. J. H. P. Watson, Phys. Rev. B: Solid State 2, 1282 (1970).
12. V. N. Bogomolov, V. V. Zhuravlev, A. I. Zadorozhniœ,

E. V. Kolla, and Yu. A. Kumzerov, Pis’ma Zh. Éksp.
Teor. Fiz. 36, 298 (1982) [JETP Lett. 36, 365 (1982)].

13. S. G. Romanov and D. V. Shamshur, Fiz. Tverd. Tela
(St. Petersburg) 42, 581 (2000) [Phys. Solid State 42,
594 (2000)].

14. S. G. Romanov, Pis’ma Zh. Éksp. Teor. Fiz. 59, 778
(1994) [JETP Lett. 59, 809 (1994)].
PH
15. V. N. Bogomolov, L. K. Kazantseva, E. V. Kolla, and
Yu. A. Kumzerov, Fiz. Tverd. Tela (Leningrad) 29, 622
(1987) [Sov. Phys. Solid State 29, 359 (1987)].

16. V. B. Aleskovskiœ, Chemistry of the Solid State
(Vysshaya Shkola, Moscow, 1978) [in Russian].

17. S. G. Romanov, A. V. Fokin, and K. Kh. Babamuratov,
Pis’ma Zh. Éksp. Teor. Fiz. 58, 883 (1993) [JETP Lett.
58, 824 (1993)].

18. V. V. Tretyakov, S. G. Romanov, A. V. Fokin, and
V. I. Alperovich, Mikrochim. Acta, Suppl. 15, 211
(1998).

19. V. G. Balakirev, V. N. Bogomolov, V. V. Zhuravlev,
Yu. A. Kumrezov, V. P. Petranovskiœ, S. G. Romanov,
and L. A. Samoœlovich, Kristallografiya 38, 111 (1993)
[Crystallogr. Rep. 38, 348 (1993)].

20. D. V. Shamshur, A. V. Chernyaev, A. V. Fokin, and
S. G. Romanov, Nanostructures: Physics and Technol-
ogy (Ioffe Institute, St. Petersburg, 2000), p. 311.

21. Zh. M. Éliashberg, Zh. Éksp. Teor. Fiz. 38, 996 (1960)
[Sov. Phys. JETP 11, 716 (1960)].

22. Zh. M. Éliashberg, Zh. Éksp. Teor. Fiz. 39, 1437 (1960)
[Sov. Phys. JETP 12, 1000 (1960)].

23. W. L. McMillan, Phys. Rev. 167, 331 (1968).
24. Yu. A. Kumzerov, in Nanostructured Films and Coat-

ings, Ed. by G. M. Chow, I. A. Ovid’ko, and T. Tsakala-
kos (Kluwer Academic, Dordrecht, 2000), NATO Sci.
Ser., 3, Vol. 78, p. 63.

25. Encyclopedia of Physics, Ed. by S. Flugge (Springer,
Berlin, 1956), Vol. XIX, p. 173.

26. Tables of Physical Quantities (Atomizdat, Moscow,
1976) [in Russian].

27. J. McDonald, in Low Temperature Physics, Ed. by
C. DeWitt (Springer, Berlin, 1956; Inostrannaya Liter-
atura, Moscow, 1959).

28. G. J. Dolan, J. Low Temp. Phys. 15, 133 (1974).
29. B. L. Brandt, R. D. Parks, and R. D. Chaudhari, J. Low

Temp. Phys. 4, 41 (1971).
30. L. P. Gor’kov, Zh. Éksp. Teor. Fiz. 36, 1918 (1959) [Sov.

Phys. JETP 9, 1364 (1959)].

Translated by G. Skrebtsov
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005



  

Physics of the Solid State, Vol. 47, No. 11, 2005, pp. 2015–2019. Translated from Fizika Tverdogo Tela, Vol. 47, No. 11, 2005, pp. 1937–1940.
Original Russian Text Copyright © 2005 by Mustafaeva.

                                                

SEMICONDUCTORS
AND DIELECTRICS

                                                                                     
Photoelectric and X-ray Dosimetric Properties
of TlGaS2·YbÒ Single Crystals

S. N. Mustafaeva
Institute of Physics, National Academy of Sciences of Azerbaijan, pr. Dzhavida 33, Baku, 1143 Azerbaijan

e-mail: itpcht@itpcht.ab.az
Received November 25, 2004

Abstract—The photoelectric properties of TlGa1 – xYbxS2 (x = 0, 0.01) single crystals are investigated. It is
established that partial substitution of ytterbium for gallium leads to (i) an increase in the electrical resistivity
of the samples, (ii) a shift in the maximum of the intrinsic photocurrent toward the long-wavelength range of
the spectrum, (iii) a considerable broadening of the spectral sensitivity range, and (iv) an increase in the ampli-
tude of the extrinsic photocurrent. Analysis of the x-ray dosimetric characteristics of the TlGa1 – xYbxS2 single
crystals demonstrates that, upon partial substitution of ytterbium for gallium in TlGaS2, the x-ray sensitivity
coefficient increases significantly and the current–dose characteristics ∆IE, 0 ~ Eα tend to linearity (α = 1) at low
dose rates (E, R/min) of soft x rays. At high dose rates of hard x rays, α tends to 0.5 for both undoped and ytter-
bium-doped TlGaS2 single crystals. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Single crystals of the TlGaS2 compound belong to
the class of wide-band-gap semiconductors with a lay-
ered structure and a high sensitivity to electromagnetic
radiation in the visible spectral range. In our previous
works [1, 2], we investigated dc and ac hopping con-
duction of TlGaS2 single crystals. The influence of
gamma radiation on the ac conductivity of TlGaS2 sin-
gle crystals was analyzed in [3]. As was shown in [4],
the physical properties of TlGaS2 single crystals can be
controlled by doping with metallic impurities.

The purpose of this work was to investigate how the
ytterbium doping of TlGaS2 single crystals affects their
photoelectric and x-ray dosimetric characteristics.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Homogenous samples of TlGaS2 and TlGaS2〈Yb〉
single crystals at an ytterbium content of 0.1 mol %
were synthesized directly from the initial components.
Single crystals of the TlGaS2 and TlGa0.999Yb0.001S2
compounds were grown by the Bridgman method. The
samples synthesized were ground and placed in quartz
1063-7834/05/4711- $26.00 2015
ampules, which were then evacuated to a residual pres-
sure of 10–3 Pa and placed in a two-zone furnace. The
velocity of travel of the ampule in the furnace was equal
to 0.3 cm/h. The crystallographic data obtained from
analyzing the x-ray diffraction patterns of the single
crystals under investigation are presented in the table.

Samples of TlGaS2 and TlGaS2〈Yb〉  single crystals
were prepared in the form of plates in such a way that
the dc electric field applied to the sample would be
directed parallel to the natural layers of the single crys-
tal and the light (x rays) would be incident along the
C axis. Indium was used as a contact material. The dis-
tance between the contacts in all the samples studied
was varied in the range 0.10–0.15 cm. After the ytter-
bium doping of the TlGaS2 crystals, the dark resistance
along the layers increased by a factor of ~70.

As an x-ray source, we used a URS-55a instrument
with a BSV-2 (Cu) tube. The x-ray intensity was con-
trolled by varying the electric current in the tube at each
specified value of the accelerating voltage. The abso-
lute values of the x-ray dose were measured on a
DRGZ-02 dosimeter. The change in the electrical con-
ductivity of the samples under exposure to x rays was
measured at a low-load resistance (Rl ! Rcr).
Crystallographic data for TlGaS2 and TlGa0.999Yb0.001S2 single crystals

Composition
of the crystal

Crystal
system

Unit cell parameters Space
group

ρx,
g/cm3

a, Å b, Å c, Å β, deg z

TlGaS2 Monoclinic 10.772 10.772 15.638 100.06 16 C2/c 5.560

TlGaS2 〈0.1 mol % Yb〉 Monoclinic 10.776 10.776 15.646 100.06 16 C2/c 5.022
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Photocurrent spectra (normalized to unity): (1)
TlGaS2 and (2) TlGaS2〈Yb〉  single crystals. T = 300 K.
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Fig. 2. Dependences of the characteristic x-ray conductivity
coefficient Kσ on the dose rate E for the TlGaS2 single crys-
tal (F = 80 V/cm) at different accelerating voltages across
the tube. Va = (1) 25, (2) 30, (3) 35, (4) 40, (5) 45, and
(6) 50 keV.
PH
The results of the investigations into the photoelec-
tric and x-ray dosimetric properties of TlGaS2 and
TlGaS2〈Yb〉  single crystals are given below. All mea-
surements were carried out at temperature T = 300 K.

3. RESULTS AND DISCUSSION

Figure 1 shows the photocurrent spectra measured
(and then normalized to unity) for TlGaS2 (curve 1) and
TlGaS2〈Yb〉  (curve 2) single crystals. The strengths F
of the dc electric fields applied to the TlGaS2 and
TlGaS2〈Yb〉  single crystals are equal to 200 and
300 V/cm, respectively. The photocurrent reaches a
maximum at an energy hνmax = 2.72 eV for the undoped
TlGaS2 single crystal and at an energy hνmax = 2.68 eV
for the ytterbium-doped single crystal. Furthermore,
the ytterbium doping of the TlGaS2 single crystals leads
to a considerable broadening of the spectral sensitivity
range. At energies hν = 2.15 and 2.30 eV, the photocur-
rent spectra of the TlGaS2 and TlGaS2〈Yb〉  single crys-
tals display two peaks corresponding to the extrinsic
photocurrent (for the TlGaS2 single crystal, the extrin-
sic photocurrent spectrum is plotted on an enlarged ver-
tical scale in the inset to Fig. 1). A distinguishing fea-
ture is the extrinsic-to-intrinsic photocurrent ratio being
less than 0.01 for the TlGaS2 single crystals and
exceeding 0.6 for the TlGaS2〈Yb〉  single crystals; i.e.,
after the ytterbium doping of the single crystals, the
amplitude of the extrinsic photocurrent increases sig-
nificantly.

Moreover, the single crystals of the TlGaS2 and
TlGaS2〈Yb〉  compounds are sensitive to x rays. The x-
ray conductivity coefficient (Kσ), which characterizes
the x-ray sensitivity of the crystals under investigation,
can be defined as the relative change in the conductivity
due to x rays per unit dose:

(1)

where σ0 is the dark conductivity and σE is the conduc-
tivity under exposure to x rays at a dose rate E (R/min).
The characteristic x-ray conductivity coefficients were
determined for undoped and ytterbium-doped TlGaS2
single crystals at different accelerating voltages Va

across the tube and at corresponding x-ray dose rates.
Figure 2 shows the dependences of the x-ray conductiv-
ity coefficient Kσ on the x-ray dose rate for the TlGaS2
single crystal at temperature T = 300 K with a dc elec-
tric field strength F = 80 V/cm (the ohmic portion of the
current–voltage characteristic). Figure 3 depicts the
dependences Kσ(E) for the TlGaS2〈Yb〉  single crystal at
an operating voltage U = 7 V (F = 80 V/cm). As can be
seen from these figures, the x-ray sensitivity of the
TlGaS2 single crystal varies in the range 0.025–
0.174 min/R, whereas the x-ray conductivity coeffi-
cient Kσ of the TlGaS2〈Yb〉  single crystal falls in the

Kσ
σE σ0–

σ0E
-----------------

∆σE 0,

σ0E
--------------,= =
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range 0.024–0.480 min/R; i.e., the x-ray conductivity
coefficient of the TlGaS2〈Yb〉  single crystal is approxi-
mately 3 times greater than the coefficient Kσ of the
TlGaS2 crystal. The analysis of the experimental results
demonstrated that the x-ray conductivity coefficient Kσ
of the TlGaS2〈Yb〉  single crystals regularly decreases
with an increase in the dose rate and the accelerating
voltage Va. For Va > 30–35 keV and E > 20 R/min, the
variation in the x-ray conductivity coefficient Kσ (E, Va)
of the TlGaS2 and TlGaS2〈Yb〉  single crystals becomes
very insignificant.

One of the possible reasons for this behavior of the
x-ray conductivity coefficient Kσ(E, Va) is as follows. At
relatively low accelerating voltages, the x-ray conduc-
tion is predominantly caused by the absorption of x rays
in the surface layer of the crystal. In this case, as the
x-ray intensity increases, the mechanism of quadratic
surface recombination becomes dominant, which leads
to the observed decrease in the x-ray conductivity. An
increase in the accelerating voltage leads to an increase
in the effective x-ray hardness. As a result, the depth of
penetration of x rays into the crystal increases; i.e., the
absorption of x rays and the generation of x-ray free
carriers occur predominantly in the bulk, and the frac-
tion of x rays penetrating through the crystal increases.
Consequently, as the accelerating voltage increases, the
x-ray conductivity coefficient decreases and becomes
less dependent on the dose rate.
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Fig. 3. Dependences of the x-ray conductivity coefficient
Kσ on the dose rate E for the TlGaS2〈Yb〉  single crystal
(F = 70 V/cm) at different accelerating voltages Va = (1) 25,
(2) 30, (3) 35, (4) 40, (5) 45, and (6) 50 keV.
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The x-ray conductivity coefficient Kσ as a function
of the dose rate E was also measured at operating volt-
ages lying in the quadratic portion of the current–volt-
age characteristics of the TlGaS2 and TlGaS2〈Yb〉  sin-
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Fig. 4. Dependences of the x-ray conductivity coefficient
Kσ on the dose rate E for the TlGaS2〈Yb〉  single crystal in a

dc electric field F = 1.5 × 103 V/cm at different accelerating
voltages Va = (1) 25, (2) 30, (3) 35, (4) 40, (5) 45, and
(6) 50 keV.
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and (2) 1.5 × 103 V/cm.
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gle crystals. Figure 4 displays the dependence Kσ(E) for
the TlGaS2〈Yb〉  single crystals at a dc electric field
strength F = 1.5 × 103 V/cm. It can be seen from Fig. 4
that these values of Kσ are several times smaller than
those measured at operating voltages in the ohmic por-
tion of the current–voltage characteristic. A similar sit-
uation is observed for the TlGaS2 single crystals. These
experimental results indicate that, in strong electric
fields, the concentration of charge carriers injected
from the contact is considerably higher than the con-
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Fig. 6. Current–dose characteristics of the TlGaS2 single
crystal at different x-ray hardnesses: (1) 25, (2) 30, (3) 35,
(4) 40, (5) 45, and (6) 50 keV.
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TlGaS2〈Yb〉  single crystal at accelerating voltages Va =
(1) 25, (2) 30, (3) 35, (4) 40, (5) 45, and (6) 50 keV.
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centration of carriers generated under exposure to x
rays. In other words, the dark conductivity σ0 in rela-
tionship (1) increases as a result of the injection and,
hence, the x-ray conductivity coefficient Kσ decreases.
From a comparison of Figs. 3 and 4, we can see that, as
the accelerating voltage Va increases, the x-ray conduc-
tivity coefficient Kσ decreases at operating voltages
lying in the ohmic portion of the current–voltage char-
acteristic and increases linearly at operating voltages in
the quadratic portion of the current-voltage characteris-
tic. Figure 5 illustrates these features of the variation in
the x-ray conductivity coefficient Kσ(Va) for the
TlGaS2〈Yb〉  single crystal.

From analyzing the current–dose characteristics of
the TlGaS2 and TlGaS2〈Yb〉  single crystals (Figs. 6, 7),
it follows that the dependence of the steady-state x-ray
current on the dose rate can be adequately described by
a power law:

(2)

The exponent α is plotted in Fig. 8 as a function of
the effective x-ray hardness Va for the TlGaS2 and
TlGaS2〈Yb〉  single crystals. It follows from Fig. 8 that,
upon partial substitution of ytterbium for gallium in the
TlGaS2 single crystals, the current–dose characteristics
tend to linearity (α = 1) at low dose rates of soft x rays
(at low voltages Va). At relatively high dose rates of
hard x rays (at high voltages Va), the exponent α tends
to 0.5 for undoped and ytterbium-doped TlGaS2 single
crystals.
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Fig. 8. Dependences α(Va) for (1) TlGaS2 and (2) TlGaS2〈Yb〉
single crystals.
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4. CONCLUSIONS

The results obtained have demonstrated that
TlGaS2〈Yb〉  single crystals are characterized by a high
x-ray sensitivity and can be used in the design of
uncooled (operable at room temperature) x-ray detec-
tors.
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Abstract—The electronic states of silicon with a periodic array of spherical germanium clusters are studied
within the pseudopotential approach. The effects of quantum confinement in the energies and wave functions
of the localized cluster states are analyzed. It is demonstrated that clusters up to 2.4 nm in size produce one
localized s state whose energy monotonically shifts deep into the silicon band gap as the cluster size increases.
The wave function of the cluster level corresponds to the single-valley approximation of the effective-mass
method. In the approximation of an abruptly discontinuous potential at the heterointerface, the quantities cal-
culated using the effective-mass method for clusters containing more than 200 Ge atoms are close to those
obtained by the pseudopotential method. For smaller clusters, it is necessary to take into account the smooth
potential at the interface. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Silicon structures with germanium quantum dots
that self-assemble during molecular-beam epitaxial
growth have attracted particular research attention as
promising materials for use in microelectronics and
optoelectronics [1]. Dense arrays of ultrasmall germa-
nium clusters that are characterized by a high photolu-
minescence intensity at room temperature and, hence,
can be used for lasing are of special interest [2, 3]. In a
recent work [4], nearly spherical germanium islands
less than 10 nm in size on silicon oxide films were pre-
pared by low-temperature synthesis. These quantum
dots are intermediate in terms of their characteristics
between point defects (or small-sized aggregates of
defects) and large-sized clusters (crystal fragments)
with bulk properties. In order to describe adequately the
electronic states of ultrasmall clusters, it is necessary to
elaborate appropriate models whose parameters,
depending on the number of atoms in clusters, would
gradually transform from atomic parameters of deep-
lying levels to band parameters of the envelope wave
function method.

A reliable basis for the description and development
of correct models for cluster materials can be gained
from fundamental methods accounting for the actual
microscopic potential in the structure as a whole. These
methods, as applied to cluster materials, make it possi-
ble to determine all of the most important parameters of
the electronic and crystal structures of a particular
material and to reveal regularities in their variation as
the cluster size changes. A number of regularities, for
example, pinning of Schottky barriers by metallic clus-
1063-7834/05/4711- $26.00 ©2020
ters, have been revealed for clusters containing only a
few hundred atoms [5]. Such a situation occurs in the
case where the states of a defect correspond to strongly
localized wave functions. In Si/Ge strained structures,
this condition is satisfied for hole states owing to the
large values of the valence-band discontinuity and the
effective mass of the holes.

In this work, we investigated the specific features of
the electronic structure of silicon with dense periodic
arrays of ultrasmall spherical germanium clusters. The
electronic states were calculated using the pseudopo-
tential method, as was done in our previous study [6].
However, in the present work, we considered clusters
containing a substantially larger number of germanium
atoms as compared to that of the clusters studied in [6].
This enabled us to analyze the quantum confinement
effects more thoroughly and to determine the range of
applicability of the standard effective-mass method
within the approximation of an abruptly discontinuous
potential at the cluster–matrix heterointerface.

2. COMPUTATIONAL TECHNIQUE

The electronic states of silicon with cluster defects
composed of germanium atoms were calculated using
two methods, namely, the model pseudopotential
method and the method of a (10 × 10 × 10) extended
unit cell. The local pseudopotentials of silicon and ger-
manium ions were chosen in the form of a parabolic
function that has an effective depth V0 = V(0) inside a
sphere of radius Rm and continuously transforms into
the Coulomb potential outside this sphere. The poten-
tial of valence electrons was taken into account through
 2005 Pleiades Publishing, Inc.



        

ELECTRONIC PROPERTIES OF SILICON 2021

                                                                                                                                                                    
Calculated band energies of silicon and germanium crystals at symmetric points of the Brillouin zone (with respect to the top
of the valence band Γ25'v , eV)

Γ L X ∆(0, 0, 3/4)

Γ1v Si –12.6 (–12.4) L2'v –10.2 (–9.3) X1v –8.3 ∆1v –10.13

Ge –12.1 (–12.6) –10.1 (–10.6) –8.3

Γ25'v Si 0.00 L1v –7.2 (–6.8) X4v –3.0 (–2.9) ∆2'c –6.17

Ge 0.00 –7.0 (–7.7) –2.8

Γ15c Si 3.36 (3.37) L3'v –1.2 (–1.2) X1c 1.35 ∆5v –2.75

Ge 3.25 (3.2) –1.1 (–1.4) 1.23

Γ2'c Si 4.26 (4.2) L1c 2.23 (2.10) ∆1c 1.26 (1.30)

Ge 1.06 (1.0) 0.90 (0.84)

Note: The experimental values of the corresponding quantities [7] are given in parentheses. The spin-split levels are averaged.
the screening of the pseudopotentials of the ions by the
permittivity function with corrections for exchange
interaction and correlation in the Hubbard–Sham
approximation. The crystal potential was represented as
a superposition of the pseudopotentials of individual
atoms. The band spectrum of an ideal crystal was cal-
culated using the Löwdin method in the basis set con-
sisting of plane waves (approximately 65 waves were
exactly taken into account, and approximately 100
waves were included in terms of perturbation theory).
The parameters of the pseudopotentials were deter-
mined by fitting the band spectra to the energies of the
optical transitions in ideal crystals. The parameters of
the pseudopotentials (in atomic units " = me = c = 1) are
as follows: V0(Si) = –1.83, Rm(Si) = 3.41, V0(Ge) =
−2.01, and Rm(Ge) = 3.18.

The calculated band energies of the silicon and ger-
manium ideal crystals at symmetric points of the Bril-
louin zone are listed in the table. The minimum of the
conduction band for the silicon crystal is located on the
line ∆ with wave vector k = 2π/a(0, 0, 3/4) (a = 5.43 Å).
To this minimum there corresponds the indirect band
gap Eg, ind(∆1c–Γ25'v ) = 1.26 eV. The irreducible repre-

sentations of the space group  are given in the nota-
tion proposed by Bouckaert et al. [8]. A comparison
shows that the band energies of the silicon and germa-
nium crystals are in good agreement with experimental
data on the optical and photoemission spectra of these
materials.

We considered spherical germanium clusters con-
taining up to 329 germanium atoms located in sequen-
tial coordination spheres with a maximum radius rcl =

a  ≈ 1.2 nm. The levels of the clusters were iden-
tified with the states of the superlattice with a wave vec-
tor equal to zero. The wave functions were determined
in the basis set consisting of symmetrized combinations
of Bloch functions for 15 lower bands of the silicon
ideal crystal. Since the lattice constants of the silicon
and germanium crystals differ from each other, the ger-

Oh
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manium clusters are in a strained state. Taking into
account that the strain that arose in ultrasmall germa-
nium clusters was close to a uniform strain, the germa-
nium atoms were located at sites of the ideal lattice of
the silicon crystal. This corresponds to uniform com-
pression of the clusters. The potential of the GeSi het-
erostructural defect was assumed to be equal to the dif-
ference between the pseudopotentials of the germa-
nium and silicon ions ∆V = VGe – VSi, which is screened
by the Thomas–Fermi function with corrections for
exchange interaction [5]. The density of the electron
gas was taken equal to that in the silicon ideal crystal.
Owing to the compensation for the Coulomb tails of the
potentials of the Si+4 and Ge+4 ions, the potential ∆V
was localized inside the sphere with a model radius
Rm(Si) and had an amplitude that was one order of mag-
nitude smaller than the amplitude of the pseudopoten-
tial of silicon. The relatively weak potential of the GeSi
single defect produced only a resonant state near the top
of the silicon valence band.

3. RESULTS OF THE CALCULATIONS
WITHIN THE PSEUDOPOTENTIAL APPROACH

For all the germanium clusters under consideration,
one deep-lying level that is completely filled with elec-
trons and has symmetry Γ15 is displaced by the pertur-
bation potential into the silicon band gap. This state
arises as a result of the interaction between the resonant
states of the GeSi single heterostructural defects. The
energy of the cluster level Ecl, which is reckoned from
the top of the valence band of the silicon ideal crystal,
increases monotonically as the number of atoms Ncl in
the cluster increases (Fig. 1). The germanium cluster
produces a substantial effect on the states in the vicinity
of the top of the silicon valence band but has virtually
no effect on the states of the conduction band edge.
This is associated with the fact that the strained germa-
nium clusters serve as sufficiently deep quantum wells
for holes (∆Ev ~ 0.8 eV) and, simultaneously, act as low
barriers for electrons (∆Ec ~ 0.2 eV). However, the con-
5
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tribution of the cluster states increases in the upper con-
duction bands of silicon. An increase in the cluster size
leads to a slower change in the position of the corre-
sponding deep-lying level. A comparison between the
results of our previous calculations performed in [6] for
an (8 × 8 × 8) extended unit cell (corresponding to the
surface density of clusters Ncl = 2.63 × 1012 cm–2) and
the data obtained in this work for a (10 × 10 × 10)
extended unit cell (corresponding to the surface density
of clusters Ncl = 2.23 × 1012 cm–2) shows that, when the
germanium fraction in the cluster material increases by
a factor of approximately 2, the deep-lying levels Ecl are
shifted deep into the band gap by a nearly identical
energy of ~0.03 eV for clusters consisting of 99, 123,
147, and 159 Ge atoms. These shifts are caused by the
enhancement of the hybridization of the states in the
nearest neighbor clusters as they approach each other.
The same shift for different clusters means that the
effects associated with the delocalization of the func-
tion due to both the increase in the geometric size of the
clusters and the decrease in the energy of the level
equally affect the hybridization of the states.

We analyzed the wave functions of the deep-lying
levels for different cluster sizes. It was revealed that the
wave function is predominantly localized within the
geometric boundaries of the cluster. Figure 2 shows the
distribution of the total charge density for three states of
the deep-lying level for a cluster consisting of 191 Ge
atoms in the cross section of the (10 × 10 × 10)
extended unit cell by the (111) plane. It can be seen
from this figure that, for the most part, the charge den-
sity is localized within the cluster.

In the expansion of the localized cluster functions in
the basis set of the symmetrized Bloch functions for the
silicon ideal crystal, the largest coefficients Cnk corre-
spond to the states near the top of the valence band.
This is illustrated in Fig. 3 for a cluster consisting of
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0.2

100 150 200 250 300 350

Fig. 1. Dependence of the energy Ecl of the deep-lying level
on the number Ncl of germanium atoms in the cluster.
PHY
Fig. 2. Charge density distribution of the localized state for
silicon with clusters consisting of 191 Ge atoms (Ecl =
0.19 eV) in the (111) plane. Triangles and squares indicate
germanium and silicon atoms, respectively. Contour inter-
val of 10 e/Ω0, where Ω0 is the volume of the extended unit
cell.
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Fig. 3. Dependence of the expansion coefficients Cnk of the
cluster wave function (Ncl = 191, Ecl = 0.19 eV) on the
energy of the included states (reckoned from the top of the
valence band of the silicon ideal crystal).
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191 Ge atoms. The state located immediately at the top
of the valence band Γ15v has the maximum weight
(|Cnk | ~ 0.7). Other states in the vicinity of the extre-
mum are characterized by considerably smaller
weights. As the sizes of the germanium clusters
decrease, the deep-lying levels shift toward the top of
the valence band and the weight of the Γ state becomes
close to unity. Therefore, the wave function of the deep-
lying level corresponds to the single-valley (Γ15v)
approximation of the effective-mass method.

4. CALCULATION OF THE CLUSTER STATES 
WITHIN THE EFFECTIVE-MASS APPROACH

In order to describe the hole quantum-well states in
the framework of the envelope wave function method,
the clusters were represented in the form of spherical
quantum dots, whose radii rcl, in accordance with the
approximation of an abruptly discontinuous potential at
the heterointerface, were chosen equal to the mean
radius of the last coordination sphere of the cluster and
the subsequent sphere filled with silicon atoms. The
matching conditions for the envelope wave functions
on a sphere lead to the following equation for determin-
ing the energy of the s states in the germanium quantum

well (w): krclcot(krcl) = 1 – (1 + λrcl), where k =

(2mwE)1/2/h is the wave vector in the quantum well and
λ = [2mb(∆Ev – E)]1/2/h is the damping decrement in the
silicon barrier (b). The radial part R(r) of the envelope
wave function has the form

where C is the normalization factor. In this case, we
used the calculated effective masses (averaged over
directions) of heavy holes mb(Si) = 0.45 and mw(Ge) =
0.35 (expressed in terms of a free electron mass). The
valence-band discontinuity ∆Ev = 0.63 eV was deter-
mined as the difference between the energies at the top
of the valence band of the strained germanium crystal
and the unstrained silicon crystal. The inclusion of the
strain in the calculation leads to a radical change in the
mutual arrangement of the band edges of these two
materials. When the strain is disregarded, the germa-
nium quantum dot acts as a quantum barrier for holes,
whereas the surrounding silicon matrix serves as a
quantum well. The calculated energies of the deep-
lying level Ecl are presented in Fig. 4. It can be seen
from this figure that, as the cluster size increases, the
values obtained using the effective-mass method rap-
idly approach the data calculated by the pseudopoten-
tial method. For clusters in which the number of atoms
exceeds 200 and the radius is larger than ~2 nm, the
energies of the deep-lying level Ecl calculated by the
two methods almost coincide with each other. This

mw

mb

-------

R r( )
C kr( )/r, rsin rcl≤
C krcl( ) λ rcl r–( )[ ] , rexpsin rcl,>
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rather rapid convergence of the results is associated
with the strong localization of the wave function of the
deep-lying level due to the large values of the valence-
band discontinuity and the effective mass of the holes.
The observed nonmonotonic dependence of the energy
of the deep-lying level on the cluster radius (calculated
by the pseudopotential method) is explained by the
nonmonotonic change in the number of atoms in the
sequential coordination spheres. Figure 5 shows the
model radial function R(r) and the corresponding func-
tion (ρcl /ρSi)1/2 calculated using the pseudopotential
method for a cluster consisting of 191 Ge atoms on a
uniform grid of points inside a sphere with a volume
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Fig. 4. Dependence of the energy of the deep-lying level on
the cluster radius rcl according to the calculations per-
formed by the pseudopotential method (points) and the
effective-mass method (solid line).
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Fig. 5. Model radial part R(r) (solid line) of the envelope
wave function for a quantum dot inside the silicon crystal
and the function (ρcl/ρSi)

1/2 (points) calculated using the
pseudopotential method.
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equal to the volume of the (10 × 10 × 10) extended unit
cell. Here, ρcl and ρSi are the total densities ρ(r) =

 for three degenerate states of the cluster level
with energy Ecl and the top of the valence band of the
silicon ideal crystal, respectively. For convenience of
comparison, the radial function R(r) is multiplied by a
factor that brings the value of this function at the center
of the cluster into coincidence with the corresponding
value of the function (ρcl /ρSi)1/2. Close agreement
between the results obtained by the two methods dem-
onstrates the validity of the single-valley model of the
effective-mass method for calculating the cluster states.
The discrepancy observed outside the cluster is associ-
ated with the fact that the tails of the functions of the
nearest neighbor clusters overlap.

However, the energy levels calculated by the effec-
tive-mass method for clusters containing less than
150 atoms are considerably shallower than those
obtained from the exact calculation. This can be
explained by two main factors. First, the actual poten-
tial, which is smooth in the vicinity of the heterointer-
face, differs from the discontinuous potential used in
the model calculation. Second, since the states of the
band spectrum of bulk germanium are still not formed
in clusters containing a small number of atoms, the use
of the effective-mass method with band parameters of
the crystal for the calculation of these states is not jus-
tified.

5. CONCLUSIONS
Thus, it was demonstrated that, as the size of ultras-

mall spherical germanium clusters increases, the hole
quantum-well level monotonically shifts deep into the
silicon band gap. This should lead to a red shift in the
edge of the impurity absorption due to optical transi-
tions from localized levels of the germanium cluster to
the lower conduction band of the silicon matrix [6]. The
wave function of the cluster level corresponds to the
single-valley approximation of the effective-mass
method. This makes it possible to use the effective-
mass method for calculating the electronic states of
large-sized germanium clusters of arbitrary shape. In
the approximation with an abruptly discontinuous
potential at the cluster–matrix heterointerface, the
quantities calculated by the effective-mass method for

ΨΓ15
r( ) 2
PH
clusters larger than ~2 nm in size are close to those
obtained by the pseudopotential method. For smaller
sized clusters, it is necessary to take into account the
smooth potential at the interface and to elaborate new
correct models in terms of atomic parameters.
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Abstract—The effect of a magnetic field on the photocurrent Iph in Si and GaAs solar cells is investigated. It
is shown that the observed change in the photocurrent Iph of the solar cells in response to a magnetic field can
be caused by a decrease in the diffusion length of excitons Lexc. A simplified model of the photomagnetic exper-
iment is proposed to estimate the diffusion length of excitons Lexc and the contribution made by excitons to the
photocurrent of the solar cells. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Research into semiconductor solar cells has demon-
strated that excitons can make a significant contribution
to the photocurrent of solar cells [1–3]. In particular,
Corkish et al. [4] revealed a relatively high density of
excitons in silicon at room temperature. In this respect,
excitons should be taken into account in the theories
describing diodes and solar cells. Although excitons are
neutral particles, they can make a noticeable contribu-
tion to the electric current of devices owing to their dif-
fusion into a junction region in which these particles
can decay into free charge carriers under the action of
the field. Corkish et al. [4] also developed a generalized
three-particle theory of charge carrier transfer in semi-
conductors. The results obtained within this theory as
applied to silicon-based devices indicate that the inclu-
sion of excitons in the theory leads to a decrease in the
dark saturation current and to an increase in the photo-
generated current, because the diffusion length of exci-
tons exceeds the diffusion length of minority carriers.
Moreover, those authors proposed a method for experi-
mental verification of the contribution from excitons to
the electric current and made estimates of the exciton
parameters by measuring the spectral photoresponse of
solar cells.

It is obvious that correct estimate of the contribution
made by excitons to the efficiency of a solar cell
requires experimental data on the lifetime and the dif-
fusion length of excitons in different semiconductor
materials. The particular interest expressed by
researchers in these characteristics stems from the pos-
sibility of producing an exciton condensate in semicon-
ductors, because both the lifetime and the diffusion
1063-7834/05/4711- $26.00 2025
length of excitons are important parameters that deter-
mine the conditions providing the formation of an exci-
ton condensate in solids.

As a rule, these parameters can be estimated from
the results of optical measurements of semiconductor
samples with a low density of impurities. Semiconduc-
tor solar cells are characterized by a relatively high den-
sity of shallow impurities. However, to the best of our
knowledge, there are no experimental data in the litera-
ture on the lifetime and the diffusion length of excitons
that could be obtained by optical methods for such
structures.

It is known that an exciton has a zero electric charge.
Hence, the lifetime and the diffusion length of excitons
cannot be directly determined from electrical measure-
ments. Nonetheless, the possibility exists of estimating
these characteristics from the photoelectric parameters
of solar cells and other semiconductor devices (see [4]).

In this work, we proposed a possible method for
estimating the diffusion length of excitons in semicon-
ductors. It is well known that, when excitons reach a p–
n junction region, they decay into free charge carriers
and make a contribution to the photocurrent Iph.

In a magnetic field, the energy of formation of an
exciton changes insignificantly. However, the magnetic
field can lead to a substantial decrease in the lifetime
and the diffusion length of the excitons. In the case
where the diffusion length considerably decreases in
response to a magnetic field, this effect opens up new
possibilities for correctly determining the diffusion
length of excitons in semiconductors.
© 2005 Pleiades Publishing, Inc.
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2. SIMPLIFIED MODEL
OF THE EXPERIMENT

Let us consider a simplified model of the experi-
ment. It is assumed that, in a magnetic field, all excitons
decay into free charge carriers and that the photocurrent
Iph passing through a p–n junction is determined only
by the lifetime and the diffusion length of free charge
carriers, i.e., electrons and holes. It should be noted that
the above assumption is a rather rough approximation.
The assumption that the diffusion length of excitons
should decrease in response to a magnetic field would
be more realistic. However, the main objective of the
present work is to demonstrate that the diffusion length
of excitons Lexc in semiconductors can, in principle, be
determined experimentally.

We also assume that excitons are generated only at
the surface of a semiconductor (this can be easily
achieved by appropriately choosing the wavelength of
photons to be used in illumination).

It is easy to show that, in the stationary case, the
change in the photocurrent after the magnetic field is
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Fig. 1. Dependences of the photocurrent on the light inten-
sity upon illumination of GaAs solar cells with (a) shallow
and (b) deep p–n junctions.
PH
switched on can be adequately described by the rela-
tionship

(1)

As follows from relationship (1), the change in the
photocurrent ∆I depends primarily on (i) the ratio
between the diffusion length of charge carriers Le, h and
the diffusion length of excitons Lexc, (ii) the depth of the
p–n junction Lpn, and (iii) the exciton density Nexc near
the surface of the semiconductor. The photocurrent Iph
should remain unchanged at Lexc = Le, h, should increase
at Lexc < Le, h, and should decrease at Lexc > Le, h. It can
also be seen from relationship (1) that the diffusion
length of excitons can be determined more precisely
from the experiments with samples characterized by
different depths of the p–n junctions.

Of course, our assumption that the diffusion length
of excitons drastically decreases in response to a mag-
netic field significantly simplifies the model of the
experiment. However, as was already mentioned, the
purpose of this work is to demonstrate that it is possi-
ble, in principle, to determine experimentally the diffu-
sion length of excitons.

3. EXPERIMENTAL TECHNIQUE 
AND RESULTS

The experiments were performed using Si- and
GaAs-based solar cells (with different areas) in a mag-
netic field of 0.55 T [5]. The solar cells were exposed to
light from an incandescent lamp and a semiconductor
laser (1 mW, λ = 0.63–0.68 µm). It should be noted that
the photocurrent in the experiments with the semicon-
ductor laser was of the order of 1 µA because of the
small exposure area (the diameter of the laser beam was
approximately 3 mm). Moreover, the design of the solar
cells corresponded to the solar spectrum.

Figure 1 shows the dependences of the photocurrent
on the light intensity upon exposure of the GaAs solar
cells (Fig. 1a, sample 1 (GaAs) with an efficiency of
23%; Fig. 1b, sample 2 (GaAs) with an efficiency of
18%) to light from a semiconductor laser. The light
intensity was controlled by varying the voltage applied
to the laser in the range from 2.5 to 4.5 V, in which the
light intensity depends linearly on the applied voltage.
The diffusion length of charge carriers in the base
region of the solar cell was approximately equal to 3–
4 µm, and the depth of the p–n junction in the heavily
doped surface region was approximately 1 µm (accord-
ing to the data sheet for the solar cells).

The results of the measurements demonstrated that,
at room temperature, the change in the photocurrent
∆I = [Iph – Iph(H)] < 0 amounts to 6–8%. Consequently,
the inequality Lexc > Le, h ~1 µm holds for the surface
region of the solar cell and the contribution made by the

∆I Iph Iph H( )–[ ]=

∼ Nexc 0( ) Lpn/Lexc–( )exp Lpn/Le h,–( )exp–[ ] .
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excitons reaches 6–8%. The photocurrent Iph increases
linearly with an increase in the light intensity. At liquid-
nitrogen temperature, the contribution of the excitons
increases to 10–15% (Fig. 1b). Therefore, the condition
Lexc > Le, h is satisfied for all the GaAs solar cells under
investigation.

Figure 2 shows the dependences of the photocurrent
on the light intensity upon illumination of silicon solar
cells (Fig. 2a, sample 1 (Si) with an efficiency of 15%;
Fig. 2b, sample 2 (Si) with an efficiency of 11%) in a
magnetic field. The diffusion length of charge carriers
in the base region of the solar cells lies in the range 60–
80 µm. In the heavily doped surface p region, the diffu-
sion length of charge carriers Le, h is approximately
equal to 0.6–0.9 µm and the depth of the p–n junction
Lpn is approximately 1 µm. According to the measure-
ments of the spectral sensitivity, the junction depth of
silicon solar cell 1 with an efficiency of 15% is smaller
than that of silicon solar cell 2 with an efficiency of
11%.

It can be seen from Fig. 2 that the photocurrent of
the silicon solar cells exhibit a behavior different from
that of the GaAs solar cells: in the former case, the
change in the photocurrent ∆I amounts to approxi-
mately 3% at room temperature and has the opposite
sign. In our opinion, the above features of the change in
the photocurrent are associated with the mechanism of
generation and accumulation of photoinduced charge
carriers in these cells.

In the GaAs solar cells, photocarriers are generated
near the surface of the crystal, as was assumed in [3].
However, the generation and drift of photocarriers and
excitons in silicon occur not only near the surface of the
crystals but also in their bulk, because the quantity 1/α
for λ = 0.63–0.68 µm is approximately equal to 3 µm
[6]. Therefore, the photocurrent in silicon solar cells
with a sufficiently deep p–n junction is predominantly
generated in the diffusion region and the diffusion
length of excitons Lexc in this region should be com-
pared with the diffusion length of charge carriers Le, h

(Lexc > Le, h) and ∆I < 0 (Fig. 2b, silicon solar cell 2).

In the case of shallower p–n junctions, the genera-
tion and accumulation of charge carriers predominantly
occur in the base region of the solar cell. In this region,
we have Le, h ~ 60–80 µm, Lexc < Le, h, and ∆I > 0
(Fig. 2a, silicon solar cell 1).

When the solar cells were exposed to light from an
incandescent lamp, the light intensity was controlled by
varying the distance between the light source and the
solar cell, because the variation in the filament voltage
of the lamp leads to a change in the optical spectrum.
The experimental results demonstrated that, in this case
also, the photocurrent of the solar cells under investiga-
tion changes in the magnetic field.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
4. DISCUSSION

The model proposed is based on the assumption that
the diffusion length of excitons drastically decreases in
a magnetic field. First and foremost, we consider the
possibility of excitons decaying in semiconductors due
to the influence of the magnetic field on the exciton
binding energy. The exciton binding energy is equal to
7.5 meV in Si and 3.2–4.4 meV in GaAs [7]. It is well
known that the exciton binding energy in semiconduc-
tors decreases in response to a magnetic field [8, 9]. The
change in the exciton binding energy ∆εbind due to the
interaction of the spin of charge carriers with the mag-
netic field can be written in the form

(2)

where ge is the electronic Landé factor (equal to 2.0–2.5
for Si, 1.5–1.8 for Ge, and 0.44 for GaAs), µB =
58µeV/T is the Bohr magneton, and S is the magnetic
induction. In our experiments, the magnetic field was
0.55 T. In this case, the change in the exciton binding
energy ∆εbind should be approximately 0.05 meV. It is
clear that this change is too small and, hence, the mag-
netic field used in our experiments cannot substantially
affect the diffusion length of excitons through the bind-
ing energy.

∆εbind geµBS,∼
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According to Zeeger [10], the magnetic field brings
about the Zeeman splitting of exciton states and
changes the character of the exciton recombination. It
is known that the interaction of excitons with charged
shallow impurities is the main channel of exciton decay
in semiconductors [11–13]. As follows from the esti-
mates made by Trlifaj [12, 13], the probability of exci-
ton decay in direct-band-gap and indirect-band-gap
semiconductors through this channel is five or six
orders of magnitude higher than that through the other
recombination channels. The probability of decay P of
an exciton due to the interaction with a shallow impu-
rity is proportional to the impurity density. According
to Singh and Landsberg [11], the probabilities of exci-
ton decay in Si, Ge, and GaP semiconductors are as fol-
lows:

Here,  is the density of charged shallow impurities in
the crystal.

It is evident that the splitting of exciton states in the
magnetic field leads to a sharp increase in the probabil-
ity of interaction of excitons with charged shallow
impurities and to a decrease in the exciton diffusion
length. Therefore, the change in the photocurrent ∆I =
[Iph – Iph(H)] of the solar cells in our experiments can be
associated with the decrease in the diffusion length of
excitons in the magnetic field.

Another possible factor that can be responsible for
the observed change in the photocurrent ∆I = [Iph –
Iph(H)] is the decrease in the diffusion length of free
charge carriers Le, h. As is known, the change in the dif-
fusion length ∆Le, h of free charge carriers in a magnetic
field is small and lies in the range 0.5–1.5%. Hence, the
change in the photocurrent ∆I for all semiconductor
solar cells should be only negative in sign. However, the
change in the photocurrent ∆I for silicon is positive in
sign; consequently, the revealed effect cannot be caused
by the change in the diffusion length ∆Le, h of charge
carriers.

The photoelectromagnetic effect cannot manifest
itself in our experiments, because the electromotive
force induced in this case is aligned parallel to the sur-
face of the solar cell.

One more possible factor that can affect the photo-
current is associated with the influence of the magnetic
field on the transfer of charge carriers in the solar cells.
In order to check this effect, an electric current (from an
external power supply) equal to the photocurrent
induced under exposure to light was passed through the
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PH
sample in the dark. It turned out that, in this case, the
electric current remained unchanged after the magnetic
field was switched on.

Thus, the observed change in the photocurrent can
be explained by the change in the exciton diffusion
length due to the increase in the probability of exciton
recombination through charged shallow impurities in
response to a magnetic field.

Gorban’ et al. [14] theoretically calculated the pho-
toconversion efficiency for silicon solar cells with a
high efficiency under air-mass-zero conditions [6] with
due regard for the excitonic effects. It was found that
the total contribution of all excitonic effects to the pho-
tocurrent in silicon solar cells leads to a decrease in the
limiting photoconversion efficiency by 5–10%. Conse-
quently, the photocurrent of the silicon solar cells in our
case should increase by ~5–10%. In our experiments,
the corresponding increase in the photocurrent reached
3%. Therefore, the results obtained in the present work
are in agreement with the theoretical model proposed in
[14].

5. CONCLUSIONS

The results obtained in this study have demonstrated
that the observed change in the photocurrent of semi-
conductor solar cells in response to a magnetic field can
be associated with the decrease in the exciton diffusion
length. This effect can be used to estimate both the exci-
ton diffusion length in semiconductors and the contri-
bution made by excitons to the photocurrent of solar
cells.
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Abstract—The electronic structure and plastic properties are investigated for a number of alkali halide crystals
(CsCl, CsBr, CsI). First-principles calculations are carried out within the Hartree–Fock and density-functional
theory approximations using several variants of the exchange–correlation functional, including the hybrid
exchange technique. The results obtained with the use of five methods are compared with the available experi-
mental data. The tendencies revealed in the variations in the band parameters and plastic properties of the crys-
tals under investigation are analyzed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Alkali halide crystals are of particular interest
because they occupy a special place in solid-state phys-
ics as model objects. The most significant feature of the
electronic structure of crystals with a CsCl-type lattice
is the energy gap Eg2 between the occupied states of the
anions and cations, which is considerably narrower
than the “main” band gap Eg1. It is this circumstance
that makes it possible to observe core–valence band
transitions or cross luminescence. A necessary condi-
tion for the excitation of cross luminescence is the
occurrence of a hole in the core band, and the cross
luminescence spectrum itself is determined by radiative
transitions of electrons from the valence band formed
predominantly by the p states of the halide ions to the
highest lying cation core band in which the hole is
located [1]. In order to describe the mechanism of cross
luminescence quantitatively, it is expedient to calculate
the electronic structure of the crystals under investiga-
tion. Owing to the recent progress in the development
of the electronic structure theory, it has become possi-
ble to obtain more reliable information on the band
structure of insulators as compared to previous data
[2, 3].

This paper reports on the results of investigations
into the band structure and plastic properties of CsCl,
CsBr, and CsI crystals.

2. COMPUTATIONAL TECHNIQUE

The calculations were performed within the frame-
work of the ab initio linear combinations of atomic
orbitals (LCAO) method in the Hartree–Fock (HF)
approximation with the CRYSTAL98 program package
[4, 5]. We also used the Wien2k program package,
which provides for calculations within the approxima-
tions of augmented plane waves and linearized aug-
1063-7834/05/4711- $26.00 ©2030
mented plane waves (LAPW/APW + lo) on the basis of
the density functional theory (DFT) [6].

One of the advantages of the CRYSTAL98 program
package is that the calculations of the electronic struc-
ture can be carried out both in the framework of the
Hartree–Fock approximation and on the basis of the
density functional theory. Moreover, the program pack-
age includes a variant of the hybrid method in which the
DFT exchange and correlation are superposed on the
exact Hartree–Fock solution. In this case, the calcula-
tions are performed using identical basis sets (BS) and
other computational parameters. These features of the
CRYSTAL98 program package are unique because
they provide a means for analyzing different aspects of
the microscopic and macroscopic characteristics of the
objects under investigation in the framework of a single
program code with the use of several methods [7].
When describing the electronic subsystem of atoms (or
ions), we used basis sets of Gaussian-type functions
(GTFs) with the appropriate exponents and contraction
coefficients [4]. For heavy ions, we used the effective
core potentials (ECP), because, in this case, the exact
description of the wave functions of the core electrons
can be replaced by the effective potentials in order to
decrease the computational time [8].

The Wien2k computer code employs a mixed
(LAPW/APW + lo) basis set. Here, LAPW is the main
basis set and APW + lo is the basis set used for calcu-
lating states that are “heavy” for LAPW (for example,
the d and f valence states and the states in atoms with a
muffin-tin (MT) sphere that is considerably smaller
than the other spheres in the cell). This technique sub-
stantially increases the efficiency of the calculation
(accuracy/computational time) [6].

Crystals of CsCl, CsBr, and CsI have a simple cubic
lattice with space group Pm3m. The primitive cell con-
sists of two atoms, namely, the cesium atom with coor-
 2005 Pleiades Publishing, Inc.
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dinates (0,0,0) and the halogen atom with coordinates
(1,1,1)(a/2), where a is the lattice parameter.

In the calculations with the CRYSTAL98 program
package for cesium, we used the effective core poten-
tials with a valence basis set of six functions (4, 1, and
1 GTFs for the 5sp, 6sp, and 7sp shells, respectively)
for all the crystals under investigation. For bromine and
iodine, we also used the effective core potentials and a
basis set with four functions (3 and 1 GTFs for the
valence sp shell and one unoccupied sp shell, respec-
tively). For chlorine, we employed the complete basis
set of 19 functions (8, 6, 3, 1, and 1 GTFs for the 1s,
2sp, 3sp, 4sp, and 5sp shells, respectively) [9]. Using
these basis sets, we calculated the total energies and
electronic structures for all three crystals in the frame-
work of several approximations, namely, the Hartree–
Fock approximation, the density functional theory
approximation, and the hybrid scheme with the above
algorithm. In the density functional theory calculations,
we used the local density approximation (LDA) with
the Dirac–Slater exchange [10] and the Vosko–Wilk–
Nusair correlation [11], as well as the gradient approx-
imation to the exchange and correlation in the variant of
the generalized gradient approximation (GGA), which
was proposed by Perdew and Wang (PWGGA) [12].
For the calculations with the hybrid method, we applied
the gradient correction of the exchange functional pro-
posed by Becke [13] in the framework of the Hartree–
Fock exchange formalism. In this case, the hybrid
exchange potential was used together with the gradient
correction of the correlation potential proposed by Per-
dew and Wang (B3PW). For the density functional the-
ory calculations, the exchange and correlation poten-
tials were augmented in terms of the auxiliary Gaussian
basis sets [5].

In the calculations with the Wien2k program pack-
age, the radii of the muffin-tin atomic spheres were cho-
sen to be equal to each other. Their values were deter-
mined from the condition of coincidence of the lattice
constant with the experimental value after minimizing
the total energy. We used the exchange–correlation
potential in the Perdew–Burke–Ernzerhof generalized
gradient approximation [14] with an energy separation
of –8.16 eV between the ground and valence states.

The bulk elastic modulus was calculated from the
curves describing the dependence of the total energy on
the strain of the unit cell. These curves were obtained
from the calculated dependence E(a), where a is the
calculated lattice constant.

Both the CRYSTAL98 and Wien2k program pack-
ages provide a means for determining the elastic con-
stants, which characterize the plastic properties of the
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
crystals upon deformation of the unit cell, with the use
of the strain tensor:

The elastic constants of the crystals can be deter-
mined by approximating the obtained dependences of
the total energy on the strain.

For a simple cubic lattice, there exist only three
independent components of the tensor of the elastic
constants: C11, C12, and C44. For the cubic crystal sys-
tem, it is convenient to use a combination of elastic con-
stants, for example, the bulk elastic modulus, which
was calculated for the crystals under consideration
according to the following relationship [5]:

The calculations of the electronic structure and elas-
tic properties were carried out for the equilibrium lat-
tice parameter obtained by minimizing the total energy
for each computational algorithm (see table).

3. RESULTS OF CALCULATIONS
The band structures and model densities of states

(DOS), which were obtained within the framework of
all the computational algorithms used in this work, are
qualitatively identical for all the crystals under investi-
gation.

For brevity, the graphic data on the electronic struc-
ture are presented only for the B3PW hybrid algorithm.
The band structure of the CsCl, CsBr, and CsI crystals
is shown in Fig. 1. The model densities of states for the
valence band and quasi-core subbands are presented in
Fig. 2.

The valence band is formed by the Cl 3p shell for the
CsCl crystals, the Br 4p shell for the CsBr crystals, and
the I 5p shell for the CsI crystals (i.e., by the p shells of
the halogens). The core band top for all the studied
crystals is formed by the Cs 5p shell.

The table presents the effective charges determined
from the Mulliken charge density distribution, the inte-
grated data on the band parameters calculated within
different approximations, and the corresponding exper-
imental data obtained using ultraviolet photoelectron
spectroscopy [16].

It can be seen from the table that the Hartree–Fock
calculations, without invoking additional approxima-
tions, lead to a substantial overestimation of the band
gap Eg1 for all three crystals, whereas the calculations
performed within the density functional theory give an
underestimation of this quantity. These tendencies are
characteristic of the methods used for modeling the
electronic structure of wide-band-gap insulators. The
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Equilibrium lattice parameters a (Å); bulk elastic moduli B (GPa); band parameters Eg1, ∆Ev, and Eg2 (eV); and effective ion
charges Q (e) for CsCl, CsBr, and CsI crystals according to calculations in the framework of the Hartree–Fock and density-
functional theory approximations

Crystal Parameter HF B3PW LDA PWGGA Wien2k Experiment

CsCl a 4.437 4.360 4.180 4.390 4.160 4.120 [2]

B 14.6 13.0 23.7 11.6 19.2 19.8 [15]

Eg1 12.4 6.2 4.6 4.4 5.5 7.9 [16]

∆Ev 0.93 0.90 1.17 0.85 1.3 1.8 [16]

Eg2 5.5 5.3 4.4 5.4 4.3 4.0 [16]

+0.994 +1.054 +1.074 +1.071 – –

–0.1006 –0.946 –0.926 –0.929 – –

CsBr a 4.713 4.615 4.400 4.619 4.330 4.295 [2]

B 12.9 10.4 17.5 10.7 14.5 18.0 [15]

Eg1 12.3 6.3 4.5 4.8 4.6 7.3 [16]

∆Ev 1.04 0.99 1.31 0.93 1.4 2.1 [16]

Eg2 6.5 5.9 4.9 5.8 4.9 4.5 [16]

+1.007 +1.035 +1.076 +1.054 – –

–0.993 –0.965 –0.924 –0.946 – –

CsI a 5.018 4.840 4.630 4.860 4.610 4.567 [2]

B 12.1 9.5 16.3 9.6 13.7 14.4 [15]

Eg1 11.6 6.1 4.3 4.7 3.8 6.5 [16]

∆Ev 1.24 1.24 1.58 1.14 2.1 2.4 [16]

Eg2 7.6 6.3 5.3 6.2 4.5 5.2 [16]

+1.006 +1.027 +1.064 +1.044 – –

–0.994 –0.973 –0.936 –0.956 – –

Q
Cs+

Q
Cl–

Q
Cs+

Q
Br–

Q
Cs+

Q
I–
most realistic band gaps were obtained using the B3PW
hybrid functional. This is consistent with the results
obtained for other objects [17, 18].

4. DISCUSSION

The analysis of the data given in the table and the
densities of states presented in Fig. 2 demonstrates that
the results obtained by the methods used in this study
adequately reflect the tendencies revealed in the varia-
tions in the band parameters of the CsCl, CsBr, and CsI
crystals. Specifically, the band gap Eg1 decreases, the
valence band width ∆Ev increases, the width of the sec-
ond energy gap of the crystal Eg2 increases, and the core
band width ∆Cs 5p decreases.

The characteristic variation in the valence band
width ∆Ev in the series of crystals under consideration
is associated with the increase in the degree of overlap
of the wave functions of the anions with an increase in
their ionic radii as the lattice constant increases. The
opposite situation is observed for the cation. In this
PH
series of compounds, an increase in the lattice constant
leads to a decrease in the core band width ∆Cs 5p due
to the decrease in the degree of overlap of the wave
functions.

The effective charges Q obtained from the Mulliken
charge density distribution indicate that the chemical
bond in these compounds exhibits purely ionic nature
(see table).

The calculated data on the plastic properties of the
crystals under investigation are important from the
standpoint of the possibility of correctly describing the
macroscopic physical properties from first principles.
Moreover, in this case, the discrepancy between the cal-
culated data and the experimental values characterizes
the correctness of the basis sets used. The results of cal-
culations of the bulk elastic moduli (see table) reflect
well the experimentally observed tendencies in the
variations in the elastic moduli upon changing over
from the CsCl crystals to the CsI crystals.
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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Fig. 1. Band structure of the CsCl, CsBr, and CsI crystals (calculations according to the B3PW hybrid algorithm). The states in the
ranges of negative and positive energies correspond to the valence and quasi-core bands and the conduction band, respectively.

–0.7 –0.6 –0.5 –0.4 –0.3 –0.2 –0.1 0 0.1 0.2
E, Hartrees

Total density of states, arb. units

Cl 3s Cs 5p Cl 3p CsCl

Cs 5pBr 4s Br 4p CsBr

CsII 5pCs 5p

I 5s

Fig. 2. Model densities of states for the valence band and quasi-core subbands of the CsCl, CsBr, and CsI crystals (calculations
according to the B3PW hybrid algorithm). The states in the ranges of negative and positive energies correspond to the valence and
quasi-core bands and the conduction band, respectively.
In general, the results obtained are in satisfactory
agreement with the experimental data. It should be
noted that the “pure” Hartree–Fock calculations, as a
rule, give substantially overestimated band gaps but are
in excellent agreement with the experimental data on
the total energy of the system. The hybrid algorithm
leads to more realistic results from the standpoint of the
optical experiment.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
5. CONCLUSIONS

The above calculations demonstrated that the transi-
tions from the Cs 5p band to the valence band corre-
spond to the transparent region of the CsCl, CsBr, and
CsI crystals and initiate cross luminescence in the
course of the effective generation of core holes in the
Cs 5p band.
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Abstract—Electrodynamic Green’s functions are used to construct an analytical theory of the Bragg diffraction
of polarized light in photonic crystals having a close-packed structure. For opal-based photonic crystals, the
Bragg diffraction intensity is calculated with allowance for permittivity periodic modulation and for the pres-
ence of an optical crystal boundary and interlayer disordering, which usually appears during sample growth. A
comprehensive study is made of the effect of the structure disorder caused by the random packing of growth
layers on diffraction. For a random constructed twinned fcc structure, the average structure factor and the scat-
tering (diffraction) cross sections (which are dependent on the linear polarization of the incident and scattered
waves) are calculated. Numerical examples are used to show that the theory developed can be applied to analyze
and process experimental diffraction patterns of real photonic crystals having a close-packed structure disor-
dered in one direction. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The diffraction of waves of different physical nature
(x rays, neutrons, electrons) serves as a basis for the
methods of studying the atomic structures of crystals
[1] and disordered solids [2]. However, the Bragg dif-
fraction of waves in periodic structures (crystals)
causes the formation of band gaps in their energy spec-
tra [1, 3]. The main feature of periodic dielectric struc-
tures, which are called photonic crystals, is the pres-
ence of stop bands, i.e., band gaps in an electromag-
netic spectrum for certain directions in a crystal or a
total band gap for all directions [4]. These circum-
stances have attracted particular interest in the creation
and study of photonic crystals, which have band gaps in
various spectral regions, from the microwave [5, 6] to
the visible [6–9] range.

In an x-ray spectrum, stop bands are extremely nar-
row and a total band gap cannot form, since the permit-
tivity spatial-modulation depth, which specifies the
stop-band width, is ~10–5 [3]. As a consequence, x-ray
studies of crystals deal with the angular (directional)
measurement of diffraction patterns [1] rather than with
the spectroscopy of stop bands. Conversely, primary
interest in photonic crystals is provoked by the presence
of rather wide band gaps in the visible and long-wave-
length regions of an energy spectrum. Such band gaps
are analyzed by spectroscopic methods, predominantly
by reflection and transmission methods (see, e.g., [6–8,
10, 11]).

Studies of the Bragg diffraction of light in photonic
crystals, which began only recently [12–14], have
revealed qualitatively new effects as compared to x-ray
1063-7834/05/4711- $26.00 2035
diffraction analysis of atomic crystals. In particular, it
has been demonstrated [14] that Bragg reflections in
visible light not only carry direct information on the
spatial structure of a photonic crystal but also serve as
indicators of the formation of energy stop bands for cer-
tain directions in the crystal. Therefore, a diffraction
experiment allows one to empirically distinguish Bragg
diffraction channels responsible for the formation of
certain stop bands. Hence, it becomes important to ana-
lyze the main specific features of the diffraction of light
in a real photonic crystal, which are affected by refrac-
tion of light, structure disordering, etc.

The purpose of this work is to develop a theory of
the Bragg diffraction of visible light for real photonic
crystals and to calculate observable quantities of prac-
tical importance. The theory is formulated in an analyt-
ical form and is based on electrodynamic Green’s func-
tions; the effects of refraction of light by a crystal
boundary and diffraction of light by Bragg planes in the
crystal are separated. Using photonic crystals based on
opals, we also consider the effect of growth interlayer
disorder on Bragg diffraction. The article consists of
the following sections. In Section 2, we consider the
general formulation of the problem. In Section 3, we
calculate the diffraction intensity of linearly polarized
waves in a photonic crystal. The structure factor is ana-
lyzed for individual layers and fcc lattices in Section 4
and for random layer packing in Section 5.

2. GENERAL RELATIONSHIPS

The permittivity of an ideal photonic crystal is taken
to be
© 2005 Pleiades Publishing, Inc.
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(1)

Here, the background constant

(2)

is obtained by averaging over the crystal volume V. The
contribution ∆ε(r) = ∆ε(r + ) is periodic with periods

equal to the vectors  of the basic crystal lattice trans-
lations and is responsible for the processes of Bragg
diffraction. It can be expanded in a Fourier series,

(3)

where v 0 is the unit cell volume, b is a reciprocal lattice
vector, and ∆εb = 0 = 0. The kinematics of diffraction is
specified by the orientation of the crystallographic
(Bragg) planes, each of which is perpendicular to the
corresponding vector b. Equation (3) implies the pres-
ence of long-range order and becomes invalid for a dis-
ordered crystal; however, the short-range order and spe-
cific features related to it remain the same, which finds
application in the structural analysis of noncrystalline
solids [2].

Let the half-space z > 0 be occupied by a photonic
crystal whose dielectric function is described by Eq. (1)
with the background constant expressed by Eq. (2). In
a zero approximation (∆ε = 0), we only take into
account the background permittivity using a function
ε0(z) that is equal to ε1 if z < 0 and to ε0 if z > 0. A jump
in the background permittivity ε0(z) defines the optical
boundary of the photonic crystal z = 0, which provides
a mirror reflection of light irrespective of the orienta-
tion of the crystallographic planes. For monochromatic
light (with frequency ω), the electric field E0, the tensor

Green’s function  of the zero approximation, and the
total field E are defined by the following electrody-
namic equations:

(4)

Here, k0 = ω/c, c is the velocity of light in vacuum,  is
the unit matrix with the elements Iαβ = δαβ, α and β are
Cartesian indices, δαβ is the Kronecker delta, and
∆ε(r) = 0 outside the crystal. Solutions to Eq. (4), E0(r)

and (r, r'), satisfying the Maxwell boundary condi-
tions in z at the z = 0 plane are given in Appendix I.

ε r( ) ε0 ∆ε r( ).+=

ε0
1
V
--- rd

V

∫ ε r( )⋅=

âi

âi

∆ε r( ) ∆εbe
ib r⋅

,
b ≠0( )
∑=

∆εb
1
v 0
------ rd

v 0

∫ e
ib– r⋅ ∆ε r( )⋅ ∆ε b–* ,= =

Ĝ
0

curlcurl k0
2ε0

z( ) Î–[ ] E0 r( ) Ĝ
0

r r',( ) E r( ), ,{ }

=  0 Îδ r r'–( ) k0
2∆ε r( )E r( ), ,{ } .

Î

Ĝ
0

PH
When a perturbation ∆ε(r) exists, the total electric
field outside the photonic crystal (at z < 0) is expressed
by the relation

(5)

hereafter, a tilde labels the field in the crystal (at z' > 0).
The total field taking into account the diffraction of
light by the ∆ε(r) relief is determined from the integral
equation

(6)

When solving the set of equations (4)–(6), we
assume that a wave with linear polarization σ (p or s),

an amplitude , and a wave vector

(7)

is incident from the medium occupying the half-space
z < 0 on the crystal surface z = 0 at an angle θ (Fig. 1a).
Hereafter, eα are the Cartesian unit vectors of the “opti-
cal” coordinate system, θ is the polar angle, and ϕ is the
azimuthal angle. At z < 0, the first of Eqs. (4) has the
solution

(8)

for the tangential (α = x, y) field components and

(r) = ( )d(k · E0)/dz for the normal component,
where r = (r, z), with r = (x, y). The polarization unit
vectors of field (8) can be expressed as

(9)

for the p- and s-polarized waves, respectively. The coef-

ficients of reflection  of these waves for the boundary
z = 0 have the form

(10)

where k(κ) = . In the crystal (z > 0), the tan-
gential components of the external field in Eq. (6) are

(11)

Eα r( ) Eα
0 r( )=

+ k0
2 r'd∫

β
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0
r r',( )∆ε r'( )Ẽγ r'( ).⋅
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where  = 1 + . The relation between the vectors

(12)

and K defined in Eq. (7) is determined from the law of

refraction of light  =  = κ/k0 (the con-
dition of conservation of vector k) at the boundary z =
0 (Fig. 1a). Here, the unit vectors eσ(Q) are obtained
from Eq. (9) through the substitution of θ  ϑ . The
wave vectors of the scattered wave Q' inside the crystal
and K' outside it are obtained by substituting ϕ  ϕ',
ϑ   π – ϑ ', and θ  π – θ' into Eqs. (7) and (9) for
K and into Eq. (12) for Q, where the angles ϑ ' and θ'
are reckoned from the negative direction of the unit
vector ez. For elastic diffraction, we have |Q' | = |Q | =

 and |K' | = |K | = .

3. OBSERVABLE OPTICAL QUANTITIES

The Bragg diffraction of waves is coherent elastic
scattering and manifests itself at wavelengths compara-
ble to the spatial period of a scattering medium. When
an atomic structure is analyzed, the Born approxima-
tion of the theory of diffraction (scattering) is usually
sufficient [2]. This is also true of opal-like photonic
crystals having a small optical contrast, |∆ε|/ε0 ! 1. Let
us calculate the observable characteristics of diffraction
in the Born approximation (in the lowest order in ∆ε) by

putting  ≈ (r) = (Q)exp(iQ · r) in Eqs. (5) and

(6) and using Eq. (11). In this case,  has the same
polarization σ as that of the external field E0. The field
outside the crystal E' = E – E0 can be found from
Eq. (5) using representation (I.1) [see Appendix I] for

the Green’s function (r, r'). Evaluating the integral
with respect to k in representation (I.1) by the method
of stationary phase [15, 16] results in the following
asymptotic expression for the field radiated into the

back hemisphere (z < 0,  @ 1):

(13)

For the problem of radiation from the crystal, the tensor

Green’s function (z, z'; k) in a mixed (z, k) represen-
tation is given by Eqs. (I.3), (I.4), (I.6), and (I.7). The
vector k' is expressed by Eq. (7) through the angles θ'
and ϕ' of the vector K' directed to the point of observa-
tion r = (r, z) = r[(excosϕ' + eysinϕ')sinθ' – ezcosθ']
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iq– r'⋅⋅

 
 
 

Ẽβ
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Q( ).
β
∑

D̂
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outside the crystal. In Eq. (13), we introduced a light
scattering vector in the crystal,

(14)

Using Eq. (12) for the wave vectors Q and Q', we find
the dimensionless quantities

(15)

in the optical coordinate system with the eα unit vec-
tors:

(16)

q Q' Q.–=

ζα
1

k0 ε0

--------------qα=

ζ x ϑ ' ϕ'cossin ϑ ϕ ,cossin–=
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ẑ
(111)

Fig. 1. Geometry of the problem. (a) Wave transformation
during diffraction of light in a crystal. The wave vector
K(K') of the incident (secondary) wave corresponds to the
vector Q(Q') inside the crystal; Q + b = Q', where b is a
reciprocal-lattice vector. (b) Main directions and planes
used to analyze the diffraction of light in an opal fcc lattice.
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Let us calculate the Poynting vector  =

 of incident wave (8) with polarization σ

and the Poynting vector  =  of scat-
tered wave (13) with polarization σ' outside the crystal

(at z  –∞). Their ratio /  specifies the scatter-
ing (diffraction) cross section

(17)

in all channels (K, σ)  (K', σ') controlled by the
polarizations of the incident (σ) and diffracted (σ')
waves.

In Eq. (17), dΩ' = sinθ'dθ'dϕ' is an element of the
solid angle and the quantities

(18)

are calculated using functions (I.4), (I.6), and (I.7).
According to Eqs. (17) and (18), when light is dif-
fracted in the plane of incidence on the crystal (ϕ' = ϕ,
wsp = wps = 0), depolarization is absent.

According to Eq. (17), the basic specific features of
diffraction depend on the quantity

(19)

which includes the structure factor

(20)

where N is the number of unit cells in the crystal vol-
ume V = v 0N.

The formfactor

(21)

is obtained upon integration over the Wigner–Seitz cell
volume v 0 centered at Rn = 0. For an fcc lattice con-
structed from close-packed dielectric balls of the same
size, from Eq. (2) we have ε0 = εi f + εe(1 – f ), where εi

and εe) are the dielectric constants inside and outside
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the balls, respectively, and f =  ≈ 0.74 is the
packing factor.

The angular and frequency dependences of the scat-
tering intensity are defined by quantities (17). We use
them to discuss the Bragg diffraction of light in the case
of randomly packed growth layers, which is typical of
self-organizing systems, such as synthetic opals [12–
14, 17] and the photonic crystals related to them [18].
When opals grow, monodisperse a-SiO2 balls of a sub-
micron diameter a form close-packed (hexagonal) lay-
ers. Such two-dimensional crystals form close packing
in the growth direction of a three-dimensional struc-
ture. The hexagonal layers can occupy the A, B, or C
positions known for fcc lattices [1]. In the close-packed
structure obtained, the positions of adjacent layers are
different and the shift of a layer from one position (e.g.,
A) to the next position B or C is controlled by a transla-
tion vector uI or uII, respectively. In the ideal fcc lattice,
only one of these vectors is realized, whereas in real
opal crystals the choice of the translation vector uI or uII
is a probabilistic event.

The random character of alternation of the A, B, and
C layers implies that observable quantities (17) should
be averaged and, in the case of close packing of identi-
cal balls, only structure factor (20) is averaged. In
Eq. (20), we divide the summation over sites n = (n||, l)
into intralayer (over n||) and interlayer (over l) summation
and use the representation Rn' – n ≡  + R0, l' – l,
where l(l ' ) is the layer number. The random vector
R0, l = 1 can take two values, uI or uII. In the case of ran-
dom packing, the averaging of structure factor (20)
gives

(22)

Here, S||(q) is a sum of type (20) relating to a regular
layer and L is the number of layers along the structure
growth axis.

4. DIFFRACTION BY A REGULAR STRUCTURE
Our next problem is to calculate the quantities that

are observed during the diffraction of light in opals with
allowance for disordering and to analyze them as
applied to the experimental data from [12–14]. First,
we discuss the Bragg diffraction of light by two possi-
ble regular fcc lattices, namely, …ABCABC… and
…ACBACB…, which are called fcc-I and fcc-II in what
follows. The fcc-I lattice is taken to be basic, and all
crystallographic planes and directions shown in Fig. 1b
are referenced to it. The fcc-I and fcc-II lattices have a
common hexagonal layer and are constructed by the
translation of this layer by a vector a3, which is equal to
uI or uII, respectively.

Close-packed (hexagonal) layers serve as building
blocks for constructing both ideal fcc lattices and ran-

π 2/6

Rn||' n||– 0,

S q( )〈 〉  = S|| q( ) S⊥ q( )〈 〉  = S|| q( )
1
L
--- e

iq– R0 l l '–,⋅

l l ', 1=

L

∑ .
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dom close-packed structures. Therefore, we first con-
sider the structure factor S||(q), involved in Eq. (22), for
a two-dimensional lattice specified by two intralayer
basis vectors  (with i = 1, 2). Summation over layer
sites n|| in Eq. (20) gives

(23)

where Ni is the number of sites in the  direction. At
Ni  ∞, each multiplier in Eq. (23) transforms into a
2π-periodic delta function

(24)

where mi are integers. For a regular packing of hexago-
nal layers (fcc structure), layer-by-layer summation
over l in Eq. (22) gives

(25)

where m3 are integers.
In the case of a three-dimensional ideal lattice, the

maxima of structure factor (22) correspond to the zeros
of the delta functions entering into Eqs. (24) and (25),
i.e., to the Laue equations q ·  = 2πmi with i = 1, 2, 3.
These equations are used to make a kinematic analysis
of diffraction processes in the ideal crystal lattice. For
this lattice, we define the reciprocal lattice with basis

vectors  and expand scattering vector (14) in terms of

this basis. Taking into account the identity (  · ) =

2πδij, we can verify that the three equations q ·  =
2πmi are equivalent to the diffraction conditions

(26)

or Q' – Q = b, which depend on the set of indices
(m1, m2, m3). In terms of the dimensionless quantities of
Eq. (15) and b = ba/(2π) Eq. (26) takes the form

(27)

where Λ = λ/( ), λ = 2π/k0 is the light wavelength
in vacuum, and a is the fixed distance between the hex-
agonal-layer sites. At m1 = m2 = m3 = 0, diffraction is

âi
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absent: Q' = Q (ϑ ' = ϑ , ϕ' = ϕ), according to Eq. (26).
A set of (m1, m2, m3) with at least one nonzero index
determines a possible intensity maximum (reflection)
caused by diffraction from a system of crystallographic
planes normal to the vector b given by Eq. (26). It is
important that mi are not the (hkl) Miller indices char-
acterizing a diffracting plane and the vector b(hkl) nor-
mal to it.1 At given values of ϑ  and ϕ, the solutions to
Eq. (26) or (27) specify the angles ϑ ' and ϕ' for the
propagation direction of diffracted light in the crystal.

Due to the constraint |ζα | ≤ 2 the quantity λ/( ) at
which this reflection can appear decreases with increas-
ing indices (m1, m2, m3) in Eq. (27).

To comprehensively analyze the kinematics of dif-
fraction of light in opals, it is sufficient to consider two
geometries of light incidence (we call them A and B). In
geometry A, light is incident in the (111) plane of the
fcc lattice; that is, Q || (111) (Fig. 1b). In this geometry,
recently studied experimentally in [12–14], we can
reveal specific features characteristic of the diffraction
of light by layers with a two-dimensional hexagonal
lattice. In geometry B, light is obliquely incident on the
(111) plane. In this geometry, which is used in most
studies dealing with the optics of opals, the diffraction
of light from the one-dimensional lattice formed by the
(111) planes become pronounced.

4.1. Geometry A

Let the wave vector of the incident wave Q || (111)

make an angle φ with the [ ] direction in the fcc lat-
tice (Fig. 1b). By expressing basis vectors (II.1) [see
Appendix II] in terms of the optical coordinate system

1 To describe Bragg diffraction in this work, we use the following
coordinate systems: (i) An optical system with unit vectors eα, in
terms of which wave vectors (7) and (12) are specified (Fig. 1a).

(ii) A crystallographic system with unit vectors  || [100],  ||
[010], and  || [001], with respect to which the Miller indices of
the basic fcc lattice are determined (Fig. 1b). (iii) A system with

, , and  unit vectors, in which the contributions from dif-
fraction by hexagonal layers and diffraction by their packed
structure are separated using representation (22). Miller indices,
which are used to determine systems of (hkl) crystallographic
planes and the direction of the wave vector Q in the crystal, are
related to the basic fcc lattice; the relation between the indices
(hkl) and the indices {mi} involved in Eq. (26) is given by Eq.
(II.4) [see Appendix II]. For the fcc-II lattice, which is obtained
by mirror reflection of the basic fcc-I lattice through the (111)
plane, it is convenient to consider Eq. (26) using the coordinate
system whose unit vectors are obtained by inverting the unit vec-
tors , , and . Then, for a given direction of Q, the parame-
ters {mi} and the Miller indices (hkl) of the planes responsible for
diffraction in the fcc-I and fcc-II lattices would be different in
sign.

X̂ Ŷ

Ẑ

x̂ ŷ ẑ

x̂ ŷ ẑ

a ε0
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with basis vectors ez = Q/Q, we find the vector b in
Eq. (27) to be

(28)

Here, α = a/A, where A is the interlayer distance (α =

 for the fcc lattice). Substituting Eqs. (16) and
(28) into Eq. (27), we find that the x and z components
of vector equation (27) are independent of α; that is,
their form is formally identical to that in the case of a
single layer (α  0). This pair of equations is invari-
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Fig. 2. Dependences of the normalized structure factors

/L on the angle Θ' at Q || [ ] for the fcc-I and fcc-II

structures consisting of L hexagonal layers. (a) The values

of (1) /L, (2) /L, and (3) (  + )/(2L) at L = 10.

(b) The values of (  + )/(2L) at L equal to (4) 5 and (5)

20. The calculations were performed from Eq. (25) at

 = 370 nm, which corresponds to the radius a/2 =

135 nm of a-SiO2 spheres in an opal with  = 1.37. The

dependence of the Bragg wavelength λ on the Θ' angle,
which is equal to Θ' = ϑ ' at ϕ' = π/2 and to Θ' = –ϑ ' at ϕ' =
3π/2, is specified by Eq. (29).
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PH
ant with respect to rotations of the vector Q through
angles φ that are multiples of π/3 if the indices m1 and
m2 are properly chosen for each of the equivalent posi-

tions of the hexagonal layer. In the case of Q || [ ]
(φ = 0), these equations ζx = Λ(m2 – m1) and ζz = Λ(m1 +

m2)/  with m1 = m2 = –1 have solutions  = π/2 and

 = 3π/2. The corresponding condition for Bragg dif-
fraction by the layer is

(29)

Expression (29) describes the dispersion of light in the
angle 0 < ϑ ' < π/2 made in the back hemisphere by the

diffraction direction in the ( ) plane with the (111)

plane; here,  < λ < .

In order to analyze the diffraction of light by three-
dimensional fcc lattices, we take into account the third
of equations (27), ζy = Λα(3m3 – m1 – m2). With allow-
ance for Eq. (29) at m1 = m2 = –1, we obtain

(30)

For the fcc-I lattice, Eq. (30) has two solutions:  =

70.5° at  = π/2 and m3 = 0 and  = 39° at  = 3π/2
and m3 = –1. Relation (II.4) shows that these solutions
correspond to diffraction of light by the (002) and

( ) planes, respectively. At other values of m3, it fol-
lows from Eq. (30) that ϑ ' > π/2; that is, the light is dif-
fracted into the forward hemisphere. Similarly, for the
fcc-II lattice, there exist two solutions in the back hemi-
sphere; they are mirror-symmetric with respect to the
previous solutions about the (111) plane:  = 39° at

 = π/2 and m3 = 1 and  = 70.5° at  = 3π/2 and
m3 = 0.

Figure 2 shows the angular dependences of the nor-
malized structure factors for the fcc-I and fcc-II lattices
consisting of a small number L of hexagonal layers. The

quantities (q)/L are calculated from Eq. (25) as
functions of the angle Θ' = ϑ ' at ϕ' = π/2, i.e., above the
(111) plane, and of the angle Θ' = –ϑ ' at ϕ' = 3π/2, i.e.,
below the (111) plane. The λ(Θ') scale corresponds to

Eq. (29). As follows from Fig. 2a, /L is maximum at
the angles calculated from Eq. (30) (Θ' = –39° and

70.5°) and /L is maximum at Θ' = –70.5° and 39°.

Figure 2 also shows the quantity (  + )/(2L), which
is the form factor of a mixture of the fcc-I and fcc-II
structures having a common growth axis and the same
number of layers L. As is seen from Fig. 2b, the broad-
ening of all diffraction maxima |∆Θ' | ~ 1/L is related to
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a small number of layers in the fcc structures. Accord-

ing to Eq. (25), (q)/L = 1 at L = 1.

4.2.Geometry B

To consider the case where light is incident at an

angle ϑ  ≠ π/2 to the [ ] direction in the plane that

makes an angle φ with the [ ] direction, we express

quantity (28) in terms of the unit vectors  = ex,  =

ez, and  = –ey:

(31)

It follows that diffraction is independent of φ at  =

 = 0. In this case, at  ≥ 1, Eq. (27) with b =

−  describes diffraction from a one-dimensional
chain of structureless planes with specular reflection of
light from them (ϑ ' = ϑ  and ϕ' = ϕ). The Bragg wave-
lengths

(32)

correspond to the period a/α of this chain in a homoge-
neous medium with dielectric constant ε0. At  = 1,
from Eq. (32) we find the long-wavelength limit λ(0) =

 for diffraction by a system of planes with

b || [111] in the fcc lattice. At  ≥ 2, we find the upper

boundaries λ(0)/  for higher order diffraction. These
results are identical for the fcc-I and fcc-II lattices.
Note that diffraction of the type  =  = 0 and

 = 1 manifests itself in the spectra of light reflection
(transmission) by the (111) growth plane of opals,
which have been studied in most works. The diffraction
pattern becomes much more complex as the wave-
length decreases when  ≠ 0 or  ≠ 0 in Eq. (31).

According to Eq. (17), the maximum of the structure
factor specified by the vector b can be observed if the
corresponding quantity |∆εb |2 is sufficiently large. The
simplest estimate of the form factor ∆εb can be obtained
from Eq. (21) in the isotropic approximation, where the
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polyhedral Wigner–Seitz cell of the fcc lattice is

replaced by a sphere of the same volume (v 0 = a3/ ).
Evaluating integral (21) gives

(33)

Here, F(x) = (π/ )(sinx – xcosx)/x3; f is the packing
factor for balls forming an fcc lattice; and εi and εe are
the permittivities inside and outside the balls, respec-
tively. In Fig. 3, curve 1 shows the normalized form fac-
tor F(x) – F(x/f 1/3) as compared to the form factor F(x)
of an individual ball (Fig. 3, curve 2). The (hkl) points
in curve 1 give the values of ∆εb/(εi – εe) calculated
from Eq. (33) at q = b(hkl) for the (111), (200), and
(220) planes. Below, we consider how the specific fea-
tures of the diffraction of light described above for an
fcc lattice are modified when we take into account the
growth disordering of opals.
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5. DIFFRACTION BY RANDOM 
CLOSE-PACKED LAYERS

For randomly packed L hexagonal layers, the aver-
age value of the structure factor entering into Eq. (22)
can be written as [19]

(34)

As noted above, for close-packed hexagonal layers,
each subsequent layer is obtained through translation of
the previous layer by the vector uI or uII. We introduce
a stacking correlation coefficient p, which is equal to
the probability of the vectors of two sequential layer
translations being the same. At p = 0, we have a three-
dimensional hexagonal close-packed (hcp) lattice.
Upon translation by the vector uI(uII), we have p = 1
and the fcc-I (fcc-II) structure is formed. If 0 < p < 1,
we have a statistical mixture of the fcc-I and fcc-II
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Fig. 4. Dependence of the average structure factor on Θ' at

Q || [ ]. (a) Normalized functions 〈S⊥ 〉  given by Eq. (41)
for randomly packed hexagonal layers with various values
of p: (1) 0.65, (2) 0.75, and (3) 0.9. (b) (4) Normalized func-
tion 〈S⊥ 〉  given by Eq. (41) for randomly packed hexagonal

layers with p = 0.8 and (5) the function (  + )/L given

by Eq. (25) for a mixture of the fcc-I and fcc-II structures

with L = 10. The calculations were performed at α = 
with the same parameters as those in Fig. 2. The Bragg
wavelength λ is related to the angle Θ' through Eq. (29).

112

S⊥
I

S⊥
II

3/2
PH
structures with stacking faults. In the last case, the
matrix

(35)

specifies the average value of the phase factor

 = (1/2)eT · (q) · e, where e is a matrix
vector whose transposition gives eT = (1, 1); therefore,
eT · e = 2. Taking into account the fact that, at l > 0,

(36)

from Eq. (34) we obtain

(37)

Summation in this formula to an accuracy of terms of
the order 1/L ! 1 (L  ∞) gives

(38)

where  is the unit matrix. Using the elements of matrix
(35), we obtain

(39)

where

(40)

In geometry A, where Q || [ ] and uI, II = a(  ±
), we can use Eqs. (39) and (40) to find the aver-

age structure factor

(41)

at wavelength (29); here, ψ0 = 4π /( ).
Note that, according to this derivation, in Eq. (13) from
[12], which is a particular case of Eq. (41), the cotan-
gent should be replaced by the tangent.

Structure factor (41) normalized to unity in its max-
ima is shown in Fig. 4a for random close-packed (α =

) layers having different correlation coefficients p.
Curves 1–3 show the dependence of structure factor
(41) on angle Θ' (which is equal to ϑ ' at ϕ' = π/2 and to
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Î M̂–( ) 1–
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–ϑ ' at ϕ' = 3π/2) and on wavelength (29). It is seen that,
as p increases in the range p > 0.5, the function 〈S⊥ 〉
changes substantially and, at 1 – p ! 1, approaches the
sum of the angular dependences characteristic of the
fcc-I and fcc-II lattices with limited thicknesses. This
conclusion follows from Fig. 4b, where the normalized
value of 〈S⊥ 〉  calculated for a random packing with p =
0.8 (curve 4) is compared with the structure factor

(  + )/L corresponding to a mixture of the fcc-I
and fcc-II structures with the number of layers L = 10
(Fig. 4b, curve 5). Near maxima, these dependences are
seen to be rather close to each other. If we take into
account the good agreement between the angular
dependence of 〈S⊥ 〉  with p = 0.8 and experimental data
[12] and the similarity between this dependence and the

angular dependence of (  + )/(2L) with L = 10, we
can conclude that the latter dependence also agrees
with experiment. Therefore, the characteristic number
of hexagonal layers in fcc domains in the opals experi-
mentally studied in [12] is  ≅  10.

Thus, in random close-packed hexagonal layers,
regular regions (domain) ABCABC and ACBACB of fcc
structures alternate with each other. The alternation of
these domains means the formation of a twin structure
[12]. The length of domains forming twins is random
because of random breaks in the regular packing. For
stacking correlation coefficients p close to unity, there
exist domains with a fairly large number of layers L;
these domains can generate specific features character-
istic of fcc lattices in the diffraction patterns. As shown
above, this behavior allows us to use the angular depen-
dences of the diffraction intensity to estimate both the
correlation coefficient p [12] and the characteristic fcc
domain size. Therefore, it seems interesting to theoret-
ically find the length distribution of fcc domains at a
given p and to calculate the average length and its dis-
persion with allowance for the coexistence of fcc and
hcp domains, stacking faults, etc.

In concluding this section, we note that the effects of
interlayer disordering discussed above will not mani-
fest themselves in the standard geometry of mirror
reflection of light by the (111) planes, that is, for dif-
fraction with  =  = 0 at wavelengths (32). Indeed,

in this case, we have  =  and  = 
in Eq. (34); that is, the contribution of this diffraction
process to structure factor (34) is independent of ran-
dom layer packing if the layers are equally spaced.
However, the effects of a twin structure should manifest
themselves in nonspecular diffraction processes with

 ≠ 0 or  ≠ 0.

6. CONCLUSIONS

In this work, we have developed a theory of the
Bragg diffraction of linearly polarized light in photonic
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crystals with allowance for its refraction by a dielectric
interface and for the effects of interlayer disordering in
a sample. The quantities that can be observed using dif-
fraction (as a function of the scattering direction) and
spectroscopy (as a function of the probing-light fre-
quency) methods have been calculated. The theory can
be applied to analyze the crystal structure of opals and
to refine the quantitative characteristics of the visual-
ized patterns of stop bands in photonic crystals [14].
The results of analyzing the intensities of diffraction
maxima agree well with the diffraction experimental
data from [12], which demonstrate the existence of a
random fcc twin structure in synthetic opals. By com-
paring the theoretic results obtained for two models of
domains having an fcc lattice with the experimental
data from [12], we have estimated the characteristic
domain size along the sample growth direction. To
develop the theory, we used the Born approximation for
light scattering; that is, strictly speaking, the theory can
only be applied to describe the effects of simple diffrac-
tion in photonic crystals with relatively weak permittiv-
ity modulation (such as opals). However, this theory
can be directly generalized using self-consistent solu-
tions to the equations for an electromagnetic field in a
crystal. This generalization is necessary in relatively
rare cases of multiple Bragg diffraction [20] or in the
case of diffraction in photonic crystals with very strong
permittivity modulation.

APPENDIX I

Solution of the Electrodynamic Problem

In the case where the dielectric tensor has the form
ε0(z, ω)δαβ, with the function ε0(z, ω) being equal to ε1
at z < 0 and to ε0 at z > 0, the components of the Green’s
function that is the solution to the second of Eqs. (4) are
given by the integral Fourier representation

(I.1)

Here, r = (r, z), r = ρ(excosφ + eysinφ), k = κ(excosϕ +
eysinϕ), and

(I.2)

for a given direction of the wave vector k. The nonzero
elements of the angle ϕ rotation matrix are Txx = Tyy =
cosϕ, –Txy = Tyx = sinϕ, and Tzz = 1. Tensor (I.2) has the
form
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The components (z, z'; κ, ω) are obtained from the
second of Eqs. (4) with the wave vector k = exκ (ϕ = 0)
and with the operator {∂/∂r} = {iκ, 0, d/dz}. These
components are separated for indices x and z in the case
of p polarization and for index y in the case of s polar-

ization. The functions (z, z') at z = 0 satisfy the
Maxwellian boundary conditions for z and can be

expressed in terms of the reflectivities  given by

Eq. (10) and of  = 1 + .

We now give expressions for the components of the

Green’s function (z, z'; κ, ω) by writing them in the

form (m, m'), where m and m' are the number of
media (1 or 2) that contain the point of observation (z)
and the source (z'), respectively; that is, m = 1 at z < 0
and m' = 2 at z' > 0. For s-polarized waves, we have

(I.4)

(I.5)

and, for p-polarized waves, we have
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APPENDIX II

In this work, we use the basis vectors

(II.1)

where the following unit vectors of an fcc lattice are

involved:  || [ ],  || [111], and  || [ ]
(Fig. 1b). The vectors  and  specify the lattice sites
of a hexagonal layer with an intersite distance a. The
introduction of the basis translation vector , which
depends on the parameter α = a/A, allows us to consider
a set of lattices that are topologically equivalent to the
fcc lattice but have different distances A between the
hexagonal layers. The limiting cases of these structures

are the fcc lattice at A =  (α = αmax = ) and
individual layers at A  ∞, α  0.

Based on Eqs. (II.1), the basis vectors of the recip-
rocal lattice can be found to be

(II.2)

At α  0, basis vectors (II.2) transform into the vec-
tors

(II.3)
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which correspond to the individual-layer model. The
indices mi in expansion (26) of the reciprocal lattice
vector b in terms of basis vectors (II.2) are related to the
Miller indices (hkl) of the plane normal to the vector b:

(II.4)
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Abstract—Partial suppression of twinning in bismuth crystals in a static magnetic field is found not to be
accompanied by a change in the bulk elastic energy stored in wedge twins. Application of a magnetic field
decreases the surface energy of the twin–matrix interface. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Earlier [1], we established that twinning in bismuth
crystals is partially suppressed under long-term con-
centrated loading in a static magnetic field. This mani-
fests itself in a decrease in the number and size of
wedge twins. As a result, the volume of the twins and
the area of the twin–matrix interfaces decrease [2]. In
this connection, it is important to answer the question
as to whether the application of a magnetic field leads
to a decrease in the bulk elastic energy of twins and in
the surface energy of the twin–matrix interface.

2. SPECIMEN PREPARATION
AND EXPERIMENTAL TECHNIQUE

Bismuth single crystals were grown by the Bridg-
man method from raw materials of chemical purity.
Specimens in the form of a rectangular prism (10 × 5 ×
5 mm in size) were prepared by cleaving a bismuth sin-
gle crystal along the cleavage plane. The wedge twins
belonging to the {110}〈001〉  system were produced by
pressing a standard diamond pyramid into the (111)
cleavage plane of the bismuth crystals. The measure-
ments were carried out using a PMT-3 microhardness
tester and a special device fabricated from nonferro-
magnetic metals for applying a load to a specimen in a
magnetic field. The magnetic induction vector lay in the
(111) cleavage plane of the bismuth crystals. Some pre-
cautions were taken to eliminate effects from the instru-
ments. Special control tests showed that switching the
magnetic field on and off during loading of the speci-
men did not result in an increase in the size of the
indentation made by the diamond pyramid. The relative
change in the magnetic field at the geometric center of
the gap in the electromagnet limb into which the speci-
men was placed did not exceed 2%.

The concentrated load P amounted to 0.14 N. In the
first series of measurements, the magnetic field induc-
1063-7834/05/4711- $26.00 2046
tion B was constant and equal to 0.2 T and the time of
loading of the crystal with the indenter was varied in the
range t = 0–5 h. In the second series of measurements,
the magnetic field induction was varied in the range B =
0–0.9 T, whereas the time t of loading of the crystal
with the indenter was constant and equal to 5 min.

During the experiments, the length and width of the
wedge twins, as well as their number in the vicinity of
the indentation produced by the diamond pyramid,
were directly measured with an eyepiece micrometer in
the PMT-3 instrument. Points in the experimental
curves were obtained by averaging over the results of
measuring the sizes of twin interlayers wedged around
20 or more indentations. The experimental error did not
exceed 3%.

The bulk elastic energy of a twin was estimated
from the relationship WV = wVVN, where wV is the bulk
elastic energy density, V is the average volume of the
twin, and N is the average number of mechanical twins
wedged around the indentation after the load is
removed and the magnetic field is switched off.

On each side of the “twin–parent crystal” interphase
boundary in the crystal, there occur displacements of
the same order of magnitude as the width of the wedge
twin. Since the displacements at the end of the wedge
twin are equal to zero, elastic strains arise around the
twin. These strains are of the order of sh/L, where h is
the width of the wedge twin at the twin mouth, L is the
length of the wedge twin, and s = 0.694 is a multiplier
[3]. Consequently, the bulk elastic energy density can
be estimated in order of magnitude as

(1)wV
G sh( )2

L
2

-----------------.=
© 2005 Pleiades Publishing, Inc.
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Then, the bulk elastic energy of the wedge twin can
be obtained from the relationship

(2)

Since the shape of twin interlayers formed under
point loading can be approximated by a lens, the vol-
ume of a twin can be calculated according to the expres-
sion for the volume of a spherical segment. The radius
of the base of the spherical segment was taken to be
equal to the average length of the wedge twin, and the
thickness of the spherical segment was assumed to be
equal to the average thickness of the wedge twin at the
mouth [4, 5].

The surface energy of the twin–parent crystal inter-
phase boundary can be estimated according to the
expression Ws = wsSN, where ws is the specific surface
energy of the twin–matrix interphase boundary and S is
the surface area of the twin–matrix interphase bound-
ary. In the monograph by Klassen-Neklyudova [3], the
specific surface energy of the twin boundary was esti-
mated from the relationship ws = Ga, where G is the
shear modulus and a is the lattice parameter of the bis-
muth crystal. Therefore, the surface energy of the twin–
matrix interfaces can be determined as

(3)

The area of the twin–matrix interfaces S was calculated
as half the area of the spherical segment with the base
radius taken equal to the average length of the wedge
twin [4, 5].

3. RESULTS AND DISCUSSION

The experimental dependences WV(t) and Ws(t)
obtained in the first series of experiments are shown in
Figs. 1 and 2, respectively. It can be seen from the
curves depicted in Figs. 1 and 2 that the energies WV

and Ws increase both in the presence and in the absence
of the magnetic field and exhibit a tendency toward sat-
uration as the time t of loading of the crystal with the
indenter increases. It can be concluded that, within the
limits of experimental error, the application of the mag-
netic field does not lead to a change in the bulk elastic
energy of the wedge twins for the same time t.

The magnetic field decreases the average distance
between the dislocations L/h, which is expressed in
terms of the lattice parameters of the bismuth crystal
(Fig. 3). As can be seen from relationship (1), this leads
to an increase in the density of the bulk elastic energy
wV, which is stored in the wedge twin during concen-
trated loading of the crystal with the indenter in the
magnetic field. Therefore, although application of the
magnetic field to the bismuth crystals results in the sup-
pression of twinning, the bulk elastic energy of the
wedge twins remains unchanged for equal times t.

WV
G sh( )2

L
2

-----------------VN .=

Ws GaSN .=
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The magnetic field does not suppress the generation
of twinning dislocations in the mouth of the twin. As is
known, the number of twinning dislocations located at
a twin–matrix interface is equal to the ratio h/a. As the
time t of concentrated loading increases, the twin thick-
ness h increases both in the presence and in the absence
of a magnetic field [1]. An increase of the twin thick-
ness h brings about an increase in the twin volume V
and the interfacial area S and, as follows from relation-
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Fig. 1. Dependences of the bulk elastic energy WV of wedge
twins in bismuth crystals on the time t of loading of the
crystal with an indenter (1) without a magnetic field and (2)
in a magnetic field of 0.2 T.
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Fig. 2. Dependences of the surface energy Ws of twin–
matrix interfaces of wedge twins in bismuth crystals on the
time t of loading of the crystal with an indenter (1) without
a magnetic field and (2) in a magnetic field of 0.2 T.

2

1
5

4

3
0 1 2 3 4 5

t, h

L/
h

Fig. 3. Dependences of the ratio L/h on the time t of concen-
trated loading (1) without a magnetic field and (2) in a mag-
netic field of 0.2 T.
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ships (2) and (3), an increase in the bulk energy WV and
the surface energy Ws, respectively.

For equal times t, the surface energy of the twin
boundary Ws in the presence of the magnetic field is
considerably less than that in the absence of the mag-
netic field (Fig. 2). Apparently, application of the mag-
netic field disables magnetosensitive (paramagnetic)
stoppers and the unlocked twin boundary takes on a
thermodynamically equilibrium length. As a conse-
quence, the area S of the twin–matrix interfaces in the
magnetic field decreases [5], which, according to rela-
tionship (3), leads to a decrease in the surface energy of
the twin boundary Ws.

In the second series of experiments, the bulk elastic
energy and the surface energy of the twins were inves-
tigated as functions of the magnetic field induction. As
was shown in our previous study [6], the length of
wedge twins abruptly decreases as the magnetic field
induction reaches a threshold value B = 0.2 T. Although
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 J2

1

Fig. 4. Dependences of (1) the bulk elastic energy WV and
(2) the surface energy Ws of wedge twins on the magnetic
field induction B upon loading of the crystal with an
indenter for t = 5 min.
PH
the total volume of the twins also decreases in a similar
manner at B = 0.2 T, the bulk elastic energy of the
wedge twins WV remains virtually constant (Fig. 4,
curve 1). The latter circumstance can be explained by
the shortening of the distance between the dislocations
L/h at B = 0.2 T. This leads to an increase in the bulk
elastic energy density wV, which is localized in the
twin. Since the area of the twin–matrix interfaces S at
B = 0.2 T decreases abruptly (primarily due to the
shortening of the average length of the wedge twins L),
the surface energy of the twin boundary Ws also
decreases in a similar manner (Fig. 4, curve 2).
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Abstract—The distribution of defects in dislocation tracks in silicon plates was studied for various indentation
angles. The regularities of variations in the linear density and maximum path of dislocations in slip bands are
established. A model is proposed to describe the distribution of dislocations in the dislocation tracks. By fitting
the theory to the experimental data, the dependence of this distribution on the energy relaxation time is deter-
mined. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studying the dislocation mobility in semiconductor
crystals in fields of various nature is one of the main
problems in solid-state physics [1–9]. The objects of
research are usually dislocations introduced into a crys-
tal through indentation or scratching. As a result of the
action of external forces, dislocation motion develops
in slip planes, which causes a linear arrangement of dis-
location pits (rows, chains, tracks) along the corre-
sponding crystal directions. In the literature, this pro-
cess is analyzed, for the most part, in terms of both the
maximum distances passed by dislocations from a
stress concentrator [1, 4–8] and the variations in dislo-
cation density with penetration depth [9]. However, the
reasons for the dissociation of dislocation tracks in
crystals and the character of the dislocation redistribu-
tion between their localized and scattered states have
not actually been studied. There is virtually no informa-
tion on the mechanism of dislocation redistribution
caused by a change in the direction of indentation. The
character of the dislocation distribution in chains dur-
ing their expansion in the corresponding directions
likewise has not yet been considered. This study is an
attempt to fill this gap.

2. EXPERIMENTAL

Standard 76-mm dislocation-free phosphorus-
doped silicon plates with a resistivity ρ = 0.01 Ω cm
were used to make the samples (~3 × 1 × 0.04 cm) for
the experiment. The plates were prepared, using the
conventional technology, from a single crystal grown in
the [111] direction by the Czochralski technique.
Scratches 5 to -10 mm long served as dislocation
sources (stress concentrators) on the working (111) sur-
face, which were produced under a load P = (0.78–
2.45) N using a tetrahedral diamond pyramid (indenter)
with a vertex angle of 90°. Scratches were scribed at
1063-7834/05/4711- $26.00 ©2049
various angles (0°, 10°, 20°, 30°, 40°) with respect to
the [110] crystal direction. The motion of dislocations
in the field of introduced internal stresses was stimu-
lated by isothermal annealing of samples at 923 K for
t  = 150 min. Over this time t, the internal stresses
relaxed almost completely and dislocation transport
stopped [9]. The arrangement of dislocations in the
plates was studied using etching pits, which were pro-
duced by immersing the plates in a standard SR-4 selec-
tive etching solution [3, 9].

3. EXPERIMENTAL RESULTS
AND DISCUSSION

It is known [10] that in silicon the main slip planes
coincide with the 〈110〉  directions. Our results are fully
consistent with this assertion. However, the orientation
of the etch figure rows is unambiguously determined by
the indentation direction with respect to the [110] crys-
tal axis. Let us consider this result in more detail.

When a scratch is scribed in the [110] direction
(Fig. 1a), dislocations are observed to run away in the

[011] and [ ] directions. On the other hand, when a

plate is indented in the [ ] direction, opposite to the
[110] direction, the predominant running tracks are

[ ] and [ ]. Such a distribution of dislocations
indicates the special nature of the stresses created by
microcracks caused by scribing. Apparently, the projec-
tion of the leading vector of microcrack propagation
onto a scratch always coincides in sign with the direc-
tion of the introduced concentrator of stresses. That is
why the angle α between the [110] direction and the
direction of indentation of the crystal surface (Fig. 1b)
was measured carefully in our experiments as reckoned
counterclockwise from the basic direction. The precise
determination of α was checked with etching of the fig-
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1
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α

Fig. 1. The main directions of dislocation motion in the crystal under study. (a) The indentation direction coincides with the crystal

direction (1) [110] and (2) [ ]. (b) The direction of scratching does not coincide with the [110] direction; a scratch is drawn at
an angle α to the [110] direction. (1, 2) Dislocation etch pits; (3) a stacking fault; and (4) a stress concentrator.

110
ures, whose orientation was the same throughout the
crystal surface due to the specific crystal features.

If 0° < α < 15°, the direction of dislocation motion
is identical to that in the case considered above. How-
ever, as α approaches 15°, the dislocation etch pits are
rearranged gradually from well-defined rows along the

direction of running away, [ ], to randomly scat-
tered individual dislocations located on the right-hand
side of a scratch.

For higher angles, 15° < α < 30°, the scattered dis-
location etch pits begin to group again into rows of etch
figures oriented along a new direction, [110]. However,
when α = 30°, only two predominant directions remain,

101

0 10 20 30 40 50

50

100

150

200

250

2

1

x, µm

α, deg

Fig. 2. Displacements of the leading dislocations from the
edge of a scratch (drawn at various angles α to the [110]
direction; P = 1.0 N) measured after 150 min of isothermal
annealing at 923 K. Measurements were carried out (1)
along dislocation rows coinciding with the [011] direction
and (2) in the direction normal to the scratch.
PH
[011] and [110], which make an angle of 60° between
them.

As the angle α increases further from 30° to 60°, the
pattern of the dislocation distribution repeats itself, but
the orientation of the slip lines on the left-hand side of
the scratch changes: the rows of etch figures in the

[011] direction disappear but appear in the [ ] direc-
tion. The angle between the observed rows (along

[ ] and [110]) in this case is 120°, as in the first case.
The general pattern of dislocation redistribution over
the slip planes is given in Table 1.

Thus, the angle between the observed rows, as well
as their orientations, is always determined by the near-
est allowed slip directions on both sides of the scratch
and the dissociation of dislocation tracks into individ-
ual dislocations in an indented crystal always becomes
more intense as α approaches angles 15° ± n × 30°,
where n = 0, 1, 2, 3, …. Therefore, taking into account
this periodicity, we will consider only the motion of
dislocations associated with scratches whose angle
with respect to any of the 〈110〉  crystal directions does
not exceed 30°.

According to the experimental results, not only the
topography of the dislocation distribution but also the
character of their motion along the corresponding
chains depend on α (Fig. 2). It is seen from Fig. 2 that,
as the angle between a scratch and the [110] direction
increases, the dislocation path length x(α) along the
[011] dislocation rows increases (curve 1 in Fig. 2),
while their distance from the scratch decreases (curve 2
in Fig. 2).

The most unexpected result was obtained when ana-
lyzing the character of the dislocation distribution in
dislocation rows arranged along the corresponding
crystal directions. It was established that the linear dis-

101

101
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Table 1.  Directions of dislocation paths starting from a stress concentrator at different angles α

Num-
ber

Angle between a scratch 
and the [110] direction

Indentation
direction

Crystallographic orientation
of dislocation rows Comments

1
α = 0° [110] [011] and 

α = 180°   and 

2
0° ≤ α < 15° [011] and 

Gradual transition to scattered disloca-
tions on the right-hand side of a scratch

180° ≤ α < 195°  and 
Gradual transition to scattered disloca-
tions on the left-hand side of a scratch

3

α = 15° [011] Scattered dislocations on the right side 
of a scratch

α = 195° Scattered dislocations on the left-hand 
side of a scratch

4

15° < α ≤ 30° [110], [011]
Gradual redistribution of dislocations 
into rows on the right-hand side of a 
scratch

195° < α ≤ 210° , 
Gradual redistribution of scattered dis-
locations into rows on the left-hand side 
of a scratch

5
α = 30° [011], [110]

α = 210° , 

6
30° < α < 45° [110], [011] Gradual transition to scattered disloca-

tions on the left-hand side of a scratch

210° < α < 225° , 
Gradual transition to scattered disloca-
tions on the right-hand side of a scratch

7
α = 45° [110] Scattered dislocations on the left-hand 

side of a scratch

α = 225° Scattered dislocations on the right side 
of a scratch

8

45° < α < 60° , [110]
Gradual redistribution of scattered dis-
locations into rows on the left-hand side 
of a scratch

225° < α < 240° , 
Gradual redistribution of dislocations 
into rows on the right-hand side of a 
scratch

9
α = 60° , [110]

α = 240° , 

101[ ]

110[ ] 101[ ] 011[ ]

101[ ]

101[ ] 011[ ]

011[ ]

110[ ] 011[ ]

110[ ] 011[ ]

110[ ] 011[ ]

110[ ]

101[ ]

110[ ] 101[ ]

101[ ]

110[ ] 101[ ]
location density in the direction of migration [011]
shows a steady tendency toward a decrease (for 0° ≤
α < 30°), is constant (for α = 30°), or increases (for
30° < α ≤ 60°), changing smoothly from one state to
another with an increase in α. Furthermore, regardless
of the azimuth angle α of a scratch, there are almost
always one or more clusters of etch pits in dislocation
chains that produce high peaks in the dislocation den-
sity.
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This feature is observed most clearly at high values
of α, where, in addition to the main peak, a significant
number of smaller peaks are observed, which distort the
general pattern of the dislocation distribution (Fig. 3).
Optical microscopy studies showed that the main rea-
son for the appearance of these small peaks is the pres-
ence of areas of intersection of dislocation tracks with
different crystallographic orientation involved in the
dislocation redistribution described above. The con-
05
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vincing reproducibility of these results excludes the
possibility of any procedural error and calls for clarifi-
cation of the physical reasons for the observed phe-
nomena.

We carried out such an analysis with allowance for
the periodical distribution of microcracks along certain
crystal directions and their redistribution caused by a
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Fig. 3. Measured linear dislocation density in the [011] slip
line as a function of distance at various values of α: (a) 0°,
(b) 30°, and (c) 40°. Curves calculated from Eq. (8) are
superimposed on the experimental points. The load on the
pyramid during scratching is 0.98 N.
PH
change in the azimuth position of a scratch, as well as
for the fact that the rate of dislocation nucleation varies
due to relaxation processes.

Our conclusion will be based on the velocity of dis-
location motion over the slip planes, which is deter-
mined, above all, by the internal stresses σint [6] caused
by indentation of a crystal:

(1)

where V0 and σ0 are constants, m = 1 for silicon, E is the
activation energy for dislocation motion, k is the Boltz-
mann constant, and T is temperature.

Indeed [11], when a scratch is produced, there
appear a great number of microcracks (Fig. 4) with lin-
ear density f(m–1), which expand predominantly over
the “leading” slip planes. At the tip of each (ith) micro-
crack, stress is induced, which decreases with distance
x according to the law [9, 12]

(2)

where σi is the stress at the dislocation site, G = 1.5 ×
1011Pa is the shear modulus, ν = 0.3 is Poisson’s ratio,

b is the Burgers vector, and  is the linear dislocation
density in a region a' near the microcrack.

The elastic stress field created by an ensemble of
microcracks with linear density f relaxes during high-
temperature annealing, spending its energy on disloca-
tion nucleation and on the motion of microcracks over
favorable slip bands.

Assuming f to be constant and taking into account
the various distances of a dislocation from stress con-
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Fig. 4. Distribution of stresses that are caused by microc-
racks 3', 2', 1', 0, 1, 2, 3 introduced into a crystal during
indentation of the surface and act on a chosen dislocation
slip line.
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centrators (crack tips, Fig. 4), it is easy to estimate the
resulting stress σeff that pushes this dislocation in a slip
plane as a sum of the corresponding components.

The intermediate results of the calculations are
shown in Fig. 5. They are obtained with allowance for
the redistribution of microcracks (by analogy with dis-
locations) between different (for example, [011] and

[ ]) crystal directions, depending on the azimuth
angle of the scratch:

(3)

It is seen that the higher α, the larger the areas with
localized dislocations that are subjected to the effective
action of stresses. This has a direct influence on the
penetration depth of dislocations into the crystal along
the chosen slip direction.

The stresses considered are not constant but rather
rapidly relax during high-temperature annealing, which
favors dislocation nucleation and motion. Taking this
into account, we can write [13]

(4)

where τ1 and τ2 are the characteristic relaxation times of
dislocation nucleation and motion, respectively, and ξ1
and ξ2 are dimensionless coefficients satisfying the
condition ξ1 + ξ2 = 1. It should be noted that the energy
of a single microcrack prevails in the generation of dis-
locations forming a track, whereas the energy of an
ensemble of microcracks prevails in the dislocation
motion.

When t is specified, expression (4) describes the
relaxing stress acting only on the leading dislocation in
a slip chain. In order to describe all the following dislo-
cations, it is necessary to introduce the appropriate cor-
rection that accounts for the dislocation generation rate.
This rate is related to σint through a simple relation,

(5)

where n is the number of generated dislocations, χ is a
dimensional function, and x0 is the coordinate of a dis-
location source.

Thus, taking into account Eq. (4), we get

(6)

Here, ν0 is the dislocation generation rate at t = 0.

Solving this equation makes it possible to determine
both the time t = ti at which any dislocation i = 1, 2, 3…
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appears and the total number n of dislocations gener-
ated during the annealing time t:

(7)

Substituting Eqs. (4) and (7) into Eq. (1), we obtain

(8)

Equation (8) makes it possible to follow the kinetics of
each dislocation with stress, which relaxes continually
during isothermal annealing beginning from the
moment of its nucleation t – ti, and the redistribution of
dislocations1 in slip lines at an arbitrary moment t.

Using Eq. (8) and the experimentally determined
distribution of dislocations in dislocation tracks for var-
ious angles of indentation of silicon plates (Fig. 3), it is
possible not only to estimate the relaxation parameters
(τ1, τ2) and the coefficients ξ1 and ξ2 but also to estab-
lish the basic mechanism responsible for variations in
the linear dislocation density in dislocation tracks at
various α.

The calculated results for α values correlated with
the experiment are shown in Figs. 3 and 5. It should be

1 The linear dislocation density was determined, taking into

account Eq. (8), from the equation Nd =  ≈ , where

dnd is the number of dislocations within section dx.
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Fig. 5. Distances traveled by the leading dislocations from
a stress concentrator plotted vs annealing time. The points
are experimental data, and the lines are the results calcu-
lated using Eq. (8). (1) α = 40°, (2) 30°, and (3) 0°.
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noted that coincidence of the experimental and calcu-
lated data (including the paths of the leading disloca-
tions (Fig. 5), their distribution over the slip lines
(Fig. 3), and the presence and position of the main
peaks in the Nd(x) curves) occurs for each value of α
only at certain values of τ1 and τ2 listed in Table 2.

Consequently, the above-described, experimentally
determined transformation of the linear dislocation
density with a variation in the azimuth angle of a
scratch is unambiguously determined by the relaxation
time of the energy needed for the dislocation generation
and motion. We do not have independent data on these
parameters and cannot compare the results of these cal-
culations with the experiment, which is of interest. We
will accomplish this in practice in the near future.

Table 2.  Numerical data correlated with the experiment for
T = 923 K

Parameters

Azimuth angle α between the [110]
crystal direction and a scratch

0° 30° 40°

τ1, s 75 150 200

τ2, s 1000 2000 2700

ξ1 0.93 0.94 0.91

, 109 m–1 2.308 2.308 2.308

ν0, s–1 0.128 0.077 0.045

E, eV 2.2

σ0, Pa 1 × 106

V0, m/s 1 × 103

Nd
0

PH
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Abstract—The mechanical properties of thin Ag films of equal thickness containing grains of various sizes
were studied. The film hardness was measured using the Oliver–Pharr techniques based on indentation work
calculations or on direct measurements of the area of pyramid imprints in AFM images. In order to avoid the
influence of a substrate on the measured hardness, a technique was developed to determine the true values of
the film hardness. It was established that the hardness of Ag films decreases with an increase in mean grain size,
whereas the elastic modulus remains almost unchanged. It was shown that the dependence of the yield stress of
Ag films on grain size does not obey the classical Hall–Petch law. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Thin metallic films are widely used in the produc-
tion of integrated circuits, magnetic and optical
devices, microsensors, etc. Though the electrical prop-
erties of thin-filmed materials draw the most attention,
their mechanical properties also play an important role,
because when films are being deposited and operated
on strong internal stresses can be created in them,
which can cause deformation and fracture during relax-
ation [1–3].

Among the techniques developed for studying the
mechanical properties of thin films is nanoindentation,
which makes it possible to analyze the processes of
elastic and plastic deformation in very small volumes.
This is very important, because the thickness and grain
size of films are very small. However, some difficulties
arise caused by the fact that the results of measurements
are not always in one-to-one correspondence with the
actual characteristics of a film [4–6]. The reason for this
is, above all, the influence of a substrate under the
deposited film, which, as a rule, has absolutely different
mechanical properties. Furthermore, there is the prob-
lem of material pile-up or, on the contrary, sink-in over
the faces of the indenting pyramid, which causes inac-
curacies in determining the contact area between the
indenter and a sample and, thus, results in data distor-
tions. Finally, the measurement results depend on the
method used to process the indentation curves. Despite
there being a great number of studies in this area [4–
11], the problem of measuring the mechanical proper-
ties of thin films by using the nanoindentation tech-
nique has not been solved yet.
1063-7834/05/4711- $26.00 2055
In the present work, the accuracies and reliabilities
of various techniques developed for analyzing nanoin-
dentation data are compared in order to accurately
determine the hardness of Ag thin films and to study
the influence of grain size on their mechanical pro-
perties.

2. EXPERIMENTAL

Ag films t = 460 nm thick were deposited on SiO2/Si
substrates using the magnetron sputtering technique at
room temperature. The grain size d in the films was var-
ied using one-hour isothermal air annealing at temper-
atures of 150 and 200°C. This made it possible to obtain
films of equal thickness with various grain sizes.

Atomic-force microscopy (AFM) studies of the sur-
face morphology of the Ag films showed that the as-
deposited film surface is characterized by a fine grained
structure with a mean grain size of 100 nm. The surface
roughness of the films does not exceed 50 nm. Anneal-
ings at 150 and 200°C cause the mean grain size to
increase to 250 and 400 nm, respectively. In this case,
the maximum roughness height of the sample surface is
100 nm.

The mechanical properties of the films were studied
using the nanoindentation technique and a NanoTest
600 setup. Tests were carried out using a Berkovich tri-
hedral pyramid. The film hardness was determined
using three different methods.
© 2005 Pleiades Publishing, Inc.
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Using the technique proposed by Oliver and Pharr
[12], the hardness H was calculated from the expression

(1)

where Pmax is the maximum applied load and A is the
contact area between the indenter and a sample,

(2)

Here, C1 = 1.65 × 10–6 is a constant, which describes the
deviation from an ideal Berkovich pyramid caused by
the tip curvature, and

(3)

is the contact depth between the indenter and a sample,
where hmax is the maximum penetration depth of the
indenter and S is the contact rigidity of a material.

Another method used to calculate the film hardness
is based on determining the work that is done during
indentation. According to this approach, the hardness is
determined as [5]

(4)

where k is a constant, which depends on the indenter
geometry (for a Berkovich pyramid, k = 0.0408), and W
is the work done in the indentation process.

Finally, direct measurements of the contact area
between the indenter and a sample were carried out
using the AFM images of indentations on the surface of
the films. The measured area of a pyramid imprint
includes the contact area between the indenter and the

H
Pmax

A
----------,=

A 24.5hc
2

C1hc.+=

hc hmax 0.75
Pmax

S
----------–=

H
kPmax

3

9W
2

-------------,=

12

10

8

6

4

2

0

H
ar

dn
es

s,
 G

Pa

0.10.01 1 10
Indentation depth/Film thickness

1
2
3

Hf = 1.0 GPa
Hf = 0.4 GPa
Hf = 2.0 GPa

Fig. 1. Dependence of the hardness of an Ag film with a
mean grain size of 250 nm on the relative penetration depth
of the indenter. (1) The hardness as calculated using the OP
technique; (2) the hardness as calculated from the work
done during indentation; and (3) the hardness obtained from
AFM measurements of an indenter imprint. Lines show the
fitting of Eq. (7) to the experimental data.
PH
piled-up material. The value of H was calculated from
Eq. (1).

Usually, in order to avoid the influence of a substrate
on the results of nanoindentation of thin films, the pen-
etration depth of the indenter is limited so that it does
not exceed 10% of the film thickness. However, calcu-
lations of the contact area between the indenter and a
sample using formula (2) imply that the sample surface
is ideally smooth. If a film has a rough surface and the
penetration depth of the indenter is smaller than the
roughness height, then the real contact area can differ
significantly from the calculated value, which will
result in considerable inaccuracies in determining the
hardness and elastic modulus. Taking into account that
in the studied Ag films the maximum roughness height
on a surface reaches 20% of the film thickness, the
maximum load was chosen so as to make the penetra-
tion depth of the indenter more than the roughness
heights. Consequently, the maximum load was from 0.5
to 200 mN.

The elastic modulus of the samples was determined
from the relaxation curve slope using the following
relationships [12]:

(5)

(6)

where E* is the effective elastic modulus of the film–
indenter system and E, Eind and ν, νind are the elastic
moduli and Poisson’s ratios of the materials of the film
and the indenter, respectively.

3. RESULTS AND DISCUSSION

Measurements of the hardness were carried out with
the abovementioned techniques taking the Ag film with
a mean grain size d = 250 nm as an example. Figure 1
shows the measured hardness as a function of the pen-
etration depth h of the indenter normalized by the film
thickness t. It follows from Fig. 1 that, regardless of the
calculating technique, H increases with h/t. When h/t =
0.2–0.5, all techniques give similar results. However,
when h/t > 1.0, the hardness as determined from the
indentation work (IW) is far lower than the hardness
determined using the Oliver–Pharr (OP) technique or
AFM images.

There can be several reasons for the observed
dependence of the hardness on the penetration depth.
First, when indenting a film–substrate system, the
response to indentation is determined by the mechani-
cal properties of both the film and the substrate and the
contribution made by the substrate becomes more con-
siderable as the penetration depth increases. Second,
the increase in film hardness can be due to the actual
contact area broadening in comparison with the calcu-
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lated value because of the extrusion of the material over
the indenter faces and its piling-up on the film surface
(Fig. 2).

However, as is seen from Fig. 1, the inclusion of the
increase in the contact area between the indenter and
the sample in the case where A is determined from AFM
images actually has no effect on the character of H
increasing with h/t. Moreover, the hardness of the film–
substrate composition increases only until it reaches the
hardness of the substrate (Fig. 3). Thus, it is the Si sub-
strate that causes the increase in H.

Recently, several models have been suggested
which allow one to exclude the contribution of a sub-
strate to the measured hardness of the film–substrate
composition and determine the true hardness of the
film. According to [6], the variation in the composition
hardness with an increase in the indenter penetration
depth can be described by the expression

(7)

where Hc, Hs, and Hf are the hardnesses of the compo-
sition, the substrate, and the film, respectively, and α is
a parameter with dimensions of length that mainly
depends on the film thickness in the case of plastic
materials. Expression (7) makes it possible to estimate
the real hardness of a film by fitting the experimental
data for the film–substrate composition to Eq. (7) and
determining the values of Hf and α.

Figure 1 shows the dependence of the film–substrate
composition hardness on the indenter penetration depth
as determined by fitting the experimental data and the
actual hardness of the Ag film found from this depen-
dence. The fitting was performed using the following
parameter values: Hs = 10.5 GPa and α = 1.55 × 10–7 m
(OP), Hs = 7.7 GPa and α = 0.56 × 10–7 m (IW), and
Hs = 10.5 GPa and α = 4.42 × 10–7 m (AFM). As is seen
from Fig. 1, all three methods give different values
for Hf .

In order to verify the results obtained by the various
techniques, Hf was used to calculate the elastic modulus
of the films. Combining Eqs. (1) and (5), the effective
elastic modulus was found to be

(8)

Substitution of the calculated values of the true hard-
ness of the film into Eq. (8) gives E* = 93 GPa (OP),
E* = 59 GPa (IW), and E* = 132 GPa (AFM). Using
these values and the parameters ν = 0.37, νind = 0.07,
and Eind = 1000 GPa, we get from Eq. (6) that E =
88 GPa (OP), E = 54 GPa (IW), and E = 130 GPa
(AFM). A direct analysis of the nanoindentation curves
carried out using Eqs. (5) and (6) shows that, when
h/t ≤ 0.5, the elastic modulus of a film is 80–89 GPa,
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which agrees well with the elastic modulus of bulk sil-
ver. Since these results coincide only with the value of
E obtained by the OP method, we conclude that this
technique gives the most reliable results. That is why
the OP technique in combination with the method for
calculating the true hardness is further used to study the
dependence of the mechanical properties of the Ag
films on grain size.

The measured values of the hardness of the films
with grains 100 and 400 nm in size are presented in
Fig. 4. In calculating Hf, we used Hs = 10.5 GPa and α =

690

0 9.4
µm

nm

Fig. 2. AFM image and profilogram of an indenter imprint
on the surface of an Ag film. Pmax = 200 mN.
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Fig. 3. Dependence of the hardness of (1, 2) a Si substrate
and (3, 4) an Ag film with a grain size of 250 nm on the pen-
etration depth of the indenter. (1, 3) The hardness as deter-
mined using the OP technique and (2, 4) the hardness calcu-
lated from the work done during indentation.
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1.55 × 10–7 m. An analysis of the results obtained shows
that, as the grain size decreases from 400 to 100 nm, the
true hardness of the Ag films increases from 0.7 to
1.5 GPa.

The values of the elastic modulus of the films stud-
ied are shown in Fig. 5. The E value is practically inde-
pendent of grain size and, for the indenter penetration
depth not exceeding ~30% of the film thickness, it is
~80 GPa. As h increases further, E asymptotically
approaches the elastic modulus of the silicon substrate.

The nanoindentation technique does not make it
possible to directly measure the precise yield stress σy

of the samples studied. However, this quantity can be
estimated using the Tabor technique [13], according to
which σy ≈ H/3. Figure 6 shows the σy(d) dependence
for Ag films. It should be noted that the values obtained
are one order of magnitude higher than the yield stress
of bulk silver.

The primary factors that cause the hardness of thin
films to be higher than that of the corresponding bulk
materials are small grain sizes and restrictions imposed
by a substrate on the dislocation motion in a film. The
latter factor causes the strength characteristics of thin
films to be dependent on the film thickness. To describe
this dependence, the Nix–Freund model is usually used
[1, 14]. According to this model, the minimum stress
that should be applied in order to cause dislocation
motion in a single-crystal film deposited on a substrate
is given by

(9)

where b is the Burgers vector of the film; µf and µs are
the shear moduli of the film and substrate, respectively;
and β is a constant. For polycrystalline materials, the
effect of grain size on the strength properties is tradi-
tionally described by the Hall–Petch relationship

(10)

where σy0 is the yield stress component independent of
grain size [i.e., the yield stress of a single crystal, which
can be determined, e.g., from Eq. (9)] and kHP is the
Hall–Petch coefficient.

The values of σy of the Ag films calculated from
Eqs. (9) and (10) are presented in Fig. 6. In the calcula-
tions, the following parameter values of the film and
substrate were used: µAg = 27 GPa, µSi = 66.5 GPa, b =
2.89 Å, ν = 0.37, β= 2.6, and kHP = 0.083 MN/m–3/2

[15]. It is seen that the yield stress as estimated from the
nanoindentation data agrees well with the calculated
value only for the Ag films with a grain size of 400 nm.
For the films with d = 100 and 250 nm, discordance is
observed between the experimental and calculated data,
which increases as the grain size decreases.

It is known that, when the grain size in bulk materi-
als decreases from 1 µm to 30 nm, the Hall–Petch rela-

σy 3.464
b

2π 1 ν–( )t
--------------------------

µ f µs

µ f µs+
----------------- βt

b
----- 

  ,ln=

σy σy0 kHPd
1/2–

,+=
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tionship differs from the classical relation in that the
exponent d changes from –0.5 to almost zero [16, 17].
The observed increase in the yield stress of the Ag films
studied is, on the contrary, faster than the σy ~ d–1/2

dependence. A similar effect of more intense strength-
ening with a decrease in grain size (σy ~ d–1) in compar-
ison with that of bulk materials was observed earlier in
thin Al films [18].

4. CONCLUSIONS

The nanoindentation technique has been used to
measure the hardness and elastic modulus of thin Ag
films on Si substrates. It has been shown that, when the
surface roughness of films is high, it is possible to use
a load which causes the penetration depth of the
indenter to be deeper than 10% of the film depth. In this
case, the OP technique in combination with the method
for calculating the true hardness makes it possible to
correctly determine the mechanical properties of thin
films deposited on a substrate. The studies performed
have shown that the Ag film hardness decreases as the
mean grain size increases, whereas the elastic modulus
remains constant.

The data on nanoindentation have been used to
determine the yield stress of the films. It has been
shown that, for Ag films with a grain size of 400 nm, the
experimentally estimated yield stress agrees well with
the value obtained from the Nix–Freud model and the
Hall–Petch relationship. For films with smaller grain
sizes, significant discordance is observed between the
experimental and calculated data.
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Abstract—The strength of partially stabilized zirconia-based ceramics is analyzed as a function of the porosity,
the grain size, and the degree of tetragonality of the tetragonal phase. It is found that the strength of the studied
ceramics, unlike conventional materials, is virtually independent of the porosity and the average grain size and is
determined primarily by the content of the easily transformed tetragonal phase. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is known that the flexural strength σf  of polycrys-
talline ceramic materials can be most adequately
described by the formula proposed by Knudsen [1]:

(1)

where B is a constant;  is the average grain size; a is
the numerical coefficient, which is approximately equal
to 0.5; k is the numerical coefficient ranging from 4 to
9; and P is the relative porosity. As can be seen, rela-
tionship (1) does not account for possible phase trans-
formations that can occur during fracture of the mate-
rial. The influence of phase transformations on the
strength of ceramic materials has been comprehen-
sively discussed in papers concerned with investigating
the cracking resistance K1c. In particular, McMeeking
and Evans [2] and Lange [3] derived expressions relat-
ing the cracking resistance K1c to the mechanically acti-
vated phase transformation of the tetragonal (T) phase
into the monoclinic (M) phase in partially stabilized zir-
conia (PSZ) ceramics. However, it is known that
mechanical stresses can also bring about the T  M
transformation on the surface of the PSZ ceramics. This
transformation is accompanied by an increase in the
volume and, hence, should give rise to compressive
stresses at the surface, thus affecting the flexural
strength σf [4]. As a rule, the flexural strength σf is
determined primarily by the surface condition of the
ceramic material. It is well known that the strength of
ceramic materials can be substantially enhanced by
increasing the smoothness of their surface, i.e., by elim-
inating stress concentrators from the surface. More-
over, stress concentrators existing on the surface and
under the surface can be blocked (rather than elimi-
nated), for example, by compressive stresses.

σ f Bd
a–

kP–( ),exp=

d

1063-7834/05/4711- $26.00 2060
In this work, we carried out an additional analysis of
the results reported earlier in [5, 6], with due regard for
the new data obtained after the publication of those
papers.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Ceramic samples were prepared under cold isostatic
pressing (CIP) from a powder of partially stabilized
ZrO2 + 3 mol % Y2O3 zirconia ceramics [5] (series 1)
and a powder of ZrO2 + 4 mol % Y2O3 [6] (series 2).
Powders of series 1 were compacted under a pressure of
0.1 GPa and were then sintered in air at temperatures of
1623 and 1773 K. Powders of series 2 were also com-
pacted under a pressure of 0.1 GPa and were then sin-
tered at a temperature of 1773 K. After sintering in air,
some of the samples of series 2 were subjected to hot
isostatic pressing (HIP) in an argon atmosphere under a
pressure of 0.2 GPa at a temperature of 1723 K [6].

The density ρexp for all the samples studied was
determined by hydrostatic weighing, and the porosity

was calculated according to the formula P = 1 – .

The theoretical density ρtheor was calculated from the
x-ray powder diffraction data.

After grinding, all samples were tested for strength
by three-point bending. The base length of the gauge
was equal to 14.5 mm, and the velocity of the movable
crosspiece of the testing machine was 0.5 mm/min.

The phase composition was determined using x-ray
powder diffraction at room temperature on a DRON-
3M diffractometer (CoKα radiation) with computer
recording and plotting of the x-ray powder diffraction
patterns. The calculation of the phase composition was
performed according to the procedure described earlier

ρexp

ρtheor
-----------
© 2005 Pleiades Publishing, Inc.
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Influence of the composition of the tetragonal phase in the surface layers of zirconia-based ceramics on their strength

Parameters

Ceramics Ceramics

ZrO2 + 3 mol % Y2O3 (series 1) ZrO2 + 4 mol % Y2O3 (series 2)

sintering temperature *Ts, K
sintering conditions

Ts, K Ts, K + THIP, K

1623 1773 1773 1773 + 1723

ρ, g/cm3 5.99 5.99 5.98 6.13

P, % 1.5 1.5 1.64 Not determined**

σf, MPa 720 ± 20 720 ± 20 1026 ± 30 1400 ± 20

d, µm 0.20 ± 0.05 0.6 ± 0.1 0.6 ± 0.3 1.6 ± 0.3

c/a for the tetragonal phase 1.0080 (43) 1.0100 (30) 1.0170 (71) 1.0170 (61)

(%)*** 1.0155 (57) 1.0157 (70) 1.0350 (14)

Content of the other phase (%) Not Not M (4) M (8)

found found ****F (25) F (17)

* Ts is the sintering temperature.
** Since there were no data on the theoretical density of the PSZ ceramics subjected to hot isostatic pressing, it was impossible to calcu-

late the porosity. The value of ρtheor for the PSZ ceramics is equal to 6.1 g/cm3.
*** Content of the tetragonal phase.

**** F stands for the cubic phase (fluorite).
in [7]. In our calculations, we used x-ray powder dif-
fraction patterns for the (111) reflections in the angle
range 33° ≤ 2θ ≤ 39° and x-ray powder diffraction pat-
terns for the (400) reflections in the angle range 85° ≤
2θ ≤ 90°. The data were averaged over five points.

The degree of tetragonality c/a for the tetragonal
phase was determined according to the procedure
described in [6].

The average grain size was estimated by analyzing
the micrographs obtained using scanning electron
microscopy (SEM). For samples of series 1 and 2, we
examined the SEM micrographs of the microsections
and cleavages, respectively. The results obtained are
given in the table.

3. RESULTS AND DISCUSSION

It can be easily verified that the Knudsen relation-
ship (1) does not hold upon substitution of the parame-
ters listed in the table. This can be clearly seen from a
thorough analysis of the results presented in the table.
For example, the average grain sizes in ceramic sam-
ples of series 1, which were sintered at two different
temperatures, differ by a factor of 3, with the porosity
and strength of the samples being equal. For ceramic
samples of series 2, the grain size after hot isostatic
pressing is larger than that prior to hot isostatic pressing
by a factor of almost 3. In this case, the strength of the
ceramic samples subjected to hot isostatic pressing
does not decrease but rather increases by 30%. The
porosity of 1.64% does not provide an explanation for
the above findings: in the case when the strength most
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
strongly depends on the porosity in terms of relation-
ship (1), i.e., when the coefficient k takes on a value of
9, the decrease in the porosity by 1.64% should lead to
an increase in the strength by only 14%.

The above-described circumstance forced us to ana-
lyze the main characteristic of the tetragonal phase,
namely, the ratio of the lattice parameter c to the lattice
parameter a, i.e., the degree of tetragonality c/a. Since
only the tetragonal phase can transform into the mono-
clinic phase under tensile stresses and the maximum
stresses arising upon three-point bending are localized
on a stretched surface of the sample, it is on this surface
that the aforementioned phase transformation occurs
first of all and is accompanied by compressive stresses
that block stress concentrators. In turn, this leads to an
increase in the flexural strength σf .

In ceramic samples of series 1, the surface layer
down to a depth of 20 µm (which corresponds to the
penetration depth of x rays at the given wavelength)
consists of grains of the tetragonal phase. This result
holds good within the accuracy of the x-ray powder dif-
fraction analysis. In this case, there exist two modifica-
tions of the tetragonal phase with degrees of tetragonal-
ity c/a in the ranges 1.008–1.010 and 1.0155–1.0157.

Ceramic samples of series 1 sintered at a tempera-
ture of 1623 K have smaller grains, which should lead
to an increase in strength. However, the degree of tet-
ragonality c/a is also somewhat smaller, which makes
the T  M transformation difficult. At this point, it
should be remembered that the degree of tetragonality
c/a for the tetragonal phase can vary over a wide range
from 1.005 to 1.035. The former value corresponds to
05
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the so-called T ' phase, which does not transform under
external stresses, and the latter value is characteristic of
the easily transformed phase [6, 8]. As regards ceramic
samples of series 1 sintered at a temperature of 1773 K,
an increase in the grain size is compensated for by an
increase in the degree of tetragonality c/a.

This effect of the degree of tetragonality is espe-
cially pronounced in ceramic samples of series 2.

Ceramic samples of series 2 subjected to hot isos-
tatic pressing have very large grains and consist of sev-
eral phases. This should lead to an abrupt decrease in
the flexural strength σf . However, we observed quite
the reverse: the flexural strength σf reached 1400 MPa.
This value of σf is apparently provided by only 14% of
the easily transformed tetragonal phase with the degree
of tetragonality c/a = 1.035. It is worth noting that, for
ceramic samples of series 2 not subjected to hot isos-
tatic pressing, the grain size is smaller by a factor of
more than 2 and the strength is considerably lower,
even though these samples contain 71% of the tetrago-
nal phase with a relatively high degree of tetragonality
c/a = 1.017. In closing the analysis of the experimental
results, we should note one more very strong effect. For
ceramic samples of series 1, which were sintered at a
temperature of 1623 K and had grain sizes ~0.2 µm, we
observed the flexural strength σf = 720 MPa. For
ceramic samples of series 2, which were sintered at a
temperature of 1773 K and had grain sizes ~0.6 µm, we
obtained σf = 1026 MPa. The degrees of tetragonality of
these materials differ by no more than 0.0015, whereas
the flexural strengths σf differ by 306 MPa.

If the above analysis of the experimental results ade-
quately reflects reality, we can argue that, at a suffi-
ciently high density (98–99% of the theoretical value),
the degree of tetragonality of the tetragonal phase,
rather than its amount, is primarily responsible for the
strength of the PSZ ceramics. The higher the degree of
tetragonality c/a, the greater the strength of the PSZ
ceramics. The observed increase in the strength of the
ceramic samples can be explained by the presence of
the easily transformed tetragonal phase with a high
degree of tetragonality c/a. According to the data
obtained by Nikol’skiœ et al. [8], the high degree of tet-
ragonality c/a can be associated with the decreased
content of yttrium ions in the crystal lattice of zirconia.
In this case, even weak elastic tensile stresses bring
about the T  M transformation, which naturally
occurs at the strongest stress concentrators, thus ham-
pering the nucleation of cracks.
PH
When the amount of the easily transformed tetrago-
nal phase is exhausted, the applied stress becomes rela-
tively strong and the tetragonal phase with a lower
degree of tetragonality makes a significant contribution.
This leads to a high strength of the ceramic material.

4. CONCLUSIONS

Thus, the results reported in this paper and their
analysis allowed us to draw the following conclusions.
The strength of PSZ ceramics at a relatively high den-
sity (~98–99% of the theoretical value) substantially
depends on the presence (or absence) of a modification
of the tetragonal phase with a high degree of tetragonal-
ity in the structure. It seems likely that the presence (or
absence) of structural elements in the monoclinic or
cubic (fluorite) phase does not play a decisive role. The
grain size is also of little importance, at least for grain
sizes ranging from 0.2 to 1.9 µm. Possibly, the same is
also true for larger sized grains, because, according to
Jue and Vikar [9], such grains contain morphological
elements (twins or domains) with a size of ~0.3 µm in
the tetragonal phase.
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Abstract—Disordered and DO3 type-ordered Fe75(Si1 – xGex)25 alloys are fabricated and investigated using x-
ray diffraction, Mössbauer spectroscopy, and magnetic measurements. The variations in the magnetic and
Mössbauer characteristics are interpreted using ab initio calculations of the electronic structure, magnetic
moments, hyperfine magnetic fields, and isomer shifts. The main differences in the properties are related to the
increase in the crystal lattice parameter when Si is replaced by Ge in ordered alloys and to a different behavior
of the correlations in the Si and Ge positions in disordered alloys. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Binary Fe1 – xMx (M = Si, Sn, Ge) alloys are classical
model objects for analyzing magnetic properties that
are dependent on the type and concentration of the sp
element and on the parameters and type of the crystal
lattice [1–6]. By studying quasi-binary Fe75(Si1 – xSnx)25

and Fe75(Si1 – xGex)25 alloys, it is possible to compare
the effect of different sp elements. Disordered
Fe75(Si1 − xSnx)25 alloys were prepared and studied in
[7]. To date, Fe75(Si1 – xGex)25 alloys have not been fab-
ricated in the entire range of values of the parameter x.
Based on earlier data [3, 8], we assumed that
Fe75(Si1 − xGex)25 alloys could be obtained not only in a
disordered state but also in the ordered phase of type
DO3 (Fig. 1; in what follows, samples of this type are
referred to as Fe3Si1 – xGex). The preparation of the
ordered phase would extend the possibilities for study-
ing the relation between the magnetic properties and
the local characteristics of the crystalline structure.

In this work, we fabricated disordered samples
Fe75(Si1 – xGex)25 in the entire range of values of the
parameter x using the method of mechanical alloying;
then, the samples were DO3-type ordered by thermal
treatment. Disordered and ordered samples were stud-
ied using x-ray diffraction, Mössbauer spectroscopy,
and magnetic measurements.

To explain the main laws of the variation of the mag-
netic and Mössbauer characteristics, we performed ab
initio calculations of the electronic structure, magnetic
moments, hyperfine magnetic fields (HFMFs), and iso-
mer shifts of ordered Fe3Si, Fe12Si3Ge, Fe24Si4Ge4,
Fe12SiGe3, Fe3Ge, Fe25Si7, Fe25Si3Ge4, and Fe25Ge7

alloys and disordered Fe3Si and Fe3Ge alloys.
1063-7834/05/4711- $26.00 2063
2. EXPERIMENTAL METHODS 
AND RESULTS

Disordered Fe75(Si1 – xGex)25 samples (x = 0, 0.2, 0.4,
0.6, 0.8, 1.0) were fabricated by mechanical alloying in
a “Pulverizette-7” planetary ball mill from high-purity
components of appropriate composition. Grinding was
performed in an argon atmosphere over 16 h using
bowls and balls of ShKh-15 steel. The mass of the orig-
inally loaded powder was 10 g. Possible penetration of
the grinder materials into the sample under study was
monitored by gravimetric measurements of the bowls,
balls, and powder before and after grinding. The weight

A

C

D

Fig. 1. The DO3-type ordered phase. Sites D are occupied
by atoms of sp elements, and sites A and C are occupied by
iron atoms and have nonequivalent environments.
© 2005 Pleiades Publishing, Inc.



 

2064

        

ARZHNIKOV 

 

et al

 

.

                                                 
increase after grinding was less than 1% for all sam-
ples.

To obtain an ordered state, the ground samples were
annealed over 4 h in a vacuum furnace at temperatures
of 723 K (Fe75Ge25) and 773 K (for x <1).

Earlier published data [1, 7, 9] on a disordered
Fe75Si25 solid solution and the Fe3Si DO3-type ordered
phase were used.

X-ray powder diffraction patterns were obtained at
room temperature using a DRON-3 diffractometer
(monochromated CuKα radiation). Mössbauer spectra
were recorded using a YaGRS-4M spectrometer with a
57Co source in a Cr matrix at a temperature of 77 K.
Mathematical processing of Mössbauer spectra was
performed using a continuous (based on a generalized
regular algorithm for solving inverse problems [10])
and a discrete representation. Data on the saturation
magnetization were obtained using a vibrating-sample
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Fig. 2. X-ray diffraction patterns (CuKα radiation) of
mechanically alloyed Fe75(Si1 – xGex)25 powders. The
grinding time is tgrind = 16 h.
PH
magnetometer at 77 K in an external magnetic field of
1.27 × 106 A m–1. From these data, the average mag-
netic moments per iron atom  were calculated.

In the x-ray diffraction patterns of all ground sam-
ples, only broadened bcc reflections were observed,
without any additional lines from possible pure compo-
nents of the loaded mixture and their compounds
(Fig. 2). This fact confirms the single-phase nature of
the nanocrystalline state of the alloys obtained. In the
diffraction patterns of the annealed samples (Fig. 3), a
set of bcc reflections and (111) and (200) superstruc-
tural reflections corresponding to the DO3-ordered
structure was observed. Reflections that would indicate
phase decomposition of the samples during annealing
were not observed. The lattice corresponding to the
DO3 ordering in Fe3Si is shown schematically in Fig. 1.
When ordered, Si and Ge atoms randomly occupy D
sites. At small deviations from the stoichiometric com-

mFe
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Fig. 3. X-ray diffraction patterns (CuKα radiation) of
Fe3(Si1 − xGex) powders annealed at various temperatures
over tann = 4 h.
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position, in alloys with a lower content of sp elements,
additional iron atoms replace Si or Ge. In alloys with a
Si and Ge content exceeding 25 at. %, excess sp atoms
replace iron atoms without forming nearest neighbor
pairs; i.e., they occupy C sites (Fig. 1).

Mössbauer spectra and the corresponding HFMF
distribution functions P(H) for mechanically alloyed
Fe75(Si1 – xGex)25 powders are shown in Fig. 4. The
spectra have a shape (characteristic of disordered crys-
talline systems) corresponding to a set of different local
atomic configurations of the environment of iron
atoms, with smooth lines, without any components
from the possible phases, and with smooth functions
P(H). With increasing germanium concentration, the
function P(H) shifts to a higher field region.

The Mössbauer spectra and the functions P(H) of
the samples that were ground and subsequently ordered
by annealing (Fig. 5) agree with the results of the x-ray
studies and confirm that the heat treatment indeed con-
verted the alloys under study to the DO3-ordered state.

Fe75Si25

Fe75Si20Ge5

Fe75Si15Ge10

Fe75Si10Ge15

Fe75Si5Ge20
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Fig. 4. Mössbauer spectra and hyperfine magnetic field dis-
tribution functions P(H) for mechanically alloyed
Fe75(Si1 – xGex)25 powders. tgrind = 16 h, and the measure-
ment temperature is Tmeasur = 77 K.
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There are two nonequivalent positions of iron atoms
(Fig. 1): position C, where all eight neighboring sites
are occupied by iron atoms and the magnitude of the
HFMF is H0 ≈ 33.3–34.7 T, and position A, where there
are four (Si, Ge) atoms and four iron atoms in the first
coordination sphere and H4 ≈ 21.5 T. The additional
low-intensity component in the Mössbauer spectra and
in the P(H) curve in the region of 27.0 T belongs to iron
atoms with three atoms of an sp element in their nearest
environment (H3), thus indicating a deviation from the
stoichiometric composition to a lower impurity concen-
tration. The relative intensities of the components of the
Mössbauer spectra with three (I3) and four (I4) (Si, Ge)
atoms in the nearest environment of an iron atom and
the calculated concentration dependences of the proba-
bilities of the corresponding local atomic configura-

tions  and  show that the maximum deviation
from the stoichiometric composition (75 at. % Fe) is
0.7 at. % in the Fe75Si5Ge20 sample (Fig. 6). The prob-
abilities Pk of the formation of local atomic configura-
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Fig. 5. Mössbauer spectra and hyperfine magnetic field dis-
tribution functions P(H) for Fe3Si1 – xGex powders
annealed over tann = 4 h.
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tions with a fixed number k of atoms of the sp elements
in the nearest environment of an Fe atom were calcu-
lated from the conditions for atoms of the sp elements
to be replaced randomly by iron atoms:

(1)

Here, y is the deviation of the iron concentration from
its stoichiometric value to higher concentrations.

Figure 5 shows that the shape of the function P(H)
in the region corresponding the H4 component varies
with the relative content of silicon and germanium. For
binary intermetallic compounds, the distribution P(H)
is narrow and symmetric (Fig. 5), whereas for 0 < x < 1
the distribution is broadened and asymmetric. In dis-
crete processing, this asymmetry was taken into
account as an additional satellite line, which we denote
by H4s. The results of processing the spectra using dis-
crete and continuous representations (the values of
HFMFs and isomer shifts) are shown in Fig. 7. These
two sets of the experimental data obtained using differ-
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Fig. 6. Probabilities  and  (solid lines), the con-

tributions of the [4 0 0 1 1] and [4 0 0 1 2] configurations to

 (dashed lines), and the intensities of separate compo-

nents of the Mössbauer spectra of annealed samples, which
are superimposed on these curves for estimating the real
composition of an alloy. The intensities I3 are shown by tri-
angles, I4 by open squares, and I4s by diamonds; closed
squares correspond to the sum of I4 and I4s.

P3
DO3 P4

DO3

P4
DO3
PH
ent methods of spectrum processing, except for a satel-
lite component, virtually coincide and therefore are
shown in Fig. 7 by the same symbols. With increasing
germanium content, the HFMFs H0 and H3 increase
from 33.4 to 34.7 T and from 26.8 up to 27.4 T, respec-
tively. The hyperfine fields corresponding to four impu-
rity atoms remain practically unchanged both for the
main component H4 = 21.5 T and for the satellite com-
ponent H4s = 21.0 T. The intensity of the latter compo-
nent, I4s, as determined by discrete processing varies
from 8% at x = 0.2 to 18% at x = 0.6. The isomer shifts
δ corresponding to the above local atomic configura-
tions increase linearly with x (Fig. 7). It should be noted
that in Fig. 7 the hyperfine interaction parameters H4

and δ4 calculated from P(H) are obtained without sepa-
rating the main and satellite components in P(H).

The quantitative results of the study of the behavior
of the average characteristics are shown in Fig. 8. With
increasing germanium concentration, the bcc lattice
parameter increases linearly from 0.2838 to 0.2896 nm
for disordered alloys and from 0.2826 to 0.2882 nm for
ordered alloys (Fig. 8a). The average magnetic moment
of an iron atom  calculated from the saturationmFe
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Fig. 7. Concentration dependence of (a) hyperfine magnetic
fields Hk and (b) isomer shifts δk (k is the number of (Si, Ge)
atoms in the nearest environment of an iron atom) for
annealed Fe3Si1 – xGex powders. H0 and δ0 are shown by
circles, H3 and δ3 by triangles, H4 and δ4 by squares, and
H4s and δ4s by diamonds. Open symbols correspond to
experimental data, and solid symbols indicate theoretical
data.
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magnetization increases with x from 1.64 to 2.03 µB for
disordered alloys, whereas in the ordered state the vari-
ation of  is weak (Fig. 8b). The average hyperfine

magnetic field at an iron atomic nucleus  increases
from 24.6 to 27.4 T for the disordered state and remains
practically unchanged (26.2 T) for the ordered state.

The average isomer shift  changes from 0.13 to
0.24 mm s–1 and from 0.18 to 0.29 mm s–1 for ground
and annealed powders, respectively. The ratio /
also changes, decreasing from 14.8 to 13.4 T/µB for dis-
ordered alloys and from 16.4 to 15.8 T/µB for ordered
systems.

It should be noted that, first, in contrast to the non-
linear relations for Fe75(Si1 – xSnx)25 alloys [7], in this
case all concentration dependences are almost linear
and, second, during ordering, the magnetic moment at
high Ge concentrations undergoes more significant
changes than at low concentrations (Fig. 8b).

3. THEORETICAL CALCULATIONS: 
METHODS AND RESULTS

In this study, we performed quantum-mechanical
calculations of the electronic structure, magnetic
moments, hyperfine magnetic fields, and isomer shifts
using the spin-polarized density-functional theory. The
exchange-correlation potential was described in the
local density approximation (LDA) [11]. As shown in
[12], the LDA and the generalized gradient approxima-
tion (GGA) [13] yield the same results in many cases if
they are scaled by the magnitude of the magnetic
moment.

Since the experimental data indicate that the lattice
remains bcc in the entire concentration range, the sys-
tems were simulated using a bcc lattice. The values of
the lattice parameters were chosen to be equal to the
experimental ones.

Calculations were performed by two methods. The
method of linearized plane waves FP LAPW (WIEN2k
software package [14]) was used to perform simulation
for the Fe3Si, Fe12Si3Ge, Fe24Si4Ge4, Fe12SiGe3, Fe3Ge,
Fe25Si7, Fe25Si3Ge4, and Fe25Ge7 periodic systems. Cal-
culations for ordered and disordered Fe3Si and Fe3Ge
systems were performed using the Korringa–Kohn–
Rostoker (KKR) method and the software package
from [15].

Fully relativistic KKR calculations were performed
using the parametrization of the exchange-correlation
potential suggested in [16]. The conventional values of
the main parameters for this software package were
chosen in the calculations. The number of points on the
energy scale from Emin = –0.3 Ry to the Fermi level was
equal to 250. Expansions in angular momentum were
performed up to lmax = 4. The number of created k vec-
tors was 834. Calculations for disordered systems were

mFe

HFe

δFe

HFe mFe
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preformed in the coherent potential approximation
(CPA).

When using the FP LAPW method, we expanded
the wave functions, charge density, and potential in
terms of spherical harmonics in nonoverlapping atomic
spheres of radius RMT and in terms of plane waves in the
remaining part of the unit cell. The basis set of func-
tions was divided into valence and core (for electrons at
the inner levels) parts. The core levels we took to be the
1s, 2s, 2p, and 3s levels for iron; the 1s, 2s, 2p, 3s, and
3p levels for germanium; and the 1s, 2s, and 2p levels
for silicon. These states were calculated using a spher-
ical potential and were assumed to have a spherically
symmetric charge density and to be almost completely
confined inside the muffin-tin spheres of radius RMT.
The radius of spheres was chosen to be RMT = 2.3 au for
all atoms. The valence electron wave functions inside
the atomic spheres were expanded up to lmax = 10 and
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Table 1.  The average magnetic moment per iron atom, magnetic moments (measured in Bohr magnetons µB), HFMFs
(in teslas), and isomer shifts (in millimeters per second) for nonequivalent iron atoms in ordered alloys

x alat, nm Config-
uration m0 H0 δ0 Configuration m4 H4 δ4

Fe3Si 0 0.2815 1.65 [0 6 0 0] 2.52 –26.9 0.074 [4 0 0 12] 1.28 –19.6 0.246

Fe25S 0.2815 [4 0 0 11] 1.26 –19.1 0.257

Fe12Si3Ge 0.25 0.2838 1.69 [0 6 0 0] 2.48 –27.5 0.065 [4 0 0 12] 1.32 –19.9 0.273

[0 6 0 0] 2.57 –27.8 0.109 [4 0 0 12]

Fe24Si4Ge4 0.5 0.28575 1.68 [0 6 0 0] 2.56 –27.9 0.116 [4 0 0 12]** 1.38 –20.6 0.270

[4 0 0 12]*** 1.31 –20.0 0.301

[4 0 0 12]**** 1.23 –19.4 0.339

Fe12SiGe3 0.75 0.2866 1.73 [0 6 0 0] 2.64 –28.9 0.164 [4 0 0 12] 1.37 –20.5 0.320

[0 6 0 0] 2.56 –28.7 0.117 [4 0 0 12]

Fe3Ge 1.0 0.2880 1.74 [0 6 0 0] 2.60 –29.1 0.119 [4 0 0 12] 1.37 –20.7 0.319

Fe25G 0.2880 [4 0 0 11] 1.39 –20.0 0.341

Fe3Si 0 0.2880 1.74 [0 6 0 0] 2.60 –28.6 0.142 [4 0 0 12] 1.39 –20.9 0.304

      * Simulation of this system was performed in order to determine the configuration that arises in a non stoichiometric compound.
    ** Configuration with four Si atoms in the nearest environment.
  *** Configuration with two Si atoms and two Ge atoms in the nearest environment.
**** Configuration with four Ge atoms in the nearest environment.

mFe
ord

i7*

e7*

Table 2.  Magnetic moments (measured in Bohr magnetons µB), HFMFs (in teslas), and isomer shifts (in millimeters per sec-
ond) for iron atoms with different configurations of the nearest environment

alat, nm Configura-
tion m0 H0 δ0

Configura-
tion mk Hk δk

Fe15Si 0.2838 [0 2 0 0] 2.22 –27.4 0.036 [1 0 0 3] 2.04 –27.8 0.080

[0 0 4 0] 2.23 –26.7 0.016

[0 0 0 0] 2.37 –29.2 0.050

Fe14Si2 0.2838 [0 2 4 0] 2.34 –24.8 0.026 [2 0 0 6] 1.75 –25.5 0.143

Fe25Si3Ge4 0.2880 [0 5 0 0] 2.56 –29.4 0.126 [3 0 0 10] 1.74 –25.3 0.260

[0 4 0 0] 2.55 –29.5 0.115 [4 0 0 11] 1.39 –20.3 0.320

[0 6 0 0] 2.52 –29.6 0.141

[0 6 0 0] 2.58 –28.9 0.141

[0 0 12 0] 2.55 –23.7 0.056
calculated with the potential expanded in spherical har-
monics up to l = 4. We used the APW + lo basis [17]
with additional local orbitals for the Fe 3p and Ge 3d
states. The wave functions in the interstitial region were
expanded in plane waves with a cutoff vector Kmax

defined by the relation RMT Kmax = 7. The charge density
was expanded in a Fourier series up to Gmax = 20. A grid
of 35 k points was chosen in the irreducible part of the
Brillouin zone. Practice shows that such a choice of the
parameters ensures the accuracy of calculations
required for the systems under study.

The results of simulations are listed in Tables 1–3. In
these tables and further in the text, we denote various
PH
atomic configurations of the environment by the sym-
bol [nmk…], where n is the number of atoms of the sp
elements in the first coordination sphere, m is the num-
ber of these atoms in the second coordination sphere,
etc. For all systems, except for Fe3Si and Fe3Ge having
a symmetric structure, the relaxation of atoms inside
the unit cell was simulated under the condition that the
forces acting on the atoms be zero. For the Fe24Si4Ge4

system, simulations were performed in an extended cell
in order to generate nonequivalent configurations of the
nearest environment with four Ge atoms, with four Si
atoms, and with two Ge atoms and two Si atoms. Like-
wise, to interpret the lines related to a nonstoichiomet-
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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Table 3.  Hyperfine magnetic fields (in teslas) and the average magnetic moment (in Bohr magnetons µB) for an iron atom in
ordered and disordered alloys

alat, nm H0 H4 alat, nm H0 H4

Fe3Si(KKR) 0.2815 –26.7 –19.0 1.71 0.2838 –27.3 –19.6 1.74 2.08

Fe3Si(WIEN) 0.2815 –26.9 –19.6 1.65 0.2838 –27.5 –20.1 1.68 –

Fe3Ge(KKR) 0.2880 –28.5 –20.3 1.80 0.2896 –29.9 –20.0 1.91 2.27

Fe3Ge(WIEN) 0.2880 –29.1 –20.7 1.74 0.2896 –29.7 –21.0 1.77 –

mFe
ord mFe

ord mFe
disord
ric composition, an extended cell was used to simulate
the Fe25Si3Ge4, Fe25Si7, and Fe25Ge7 systems, in which
there are cluster configurations with three sp atoms in
the nearest environment. To study the effect of the lat-
tice parameter on the magnetic properties, calculations
were performed for the Fe3Si and Fe3Ge systems with
the same lattice constant equal to 0.2880 nm (Table 1).

We note that the calculated values of the HFMFs
differ from the experimental values. However, this dif-
ference has a regular character. This type of disagree-
ment between theory and experiment for HFMFs is
customary. We believe that the deviations from the
experimental data arise because the approximations of
the exchange-correlation potential are not sufficiently
good. Therefore, it is more reasonable to compare the
calculated HFMFs with the experimental data using rel-
ative units (for example, reducing them to one of the
values of the field in a given series of samples). Indeed,
a comparison of relative results shows quite good
agreement with experiment (Fig. 7).

Using the KKR method, we performed simulations
for ordered and disordered Fe3Si and Fe3Ge alloys
(Table 3). In the table, the data are listed for ordered
systems with lattice parameters characteristic of the
ordered and disordered alloys and for disordered sys-
tems with the corresponding parameters. For compari-
son, the results of the FP LAPW (WIEN) calculations
are also shown. In the proposed realization of the KKR
method in the coherent potential approximation, there
is no possibility of calculating the HFMFs as a function
of the nearest environment. Moreover, in a one-site
approximation such as CPA, calculations of the HFMFs
in the disordered case are generally problematic [18,
19]. Earlier in our calculations [20, 21], we were
repeatedly convinced that the changes in the HFMFs in
binary alloys of iron with sp elements are mainly
related to the changes in the spin polarization of the
core electrons at the nucleus site, which, in turn, is pro-
portional to the magnetic moment of the atom to a high
accuracy. Calculations performed for ordered quasi-
binary alloys also confirm this proportionality and the
predominance of the contribution of polarization of the
core electrons to the HFMFs. Judging by experiment
(Fig. 8e), this trend is also observed for disordered
quasi-binary alloys. Therefore, we can estimate the
average HFMFs in disordered samples from the aver-
age magnetic moment calculated in the CPA.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
The isomer shift was calculated using the formula

(2)

where ρk(0) is the electron density at the nucleus site of
an iron atom having k atoms of the sp elements in its
nearest environment. The coefficients A and B (A =
3240.3359, B = 0.21286470) were chosen from the
condition that, in the ordered Fe3Si alloy, the calculated
and experimental isomer shifts δ0 and δ4 are equal. We
note that, both in experiment and in theory, the values
obtained for the isomer shift should be treated with
care. In experiment, the reason for this is related to the
possible inevitable errors in absolute measurements,
and in theory, to a low relative accuracy of calculating
the quantities ρk(0). When calculating the HFMFs, inte-
gration is performed over a sufficiently large sphere
(which reduces the possible errors). As for δk, the quan-
tities are calculated at one point lying very close to the
center of the nucleus, i.e., in the most problematic
region for approximations of the exchange-correlation
potential. The isomer shifts calculated from Eq. (2) for
ordered ternary alloys are shown in Fig. 7 and Table 1.

4. DISCUSSION

Above all, we consider the HFMFs in DO3-ordered
systems. By comparing the experimental and theoreti-
cal data (Figs. 7, 8), we can conclude that the changes
in the HFMFs with increasing germanium concentra-
tion are related to the increase in the local magnetic
moments and, accordingly, to a greater contribution of
the polarization of core electrons to the HFMFs
(Table 1). In turn, the increase in the local magnetic
moment is due to the increase in the crystal lattice
parameter. In these systems, just as in the binary sys-
tems [20], the increase in the local moment with the lat-
tice constant is due to a decrease in the overlap of the
wave functions of the d electrons located at different
sites and to the concomitant narrowing of the d band. To
find additional justification for this statement, we per-
formed calculations for the Fe3Si and Fe3Ge systems
with the same lattice constant (Table 1). From Table 1,
it can be seen that, in this case, the magnetic moments
and HFMFs for both systems virtually coincide.

A comparison of the intensities of the H3 and H4
components with the probabilities of formation of the

δk A Bρk 0( ),–=
5
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configurations with three and four atoms (Fig. 6) and
the results of ab initio calculations (Table 2) confirm
the assumption regarding the reason for the value of the
HFMF in the region of 2.7 T. This HFMF value is
related to the nonstoichiometry of the composition and
the appearance of configurations with three atoms of
the sp elements in the nearest environment of an iron
atom.

It is more difficult to explain the nature of the satel-
lite H4s appearing at intermediate concentrations, x =
0.2, 0.4, 0.6, and 0.8 (Fig. 5). The assumption that the
satellite is related to local crystal distortions of asym-
metrical configurations of atoms of different types in
the nearest environment is not confirmed by the calcu-
lations. It should be noted that the satellite appears
simultaneously with the component H3 associated with
a nonstoichiometric composition (Fig. 5). At deviations
from the stoichiometric composition to higher iron con-
centrations, there appear not only iron atoms with three
atoms of the sp elements in the nearest environment but
also nonequivalent positions of iron atoms with four
atoms of the sp elements in the nearest environment;
they differ in terms of the number of atoms of the sp
elements in the fourth coordination sphere: [4 0 0 1 2],
[4 0 0 1 1], etc. The probabilities of the most probable
[4 0 0 1 2] and [40011] configurations are determined
by the expressions

(3)

where, as in Eq. (1), y is a deviation from stoichiometry.
The probabilities of configurations with ten or less sp
atoms in the fourth coordination sphere, which are pro-
portional to o(y2), are small at small deviations from
stoichiometry, and we disregard them.

In Fig. 6, which shows these probabilities, we see

that, at small deviations, the probability  can be
as high as 10–15%. The ab initio calculations show
(Table 1) that the HFMF for the [4 0 0 1 1] configura-
tion is 0.5 to 0.7 T lower than that for the [4 0 0 1 2]
configuration. This result is in reasonable agreement
with the position of the satellite with respect to the H4
line. Thus, we can assert that the splitting of the H4 line
is due to the appearance of two configurations with dif-
ferent numbers of sp atoms in the fourth coordination
sphere. The intensities of these lines depend on the
deviation of the concentration from the stoichiometric
composition and are determined by Eqs. (3). In Fig. 6,
the line intensities are compared with the probabilities.
It is seen that the experimental data are in reasonable
agreement with the calculated values for the [4 0 0 1 1]

and [4 0 0 1 2] configurations and .
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Theoretical calculations explain the concentration
changes in the magnetic moment and HFMFs in the
DO3-ordered alloys. However, for disordered alloys,
calculations of the magnetic moment do not agree with
the changes observed experimentally. The calculations
show that, for Fe3Ge and Fe3Si, the relative changes in
the magnetic moment caused by the transition from the
disordered to the DO3-ordered phase are approximately
the same (Table 3). The fact that the value of the mag-
netic moment is larger in the disordered phase is par-
tially due to the larger lattice parameter, but mainly it is
caused by the formation of configurations with one,
two, and three sp atoms in the nearest environment and
by the decrease in the number of configurations with
four atoms. Studies of disordered binary alloys have
shown that the magnetic moment of iron in the config-
urations with one and two sp atoms in the nearest envi-
ronment is close to the magnetic moment of pure iron
[5]. In a disordered state, these configurations are most
probable at an Fe concentration of 75 at. %. Therefore,
the average magnetic moment increases at the expense
of a decrease in the number of iron atoms with four sp
atoms in the nearest environment and with a rather low
magnetic moment. This conclusion is easily verified by
calculating the average number of sp atoms in the near-
est environment:

where k is the number of sp atoms in the nearest envi-
ronment and Pk is the probability of the formation of
configurations with k atoms of the sp elements. In the
case of complete disorder (in the absence of correla-
tions in the positions of sp atoms), we have

, (4)

where y is the deviation of the iron concentration from
a stoichiometric value of 75 at. %. For y = 0, we have

 = 2, whereas for a DO3-ordered alloy, P0 = 1/3, P4 =

2/3, and  ≈ 2.7.

From the experimental data (Fig. 8b), we see that the
change in the magnetic moment under ordering in the
Fe75Ge25 alloy is much greater than that in the Fe75Si25
alloy. Therefore, the ordering and disordering pro-
cesses in these alloys are different. Deconvolution of
the Mössbauer spectra of disordered Fe75Si25 alloys into
elementary spectra of separate configurations and
EXAFS measurements show that the average number
of Si atoms in the nearest environment differs strongly
from 2 (the figure corresponding to complete disorder)
and is equal to  ≈ 2.7 [1] or  ≈ 2.8 [9]. On
the contrary, for a disordered Fe75Ge25 alloy, this num-

ber is close to 2 (  ≈ 2.2 [4]); therefore, this alloy
can be considered to be virtually disordered. Obviously,

k kPk,
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alloys with high Si concentrations are not completely
disordered and exhibit significant correlations in the
positions of silicon atoms at short distances, which are
not detected by x-ray diffraction.

Variations in the isomer shift are related to the com-
position and ordering of alloys. The effect of an
increase in germanium concentration is mainly deter-
mined by the induced increase in the lattice parameter
and the corresponding decrease in the electron density
at the nucleus site. The ordering-induced changes are
associated with the disappearance of the configurations
with one, two, and three atoms of the sp elements in the
nearest environment and the appearance of the nearest
environment configurations with four atoms, for which
an iron nucleus has a higher isomer shift. Confirmation
of the last conclusion can be found in Fig. 9, where the
calculated values of the isomer shift are plotted as a
function of the number of sp atoms in the nearest envi-
ronment.

Thus, the main differences in properties between
quasi-binary Fe75(Si1 – xGex)25 alloys are related to the
variation in the crystal lattice parameter when Si atoms
are replaced by Ge atoms in ordered alloys and to the
different behaviors of the correlations of Si and Ge
positions in disordered alloys.

ACKNOWLEDGMENTS

This study was supported by INTAS (grant no. 03-
51-4778) and the Russian Foundation for Basic
Research (project no. 03-02-16139).

43210
0.05

0.10

0.15

0.20

0.25

0.30

0.35

k

δk, mm/s

1
2

Fig. 9. Dependence of the isomer shift δk on the number k
of (Si, Ge) atoms in the nearest environment of an Fe atom
for systems with a lattice parameter close to that of (1)
Fe3Ge and (2) Fe3Si.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
REFERENCES

1. E. P. Elsukov, G. N. Konygin, V. A. Barinov, and
E. V. Voronina, J. Phys.: Condens. Matter 4, 7597
(1992).

2. E. P. Elsukov, E. V. Voronina, V. M. Fomin, and
G. N. Konygin, Fiz. Met. Metalloved. 85, 307 (1998).

3. A. F. Cabrera and F. H. Sanchez, Phys. Rev. B: Condens.
Matter 65 (9), 094 202 (2002).

4. G. N. Konygin, E. P. Elsukov, and V. E. Porsev, Fiz. Met.
Metalloved. 96 (3), 59 (2003).

5. E. P. Elsukov, Fiz. Met. Metalloved. 76 (5), 5 (1993).

6. E. P. Elsukov, G. N. Konygin, E. V. Voronina, A. V. Koro-
lev, A. I. Ulyanov, S. K. Godovikov, and A. V. Zagainov,
J. Magn. Magn. Mater. 214, 258 (2000).

7. G. N. Konygin, E. P. Elsukov, G. A. Dorofeev, and
A. A. Opalenko, Izv. Akad. Nauk, Ser. Fiz. 65 (7), 1005
(2001).

8. S. Sarkar and C. Bansal, J. Alloys Compd. 366, 107
(2004).

9. E. V. Voronina, V. M. Fomin, Yu. A. Babanov, and
E. P. Elsukov, Fiz. Met. Metalloved. 89 (1), 75 (2000).

10. E. V. Voronina, N. V. Ershov, A. L. Ageev, and
Yu. A. Babanov, Phys. Status Solidi B 160, 625 (1990).

11. J. P. Perdew and Y. Wang, Phys. Rev. B: Condens. Matter
45 (23), 13 244 (1992).

12. S. Cottenier, B. de Vries, J. Meersschaut, and M. Rots,
J. Phys.: Condens. Matter 14, 3275 (2002).

13. J. P. Perdew, S. Burke, and M. Ernzerhof, Phys. Rev.
Lett. 77 (18), 3865 (1996).

14. P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka,
and J. Luitz, WIEN2k: An Augmented Plane Wave +
Local Orbitals Program for Calculating Crystal Proper-
ties (Karlheinz Schwarz Technische Universität, Wien,
Austria, 2001).

15. H. Ebert, in Lecture Notes in Physics, Vol. 535: Elec-
tronic Structure and Physical Properties of Solids, Ed.
by H. Dreysse (Springer, Berlin, 2000), p. 191.

16. S. H. Vosko, L. Wilk, and M. Nusair, Can. J. Phys. 58,
1200 (1980).

17. G. K. H. Madsen, P. Blaha, K. Schwarz, E. Sjöstedt, and
L. Nordström, Phys. Rev. B: Condens. Matter 64 (19),
195 134 (2001).

18. A. K. Arzhnikov, L. V. Dobysheva, and S. G. Novoks-
honov, J. Phys.: Condens. Matter 3, 9025 (1991).

19. A. K. Arzhnikov, L. V. Dobysheva, and S. G. Novoks-
honov, Fiz. Met. Metalloved. 76 (5), 32 (1993).

20. A. K. Arzhnikov, L. V. Dobysheva, and F. Brauers, Fiz.
Tverd. Tela (St. Petersburg) 42 (1), 86 (2000) [Phys.
Solid State 42 (1), 89 (2000)].

21. A. K. Arzhnikov and L. V. Dobysheva, Phys. Rev. B:
Condens. Matter 62 (9), 5324 (2000).

Translated by I. Zvyagin
5



  

Physics of the Solid State, Vol. 47, No. 11, 2005, pp. 2072–2076. Translated from Fizika Tverdogo Tela, Vol. 47, No. 11, 2005, pp. 1990–1993.
Original Russian Text Copyright © 2005 by Yakutovich, Dorozhkin, Anishchik.

                                                                   

MAGNETISM 
AND FERROELECTRICITY

             
Implementation of the Linear Augmented Slater-Type Orbital 
Method in the LDA + U Approximation

N. G. Yakutovich, N. N. Dorozhkin, and V. M. Anishchik
Belarussian State University, pr. Franziska Skaryny 4, Minsk, 220080 Belarus

e-mail: yakutovich@bsu.by
Received October 5, 2004

Abstract—The formalism of the linear augmented Slater-type orbital method in the LDA + U approximation
is described. All the expressions necessary for the program implementation of this method are derived, and the
electronic structure of the ferromagnetic compounds MeB6 (Me = La, Gd) is calculated. The results obtained
can be used in analyzing experimental data for rare-earth hexaborides. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Research in the 4f states of rare-earth metals and
their compounds is a central problem in the study of
these materials. Consideration of the f states is neces-
sary for constructing a correct structure of the band
spectrum. As is known, the use of the electron-density
functional in the local density approximation (LDA)
does not provide an adequate description of strongly
correlated systems. The gradient corrections as applied
to the exchange–correlation potential in the generalized
gradient approximation (GGA) [1] substantially refine
the description of the energy spectrum for systems with
a rapidly varying electron density; however, in the case
of strongly correlated systems containing 4f (5f) orbit-
als, description of their energy spectrum remains unsat-
isfactory.

In order to determine the exact location of the
energy bands associated with the 4f (5f) orbitals, it is
necessary to take into account strong intra-atomic cor-
relation interactions in the f shell. The description of the
electronic properties of strongly correlated systems can
be refined by including the correlation effects in terms
of the multiband Hubbard model. These interactions
can be taken into account in the framework of the so-
called LDA + U approximation [2].

In this paper, we use the LDA + U scheme based on
the linear augmented Slater-type orbital (LASTO)
method proposed by Davenport et al. [3, 4] for one
atom in a unit cell and generalized in our previous work
[5] for an arbitrary number of atoms in a unit cell. It
should be noted that LASTO calculations in the LDA +
U approximation have already been reported in the lit-
erature [6]; however, the formalism of this method has
not been published before. This gap will be filled in the
present paper.
1063-7834/05/4711- $26.002072
2. COMPUTATIONAL TECHNIQUE

The starting point for the changeover from the LDA
approximation to the LDA + U approximation is the
consideration of the total energy of the system. In the
LDA + U approximation, the total energy of the system
can be represented in the following form [7]:

(1)

where ELDA(ρ) is the conventional functional of the
local spin density ρσ(r)(σ = ↑ , ↓ ); Eee( ) is the elec-
tron–electron interaction energy for the f orbitals,
which is taken into account in the framework of the
multiband Hubbard model; and Edc( ) is the energy of
interaction inside the f orbitals, which is already
included in the local spin density functional ELDA(ρ). In
order to calculate the total energy of the system, it is

necessary to determine the density matrix . The
explicit form of the density matrix depends on the com-
putational technique.

According to [3–5], the wave function in the
LASTO approximation can be represented as a linear
combination of so-called augmented Slater-type orbit-
als:

(2)

where

(3)

In relationships (2) and (3), N = {i, n, lm} is the posi-
tion of the ith atom in the unit cell; Rν is the lattice vec-
tor; and the functions φN(r) are the Slater-type orbitals
outside the muffin-tin (MT) spheres and the exact solu-
tions of the radial Schrödinger equation inside the muf-

E
tot ρ n̂,( ) E

LDA ρ( ) E
ee

n̂( ) E
dc

n̂( ),–+=

n̂

n̂

n̂σ

Ψk r( ) cNψN r( ),
N

∑=

ψN r( ) 1

N
-------- e

ikRνφN r ti– Rν–( ).
Rν

∑=
 © 2005 Pleiades Publishing, Inc.
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fin-tin spheres, which are smoothly augmented to the
Slater-type orbitals at the boundary of the muffin-tin
spheres. The Slater-type orbital outside the muffin-tin
spheres is conveniently represented as a series in vec-
tors of the reciprocal lattice:

(4)

Here, Ti(g) = exp(–igti) and the basis function inside
the muffin-tin spheres can be written in the following
form:

(5)

Here, Nc is the number of unit cells in the crystal; Ω is
the volume of the unit cell; k is the wave vector; g is the
vector of the reciprocal lattice; α and β are the coeffi-
cients in the expansion of the Slater-type orbital of the
ith sphere in terms of solutions of the radial
Schrödinger equation in the kth sphere, which are
determined from the continuity condition of the basis
wave function and its derivative with respect to the sur-
face of the kth sphere and are given in [4]; gkλ and 
are the solution of the Schrödinger equation and the
corresponding energy derivative for the kth atom and
the orbital quantum number λ; YΛ(r) are the spherical
harmonics; Λ stands for the set of indices {λµ}; Ω1 is
the region inside the muffin-tin spheres or the first-type
region; and Ω2 is the region outside the muffin-tin
spheres or the second-type region.

The electron density can be represented as

(6)

where fk, b is the population of the band with index b.
Then, following Shick et al. [7] and using the represen-
tation of the wave function (5) with due regard for rela-
tionship (6), we obtain the expression for the density
matrix in the framework of the LASTO method:

(7)

A possible changeover from the LDA approximation to
the LDA + U approximation consists in implementing
the so-called “second-variation”-based procedure [7].

ψN r( ) = χN r( ) = 
1

NcΩ
--------------- e

i k g+( )rφ̃N k g+( )Ti g( ),
g

∑
r Ω2.∈

ψN r( ) φN r( ) 1

NcΩ
---------------e

ik R tk+( )
= =

× βN kΛgkλ, rk( ) α N kΛ ġkλ, rk( )+[ ] YΛ rk( ),
Λ
∑

r Ω1.∈

ġkλ

ρσ r( ) f k b, Φk
b σ, r( )

2
,

k b,
∑=

nµµ'
σ

f k b, CN
*b σ,

CN '
b σ,

k N N ', ,
∑

k b,
∑=

× βN kλµ',
* βN ' kλµ, α N kλµ',* α N ' kλµ, ġkλ  ġkλ,〈 | 〉+[ ] .
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This procedure enables one to obtain the solution in the
LDA + U approximation after only one iteration on the
basis of the self-consistent LDA solution. The key idea
in this procedure is that the LDA + U eigenfunctions of
the problem |Φi 〉  are expanded in a set of functions
obtained from the solution of the equation

(8)

Here, Ψb, σ(r) is the LDA eigenfunction, because the

potential  is constructed using the LDA electron
density.

In order to determine the coefficients of the expan-

sion |Φi 〉  = , it is necessary to solve the sec-

ular equation  = , where the Hamilto-
nian written in terms of the LASTO method has the
form

(9)

Here,  is the effective potential acting on the Ylm

subspace (d (f) states) [7].
The LASTO method in the LDA + U approximation

was tested using ferromagnetic gadolinium. The energy
location of the 4f bands is well reproduced for U =
0.49 Ry and J = 0.05 Ry [7]. These parameters can be
calculated from first principles and in different approx-
imations; however, here, they are used as adjustable
parameters. This problem calls for further consider-
ation and will not be discussed in the present paper.

3. RESULTS AND DISCUSSION

The results of calculating the electronic structure of
LaB6 and GdB6 compounds in the LDA and LDA + U
approximations are presented below. These compounds
have a CaB6-type crystal lattice (space group Oh1–
Pm3m). The unit cell of each compound contains seven
atoms: one metal atom and six boron atoms forming an
octahedron. The LaB6 compound is a paramagnet in
which the magnetic unit cell coincides with the crystal-
lographic unit cell. In the ground state, the GdB6 com-
pound is a ferromagnet; hence, the magnetic unit cell of
GdB6 also coincides with the crystallographic unit cell.
The lattice parameters of the LaB6 and GdB6 com-
pounds are listed in the table. The radii of the muffin-tin
spheres for boron atoms were calculated from the near-
est distance between the boron atoms in the adjacent
octahedra, whereas the radius RMT of the metal atom
was chosen from analyzing the Me–Me distance.

∇ 2
– VLDA

σ r( )+( )Ψb σ, r( ) e
b σ, Ψb σ, r( ).=
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σ
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i Ψ j| 〉
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The calculation in the LDA approximation was car-
ried out for 85 k points in the irreducible part of the
Brillouin zone, which corresponds to approximately
1600 k points in the whole Brillouin zone. In order to
check the convergence of the results, the calculation
was performed with 165 k points in the irreducible part
of the Brillouin zone. A comparison of the densities of
states did not reveal a substantial difference between
them. The calculation was carried out using the von
Barth–Hedin exchange–correlation potential [9]. The
sets of basis functions for valence electrons of the
atoms were chosen as follows: 2s2p for boron atoms
and 5p5d4f6s for lanthanum and gadolinium atoms. For
both compounds, the calculation was carried out in the
spin-polarized version. After applying consistent pro-
cedure in the LDA approximation, we obtained the
paramagnetic solution for the LaB6 compound and the
ferromagnetic solution for the GdB6 compound, which
is in complete agreement with the experiment. The total
densities of states and the partial densities of f states as
calculated in the LDA approximation for spins ↑  and ↓
of the LaB6 and GdB6 compounds are presented in

Lattice constants of the MeB6 (Me = La, Gd) compounds and
the largest radii of the muffin-tin spheres

Compound Lattice con-
stant [8], au , au , au

LaB6 7.8593 3.9296 1.5954

GdB6 7.7751 3.8875 1.5783

RMT
Me RM

B

0

–100

0.4 0.8 1.2 1.6–0.4
–200

0

100

200

E, Ry

Density of states, (1/Ry)/cell

Fig. 1. Density of states for the LaB6 compound according
to the LASTO calculations in the LDA approximation for
spins ↑  and ↓ . The Fermi level is located at an energy
EF(LDA) = 0.929 Ry. The dashed and solid lines represent
the total density of states and the partial density of 4f states,
respectively.
PH
Figs. 1 and 3, respectively. The results of these calcula-
tions agree well with those obtained earlier, for exam-
ple, by Kimura et al. [10]. However, in a number of
experimental works concerned with the determination
of the Fermi surface for rare-earth hexaborides (in par-
ticular, for the LaB6 hexaboride), the conclusion was
drawn that the frequencies of de Haas–van Alphen
oscillations can be correctly reproduced from the band
calculations in the LDA approximation. In order to
describe the frequencies of de Haas–van Alphen oscil-
lations correctly, Harima et al. [11] artificially dis-
placed the empty 4f bands up to an energy of 0.1 Ry.
This modified band structure of the LaB6 compound
allowed those authors to achieve good agreement
between the theoretical calculation of the frequencies
of de Haas–van Alphen oscillations and the experimen-
tal data. Therefore, it can be assumed that the energy
location of the 4f bands in the LaB6 compound is incor-
rectly described in the LDA approximation, even
though these bands are not occupied. In the GdB6 com-
pound, the energy location of the 4f levels, as should be
expected, coincides with that of pure gadolinium in the
LDA calculation. The occupied 4f band has a width of
the order of 0.04 Ry and lies at an energy approxi-
mately 0.3 Ry below the Fermi level, whereas the unoc-
cupied 4f states are located at an energy 0.05 Ry above
the Fermi level and have a width of approximately
0.08 Ry. The fact that the energy location of the 4f
bands in the GdB6 compound changes insignificantly as
compared to pure gadolinium can be explained by a
strong localization of the 4f orbitals (approximately

0

–100

0.4 0.8 1.2 1.6–0.4
–200

0

100

200

E, Ry

Density of states, (1/Ry)/cell

Fig. 2. Density of states for the LaB6 compound according
to the LASTO calculations in the LDA + U approximation
for spins ↑  and ↓ . EF(LDA) = 0.929 Ry. The dashed and solid
lines represent the total density of states and the partial den-
sity of 4f states, respectively.
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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95% of the 4f electrons are located inside the muffin-tin
sphere of the metal).

We attempted to correct this situation for the energy
location of the 4f states and carried out the calculation
of the band structure of the LaB6 and GdB6 compounds
in the framework of the LASTO method in the LDA +
U approximation. In the band calculations for the GdB6
compound, we used the same parameters as for pure
gadolinium, i.e., U = 0.49 Ry and J = 0.051 Ry, which
were taken from Shick et al. [7]. Taking into account
that the parameter U does not change significantly for
all lanthanides, we used the same value of U = 0.49 Ry
in the band calculation for the LaB6 compound. The
parameter J should decrease as the distance between
the metal atoms increases; therefore, this parameter
could be taken to be somewhat less than that for pure
gadolinium both in the case of the GdB6 compound and
for the LaB6 compound. However, the parameter J was
chosen equal to its value for gadolinium. Figures 2 and
4 present the total densities of states and the partial den-
sities of f states according to the LASTO calculation in
the LDA + U approximation for the LaB6 and GdB6
compounds, respectively. It can be seen from these fig-
ures that, in the case of LaB6, the 4f bands are shifted to
higher energies by approximately 0.17 Ry. For this
compound, the density of states at the Fermi level is
somewhat decreased. The result obtained confirms the
assumption that the 4f bands in the LaB6 compound are
located at higher energies. For the LaB6 compound, the
density of states at the Fermi level is approximately
equal to 10 (1/Ry)/cell [electronic specific heat coeffi-
cient γe = 1.7 mJ/(mol K2)]. For the GdB6 compound,

0 0.4 0.8 1.2 1.6–0.4
–400

0

200

400

E, Ry

Density of states, (1/Ry)/cell

300

100

–100

–200

–300

Fig. 3. Density of states for the GdB6 compound according
to the LASTO calculations in the LDA approximation for
spins ↑  and ↓ . EF(LDA) = 0.758 Ry. The dashed and solid
lines represent the total density of states and the partial den-
sity of 4f states, respectively.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
the calculations demonstrated that the energy location
of the f bands in the spectrum is similar to that of pure
gadolinium [7]. The occupied 4f bands are shifted to
lower energies by approximately 0.5 Ry and located at
an energy 0.8 Ry below the Fermi level. This is con-
firmed by the results of the optical experiments
reported in the paper by Kubo et al. [12]. The empty 4f
bands are shifted to higher energies, and the energy
splitting between 4f ↑  and ↓  is equal to 11.5 eV. The
density of states at the Fermi level for the GdB6 com-
pound is approximately equal to 14 (1/Ry)/cell, which
corresponds to the electronic specific heat coefficient
γe = 2.4 mJ/(mol K2).

For comparison, the electronic specific heat coeffi-
cient for pure gadolinium, according to our calculation,
is equal to 7.48 mJ/(mol K2), which is in good agree-
ment with the experimental value of 6.38 mJ/(mol K2)
[13].
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Abstract—An analytical expression for the amplitude of a single-pulse nuclear echo signal generated in mag-
netically ordered materials is obtained taking into account the inhomogeneous broadening of the spectroscopic
transition and the inhomogeneous distribution of the gain with an average value of greater than unity. It is shown
that, in this signal, summation of the oscillations of nuclear magnetic moments with equal amplitudes and
phases occurs at each instant of time. The cause of the effective suppression of the nuclear magnetic moment
oscillations in the initial portion of the free precession signal is revealed analytically. The dependence of the
amplitude of the one-pulse echo signal on the strength of an external alternating magnetic field, the pulse dura-
tion, and the width of the gain distribution is determined. The results obtained are compared with the experi-
mental data for a Co2MnSi ferromagnetic polycrystalline sample. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is known that, in magnetically ordered media, the
generation of coherent nuclear magnetic resonance
(NMR) responses is caused not only by inhomoge-
neous broadening but also by amplification of the
radio-frequency (RF) field at nuclei arising upon a
strong hyperfine interaction between the electronic and
nuclear subsystems [1, 2]. Since ferromagnets have an
extended domain structure, the corresponding coeffi-
cients of amplification of the radio-frequency field at
nuclei inside the domains and at the domain boundaries
differ significantly in magnitude [1, 2]. As a result, the
frequencies of oscillations of the nuclear magnetic
moments (Rabi frequencies) during exposure to an
alternating radio-frequency field should have different
values [3]. In magnetically ordered media, the superpo-
sition of these oscillations of the nuclear magnetic
moments after the radio-frequency field is switched off
leads to the generation of a ferromagnetic single-pulse
echo signal [4, 5]. Although there are numerous studies
[6–8] concerned with theoretical treatment of this phe-
nomenon in which the inhomogeneous gain distribu-
tion and the inhomogeneous broadening are taken into
account, the role played by the inhomogeneous gain
distribution in the generation of a ferromagnetic single-
pulse echo signal remains unclear. The mechanism pro-
posed earlier in [9] for the formation of a single-pulse
echo in conventional spin systems under nonresonant
excitation conditions cannot be used to elucidate the
nature of a ferromagnetic single-pulse echo signal,
because, according to experimental data, this signal is
generated not only under nonresonant but also under
resonant excitation conditions [4, 5]. In the aforemen-
1063-7834/05/4711- $26.00 2077
tioned works, the ferromagnetic single-pulse echo sig-
nals were calculated numerically. Hence, it is difficult
to draw an unambiguous conclusion regarding the
physical nature of this phenomenon. In order to eluci-
date the nature of the ferromagnetic single-pulse echo
signal and the mechanism of its formation, it is neces-
sary to obtain analytical expressions for the single-
pulse echo response in magnetically ordered media
with due regard for the inhomogeneous broadening of
the spectroscopic transition and the inhomogeneous
gain distribution. The purpose of the present work is to
solve this problem.

2. ANALYTICAL CALCULATIONS

In magnetically ordered media, a free precession
signal generated by a resonant radio-frequency pulse in
a two-level nuclear spin system can be represented in
the following form [7]:

(1)

where ∆ = ωn – ω0 is the detuning of the precession fre-
quency ωn of a single spin packet from the central fre-
quency ω0 of the NMR line; g(∆) and F(η) are the func-
tions of the distribution of the detuning of single spin
packets ∆ over the NMR frequencies and the distribu-
tion of the gain η of the radio-frequency field, respec-
tively; ηm is the maximum gain; and ν(∆, η, t) is the ν
component of the magnetic moment of a single spin
packet with gain η and detuning ∆. By ignoring the

ν t( )〈 〉〈 〉 η F η( ) η ν ∆ η t, ,( )g ∆( ) ∆,d

∞–

+∞

∫d

1

ηm

∫=
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relaxation processes, we can write this component in
the following form [9]:

(2)

Here, ν0 is the equilibrium magnetization, ω1 = γH1 is
the Rabi frequency (where γ is the gyromagnetic ratio
and H1 is the amplitude of the radio-frequency pulse),

β = (  + ∆2)1/2 is the effective field (expressed in
terms of frequency) acting on a spin packet with detun-
ing ∆, and t is the time reckoned from the end of the
radio-frequency pulse of duration t1.

Let us assume that the inhomogeneous broadening
of the spectroscopic transition and the inhomogeneous
gain distribution in a ferromagnetic material can be
described by the normal distribution laws g(∆) and
F(η):

(3)

(4)

where σ and η0 are the quantities characterizing the
half-widths of the corresponding distributions and  is
the average gain. Then, relationship (1) can be rewritten
as

(5)

where

(6)

In order to evaluate the integral 〈ν 1(η, t)〉 , we use the
stationary phase approximation [10]. The area of the
radio-frequency pulse ω1t1 > 1 is taken as a large
parameter. Using the standard computational procedure
in the framework of the method described in [10], we

find the stationary points ∆1, 2 = ±ηω1t/ . As a
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result, we obtain the following expression for this inte-
gral [11]:

(7)

where t ∈  [0, t1), ∆0 = ω1t/  is the stationary
point in the absence of amplification of the radio-fre-

quency field, and Φ(t) = ηω1  + π/4 is the phase
of magnetization oscillations of the nuclear subsystem
under inhomogeneous broadening conditions.

It follows from relationship (7) that integral (6) with
the subscript i = 1 describes damped oscillations of the
magnetization at a variable frequency dΦ(t)/dt =

ηω1t/(  – t2)1/2. Since the analytical expression for
integral (6) with the subscript i = 2 is cumbersome in
form, we do not present it in this paper. Note only that
the time dependence of this integral exhibits a maxi-
mum (in the vicinity of the instant at which the radio-
frequency pulse is switched off) and then decays mono-
tonically. In the saddle-point approximation [10], we
calculated the first integral in relationship (5), which
has the form

(8)

where

The analysis of expression (8) for the first integral in
relationship (5) demonstrated that this expression holds
within the time interval t ∈  [0; kt1), where k =

. In this interval, the magne-

tization of the nuclear subsystem [see relationship (8)]
in ferromagnets oscillates at a variable frequency
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Ω(t) = dP(t)/dt, with the amplitude being a composite
function of time.

According to numerical calculations of the second
integral in relationship (5), this integral, like the quan-
tity 〈ν 2(η, t)〉 , passes through a maximum (in the vicin-
ity of the instant at which the radio-frequency pulse is
terminated) and then monotonically decreases to zero.
Expression (8) contains the exponential function
(Fig. 1) with an exponent capable of taking on extreme
values. This indicates that the signal amplitude can take
on a maximum value at a certain instant of time. Since
this maximum is formed at the end of the time interval
[0; kt1), it can be interpreted as the ferromagnetic sin-
gle-pulse echo signal. Thus, the first term in relation-
ship (5) describes the maximum of the signal amplitude
at the end of the time interval [0; kt1) and the second
term characterizes this maximum immediately after the
termination of the pulse. The total free-precession sig-
nal described by relationship (5) is presented in Fig. 2.
Therefore, a resonant pulsed field acting on the inho-
mogeneous broadened nuclear subsystem with an inho-
mogeneous gain distribution in ferromagnets leads to
the generation of a ferromagnetic single-pulse echo sig-
nal in a free precession signal (Fig. 2). The time of gen-
eration of the ferromagnetic single-pulse echo signal tm

can be determined by analyzing the exponential factor
in relationship (8) for extrema:

(9)tm

=  t1 1
ω1

2
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2η0
4
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Fig. 1. Time dependences of the exponential function
exp[E(t)] and the instantaneous frequency of magnetization
oscillations Ω(t) at ω1t1 = 2π, σ/ω1 = 5, η0 = 0.8, and

 = 2.7.η
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The instantaneous frequency Ω(t) of the magnetization
oscillations [see relationship (8)] increases monotoni-
cally according to a linear law and, at the end of the
time interval [0; kt1), i.e., at the instant of generation of
a ferromagnetic single-pulse echo signal, exhibits an
asymptotic behavior (Fig. 1). A comparison of the two
curves depicted in Fig. 1 shows that the maximum con-
tribution to the ferromagnetic single-pulse echo signal
comes only from those oscillations of nuclear magnetic
moments whose generalized Rabi frequencies ηω1 lie
within the range of the linewidth of the function
exp[E(t)], which is the envelope for this signal. Interest-
ingly, the amplitude of the signal [relationship (8)]
immediately after the termination of the pulse increases
monotonically in a weak linear fashion and does not
display oscillations with time. In other words, this por-
tion of the time interval is characterized by effective
suppression of the magnetization oscillations, which
has been observed in many experiments with a single-
pulse echo [1, 2].

3. RESULTS AND DISCUSSION

When calculating expression (8) in the saddle-point
approximation, the first integral in relationship (5) is
divided into the difference between two integrals with
saddle points in such a way that, at each instant of time,

their real parts are determined as η1 = /2q(t)  and

the imaginary parts η2 = ±ω1 /2q(t) differ only
in sign. In this representation, at each instant of time,
combinations of oscillations of nuclear magnetic
moments are chosen from the response such that their
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Fig. 2. Time dependence of the free precession signal gen-
erated in the ferromagnet at ω1t1 = 2π, σ/ω1 = 5, η0 = 0.8,

and  = 2.7.η
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amplitudes are equal to each other and the phases are
opposite in sign. The combinations of oscillations thus
chosen make a nonzero contribution to the free preces-
sion signal: as the end point of the time interval [0; kt1)
is approached, the amplitudes of these oscillations
increase and, hence, the amplitude of the resultant
oscillation increases, passes through a maximum, and
then decreases to zero; i.e., the ferromagnetic single-
pulse echo signal is formed. Thus, in the free precession

0.05
ω1/σ

〈〈ν 1(tm)/ν0〉〉 , 10–4

5

0

0 0.10 0.15

10

15

20
1

2

Fig. 3. Theoretical field dependences of the amplitude of the
ferromagnetic single-pulse echo signal at η0 = 0.8,  = 2.7,
and σt1 = (1) 120 and (2) 200.

η

2
ω1, 10–2 Hz

A, arb. units
1

0 4 6

1

2

Fig. 4. Experimental field dependences (see [5]) of the
amplitude of the ferromagnetic single-pulse echo signal at
t = (1) 10 and (2) 20 µs.
PH
signal, there occurs effective summation of particular
combinations of nuclear magnetic moment oscillations
providing a dominant contribution to the response.

The time dependence of the resultant magnetization
amplitude considered above reflects the time depen-
dence of the function exp[E(t)], whose effective width
changes with time, which leads to the asymmetric
shape of the ferromagnetic single-pulse echo signal
(Fig. 2). The time interval [0; kt1) in which the ferro-
magnetic single-pulse echo signal can be generated is
determined by the Rabi frequency ω1, the width of the
inhomogeneously broadened spectrum σ, the width of
the inhomogeneous gain distribution η0, and the aver-
age gain  [see relationship (8)]. It follows from the
expression kt1 for the upper limit of this interval that its
length is maximum and approximately equal to t1 in the

case where the relationship  > 1 +  holds.
This relationship is one of the conditions for the obser-
vation of the ferromagnetic single-pulse echo signal.

In order to compare the theoretical description of
the ferromagnetic single-pulse echo signal with exper-
imental data [4, 5], we examine the amplitude of the
ferromagnetic single-pulse echo signal [see relation-
ship (8)] at the instant the signal is formed as a function
of the Rabi frequency, the duration of the radio-fre-
quency pulse, and the width of the gain distribution. As
a result, we obtain

(10)

where

Let us analyze relationship (10) for the two limiting
cases σ/ω1 @ η0 and σ/ω1 ! η0, in which the amplitude
of the ferromagnetic single-pulse echo signal is given,
respectively, by the expressions

(11)

(12)

It can be seen from these expressions that the ampli-
tude of the ferromagnetic single-pulse echo signal
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increases according to a fractional-power law at low
Rabi frequencies (small strengths of the alternating
magnetic field) and decreases hyperbolically at high
Rabi frequencies. Consequently, as the strength of the
radio-frequency field increases, the amplitude of the
ferromagnetic single-pulse echo signal passes through
a maximum (Fig. 3), which, in turn, shifts toward
weaker fields and decreases monotonically in height as
the duration of the radio-frequency pulse increases.
This behavior of the ferromagnetic single-pulse echo
signal agrees well with the experimental data [5]
(Fig. 4). It follows from relationships (11) and (12) that
the amplitude of the ferromagnetic single-pulse echo
signal decreases with increasing width of the gain
distribution η0 and increases with increasing average
gain .

4. CONCLUSIONS

Thus, the generation of a ferromagnetic single-pulse
echo in magnetically ordered materials is caused by the
inhomogeneous distribution of the gain with an average
value of greater than unity. The absence of oscillations
of the free precession signal is explained by the fact that
the dominant contribution to the response is made by
nuclear magnetic moment oscillations whose ampli-
tudes at every instant are equal to each other and whose
phases differ only in sign. The analytical description of
the ferromagnetic single-pulse echo signal agrees well
with experimental data [4, 5]: the dependence of the
amplitude of the ferromagnetic single-pulse echo signal
on the Rabi frequency exhibits a pronounced maxi-
mum, which, as the duration of the radio-frequency
pulse increases, shifts toward lower frequencies and
decreases in height.
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Abstract—The band structure and the magnetic and elastic characteristics of SrFeO3 and LaFeO3 perovskites
with ferromagnetic and antiferromagnetic collinear spin configurations (of the A, C, and G types) are investi-
gated using the ab initio pseudopotential method (the VASP program package) with the inclusion of the single-
site Coulomb correlations (the LSDA + U formalism). It is shown that, in the pressure range 0–50 GPa, the most
stable states are the ferromagnetic metal state for the SrFeO3 compound and the antiferromagnetic insulator
state of the G type for the LaFeO3 compound. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Since the discovery of giant magnetoresistance in
manganates [1], the spin and charge ordering effects
and their role in the formation of the band structure and
physical properties of complex transition metal oxides
(i.e., systems with strong Coulomb correlations) have
attracted considerable research attention. This class of
compounds involves MFeO3 perovskite-like ferrites,
some of which possess a mixed electronic–ionic con-
ductivity and hold promise as cathode and membrane
materials (see, for example, review [2]).

As is known, the MFeO3 phases can exhibit different
properties depending on the type of M sublattice. In
particular, LaFeO3 is an antiferromagnetic (AFM) insu-
lator [3], SrFeO3 is a metal [4], and CaFeO3 is a system
with charge ordering (FeIV  FeIV + x + FeIV – x) [5]. It
should be noted that the type of spin and charge states
for MFeO3 phases can radically change depending on
many factors, such as the stoichiometry (the presence
of oxygen vacancies in the lattice), temperature, and
external pressure. For example, stoichiometric SrFeOx

(2.5 ≤ x ≤ 3.0) is characterized not only by different
states of the charge and spin ordering but also by a com-
bined state of the charge and spin ordering [6]. Pressure
treatment of the CaFeO3 compound brings about the
suppression of charge ordering (at P > 20 GPa) and a
substantial change in the temperature of the transition
from the antiferromagnetic state to the spin-glass state
[7]. Pressure treatment of the SrFeO3 compound
encourages the antiferromagnetic  ferromagnetic
(FM) phase transition [8, 9].

The band structure of the SrFeO3 and LaFeO3 per-
ovskites has been studied in a number of works. In par-
ticular, the energy bands and atomic interactions in the
SrFeO3 perovskite were investigated in the framework
1063-7834/05/4711- $26.002082
of the density functional theory (DFT) in the local spin
density approximation (LSDA) using the tight-binding
linear muffin-tin orbital method within the atomic
sphere approximation (TB LMTO–ASA) [10] and the
augmented spherical wave (ASW) method [11, 12].
The band structure of the ferromagnetic and antiferro-
magnetic phases of the LaFeO3 perovskite was investi-
gated using the TB LMTO–ASA [13], linearized aug-
mented plane wave (LAPW) [13], and full-potential
linearized augmented plane wave and LMTO (within
the generalized gradient approximation) (FLAPW–
GGA, LMTO–GGA) [14] methods at the LSDA level.
It turned out that the LSDA calculations lead to a sys-
tematic underestimation of the band gap and atomic
magnetic moments of the ferrite. According to Sharma
et al. [3], the band gap and the magnetic moment (Fe)
for the LaFeO3 compound are 0.2 eV and 3.7 µB,
respectively, whereas the experimental values are
approximately equal to 2.1 eV (optical measurements
[15]) and 4.6 ± 0.2 µB [16]. The LMTO–ASA calcula-
tions in the LSDA + U approximation with the inclu-
sion of the single-site correlations [17] demonstrated
that, as the Coulomb parameter U increases from 0.5 to
10.0 (at a constant exchange parameter J), the theoreti-
cal band gap and magnetic moment (Fe) for the LaFeO3
perovskite increase to 3.4 eV and 4.4 µB, respectively.
The contribution of the correlation correction to the
parameters of the band structure of the SrFeO3 perovs-
kite was not considered.

In this study, the LSDA + U scheme was used to
make a comparative analysis of the band structures and
atomic interactions in SrFeO3 and LaFeO3 perovskites
with different types of collinear magnetic ordering,
namely, ferromagnetic and antiferromagnetic ordering
(of the A, C, and G types). Moreover, taking into
account that ferrite-based phases are promising for use
 © 2005 Pleiades Publishing, Inc.
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as cathode materials, we calculated their elastic param-
eters (such as the bulk moduli B0 and their first deriva-
tives ) for the first time and analyzed the changes in
the energy and magnetic parameters of these phases
under uniform compression.

2. MODELS AND CALCULATION TECHNIQUE

The comparative analysis of the band structures of
the SrFeO3 and LaFeO3 perovskite-like phases was per-
formed for a cubic structure (space group Pm3m) with
the following atomic positions (in the cell): O, 3d (0, 0,
1/2); Sr (La), 1b (1/2, 1/2, 1/2); and Fe, 1a (0, 0, 0). The
coordination polyhedra of the oxygen and iron atoms
are the [Fe2(Sr,La)4] and [O6] octahedra, respectively.
The coordination polyhedra of the strontium or lantha-
num atoms are the [O12] cubo-octahedra. The inter-
atomic distances and the unit cell parameter a are
related as follows: Fe–O = a/2, O–O = (Sr,La)–O =

( ), and Fe–(Sr,La) = . The number of for-
mula units in the unit cell is assumed to be Z = 1.

We consider four types of collinear magnetic states
of the ferrites: one ferromagnetic state and three types
of antiferromagnetic configurations. In our case, the
antiferromagnetic configurations correspond to the fer-
romagnetic ordering of spins in the planes and to the
antiferromagnetic ordering between the adjacent planes
of the iron atoms along the z axis (〈001〉 , type A), along
the diagonal of the cube base (〈110〉 , type C), and along
the diagonal of the cube itself (〈111〉 , type G) (Fig. 1).
All these types of magnetic ordering were described
using computational supercells composed of eight unit
cells (Z = 8).

The band structures of the SrFeO3 and LaFeO3 com-
pounds were calculated by the ab initio pseudopotential
method with the VASP program package [18–20]. The
exchange–correlation energy was taken into account
according to the scheme described in [21]. The ab initio
pseudopotentials were generated with the use of the
projector augmented wave method [22]. The single-site
Coulomb correlations in the LSDA + U scheme were
included in the representation proposed by Dudarev
et al. [23], according to which the Coulomb (U) and
exchange (J) parameters are expressed through the
effective parameter Ueff = U – J. For both phases, the
parameters used for the iron atoms U = 6.0 eV and J =
0.6 eV (Ueff = 5.4 eV) were taken from [17]. The results
of the LSDA calculations of the LaFeO3 (SrFeO3) para-
magnetic phases (U = J = 0) were used as the initial data
in the discussion of the magnetic effects.

When constructing the densities of states, the inte-
gration over the Brillouin zone was performed by the
tetrahedron method. The convergence criterion for the
total energy of the systems was equal to 0.0001 eV. The
pressure treatment (in the range 0–50 GPa) was simu-
lated by isotropic compression of the cell. The bulk
moduli B0 and their first derivatives B' with respect to

B0'

a/ 2 a 3/2
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pressure were determined by calculating the total ener-
gies of the crystals as functions of the cell volume with
the use of the Birch equation [24].

The total and partial densities of states were
obtained for the equilibrium states of the phases. In
order to analyze the effects of interatomic interactions,
we constructed the charge density maps (ρ) and the dif-
ference spin density maps (∆ρ = ρ↑  – ρ↓).

Spin up
Spin down

F type A type C type G type

Fig. 1. Ferromagnetic (F) and antiferromagnetic (A, C, G)
types of collinear spin ordering (in the iron sublattice) for
the SrFeO3 and LaFeO3 phases.
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Fig. 2. Dependences of the total energy Etot on the lattice
parameter for the magnetic phases of the SrFeO3 and
LaFeO3 perovskites.
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3. RESULTS AND DISCUSSION

At the first stage, the equilibrium states for all the
magnetic phases of the SrFeO3 and LaFeO3 compounds
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Fig. 3. Spin densities of Fe 3d states and their decomposi-
tion into the components t2g and eg for the ferromagnetic
phase of the SrFeO3 perovskite.
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were determined by minimizing the total energy Etot

(Fig. 2). For the SrFeO3 compound, the equilibrium lat-
tice parameters a0 for the magnetic phases are close to
each other. The lattice parameter for the most stable fer-
romagnetic phase was calculated to be a0 = 0.3790 nm.
This is in reasonable agreement with the experimental
data (0.3851–0.3852 nm [25, 26]). The differences
between the calculated and measured [25, 26] lattice
parameters a0 do not exceed 1.6% (see table). The lat-
tice parameter a0 varies by no more than 0.3% depend-
ing on the type of magnetic ordering. According to the
recent measurements performed by Maljuk et al. [27],
the lattice parameters of an annealed single crystal of
the composition SrFeO2.96 are as follows: a =
0.3864 nm, b = 0.3865 nm, and c = 0.3868 nm. For the
model cubic phase LaFeO3, the lattice parameter a0 is
equal to 0.3841–0.3852 nm. This is in satisfactory
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Fig. 4. Spin densities of O 2p states for the ferromagnetic
phase of the SrFeO3 perovskite.
Calculated (within the LSDA + U formalism) and experimental characteristics for the ferromagnetic and antiferromagnetic
(types A, C, G) phases of SrFeO3 and LaFeO3 perovskite-like oxides: the differences ∆Etot (eV/cell) between the minimum
energy for each magnetic phase under consideration and the energy of the stable phase, equilibrium lattice parameters a0 (nm),
bulk moduli B0 (GPa) and their first derivatives B', the density of states at the Fermi level N(EF) (states/eV cell) or the band
gap (eV), and the magnetic moments of atoms (µB)

Parameter
LaFeO3 SrFeO3

experiment FM AFM(G) experiment FM AFM(A) AFM(C) AFM(G)

∆Etot – 0.318 0.000 – 0.000 0.072 0.146 0.262

a0 0.3926 [16] 0.3852 0.3841 0.3850 [4] 0.3790 0.3789 0.3793 0.3801

B0 – 197.9 198.4 – 171.3 162.0 159.0 147.5

B' – 5.40 5.40 – 5.40 5.42 5.42 5.40

N(EF)/Band gap 2.1 [16] 2.78 2.52 – 0.84 0.76 0.83 0.64

Magnetic moment (Fe) 4.6 ± 0.2 [16] 4.23 4.06 3.1 ± 0.1 [4] 3.70 3.72 3.73 3.64

Magnetic moment (O) – 0.21 0.00 0.1–0.3 [26, 27] 0.08 0.06 0.00 0.00

Magnetic moment (Sr, La) – 0.00 0.00 – 0.01 0.02 0.00 0.00
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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Fig. 5. Spatial configurations of spin densities and their distributions in the (110) plane for the ferromagnetic phase of the SrFeO3
perovskite: (a) states with spin up (ρ↑), (b) states with spin down (ρ↓), and (c) the difference spin density map (∆ρ = ρ↑  – ρ↓).
agreement with the neutron diffraction data for the
cubic perovskite structure (space group Pm3m, a0 =
0.3926 nm [16]) and also with the interatomic distances
in the orthorhombic (space group Pbnm) perovskite-
like structure of the synthetic LaFeO3 samples [28].

It can be seen from Fig. 1 and the table that, among
the collinear magnetic phases of the SrFeO3 compound,
the ferromagnetic phase is most stable and the stability
of the other phases decreases in the following order:
FM  AFM(A)  AFM(C)  AFM(G).

According to neutron diffraction data [4], the
SrFeO3 compound at temperatures below TN = 134 K is
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
a noncollinear antiferromagnet with a spiral structure.
This suggests competition of the ferromagnetic and
antiferromagnetic interactions between the iron atoms
within the Heisenberg model. However, the small wave
vector of the spiral structure (Q = 0.135a* along the
〈111〉  direction), the small angle of rotation of the
neighboring spins (~40°), and the experimental esti-
mates of the parameters of the exchange interactions
between the nearest neighbor (J1 = 1.2 meV) and more
distant (J2 = –0.2 meV, J4 = –0.3 meV) iron atoms [4,
29, 30] indicate that the ferromagnetic interactions in
the SrFeO3 compound are considerably stronger than
the antiferromagnetic interactions. This agrees with our
05
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Fig. 6. Charge density maps for the LaFeO3 perovskite in the (a) (110) and (1/2 0 0) planes (contour interval ρ = 0.025 e/Å3).
data on the highest stability of the ferromagnetic state
(among the collinear magnetic phases of the SrFeO3
perovskite). Furthermore, the ferromagnetic phase of
the SrFeO3 compound is stabilized upon light doping
with cobalt [31]. At high pressures (~70 GPa), the
SrFeO3 compound, according to 57Fe Mössbauer spec-
troscopy, transforms into the ferromagnetic state [8, 9].
It is assumed that this transformation is associated with
the decrease in the Fe–Fe distances and with the
increase in the width of the Fe d band. As can be seen
from Fig. 2, the ferromagnetic phase for all the lattice
parameters remains more stable, which makes it possi-
ble to explain qualitatively the experimental data
obtained in [8, 9].

A radically different situation occurs with the
LaFeO3 compound (Fig. 2). The results of the calcula-
tions (in agreement with experimental data [3]) demon-
strate that, for this compound, the antiferromagnetic
configuration (G type) is most stable and the difference
between the energies of the ferromagnetic and antifer-
romagnetic phases (∆Etot = 0.318 eV/cell) is substan-
tially larger than the corresponding difference for the
SrFeO3 compound.

A comparison of the calculated elastic moduli for
the magnetic phases of the SrFeO3 and LaFeO3 com-
pounds (see table) shows that the bulk modulus B0 for
the G-type antiferromagnetic phase of the LaFeO3
compound is greater than the bulk modulus B0 for the
ferromagnetic phase of the SrFeO3 compound.
PH
Depending on the type of magnetic ordering, the
changes in the elastic moduli B0(FM)/B0(G-type AFM)
for metal-like SrFeO3 appear to be considerably larger
(~16%) than those for the LaFeO3 insulator (no more
than 1%).

Let us consider the specific features of the band
structures for the ferromagnetic phase of the SrFeO3

compound and the antiferromagnetic phase of the
LaFeO3 compound. The total density of states for the
ferromagnetic phase of the SrFeO3 compound involves
the low-energy bands of the O 2s and Sr 4p quasi-core
states. The spin splittings are small (~0.4 eV) for the
O 2s band and virtually absent for the Sr 4p states (the
magnetic moment of strontium is approximately equal
to 0.01 µB). The spin polarization effect most clearly
manifests itself for the Fe 3d bands. As a result, the
energy of the d↑  band decreases, whereas the energy of
the d↓  band increases. The separation of the Fe d states
(according to the spatial and spin symmetry) into four
groups (t2g↓ , t2g↑ , eg↑ , eg↓ ) leads to different degrees of
their hybridization with the O 2p states in the range
from –7.2 eV to EF (Figs. 3, 4). The effects of the polar-
ization of the states with the opposite spin orientation
for different atoms become especially clear when com-
paring the spin density maps ρ↑  and ρ↓  and the differ-
ence spin density map ∆ρ (Fig. 5). It can be seen from
these maps that the polarization of the oxygen states is
insignificant. The magnetic moment of the oxygen
atoms (~0.2 µB) is induced by the iron states due to the
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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overlap of the iron–oxygen valence shells. It should be
emphasized that the occupied d states with the opposite
spin orientation are involved in the atomic interactions
occurring in the SrFeO3 compound in different ways.
As can be seen from Fig. 5, the contours of the positive
values of ∆ρ for the iron atom are substantially dis-
torted. This suggests that the t2g↑  high-spin states dom-
inate in the formation of the Fe–O “side” π bonds. By
contrast, the low-spin states of oxygen make a signifi-
cant contribution to the formation of the σ bonds.

The Fermi level EF for the ferromagnetic phase of
the SrFeO3 compound is located in the vicinity of the
t2g↓  and eg↑  bands, whereas the contributions of the
t2g↑  and eg↓  bands are negligible (Fig. 3).

For the LaFeO3 compound, the t2g↑  and eg↑  bands
are located near the lower edge of the occupied band of
the O 2p states (the σ band). In turn, the lower edge of
the conduction band is predominantly formed by the
t2g↓  states, whereas the eg↓  states are located ~0.8 eV
above and are admixed to a common band of the O 2p–
Fe 3d–La 5d free antibonding states (the σ* band). Like
the strontium ferrite, the LaFeO3 compound is charac-
terized by hybridization of the Fe d↓–O 2p states
responsible for the covalent component of the Fe–O
bond. Contrastingly, the overlap of the occupied La–O
states in the σ band is insignificant. These differences
are clearly seen in the charge density maps (Fig. 6). The
band gap for the antiferromagnetic phase of the LaFeO3

compound is equal to 2.52 eV, which is in good agree-
ment with the experimental data (2.1 eV [15]), as well
as with the results of the LMTO–ASA calculations in
the LSDA + U approximation (2.1 eV [17]). The mag-
netic moments of the iron atoms are equal to 4.06 µB

(the experimental magnetic moments are 4.6 µB [16]).
According to the data obtained from other calculations,
the magnetic moments of the iron atoms are equal to
3.5 µB (LMTO–ASA [17]), 3.7 µB (LSDA + U2 [32]),
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–35.0

–35.1

–35.2

–35.3

30 40 50
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20100
–35.4
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E
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t, 
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Fig. 7. Dependences of the total energy Etot on the external
pressure for the magnetic phases of the SrFeO3 perovskite.
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4.1 µB (LSDA + U [17]), and 4.6 µB (the Hartree–Fock
method [33]).

In conclusion, we note that the above calculations
enabled us to analyze the changes observed in the
energy states of the collinear magnetic phases of the
SrFeO3 and LaFeO3 cubic perovskites under conditions
of an external hydrostatic pressure. The estimates dem-
onstrated (Fig. 7) that, in the pressure range up to
50 GPa, no magnetic phase transitions occur; i.e., the
state of the ferromagnetic metal for the SrFeO3 perovs-
kite and the state of the G-type antiferromagnetic insu-
lator for the LaFeO3 perovskite remain most stable.
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Abstract—The velocity of oscillatory motion of domain walls is investigated as a function of the parameters
of a magnetic material and an external acoustic field. The dependence of the amplitude of domain-wall oscilla-
tions on the frequency of an external acoustic wave is determined. It is found that this dependence exhibits a
resonant behavior. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In recent years, magnetic materials have been exten-
sively used in various fields of engineering. The devel-
opment of one of the promising applications of mag-
netic materials is associated with the use of magnetic
domains as carriers in the recording and transfer of
information in computer engineering [1, 2]. In films
and bulk materials with a domain structure, the main
process responsible for the magnetization reversal is
motion of domain walls. It is this motion (velocity) of
domain walls that directly limits the speed of comput-
ers in which microdomains are used as information car-
riers.

At present, the effect of a magnetic field on the
dynamics of domain walls is well understood. Motion
of domain walls can be induced by static or alternating
magnetic fields [1–5]. The dynamics of domain walls in
magnetic fields was experimentally investigated in [5–
7]. The amplitude of displacements of a domain wall as
a function of an external magnetic field was determined
for weak ferromagnets [5, 6] and yttrium garnet ferrites
[7]. The oscillatory motion of domain walls was theo-
retically studied by Bar’yakhtar et al. [8], who obtained
the dependences of the domain-wall velocity in weak
ferromagnets on the strength and frequency of the mag-
netic field. The dynamics of domain walls in two-sub-
lattice ferrites in an alternating magnetic field was
examined in [9]. A comprehensive review of the studies
concerned with the dynamics of domain walls in the
low-frequency range (0.1–10.0 kHz) was given by Kan-
daurova [10].

The domain structure of magnets, apart from mag-
netic fields, can be affected by an acoustic wave field.
Investigations into the interaction of elastic waves and
domain structures provide valuable information for the
search for new ways of controlling magnetic carriers,
the analysis of conditions favorable for the operation of
magnetic recording devices, and the design of elec-
1063-7834/05/4711- $26.00 2089
tronic elements based on the use of surface acoustic
waves. A domain wall can execute oscillatory and drift
motions in response to an acoustic wave [11–16]. These
effects were experimentally observed in yttrium ferrites
garnet [17, 18] and iron borate [19].

In this paper, the oscillatory motion of domain walls
in two-sublattice garnet ferrites is theoretically ana-
lyzed within the Lagrangian formalism.

2. MODEL AND EQUATIONS OF MOTION

The dynamics of garnet ferrites with two nonequiv-
alent sublattices in an acoustic wave field will be
described on the basis of the Lagrangian density func-
tion L represented in terms of the unit antiferromag-
netic vector I [20]. For the description of the domain-
wall dynamics, it is convenient to change over to the
spherical coordinate system by parametrizing the vec-
tor I with the angular variables θ and ϕ; that is,

(1)

The Lagrangian density function for a ferrimagnet in
the angular variables has the form

(2)
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Here, dots indicate the derivatives with respect to the
time t; M0 is the magnitude of the sublattice magnetiza-

tion vectors; c =  is the minimum phase
velocity of spin waves; δ and α are the constants of the
uniform and nonuniform exchange interactions, respec-
tively; g is the gyromagnetic ratio, which is assumed to
be identical for both sublattices; β1 and β2 are the effec-
tive orthorhombic anisotropy constants; ρ is the density
of the material; u is the displacement vector; uik is the
elastic strain tensor; cij is the fourth-rank tensor of elas-
tic constants, which is written in the matrix notation
(c11 = cxxxx , c12 = cxxyy , c44 = cyzyz); and B1 and B2 are the
quantities determined through the tensor of magne-
toelastic constants as B1 = b11 – b12 = bxxxx – bxxyy and
B2 = b44 = byzyz, respectively.

The parameter ν characterizes the conditions under
which the ferrite can be treated as an effective ferro-
magnet with the net magnetization MS = , where
Mi is the magnetization of the ith sublattice. The model
of an effective ferromagnet is considered to be accurate
in the case when the magnitudes of the sublattice mag-
netization vectors differ significantly, i.e., when the net
magnetization of the ferrite is sufficiently large [20]:

(3)

This inequality is the standard approximation used for
interpreting experimental data on the dynamics of non-
linear excitations in ferrites. In the subsequent treat-
ment, we will consider garnet ferrites with two non-
equivalent sublattices whose magnetizations differ
insignificantly. Below, we will make estimates for

yttrium garnet ferrite for which ν < . In this case,

the ferrite cannot be considered an effective ferromag-
net.

The dynamic retardation of domain walls due to
magnetic dissipative processes is taken into account by
the dissipative function

(4)

where λ is the Hilbert damping constant. It is assumed
that the damping in the elastic subsystem is relatively
weak and, hence, can be ignored.

The elastic wavelength is assumed to be consider-
ably larger than the domain-wall thickness. We will
restrict our consideration to the isotropic magnetoelas-
tic model γ = B1 = B2.

In the framework of these approximations, the equa-
tions describing the magnetization dynamics (with due
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regard for the relaxation terms) and the equations of
elastodynamics take the form

(5)

(6)

(7)

Here,  is the component of the internal stress tensor;

and  stands for the external force, i.e., the external
acoustic wave. It is assumed that the strain induced by
an acoustic wave (~kyu0, where ky is the wave vector and
u0 is the displacement amplitude in the elastic wave)
exceeds the striction strain (~Bk/cij, k = 1, 2).

The solutions to Eqs. (5) and (6) will be sought in
terms of the perturbation theory based on the introduc-
tion of an implicit collective coordinate [9, 15, 16]. As
a zeroth approximation, we use the equilibrium magne-
tization distribution

(8)

where y0 =  has the meaning of the thickness of
the domain wall. Let us consider a monochromatic
acoustic wave that has a frequency ω, propagates per-
pendicular to the plane of the domain wall, and is char-
acterized by the displacement vector u =
Re{u0exp[i(kyy – ωt)]}. In order to analyze the motion
of a domain wall in an elastic stress field induced by an
acoustic wave, we use the perturbation theory scheme
for solitons with a collective variable. The collective
variable Y(t) is introduced as the coordinate of the cen-
ter of the domain wall, whose derivative determines the

instantaneous velocity of the domain wall V(t) = (t).
By assuming that the amplitude of the acoustic wave is
a small parameter, the functions θ(y, t), ϕ(y, t), and V(t)
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Ẏ

YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005



FREQUENCY DEPENDENCE OF THE AMPLITUDE OF DOMAIN-WALL OSCILLATIONS 2091
can be represented in the form of expansions in powers
of the amplitude; that is,

(9)

where ξ = y – Y(t). The subscripts n = 1, 2, … indicate
the order of smallness in the acoustic wave amplitude.
The function ϕ0(ξ) describes the motion of the unper-
turbed domain wall and has a form similar to the static
solution (8). The higher order functions θn(ξ, t) and
ϕn(ξ, t) (n = 1, 2, …) characterize the distortion of the
domain wall.

After substituting expansions (9) into Eqs. (5) and
(6) and separating the terms of first order in the acoustic
wave amplitude, we obtain the first-order equations of
the perturbation theory

(10)

(11)

Here, we introduced the following designations: σ =

(β2 – β1)/β1, ω1 = c/y0 = gM0  is the activation
frequency of the lower branch of bulk spin waves, ων =
νδgM0/4, and ωr = λδgM0/4 is the characteristic relax-
ation frequency.

The operator  has the form of the Schrödinger
operator with the reflectionless potential

(12)

The spectrum and wave functions of the operator 
(12) are well known. This spectrum consists of one dis-
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crete level with the eigenvalue λ0 = 0 to which there
corresponds the localized wave function,

(13)

and the continuous spectrum λp = 1 +  described
by the eigenfunctions

(14)

where bp =  and L is the length of the crystal.

The eigenfunctions f0(ξ) and fp(ξ) form a complete
orthonormal set of functions. Consequently, the solu-
tion to the system of equations (10) and (11) to the first
order of the perturbation theory will be sought in the
form of an expansion in the complete set of eigenfunc-
tions {f0(ξ), fp(ξ)}. As a result, we obtain

(15)

(16)

For two different positions of the sample, the
domain wall executes a translational motion with an
equal energy. The spatial magnetization distribution for
the domain wall is described by relationship (8) with
the angular variable ϕ. Consequently, the term describ-
ing intrawall oscillations (with the coefficient d0) in
expansion (16) corresponds to the Goldstone mode.
The presence of this mode in the spectrum can lead to
divergence [21]. In order to avoid divergence, we use
the implicit collective coordinate method and omit this
mode in expansion (16) [21] (i.e., we set d0 = 0).

From the condition that the coefficient of the shear
mode must vanish, we obtain the equation for the
domain-wall velocity in the approximation linear in the
field; that is,

(17)
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where k = ky, q = q1 + iq2, q1 = (ω/ω1)2, q2 = (ωωr)/ ,

q3 = (ωων)/ , and u0i is the ith component of the
amplitude of the displacement vector of the elastic
medium.

The solution of this equation can be represented in
the form

(18)

When deriving relationship (18), we were interested
only in forced oscillations and assumed that damped
natural oscillations can be disregarded within a suffi-
ciently long time interval t @ 1/ωr.

3. DISCUSSION

The solution of the equations of motion to the first
order of the perturbation theory describes the oscilla-
tory motion of domain walls at a velocity V1. The exper-
imentally measured quantity is the amplitude of

domain-wall oscillations h0 = .

In an elastic stress field induced by an acoustic wave
propagating perpendicular to the domain-wall plane in

ω1
2

ω1
2

V1 t( )
πγ ky0( )2ωων

2β1 σ q–( ) ωr iω–
iq3ων

σ q–
-------------– 

 
----------------------------------------------------------------------=

×
iu0z

πky0

2
----------- 

 cosh
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u0x

πky0

2
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 sinh

----------------------------– i kY ωt–( )[ ] .exp
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iV1

ω i kY ωt–( )[ ]exp
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Fig. 1. Dependence of the amplitude h0 of domain-wall
oscillations on the acoustic wave frequency ω for the
yttrium garnet ferrite Y3Fe5O12.
PH
the ferrite, the oscillation amplitude is defined by the
expression

(19)

In the experimental studies performed by Vlasko-
Vlasov and Tikhomirov [17, 18], the strain tensor ku0i

was assumed to be a specified parameter of the elastic
wave. In the analysis of expression (19), we also
assume that the strain tensor ku0i ∝ ω  is a specified
parameter of the elastic wave and has a magnitude of
the order of 10–5.

In the long-wave approximation (ky0 ! 1), garnet
ferrites satisfy the following relationships: q1 ! 1 and

(  +  – ω2)/  ! 1. In this case, the frequency
dependence of the amplitude of domain-wall oscilla-
tions takes the form

(20)

where s is the velocity of propagation of the elastic
strains induced by the acoustic wave.

The frequency dependence of the amplitude of
domain-wall oscillations in the yttrium garnet ferrite is
plotted in Fig. 1. This dependence exhibits a pro-
nounced resonance at the frequency ωr. A similar fre-
quency dependence of the oscillation amplitude is
observed for a nonlinear oscillator in a medium with
damping in response to an external periodic force [22].
The asymmetry of the frequency dependence of the
oscillation amplitude with respect to the extremum is
associated with the external force, which leads to a dis-
tortion of the curve. Moreover, a dependence similar to
that shown in Fig. 1 was obtained in our earlier work
[15], in which we investigated the dynamics of domain
walls in an elastic stress field induced by an acoustic
wave propagating in the domain-wall plane. However,
the behavior of the frequency dependence of the oscil-
lation amplitude was not analyzed in [15].

Before proceeding to further analysis of the
obtained frequency dependence of the amplitude of
domain-wall oscillations, we note one important cir-
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cumstance regarding the solution of the equation of
domain-wall motion in weak alternating magnetic
fields. It is known [23, 24] that, when the ferromagnetic
resonance frequency is considerably higher then the
relaxation frequency (this holds true for the classes of
magnets under consideration), the frequency depen-
dence of the amplitude of domain-wall oscillations is
characterized by a relaxation decay described by the

formula h0 = , where const is a parameter

independent of frequency. A similar relaxation decay of
the amplitude of domain-wall oscillations in magnetic
fields was revealed in [9] within the ferrite model under
investigation. This dependence for the yttrium garnet
ferrite is depicted in Fig. 2.

The presence of a maximum in the frequency depen-
dence of the amplitude of domain-wall oscillations has
been established for magnetic materials in an acoustic
wave field. A specific feature of this effect is that the
restoring force does not act on the domain wall,
because, in the approximation used, the domain wall is
characterized by the translational invariance. The reso-
nant behavior of the amplitude of domain-wall oscilla-
tions is governed by the linear dependence of the strain
tensor components on the acoustic wave frequency.
Actually, since the strain tensor obeys the relationships
uij ~ kiuj ~ ωuj, the numerator in the formula describing
the frequency dependence of the amplitude of domain-
wall oscillations includes a factor proportional to ω. As
a consequence, there appears a maximum at the relax-
ation frequency.

The frequency dependence of the amplitude of
domain-wall oscillations can be analyzed using the fol-
lowing numerical parameters for the yttrium garnet fer-
rite Y3Fe5O12 [25]: y0 ≈ 10–5 cm, β1 ≈ 0.6, σ ~ 1, λ ~ 10–4,
M0 = 140 Oe, ν ≈ 5 × 10–3, g = 1.76 × 107 (s Oe)–1, ωr =

7 × 108 s–1, ω1 ~ 1011 s–1, ku0i ~ 10–5,  ≈ 3.5 ×
106 erg/cm3, and s ~ 105 cm/s. In the yttrium garnet fer-
rite, the maximum oscillation amplitude at frequencies
close to the resonance frequency ωr is equal to 0.8 ×
10−6 cm, which is comparable to the thickness of the
domain walls.

Let us compare the oscillation amplitude obtained in
this study with the data available in the literature. The
average magnitude of the oscillation amplitude for the
yttrium orthoferrite YFeO3 in an alternating magnetic
field at the frequency ω = 7 × 108 s–1 can be as large as
5 × 10–6 cm [8]. In this case, the domain-wall oscilla-
tions are induced by the magnetic field components
aligned parallel to the easy magnetization axis. In the
garnet ferrite in an oscillating magnetic field [9], the
domain-wall oscillations are induced by the y and z
components of the magnetic field, which are aligned
with the hard and easy magnetization axes, respec-

const

1 ω/ωr( )2
+

----------------------------

γM0
2
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tively. The oscillation amplitude at the frequency ωr is
equal to 10–4 cm for the z component and 10–5 cm for
the y component of the magnetic field.
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Abstract—The specific features of the spin-flop and spin-flip transitions in thin antiferromagnetic layers and
“ferromagnet–nonmagnetic metal” multilayer magnetic structures are considered. The dependence of the mag-
netic fields corresponding to these phase transitions on the thickness of the antiferromagnet or on the number
of layers in the multilayer is determined. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Magnetic layers with a thickness of 1–10 nm and
multilayer structures formed by these layers have been
widely used in modern microelectronics. For these
objects, the influence of the surfaces and interfaces of
the layers, as well as the size effects, are clearly pro-
nounced. In this respect, the study of their properties is
an important problem. The purpose of the present work
was to investigate theoretically the spin-flip and spin-
flop transitions induced by an external magnetic field in
a thin layer of a mirror-symmetric antiferromagnet with
uncompensated surfaces.

The results obtained are completely applicable to
antiferromagnetically coupled multilayer magnetic
structures consisting of alternating ferromagnetic and
nonmagnetic metal nanolayers. Similar structures have
attracted the particular attention of researchers since
the discovery of the giant magnetoresistance effect in
these materials [1]. If ferromagnetic layers in such a
multilayer are assumed to be uniformly magnetized, the
behavior of this multilayer in an external magnetic field
should be similar to the behavior of a plane-parallel
antiferromagnetic layer with uncompensated bound-
aries. Theoretical studies of the structures under con-
sideration have been performed using numerical meth-
ods [2–9]. However, to the best of our knowledge,
attempts to investigate the size effects in these materials
analytically have not been made.

In our previous work [10], we considered the distor-
tions of the magnetic structure in response to an exter-
nal magnetic field near the surface of the antiferromag-
net. We analyzed the cases of both compensated and
uncompensated surfaces and calculated the depth of
penetration rc of these distortions into the antiferromag-
net (the correlation radius of the order parameter) over
the entire range of magnetic fields up to the field at
1063-7834/05/4711- $26.00 2095
which the magnetizations of the two sublattices of the
antiferromagnet become aligned with the external mag-
netic field (the field of the spin-flip transition).

It has been found that, in the case of a compensated
surface of the antiferromagnet, the penetration depth of
surface distortions is of the order of the interatomic dis-
tances in all magnetic fields, except in the field range in
the immediate vicinity of the field of the spin-flip tran-
sition in which the penetration depth rc diverges when
tending to this field.

For an uncompensated surface of the antiferromag-
net, the penetration depth of surface distortions in a
magnetic field weaker than that of the sublattice reori-
entation (or of the spin-flop transition) is equal in order
of magnitude to the thickness of the domain wall in the
antiferromagnet. Moreover, the penetration depth rc in
the field aligned parallel to the easy magnetization axis
diverges as the bulk spin-flop transition point is
approached.

In magnetic fields comparable to the field of the
spin-flip transition, the behavior of the penetration
depth rc is similar to that for the compensated surface of
the antiferromagnet. Thus, the size effects in the struc-
tures under consideration are clearly pronounced in
magnetic fields of less than or of the order of the spin-
flop transition field, as well as in the vicinity of the
spin-flip transition field.

2. DESCRIPTION OF THE MODEL

Let us consider an antiferromagnet with ideally
smooth boundary surfaces at temperatures T ! TN
(where TN is the Néel temperature) with the sublattice
magnetizations assumed to be constant in magnitude.
We will restrict our consideration to the special case of
localized spins in the approximation of the Heisenberg
© 2005 Pleiades Publishing, Inc.



 

2096

        

BERZIN 

 

et al

 

.

                                                                                 
exchange interaction between nearest neighbors. The
number of nearest neighbors for spins lying in the sur-
face atomic plane is less than that for spins in the bulk.
Consequently, the surface spins are more strongly
affected by an external magnetic field. It is for this rea-
son that the field of the surface spin-flop transition is
weaker than the field of the bulk spin-flop transition
[11–13]. We assume that the easy magnetization axis
lies in the surface plane.

In the case of an uncompensated surface, all the
spins lying in the surface atomic plane are collinear and
belong to one sublattice. The atomic planes aligned par-
allel to the surface are numbered by the index j begin-
ning from one of the surfaces. Spins in the even and odd
planes correspond to different sublattices. The direction
of a spin in the atomic plane is determined by the angle
θj that the magnetic moment corresponding to this spin
makes with a specified direction parallel to the easy
magnetization axis (Fig. 1).

The exchange interaction energy can be written in
the form

(1)

where N is the number of spins in the atomic plane,
Jaf < 0 is the exchange integral between the nearest
neighbor spins, Saf is the average spin of the atom, a is
the number of nearest neighbors of a given spin lying in
the adjacent atomic plane, M is the number of atomic
planes in the layer, and δ1, j is the Kronecker delta. The
number of nearest neighbors is a = 4 for the (100) sec-
tion of a body-centered tetragonal lattice (with the c
axis lying in the plane of the section) or an orthorhom-
bic lattice and a = 1 for a multilayer magnetic structure.

The single-ion anisotropy energy and the Zeeman
energy are represented in the following form:

(2)

Wex

N Jaf Saf
2

a
2

------------------------- θ j θ j 1––( ) 1 δ1 j,–( )cos[
j 1=

M

∑=

+ θ j θ j 1+–( ) 1 δM j,–( )cos ] ,

Wan KNSaf
2

2θ j,cos
j 1=

M

∑–=

B0

x

θj ψ

Fig. 1. Orientation of the magnetization vectors of the
atomic planes in an antiferromagnetic layer with respect to
the easy magnetization axis (the x axis) and the direction of
an external magnetic field.
PH
(3)

where K is the anisotropy constant, µB is the Bohr mag-
neton, and B0 is the induction of an external magnetic
field aligned parallel to the surface and directed at an
angle ψ to the easy magnetization axis (Fig. 1).

By minimizing the total energy W = Wex + Wan + WB

with respect to the angles θj, we obtain the system of
equations

(4)

where

(5)

(6)

The behaviors of thin antiferromagnetic layers (fer-
romagnet–nonmagnetic metal multilayers) with even
and odd numbers of atomic planes (ferromagnetic lay-
ers) differ significantly. For an odd number of atomic
planes, the surface atomic planes belong to one sublat-
tice and, hence, the dependence θ( j ) appears to be even
with respect to the center of the structure. By contrast,
this symmetry is absent in the case of an even number
of atomic planes, when the surface atomic planes
belong to different sublattices.

3. SPIN-FLOP TRANSITION IN A LAYER 
WITH AN EVEN NUMBER OF ATOMIC PLANES

In a semi-infinite antiferromagnet, when the exter-
nal magnetic field is antiparallel to the magnetization
vector of the uppermost atomic plane, there occurs a
surface spin-flop transition in the magnetic field βs =

β1/ , where

(7)

is the field of the bulk spin-flop transition [11–13]. In
this case, as was shown in our previous work [10], a
180° domain wall arises near the surface. Within this
wall, the magnetizations of the second, fourth, and
other successive even layers compensate for the magne-
tizations of the third, fifth, and other odd layers, respec-
tively. Since the magnetization of the first atomic plane
is approximately parallel to that of the last even atomic
plane, the surface magnetic moment is close to 4µBNSaf.

The numerical solution to the system of equations (4)
for layers with the numbers of atomic planes M = 10,
16, 20, 30, 40, 60, and 80 and α = 0.01 suggests that,
when the magnetic field is aligned parallel to the easy
magnetization axis (ψ = 0), the spin-flop transition
occurs in the magnetic field β = βs. Then, there arises a
domain wall with the center located at the center of the
layer.

WB 2µBSaf B0N θ j ψ–( ),cos
j 1=

M

∑–=

θ j θ j 1––( ) 1 δ1 j,–( )sin θ j θ j 1+–( ) 1 δM j,–( )sin+

=  α 2θ jsin β θj ψ–( ),sin+

α 2K /a Jaf  ! 1,=

β 2µBB0/a Jaf Saf .=

2

β1 8α=
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For β < βs, we have θ2n – 1 = 0 and θ2n = π. For β =
βs + 0, the angles at the center of the layer are given by

Thus, the angles θj change jumpwise in the magnetic
field β = βs.

Let us assume that the layer thickness d exceeds the
penetration depth of distortions rc, which, in magnetic
fields β ≈ β1, is defined by the formula [10]

, (8)

where b is the interplanar distance. In this case, the
magnetization of the surface atomic planes is nearly
parallel to the external magnetic field (Fig. 2a). At d <
rc, the dependence θ( j ) exhibits almost linear behavior
and the magnetization has not managed to rotate
through an angle of π/2 from the center of the layer to

the surface (Fig. 2b). The dependence χ = θ1 – 
on the number M of atomic planes in a layer in the field
βs of the spin-flop transition is plotted in Fig. 3.

As the bulk spin-flop transition field β1 is
approached, the correlation radius rc diverges in accor-
dance with relationship (8). Therefore, the dependence
θ( j ) is characterized by linear behavior at all the num-
bers M of atomic planes in the layer under consider-
ation.

4. SPIN-FLOP TRANSITION IN A LAYER 
WITH AN ODD NUMBER OF ATOMIC PLANES

In this case, both surface atomic planes belong to
one antiferromagnetic sublattice. As a result, in the
magnetic field aligned parallel to the magnetization of
this sublattice, the spin-flop transition in a finite layer is
suppressed and should occur in stronger magnetic

fields  > β1, because the collinear orientation of the
magnetization vectors of the surface atomic planes with
respect to the direction of the magnetic field is energet-
ically favorable.

The phase transition in the magnetic field  to the
spin-flop phase is a second-order transition. Unlike the
first-order bulk spin-flop transition and the case of an
even number of atomic planes, the rotation angle of the
sublattices varies continuously with a change in the
magnetic field and reaches a maximum at the center of
the antiferromagnetic layer (multilayer). This situation
is illustrated in Figs. 4 and 5.

The change in the field of the spin-flop transition as
compared to the field of the bulk spin-flop transition

can be determined from the condition d = Crc( ),

θ2n 1–
mid

0.75θM /2 1+ 0.25θM /2 1– π/2,≈+=

θ2n
mid

0.75θM /2 0.25θM /2 2+ π/2.–≈+=

rc 2b/ β2 β1
2

–=

θ2n 1–
mid

β1
*

β1
*

β1
*
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where C is a dimensionless constant of the order of
unity. By using expression (8), we obtain

(9)β1*( )2 β1
2 2C

M
------- 
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.+=
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Fig. 2. Directions of the magnetization vectors of the odd
atomic planes in the field of the surface spin-flop transition
for M = (a) 80 and (b) 10.
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0.7
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χ

Fig. 3. Dependence of the rotation angle of the sublattice
magnetization at the half-thickness of the antiferromagnetic
layer on the number of atomic planes in the layer.
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Fig. 4. Dependence of the direction of the magnetization
vector of the central atomic plane on the magnetic field in
the layer with M = 21.
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Fig. 5. Directions of the magnetization vectors of the odd
atomic planes in the field β = 0.4 for the layer with M = 41.
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Fig. 6. Dependence of the spin-flop transition field on the
number of atomic planes in the layer with a odd number of
atomic planes.
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A comparison of the proposed approximation with
the results of calculations (Fig. 6) leads to the dimen-
sionless constant C ≈ 2.

5. STRONG MAGNETIC FIELDS

In the field range β1 ! β < β2 [where β2 = 2(2 – α) ≈
4 is the field of the bulk spin-flip transition in the case
where the external magnetic field is aligned parallel to
the easy magnetization axis], the penetration depth of
surface distortions is described by the relationship [10]

(10)

It is easy to see that the penetration depth rc

decreases with an increase in the magnetic field and

vanishes at  = β2/  ≈ . With a further increase in
the magnetic field, the penetration depth rc increases
and exhibits a square-root divergence at β  β2.

For β ~ 1 and |β2 – β| ~ 1, we have rc ~ b. Therefore,
at M @ 1, the distortion in the vicinity of two bound-
aries of the layer can be independently considered, the
size effect is absent, and the problem is reduced to that
studied in our earlier work [10].

It should only be noted that the deviations of the
canting angles of the sublattices from the bulk canting

angles at β <  are opposite in sign, whereas the corre-

sponding deviations at β >  are identical in sign
(Fig. 7).

In the vicinity of the magnetic field β2, when rc 
∞, the size effects become significant. Since the antifer-
romagnetic layer (multilayer) has a finite thickness, the
spin-flip transition occurs in a continuous manner in a

magnetic field  < β2. The magnetic field  deter-
mined from the condition d = C 'rc is given by the for-
mula

(11)

By comparing the calculated results with formula (11),
we obtain C ' ≈ 4.5 for both even and odd numbers of
atomic planes in the layer (Fig. 8).

6. SURFACE MAGNETIC MOMENT

Let us now discuss the difference between the mag-
netic moment induced by an external magnetic field
and the magnetic moment of the same antiferromag-
netic layer mentally separated in the bulk of the antifer-
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romagnetic specimen (hereafter, this specimen will be
referred to as the bulk analog).

In the case of layers with an even number of atomic
planes, the magnetic moment is induced in the mag-

netic field βs = β1/ ; i.e., in the field range βs < β ≤ β1,
the magnetic moment of the finite antiferromagnet is
nonzero (unlike the magnetic moment of the bulk ana-
log). The magnetic moment is aligned with the mag-
netic field parallel to the easy magnetization axis.

In magnetic fields β > β1, the magnetic moment var-

ies almost linearly and reaches saturation in the field 
(Fig. 9a). The difference between the magnetic
moments of the layer and the bulk analog in strong

magnetic fields β ≤  is insignificant (Fig. 9b) and,
hence, is difficult to determine with experimental meth-
ods.

In the case of layers with an odd number of atomic
planes, the longitudinal (along the field) magnetic
moment m|| equal to the magnetic moment of an uncom-
pensated plane occurs in a zero magnetic field. With an
increase in the magnetic field, the magnetic moment m||

increases drastically at  and then increases linearly
(Fig. 10a).

Apart from the longitudinal component, in the mag-

netic field , there arises a magnetic moment compo-
nent m⊥  that is perpendicular to the magnetic field and
lies in the plane of the layer (Fig. 10b). The magnetic
moment component m⊥  is nonzero in the field range

β * , in which the sublattice magnetizations rotate

continuously. In magnetic fields β @ , the rotation is
completed and m⊥  = 0. In the bulk analog, the magnetic
moment component

differs substantially from zero over the entire field
range β1 < β < β2 (except for magnetic fields in the
vicinity of the point β2) and has the opposite direction.

7. THE EFFECT OF ROUGHNESS
If the number of layers in multilayer magnetic struc-

tures is fixed, the presence of atomic steps on the sur-
face of the antiferromagnet leads to a change in the
number of atomic planes. On different sides of a step,
the number of planes differs by unity.

In the case when the characteristic distance R
between steps is considerably larger than the penetra-
tion depth rc, the antiferromagnetic layer is separated
into domains whose boundaries are perpendicular to
the surface of the layer and coincide with step edges on
one of the layer surfaces. The behavior of the magneti-
zation in each domain is governed by the number of

2
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β
β2
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atomic planes. This number inside a domain remains
unchanged. The domain type is determined by a combi-
nation of two parameters, namely, the parity of atomic
planes and the number of the antiferromagnetic sublat-
tice corresponding to the uppermost atomic plane.

10 20 30 400

1.0

0.8

0.6

10 20 30 400

0.6

0.4

0.2

0.4

|θj|

|θj| (a)

(b)
j

j

Fig. 7. Directions of the magnetization vectors of the atomic
planes in magnetic fields β = (a) 2 and (b) 3 for the layer
with M = 41. Circles indicate odd atomic planes with an
angle θj > 0, and squares correspond to even atomic planes
with an angle θj < 0.

3.95

3.90

0 40 80
M

β2

β2
*

Fig. 8. Dependence of the spin-flip transition field on the
number of atomic planes in the layer.
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There are four possible combinations and, hence, four

domain types. For βs < β < , the spin-flop phase
should be observed in domains with an even number of
atomic planes, whereas the collinear phase should be
stable in domains with an odd number of atomic planes.

For β  β1 – 0, the correlation radius of distor-
tions diverges. This leads to smearing of the domain
structure at rc(β) > R due to the averaging of surface dis-
tortions.

The domain structure again becomes clearly pro-
nounced in magnetic fields β > β1, when rc(β) is less
than the characteristic distance R between steps. As the

magnetic field  is approached, the contrast between

domains weakens and disappears at the point β = .

8. CONCLUSIONS

The main conclusions drawn in this study can be
summarized as follows.

(1) The character of the spin-flop transition in an
antiferromagnetic nanolayer (“ferromagnet–nonmag-
netic metal” antiferromagnetically coupled multilayer

β1
*

β2
*

β2
*

80

40

0 2β1 β2
*31

m|| (a)

4

3

0 2β1 β2
*31

(b)

2

1

β

∆m β

Fig. 9. Dependences of (a) the magnetic moment of the anti-
ferromagnetic layer with M = 80 and (b) the difference
between the magnetic moments of the layer and the bulk
analog (expressed in terms of 2µBNSaf on the magnetic
field).
PH
structure) depends substantially on the parity of the
number of atomic planes (ferromagnetic layers).

(2) In a layer with an even number of atomic planes,
the first-order spin-flop transition occurs in the field of
the surface spin-flop transition. As a result, there arises
a state with a domain wall located at the center of the
layer.

(3) In a layer with an odd number of atomic planes,
the second-order spin-flop transition is observed in a
magnetic field that is stronger than the field of the bulk
spin-flop transition and depends on the thickness of the
layer.

(4) The spin-flip transition in an antiferromagnet
takes place in a magnetic field that is weaker than the
field of the bulk spin-flip transition and depends on the
thickness of the antiferromagnet.

(5) The surface roughness of the antiferromagnetic
layer under specific conditions leads to its separation
into domains whose boundaries are perpendicular to
the surfaces of the layer and coincide with edges of
atomic steps on the surfaces. The four types of domains
formed differ in terms of the parity of the number of
atomic planes and the number of the sublattice corre-
sponding to the surface atomic plane.

10 2 3β1* β2*

10

1 2 3β1* β2*

β

0.2

0.4

0

20

(a)

(b)
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m⊥

m||

Fig. 10. Dependences of the (a) longitudinal and (b) trans-
verse components of the magnetic moment of the antiferro-
magnetic layer with M = 21 on the magnetic field.
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Abstract—The acoustical, resistive, and magnetic properties of a La0.75Sr0.25MnO3 lanthanum manganite sin-
gle crystal are investigated in the temperature range involving the second-order magnetic phase transition. The
acoustical measurements are performed by the pulse-echo method in the frequency range 14–90 MHz. It is
found that, as the temperature decreases, the velocity of a longitudinal acoustic wave propagating along the
[111] axis in the single crystal drastically increases at temperatures below the critical point of the magnetic
phase transition. No dispersion of the acoustic velocity is revealed. A sharp increase in the acoustic velocity is
accompanied by the appearance of an acoustical absorption peak. The observed effects are discussed with due
regard for the interaction of acoustic waves with the magnetic moments of the manganese ions. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

Rare-earth manganites of the general formula
R1 − xAxMnO3, where R is a rare-earth metal (La, Nd,
Pr) and A is an alkaline-earth metal (Ca, Sr, Ba), have
been intensively studied in recent years. These com-
pounds have attracted a large amount of research atten-
tion owing to the unique combination of their elec-
tronic, magnetic, and structural properties, as well as to
the very high sensitivity of their resistance to magnetic
fields and mechanical deformations (see, for example,
reviews [1, 2]). In this respect, the rare-earth mangan-
ites are convenient model objects for use in investigat-
ing the physical nature of strongly correlated systems
and hold the greatest promise for practical applications
(specifically in devices for the recording, storage, and
processing of information).

At present, it is universally accepted that the proper-
ties of manganites are determined not only by the dou-
ble-exchange mechanism [3] but also by the strong
Jahn–Teller electron–phonon interaction [4]. From the
standpoint of strong electron–phonon interactions,
acoustical methods are the most attractive as providing
a deeper insight into the physical properties of manga-
nites and the nature of the giant magnetoresistance
effect. Investigation into the acoustical characteristics
of manganites (such as the absorption and velocity of
sound) allows one to obtain independent information
on the relaxation processes occurring in electronic,
phonon, and magnetic subsystems of the objects under
investigation; on the structural and magnetic phase
transitions; and on the mechanisms of the electron–
phonon and spin–phonon interactions [5–7].
1063-7834/05/4711- $26.00 2102
In this work, we investigated the acoustical, resis-
tive, and magnetic properties of a La1 – xSrxMnO3 lan-
thanum manganite single crystal in the temperature
range involving the second-order magnetic phase tran-
sition and the metal–insulator transition. The
La0.75Sr0.25MnO3 manganite is a typical representative
of the compounds characterized by magnetoresistance
in the vicinity of the ferromagnetic phase transition
with a high critical temperature Tc ≈ 340 K. Owing to
the simple phase diagram and the possibility of
growing high-quality single-crystal samples, the
La0.75Sr0.25MnO3 compound is a convenient object for
use in studying the specific features and mechanisms of
the interaction of acoustic waves with the electronic,
phonon, and magnetic subsystems in rare-earth manga-
nites.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

A single crystal of the La0.75Sr0.25MnO3 manganite
was grown by floating zone melting with radiation heat-
ing from a preliminarily sintered ceramic material [8].
X-ray diffraction analysis was performed by the Laue
and rolling-crystal methods. The x-ray diffraction pat-
tern of a powdered sample was recorded on a DRON-2
diffractometer (CuKα radiation). The absorption and
velocity of longitudinal acoustic waves were measured
at temperatures of 77–420 K and frequencies of 14–
90 MHz. A cylindrical sample (3 mm in diameter and
5 mm long) oriented along the [111] cubic axis was
prepared by cutting in a coolant with subsequent fine
© 2005 Pleiades Publishing, Inc.
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grinding and optical-quality polishing of the faces.
Sound was excited by resonant piezoelectric transduc-
ers made of lithium niobate and piezoelectric ceramics.
The transducers were glued to the polished face of the
sample with the use of Nonaq Stopcock grease. We
used both the fundamental frequencies of the transduc-
ers (f = 50, 30, 14 MHz) and their higher harmonics.

The data on the velocity of sound were obtained by
the ultrasonic pulse-echo-overlap technique (the
Papadakis method [9]). The accuracy of the relative
measurements was approximately equal to 0.01%.

The electrical resistance of the sample was mea-
sured by the four-point probe method in the tempera-
ture range 77–470 K. The magnetic susceptibility was
determined by the induction method at a frequency of
1 kHz.

The measurements were carried out in a cryostat
filled with liquid-nitrogen vapors. The temperature was
controlled by a heater and measured with a thermocou-
ple. The rate of change in the temperature in the course
of the measurements was 1 K/min.

3. RESULTS AND DISCUSSION

The analysis of the experimental x-ray diffraction
pattern shown in Fig. 1 revealed that the
La0.75Sr0.25MnO3 single crystal has rhombohedral sym-
metry. The unit cell parameters of the La0.75Sr0.25MnO3
single crystal are presented in the table. Our results are
in good agreement with the data obtained by Urush-
ibara et al. [10].

The x-ray diffraction investigations demonstrated
that the sample is a block single crystal in which the
misorientation of the blocks does not exceed 1°. The
quality of the single crystal did not permit us to reveal
a rhombohedral distortion. According to our data, the
La0.75Sr0.25MnO3 crystal has a cubic pseudocell with the
unit cell parameter a = 3.91(1) Å. The Laue x-ray dif-
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Fig. 1. X-ray diffraction pattern of the La0.75Sr0.25MnO3
single crystal. The reflection indices correspond to a hexag-
onal pseudocell.
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fraction pattern of the sample under investigation is dis-
played in Fig. 2.

At T = 430 K, the sample has the electrical resistiv-
ity ρ = 6 × 10–3 Ω cm. The temperature dependence of
the electrical resistance R (Fig. 3) exhibits a behavior
typical of this composition [10]: a broad maximum is
observed in the temperature range 470–350 K, and the
electrical resistance drastically decreases (by a factor of
approximately 5) at T = 330–350 K.

According to the data obtained from magnetic mea-
surements (Fig. 3), the sample undergoes a second-
order magnetic phase transition at a temperature Tc ≈
337 K. As the phase transition temperature is
approached, the magnetoresistivity ∆ρ(H)/ρ(0) =
[ρ(H) – ρ(0)]/ρ(0) increases and becomes equal to 7%
in the magnetic field H = 30 kOe at T = 300 K.

The temperature dependences of the acoustical
absorption coefficient α and the relative change in the
velocity ∆V/V of longitudinal acoustic waves propagat-
ing in the La0.75Sr0.25MnO3 single crystal along the
[111] direction are plotted in Fig. 4. At T = 300 K, the
magnitude of the acoustic velocity is V = 6.41 ×
105 cm/s. The dependence ∆V/V(T) involves three char-
acteristic portions. It can be seen that the acoustic
velocity increases monotonically with a decrease in the
temperature in the ranges T > 345 K and T < 325 K and
changes drastically (∆V/V ~ 1%) in the temperature
range of the magnetic phase transition (T ≈ 340 K). Nei-
ther temperature hysteresis nor dispersion of the acous-

Unit cell parameters of the La0.75Sr0.25MnO3 single crystal

Hexagonal pseudocell Rhombohedral cell

aH, Å cH, Å aR, Å γ, deg

5.530 (3) 13.404 (6) 5.492 60.46

Fig. 2. Laue x-ray diffraction pattern of the
La0.75Sr0.25MnO3 single crystal along the [110] cubic axis.
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tic velocity is revealed to within the experimental error
of the measurement.

The temperature dependence of the acoustical
absorption coefficient α at all frequencies is relatively
weak outside the temperature range corresponding to
the phase transition (Fig. 4). In the phase transition
range (T ≈ 340 K), the acoustical absorption coefficient
exhibits a sharp maximum. As follows from the results
of the measurements, the acoustical absorption ∆α at
the maximum increases with an increase in the fre-
quency. Note that, within the limits of experimental
error, the temperature position of the maximum does
not depend on the acoustic frequency.

The absence of additional features in the tempera-
ture dependences of the absorption coefficient and the
velocity of sound indicates that no structural transfor-
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Fig. 3. Temperature dependences of (1) the electrical resis-
tance R in a zero magnetic field and (2) the magnetic sus-
ceptibility χ for the La0.75Sr0.25MnO3 single crystal.
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Fig. 4. Temperature dependences of (1–3) the acoustical
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velocity ∆V/V of longitudinal acoustic waves propagating in
the La0.75Sr0.25MnO3 single crystal at frequencies f =
(1, 4) 90, (2, 5) 50, (3, 6) 36, and (7) 14 MHz.
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mations occur in manganites of the given composition.
This is confirmed by the results of x-ray and neutron
diffraction investigations [11].

Our data on the absorption and velocity of sound are
in qualitative agreement with the experimental temper-
ature dependences of the velocity of longitudinal
acoustic waves and the internal friction coefficient of
the La0.75Sr0.25MnO3 single crystal measured by the
composite-oscillator method at a frequency of 100 kHz
[12]. As in our case, Zainullina et al. [12] observed an
increase in the acoustic velocity and the maximum of
the internal friction coefficient in the range of the mag-
netic phase transition. Furthermore, according to [12],
the internal friction coefficient at T = 415 K exhibits a
“giant” peak, which is not accompanied by anomalies
in the temperature dependence of the acoustic velocity.
In the authors’ opinion [12], this peak is associated with
the relaxation processes occurring in the system of
point defects in the sample. The absence of a similar
absorption peak in our case may suggest that either
point defects are absent in the single crystal under
investigation or this effect at frequencies of 14–90 MHz
can be observed only in the high-temperature range (at
T ≈ 570–660 K according to our estimates made from
the data presented in [12]).

The acoustical absorption maximum observed in the
range of the magnetic phase transition at T ≈ 340 K
(Fig. 4) can be explained by the additional absorption
due to the interaction of the longitudinal acoustic wave
with the order parameter (the spontaneous magnetic
moment). In the general case, there exist the following
mechanisms of additional absorption [13–15]. First and
foremost, according to the Landau–Khalatnikov theory
[13, 15], the inclusion of the critical slowing-down of
the order parameter relaxation in the vicinity of the sec-
ond-order phase transition at T < Tc leads to an addi-
tional contribution to the acoustical absorption. This
contribution is a function of the frequency and has the
classical form for Debye relaxation:

where A is a numerical factor, M is the spontaneous
magnetic moment, τ = 1 – T/Tc is the reduced tempera-
ture, ω = 2πf is the circular frequency of the acoustic
wave, and t = t0τ–1 is the relaxation time of the sponta-
neous magnetic moment. The temperature dependence
of the relaxation contribution αR has the shape of an
asymmetric peak with a maximum at the temperature at
which the condition ωt = 1 is satisfied. The characteris-
tic time of spin relaxation t0 for conventional magnetic
materials is of the order of 10–9 s. Therefore, the maxi-
mum of the relaxation contribution αR in the frequency
range 14–90 MHz should be observed at temperatures
close to the critical point Tc. This is in agreement with
the observed position of the acoustical absorption peak.
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Apart from the Landau–Khalatnikov mechanism,
the additional contribution to the absorption of sound
can be made by the interaction of the acoustic wave
with critical fluctuations of the magnetization. The tem-
perature dependence of this fluctuation contribution has
the shape of a symmetric peak αF ∝ |τ| –n (where n is a
critical exponent), which diverges at T = Tc [14, 15].
However, this divergence can be observed only for very
pure materials. In real materials, the divergence is can-
celed, for example, by structural defects and inhomoge-
neities. In some cases, the fluctuation contribution αF

can turn out to be insignificant as compared to the
relaxation contribution αR [15].

The shape of the acoustical absorption peak
observed for the La0.75Sr0.25MnO3 single crystal (Fig. 4)
differs significantly from the peak corresponding to the
Landau–Khalatnikov relaxation mechanism. The shape
of this peak can be most adequately described by the
sum of the contributions from the Landau–Khalatnikov
relaxation and fluctuation mechanisms: α = αR + αF.
Unfortunately, the accuracy of the measurement does
not enable us to separate these contributions and to per-
form a more detailed analysis.

4. CONCLUSIONS

Thus, the acoustical, resistive, and magnetic proper-
ties of a La0.75Sr0.25MnO3 manganite single crystal were
investigated over a wide temperature range, including
the magnetic phase transition at Tc ≈ 340 K. The acous-
tical measurements performed by the pulse-echo
method in the frequency range 14–90 MHz revealed
that a decrease in the temperature leads to a drastic
increase in the velocity of the longitudinal acoustic
wave propagating along the [111] axis of the single
crystal at temperatures below the critical point Tc The
drastic increase in the velocity of sound is accompanied
by the appearance of an acoustical absorption peak.
These anomalies of the acoustical properties suggest
that the acoustic waves strongly interact with the mag-
netic moments of manganese ions in the
La0.75Sr0.25MnO3 single crystal. The results obtained
were analyzed theoretically. As follows from this anal-
ysis, the asymmetric shape of the acoustical absorption
peak indicates that the absorption of sound in the com-
pound under investigation is substantially affected by
both the Landau–Khalatnikov relaxation and the inter-
action of the acoustic wave with critical fluctuations of
the magnetization at temperatures in the vicinity of the
second-order magnetic phase transition.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
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Abstract—The variations in the magnetic resonance spectra accompanying the transition from the paramag-
netic to ferrimagnetic state in [{Cr(CN)6}{Mn(S)-pnH-(H2O)}] · H2O orthorhombic chiral molecular crystals
were studied. The dependence of the EPR linewidth on temperature in the proximity of the transition point TC =
38 K argues for the two-dimensional character of spin ordering. The spin resonance line was found to undergo
exchange narrowing at T > TC. The ferrimagnetic phase has an easy magnetization axis coinciding with the a
crystallographic axis. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The use of hexacyanometalate complexes
[(M(CN)6)3–, where M stands for a transition metal] in
the synthesis of new molecular magnets has lead to
considerable progress in increasing magnetic ordering
temperatures and to observation of the photomagnetic
effect [1]. The above complexes are molecular precur-
sors capable of being incorporated into various com-
pounds and of controlling the number and efficiency of
exchange channels among neighboring spins. This has
made it possible to raise the magnetic ordering point to
room temperature [2, 3] and prepare monomolecular
magnets with spins of up to 27/2 [4, 5]. The high sym-
metry of the M(CN)6 complexes makes their magnetic
properties in crystals predictable, and their compatibil-
ity with metals of various types makes it possible to
vary the symmetry and overlap of electronic shells.
Most compounds of this type exhibit three-dimensional
(3D) magnetic ordering. However, crystals whose spe-
cific structural features are capable of giving rise to
magnetism of lower dimensions or helicoidal spin
ordering have also attracted attention.

There have been reports [6] on the preparation of a
new molecular crystal, [{Cr(CN)6}{Mn(S)-pnH-
(H2O)}] · H2O, which undergoes a magnetic phase tran-
sition at TC = 38 K (orthorhombic crystal structure
P212121 with lattice parameters a = 7.6280(17), b =
14.510(3), and c = 14.935(3) Å). Transparent, needle-
shaped, greenish crystals have been termed green nee-
dles (GNs). The atomic structure of GN crystals is
shown in Fig. 1a. Their molecules are coupled to form
quasi-two-dimensional wavy layers parallel to the ab
plane. Within a layer, the alternating paramagnetic ions
1063-7834/05/4711- $26.002106
Cr3+ and Mn2+ are covalently bonded through –CN–
groups to form a slightly distorted square lattice
(Fig. 1b). The layers are coupled by van der Waals
interaction. The local environment of the Cr3+ ions con-
sists of six carbon atoms occupying the corners of a
octahedron. The Mn2+ ions are also surrounded by six
nearest neighbors, five of which are nitrogen atoms and
one, an oxygen atom. In addition, as the N5–N6 long
axis of the coordination octahedron is displaced along
the c axis, it turns about it. In other words, the structure
exhibits chirality with respect to Mn2+ positions and has
no inversion symmetry. The chirality gives rise to circu-
lar rotation of the plane of light polarization and to
asymmetry in the Faraday rotation, which depends on
the strength of an external dc magnetic field [6]. The
specific features of magnetic ordering of the GN molec-
ular compound have not yet been adequately studied. In
particular, the effect of chirality on the formation of the
magnetic structure of this compound remains unclear. It
is these features that account for the interest in GN
crystals in connection with the progress made in mag-
netic resonance techniques as applied to chiral ferrites,
chiro-FMR (see, e.g., review [7]).

The present study was aimed at determining the type
of magnetic ordering and investigating the magnitude
and direction of the anisotropy field in a magnetically
ordered state, as well as at observing the features in the
magnetic properties of GN crystals that originate from
the quasi-two-dimensional character of the structure of
these crystals.

It is appropriate to note also that
[{Cr(CN)6}{Mn(S)-pnH-(H2O)}] · H2O can be synthe-
sized (depending on the actual conditions of prepara-
tion) in three different orthorhombic modifications hav-
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Atomic structure of GN crystals as viewed (a) along the a axis and (b) along the c axis.
ing the same space group P212121 to which GNs belong
and chirality of the Mn2+ positions: GNs themselves;
phase I and phase II with the same chemical formula as
GNs; and phase III, the dehydrated compound
[{Cr(CN)6}{Mn(S)-pnH-(H2O)}] [6]. Here, we deal
with phase I only.

2. EXPERIMENTAL TECHNIQUE

Crystals were grown as rectangular platelets mea-
suring ~0.1 × 0.3 × 2 mm. Experiments were run with
HYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
X-range (~9.5 GHz) and Q-range (~32 GHz) EPR spec-
trometers (Bruker ESP300E and E500) with H102-type
rectangular resonators providing modulation frequen-
cies of 1.56–100 kHz and a dc magnetic field sweeping
range B0 = 0–1.5 T. The crystals were fixed in a node of
the magnetic component of the applied microwave
field. The resonator Q factor was monitored in the
course of measurements. The EPR signal was propor-
tional to the first derivative of the imaginary part of the
crystal magnetic susceptibility dχ/dH. The temperature
was varied in the range 3.1–300 K. The sample to be
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studied was sealed in a quartz ampoule filled with
argon. CuSO4 · 5H2O single crystals exposed previ-
ously to an atmosphere saturated with water vapor were
used for calibration. The magnetic susceptibility of the
reference sample derived by double integration of its
EPR spectrum was normalized against the value of χ
obtained with a SQUID magnetometer. This permitted
us to determine the deviations of the χ(T) relation in
CuSO4 · 5H2O for T < 20 K from purely paramagnetic
behavior so as to introduce the corresponding correc-
tions into the temperature dependence of the EPR sig-
nals of the GN crystals under study.
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Fig. 2. (a) EPR spectra of a GN single crystal and of the
K3Cr(CN)6 paramagnetic salt used to prepare GN crystals
at 293 K; (b) angular dependence of the linewidth ∆Hpp
obtained with the spectrometer dc magnetic field rotated in
the ac plane at 293 K. The solid line is a fitting of experi-

mental data to the relation  = α + β(1 – 3cos2θ)2.

The inset shows the angular dependence of the linewidth
∆Hpp obtained under rotation of the spectrometer dc mag-
netic field in the ab plane. The solid line is a fitting of exper-
imental data with a ∆Hpp = α + βcos2θ relation.

∆H pp
GN
PH
3. EXPERIMENTAL RESULTS

At T = 290 K, the EPR spectrum obtained in the X
range has a single line whose shape is Lorentzian to
within 99% for any orientation of the spectrometer dc
magnetic field H0 with respect to the crystal (Fig. 2a).
Also shown for comparison is a broader line in the
spectrum of the K3Cr(CN)6 salt from which the crystal
was prepared. The EPR line halfwidth (from the maxi-

mum to a minimum) is  = 25 Oe for H0 aligned
parallel to the a axis and reveals a very weak anisotropy
with the vector H0 rotated in the ab plane. By contrast,
the halfwidth is notably anisotropic when H0 is rotated
in the ac plane (Fig. 2b). The resonance fields vary by
less than 2 Oe for rotation in any plane.

Reducing the temperature to below 40 K makes the
spectrum more complex (Fig. 3). Indeed, (i) its inte-
grated intensity in the interval from 40 to 10 K
increases by 2 to 3 orders of magnitude, (ii) additional
weaker lines of a smaller amplitude appear about the
central maximum, and (iii) the resonance field of the
strongest central line in the spectrum shifts abruptly
toward higher values for the dc magnetic field H0
aligned with the b axis and becomes lower for H0 || a
(Fig. 4a). Rotation of the crystal leaving H0 in the ab
plane reveals a substantial anisotropy of the resonance
magnetic field Hres, which is derived from the position
of the strongest line in the spectrum at T < 12 K
(Fig. 4b). Note that the value of Hres remains practically
constant over a broad range of angles θ between H0 and
the a axis. Hres increases strongly only when H0 devi-
ates from the a direction by more than 45°.

The magnetic susceptibility of the crystal χGN was
obtained through double integration of the spectrum
and by comparing it with the magnetic susceptibility of
the reference sample throughout the temperature range
covered. Figure 5 shows the temperature dependence of

the reciprocal magnetic susceptibility  along the
a axis normalized against its value at T = 300 K. Plotted
in these coordinates, the temperature dependence of the
reciprocal magnetic susceptibility is a straight line,

 = T/C (C is the Curie constant). The deviation of
experimental points from this line makes it possible to
judge the sign of the exchange interactions and to deter-
mine the critical temperature and the type of magnetic

ordering. At temperatures of 300–80 K, the (T)
dependence for GN crystals is very nearly a straight
line characteristic of antiferromagnets and ferrimag-
nets. For T < 80 K, experimental points start to deviate

strongly from this straight line, with  decreasing
markedly by about two orders of magnitude in the
vicinity of T ~ 40 K. A further decrease in temperature
to below 40 K brings about only a slight decrease of

 in magnitude. The observed (T) relation sug-
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the CuSO4 · 5H2O reference single crystal. The right-hand line in the spectrum is a signal from the GN sample. The dc magnetic
field is directed along the b axis.
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K3Cr(CN)6 powder. For T < 40 K, the resonance field was determined for the strongest line at the center of the spectrum (see inset).
(b) Dependence of the resonance field Hres for the GN EPR signal on the angle between the dc magnetic field H0 and the b axis,
with the magnetic field swept in the ab plane: (1) T = 3.3, (2) 12, and (3) 293 K.

60
0

gests a ferrimagnetic character of magnetic ordering in
GN crystals. For comparison, Fig. 5 presents the tem-
perature dependence of the reciprocal susceptibility of
K3Cr(CN)6, which indicates typical paramagnetic
behavior down to a temperature of 3.1 K.

Measurements of the temperature dependence of
χGN under different sample orientations relative to H0
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
showed that, for the field aligned with b or c, χGN(T)
increases monotonically for T < 38 K, whereas for the
field directed along the a axis an increased is observed
in the value of χGN followed by a sharp decrease normal-
ized against its room-temperature value χRT (Fig. 6a).
Variations of the modulation frequency and amplitude
within approximately two orders of magnitude did not
05
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affect either the pattern of the spectrum or the tempera-
ture dependence of χ to within experimental accuracy.
This strongly suggests that the crystal magnetization
was saturated in the magnetic field used, H0 ~ 3.5 kOe.

Because the dependence of the resonance frequency
ν of a magnetically ordered crystal on the magnetic
field H0 should differ from that for a crystal in the para-
magnetic phase, the value of ν was measured with X-
and Q-range spectrometers (Fig. 7). The resonance fre-
quency corrected for the demagnetizing field for a plane
rectangular plate (which was determined using the Kittel
relations [8]) yields a negligible correction. It was estab-
lished that, in the paramagnetic phase at T > 38 K, the
straight line drawn through the experimental ν(H0)
points passes through the origin, whereas at 3.1 K this
line gives an intercept of 2000 Oe on the abscissa axis.
Because the spectrometer magnetic field used results in
magnetization saturation, i.e., it is in excess of the
anisotropy field, the intercept on the abscissa axis is the
double anisotropy field Ha ~ 1000 Oe. By determining
in this way the dependence of the anisotropy field on
the angle the b axis makes with the direction of the dc
magnetic field lying in the bc plane (Fig. 8), it could be
verified that the anisotropy fields along the b and c axes
are different. From the data obtained, it follows that the
b axis is the hardest magnetization axis.

The dependence of the resonance linewidth ∆Hpp on
temperature contains information on the mechanisms
of relaxation and EPR line broadening (Fig. 9a). The
smooth increase in ∆Hpp in the range 300–110 K is
replaced by a decrease in ∆Hpp, and after the minimum
at T = 60 K is reached the linewidth is seen to grow rap-
idly over the range up to the magnetic transition tem-
perature. The ratio of the linewidth for the dc magnetic
field aligned with the a axis, ∆Hpp (θ = 0), to that for the
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Fig. 5. Temperature dependence of the reciprocal magnetic
susceptibility χ–1 (1) of GN single crystals along the a axis
and (2) of the paramagnetic salt K3Cr(CN)6 from which the
GN crystals were prepared.
PH
field oriented along the b axis, ∆Hpp (θ = 90°), also
exhibits a minimum followed by a sharp increase as TC

is approached (Fig. 9b).

4. DISCUSSION

Because GN crystals have alternating paramagnetic
ions of two types with different spins, Cr3+ and Mn2+,
the experimental dependence of the reciprocal mag-
netic susceptibility above the critical temperature was
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Fig. 6. Temperature dependence of the magnetic suscepti-
bility χ of GN crystals for the dc magnetic field aligned with
(1) the b axis and (2) the a axis. The susceptibility is nor-
malized against its value at T = 293 K. Also shown for com-
parison is a plot of the Curie law for ions with spin 5/2
(curve 3).
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Fig. 7. Resonance frequency ν corrected for the demagne-
tizing field and the corresponding values of the resonance
magnetic field Hres for (1) T = 293 and (2) 3.1 K. The inter-
cept of the straight line on the H axis is twice the anisotropy
field 2Ha. The inset gives a schematic representation of the
resonance frequencies plotted vs the resonance field for a
typical ferromagnet for parallel and perpendicular orienta-
tions of the dc magnetic field with respect to the principal
magnetization axis [12].
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described in terms of the model of a two-sublattice fer-
rimagnet using the formula [9]

(1)

where C1 and C2 are the Curie constants for the Cr3+ and
Mn2+ sublattices, respectively. As seen from Fig. 5, the
theoretical (solid) curve fits fairly well the experimental
points for T > TC, where TC = 38 ± 2 K is the critical
temperature of the transition of the GN crystal to the
ferrimagnetic state. This relation suggests also that the
intrasublattice Mn–Mn and Cr–Cr interactions in the
GN crystal are positive, while the sublattices them-
selves are coupled with each other by weak negative
exchange interaction (with a coupling constant λMnCr ≈
–0.62 ± 0.3 emu/mol).

Note that the resonance linewidth of GN crystals in
the paramagnetic phase is substantially smaller than the

EPR linewidth  = 265 Oe of the K3Cr(CN)6 salt
from which they were prepared. Since the starting salt
remains paramagnetic down to T = 3.1 K (Fig. 5), one
may suggest that the narrowing of the EPR line of GN
crystals is due to the interion exchange interaction aver-
aging out local magnetic field fluctuations at the para-
magnetic center induced by the dipole–dipole interac-
tion and/or other relaxation processes. According to
Anderson and Weiss [10], the width of the EPR reso-
nance line in the presence of exchange interaction can
be written as

(2)

where He is the “exchange” magnetic field (the energy
of exchange interaction expressed in field units), ∆Hp is
the contribution to the linewidth from the dipole–dipole
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Fig. 8. Anisotropy field Ha defined as shown in Fig. 7 and
plotted vs the angle between the dc magnetic field H0 and the
b axis for the GN crystal rotated in the bc plane. T = 3.1 K.
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interaction, and ∆HH is the contribution to the linewidth
from relaxation processes not related to exchange inter-
action (hyperfine interaction, zero-field splitting, etc.).

We accept ∆HH = 0 to estimate the part played by

exchange interaction. According to [10],  =
5.1(gµBn)2S(S + 1). Here, S is the spin of paramagnetic
ions; n is their volume concentration; g is the g factor
derived from the EPR condition hν = gµBHres; ν is the
microwave frequency; h is the Planck constant; µB is
the Bohr magneton; Hres is the resonance field; and He =

∆H p
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Fig. 9. (a) Temperature dependence of the linewidth ∆Hpp
of GN crystals plotted for T > TC = 38 K. The dc magnetic
field is aligned with the easy magnetization axis (the a axis).
For comparison, the inset shows the temperature depen-
dence of the EPR line halfwidth for a two-dimensional
uniaxial antiferromagnet K2MnF4 with an easy magnetiza-
tion axis (data from [11]). (b) Temperature dependence of
the ratio of the EPR line halfwidth of GN crystals along the
easy magnetization axis, ∆Hpp(θ = 0°), to that obtained in
the transverse orientation, ∆Hpp(θ = 90°). The inset shows
an analogous plot drawn for K2MnF4 crystals [11].
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2.83 , where J is the exchange integral,

which in the Weiss molecular field theory (accounting
only for the exchange among nearest neighbors) is
related to the critical ordering temperature through the
relation 3kBTC = 2zJS(S + 1), with z being the number
of nearest neighbors and kB being the Boltzmann con-
stant [1]. Thus, the Anderson–Weiss theory makes it
possible to estimate the critical temperature of mag-
netic ordering from the magnitude of line narrowing. It
appears appropriate to note here, however, that this the-
ory was developed for magnets with paramagnetic ions
of one type only. In our case, there are two such ions,
Cr3+ and Mn2+; therefore, the above expressions for He

and ∆Hp should be modified by replacing S(S + 1) 

, where SCr = 3/2 and SMn =
5/2 [9], and by considering the exchange integral J to be
an effective parameter including the inter- and intrasu-
blattice exchange integrals. After these modifications,
we estimate the critical temperature for GN crystals
using the following parameter values: g ≈ 2, n = 4.84 ×
1021 cm–3, z = 6, ∆HH =  = 265 Oe, and  =
25 Oe (Fig. 2a). Assuming the contributions to the lin-
ewidth that are not related to exchange factors to be
small, we arrive at TC ≈ 30 K, which compares well
with the measured value TC = 38 K and means that the
exchange interaction dominates the linewidth (and is
responsible for its substantial narrowing) in the para-
magnetic region.

The literature abounds with data on the magnetic
properties of crystals based on hexacyanometalate
complexes, so it seems appropriate to compare this
experimental value of TC with the values found for this
parameter in other compounds. It was shown in [1] that
the value of TC is readily predictable and is determined
by two factors, namely, (i) the relative number of ferro-
and antiferromagnetic exchange channels for metallic
ions, as well as the symmetry of their wave functions,
and (ii) the number of nearest magnetic neighbors z. In
GN crystals, the Mn2+ ions with a 3d5 shell contain
three electrons with wave-function symmetry t2g and
two electrons of eg symmetry. The 3d3 Cr3+ ions have
three electrons with wave-function symmetry t2g. It is
known that indirect exchange interaction in a pair of
ions coupled by the CN bond is ferromagnetic if the
wave functions of two unpaired electrons belonging to
different ions are of symmetry t2g and this interaction is
antiferromagnetic if the symmetry of one wave func-
tion is t2g and that of the other is eg. Therefore, the crys-
tals under study have six ferromagnetic and nine anti-
ferromagnetic exchange channels. As a result, the net
intersublattice exchange is antiferromagnetic, which,
on account of the Mn2+ and Cr3+ spins being different,
results in ferrimagnetism. The value of TC in known
compounds of this kind with z1 = 6 is close to 60 K [1].

J
gµB
--------- S S 1+( )

SCr SCr 1+( )SMn SMn 1+( )

∆H pp
s ∆H pp

GN
PHY
In GN crystals, z2 = 4. The simple model mentioned
above yields therefore TC = 60z2/z1 = 40 K, a figure
which is in good agreement with the experimental value
TC = 38 K. The fact that data on the crystal stoichiome-
try permit a good guess of TC suggests that the approx-
imation of independent exchange channels and d-elec-
tron pair interactions offers a correct description of the
interrelation between the electronic and magnetic prop-
erties of the crystals under study.

Consider the angular dependences of the linewidth.
The classical theory of exchange narrowing in three
dimensions predicts the angular dependence of the
halfwidth to be ∆Hpp = α + βcos2θ, where α and β are
constants and θ is the angle between H0 and the plane.
The small variations of the EPR line halfwidth in GN
crystals observed with H0 rotated in the ab plane, to
which layers of exchange coupled ions are stacked in
parallel, do indeed fit with the above relation (solid line
in the inset to Fig. 2b). In the ac plane, however, the line

halfwidth scales as  = α + β(1 – 3cos2θ)2

(Fig. 2b). The factors accounting for the relation of the
type (1 – 3cos2θ)2 were studied in considerable detail
by Richards and Salamon and reported in a number of
publications [11] on the magnetic resonance in 1D and
2D antiferromagnets for T > TC. These factors basically
consist in that, because the exchange interaction is
localized in an atomic chain or plane, the interaction
cannot effectively average the local magnetic field fluc-
tuations initiated by dipole–dipole interactions in the
direction perpendicular to the line or plane of exchange.
This fact accounts for the appearance of the EPR line-
width contribution ~(1 – 3cos2θ)2 characteristic of
dipole–dipole interaction. The only exception is the
magic angle θ ≈ 55°, at which 1 – 3cos2θ = 0; in this
case, the dipole–dipole correlations are nonexistent and
the linewidth is minimal (Fig. 9b). Thus, one is led to
the conclusion that, in GN crystals, exchange interac-
tion among Cr3+ and Mn2+ ions for T > TC, as well as
ferrimagnetic spin ordering for T < TC, occurs in the ab
plane. This conclusion is consistent with the fact that
the covalently bonded Cr3+ and Mn2+ layers are
arranged along the ab plane and that there are no cova-
lent bonds coupling the layers (Fig. 1).

5. CONCLUSIONS

[{Cr(CN)6}{Mn(S)-pnH-(H2O)}] · H2O crystals
undergo a magnetic phase transition from the paramag-
netic to ferrimagnetic state at T = 38 K. The easy mag-
netization axis is aligned with the a axis.

Exchange narrowing of the spin resonance line has
been found to occur for T > TC. The critical magnetic
ordering temperature as estimated from the linewidth,
TC ~ 30 K, compares with TC = 38 K, the figure derived
from magnetic susceptibility measurements, and is
consistent with theoretical predictions based on data on

∆H pp
GN
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the filling of metal ion electronic shells and crystal sto-
ichiometry.

It has been established that, when the dc magnetic
field rotates in the ab plane, in which complexes of
paramagnetic ions are coupled by covalent CN bonds,
the resonance linewidth is very nearly isotropic, while
when the rotation occurs in the ac plane the resonance
linewidth obeys the Richards relation. This behavior of
the linewidth argues for two-dimensional spin ordering
in the ab plane.
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Abstract—The magnetic susceptibility and specific heat of single crystals of the Ba2Fe2GeO7 barium ferriger-
manate are investigated. It is revealed that the temperature dependence of the magnetic susceptibility exhibits
a kink at a temperature T = 8.5 K. The number of nonequivalent positions of Fe3+ ions and their occupancies
are determined using Mössbauer spectroscopy. It is shown that the Fe3+ ions located in tetrahedral positions T2
are ordered incompletely, which is inconsistent with the results obtained previously. An assumption is made
regarding the possible ground magnetic state of the Ba2Fe2GeO7 compound. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Magnetic systems whose structure contains tetrago-
nal layers with antiferromagnetic exchange interactions
can exhibit interesting properties, such as order by dis-
order (with complete frustration of the exchange inter-
actions in the layer) [1] and a spin-singlet state due to
the modification of the structure through magnetoelas-
tic coupling [2]. It is worth noting that an important role
in this case is played by quantum magnetic fluctuations.
The situation is complicated when the system is charac-
terized by a considerable covalency of bonding, i.e.,
when different spin states of paramagnetic ions become
possible due to the violation of the Hund rule. Similar
effects can be observed, for example, in a melilite struc-
ture [3] with paramagnetic ions.

It should be noted that, in the physics of polyfunc-
tional materials, single crystals with a combination of
different magnetic and electrical properties have partic-
ularly attracted the attention of researchers. For exam-
ple, tetragonal copper metaborate, which is of interest
from the standpoint of the nontrivial type of magnetic
ordering [4], exhibits a piezoelectric effect comparable
in magnitude to that of quartz [5]. Similar properties
can be expected for other magnetically ordered crys-
tals. In the present work, we synthesized and investi-
gated the properties of single crystals of tetragonal bar-
ium ferrigermanate Ba2Fe2GeO7 [3]. The barium ferri-
germanate undergoes melting with decomposition, and
single crystals of this compound have not been grown
to date.

In this work, we grew barium ferrigermanate single
crystals using the solution–melt method and analyzed
the first results of an experimental investigation into its
1063-7834/05/4711- $26.00 2114
magnetic properties, specific heat, and Mössbauer
effect.

2. CRYSTAL STRUCTURE
OF BARIUM FERRIGERMANATE

Tetragonal barium ferrigermanate Ba2Fe2GeO7 is a
representative of the family of compounds that have a
structure of the melilite (Ca2Al2SiO7) type and crystal-

lize in the space group  (Z = 2) [3, 6]. Polycrys-
tals of this compound were first synthesized by the
solid-phase reaction at a temperature T = 1200°C [3].
The structure of the barium ferrigermanate is built up of
layers that alternate along the c tetragonal axis and con-
sist of polyhedra containing barium ions (Thomson
cubes) and two types of oxygen tetrahedra joined into
five-membered rings (Fig. 1). Larger sized relatively

regular tetrahedra T1, which have symmetry  and are
located at vertices and at the center of the bases of the
tetragonal cell, are predominantly occupied by Fe3+

ions. Less regular tetrahedra T2, which form diortho
groups [M2O7] with symmetry mm2, are statistically
occupied by Fe3+ and Ge4+ ions approximately in a 1 : 1
ratio. The structural formula, which accounts for the
distribution of cations over crystallographic positions
T1 and T2, can be approximately written in the form
Ba2(Fe3+)T1(Fe3+Ge4+)T2O7. This distribution of Fe3+

cations over tetrahedral positions T1 and T2 was deter-
mined using Mössbauer spectroscopy for polycrystal-
line samples [3]. Among the compounds synthesized to
date in the melilite family and belonging to the same
structural type, the Ba2Fe2GeO7 barium ferrigermanate
is characterized by the highest iron content and is most
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attractive for use in magnetic investigations. As regards
the magnetic properties, it is important to note that Fe3+

ions form square planes perpendicular to the c crystal-
lographic axis in such a way that the Fe3+ ion is located
at the center of each square formed by the Fe3+ ions. In
the case when the exchange interactions in each plane
are antiferromagnetic in nature, they are frustrated
completely. This prevents manifestation of a long-
range antiferromagnetic order. Consequently, the
exchange interactions between far neighbors play an
important role. Moreover, the so-called mechanism of
attainment of order by disorder due to the nonlinear
interaction of magnetic excitations in the frustrated spin
system [1] can also make a significant contribution.

3. EXPERIMENTAL TECHNIQUE, RESULTS, 
AND DISCUSSION

3.1. Crystal Synthesis

This paper reports on the results of the first investi-
gations into the crystal structure and the magnetic, ther-
mal, and electrical properties of barium ferrigermanate
single crystals. The crystals were grown by the solu-
tion–melt method with the use of a PbF2–B2O3-based
solution melt containing 68 wt % (PbF2 + 0.62B2O3 +
1.09BaO + 0.45GeO2) and 32 wt % Ba2Fe2GeO7. In
this system, Ba2Fe2GeO7 is the high-temperature phase
(Tsat = 940°C) and, in the range of its stability, is repre-
sented in a binary form. The density of the solution melt
is higher than that of the barium ferrigermanate, and the
growth was performed in a weakly nonuniform temper-
ature field at dT/dh < 0 (|dT/dh | ≤ 2 K/cm) according to
the Kyropoulos method. Black single crystals of the
compound had the shape of rectangular plates (4 × 6 ×
2 mm).

T2

T1

T2

A2+

a

a

Fig. 1 Structure of the melilite crystal as projected onto the
(001) plane. A2+ = Ba2+ or Sr2+.
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The X-ray diffraction investigations confirmed that
the crystal grown has a helenite structure with the tet-
ragonal unit cell parameters a = 8.33 Å and c = 5.59 Å.
The lattice parameters of the crystals grown and the
polycrystals synthesized by the solid-phase reaction [3]
are in good agreement. This indicates that partial sub-
stitution of Pb2+ for Ba2+ due to the ion exchange
PbF2 + BaO  PbO + BaF2 does not occur under the
above conditions of crystal growth.

3.2. Magnetic Susceptibility and Specific Heat

The magnetic and thermal measurements were per-
formed on a PPMS setup and a SQUID magnetometer.
The complex magnetic susceptibility was measured in
the temperature range 2–150 K at a frequency of 1 kHz
in a magnetic field of 10 Oe, which was directed both
perpendicular and parallel to the c axis. The results of
the measurements are presented in Fig. 2.

It can be seen from Fig. 2 that, at a temperature of
approximately 8.5 K, the temperature dependence of
the magnetic susceptibility exhibits a kink, which is
characteristic of transitions to a magnetically ordered
state. The anisotropy of the magnetic susceptibility
manifests itself at temperatures below 30 K. It should
be noted that the temperature dependence of the recip-
rocal of the magnetic susceptibility can be separated
into three linear portions (13 K < T < 45 K, 60 K < T <
100 K, 120 K < T < 150 K) with different slopes and,
hence, with different Curie–Weiss temperatures. This
can be associated with the retention of exchange-cou-
pled fragments of the magnetic structure at intermedi-
ate temperatures. The fitting at temperatures higher
than 120 K results in the Curie–Weiss temperature θ =
–6.7 K and the effective magnetic moment µeff = 2.3µB,
where µB is the Bohr magneton. This magnetic moment
differs substantially from the theoretical value of the

20
T, K

χ, 10–4 cm3/g

0.8

0.4

0 40 60 80 100 120 140 160

1.2

1.6

2.0

Fig. 2. Temperature dependence of the real part of the mag-
netic susceptibility at a frequency of 1000 Hz in a magnetic
field of 10 Oe.
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magnetic moment (5.92 µB) for Fe3+ ions. The Curie–
Weiss temperature is negative and, hence, the antiferro-
magnetic exchange interactions are dominant in the
studied compound. Under the assumption that the
Curie–Weiss temperature θ is determined by the
exchange interaction J of the nearest neighbors z = 4,
the exchange interaction between the nearest neighbors
of the Fe3+ ions (i.e., J = –0.6 K) is determined from the
relationship θ = –zJS(S + 1)/3kB. It should be empha-
sized that the obtained value corresponds to the average
exchange interaction in the system. Since all the
exchange interactions in the plane are antiferromag-
netic and frustrated, the calculated exchange integral
can appear to be considerably underestimated.

The experimental temperature dependence of the
specific heat in the temperature range 2–14 K is plotted
in Fig. 3. Note that this dependence does not exhibit a
noticeable feature at temperatures close to 9 K. A sim-
ilar situation was also observed for the Ca3CoRhO6
compound and was explained by the smearing of the
magnetic phase transition [7]. However, this effect is
still not clearly understood.

The Ba2Fe2GeO7 crystal is a good insulator.

3.3. Mössbauer Investigation

The analysis of the crystal structure of the ferri-
helenite revealed that the spacing between layers con-
taining structure-forming tetrahedra is rather large. The
distance between the nearest anions of the adjacent lay-
ers is greater than 3 Å. The Ba–O distance is approxi-
mately equal to 2.5 Å. These large distances allow us to
ignore the exchange interaction between cations of the
adjacent layers. Within this approximation, the ferri-
helenite lattice can be considered a two-dimensional
lattice from the standpoint of magnetism.

20
T, K

Specific heat, µJ/K

1000

500

0 40 60 80 100 120 140 160

1500

2000

2500

3000

Fig. 3. Temperature dependence of the specific heat for the
Ba2Fe2GeO7 crystal.
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Large-sized weakly distorted tetrahedra T1 form
two simple tetragonal lattices inserted into each other.
More strongly distorted tetrahedra T2 are joined in
pairs. These pairs also form two simple tetragonal lat-
tices inserted into each other. One lattice is located
above and the other lattice is positioned below the plane
formed by T1 tetrahedra. In the ferrihelenite structure,
the T1 tetrahedra are occupied only by Fe3+ cations,
whereas the T2 tetrahedra are occupied by Fe3+ and
Ge4+ cations in a 1 : 1 ratio.

From analyzing the cation–cation exchange interac-
tions in the framework of the simple model of indirect
coupling [8, 9], we obtained the following relation-
ships:

(1)

where a is the parameter of ligand–cation electronic
transfer, which is equal to the square of the coefficient
characterizing the admixture of the ligand wave func-
tion to the cation wave function; U is the energy of cat-
ion–ligand electronic excitation; and the cosine roughly
describes the angular dependence of the transfer inte-
gral. It follows from relationships (1) that the exchange
interaction J2 is nearly twice as strong as the exchange
interaction J1.

The distribution of Fe3+ and Ge4+ cations over the T2
tetrahedral positions plays an important role in the for-
mation of the magnetic structure of ferrihelenite layers.
By assuming that cations of different types are ordered
in the T2 tetrahedral positions, we can consider two
possible variants.

(i) A pair of T2 cations is formed by cations of dif-
ferent types (Fe3+, Ge4+). In this case, we obtain zigzag
chains along one of the a axes, as is shown in Fig. 4a,

J1 Fe
3+

T1( ) Fe
3+

T2( )–( ) 6a
2
U 45°/25,cos–=

J2 Fe
3+

T2( ) Fe
3+

T2( )–( ) 24a
2
U/75,–=

J1

J2

J1

T1

T2

(a) (b)

Fig. 4. Ordering of Fe3+ and Ge4+ ions over the T2 positions
of helenite.
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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where circles indicate Fe3+ cations in the T1 tetrahedral
positions and triangles represent Fe3+ cations in the T2
tetrahedral positions. Since the exchanges for each cat-
ion to the right and to the left along the chain are equiv-
alent, the chains are magnetically homogeneous. For
this type of ordering, the (a, a, c) lattice should trans-
form into the (a, b, c) lattice due to the difference
between the radii of the Fe3+ and Ge4+ cations.

(ii) A pair of T2 cations is formed by cations of the
same type (layer-by-layer ordering). In this case, we
have antiferromagnetic pairs of Fe3+ cations. These
pairs are coupled with each other in two directions
through the interaction with T1 cations, thus forming a
two-dimensional lattice. This type of ordering is illus-
trated in Fig. 4b. Since J2 > J1, we can expect the forma-
tion of antiferromagnetic dimers, which are in a singlet
state and, hence, cannot be magnetically coupled with
the surrounding matrix. The matrix is the sublattice of
Fe3+ cations (T1) that are not bonded to each other.
Consequently, this sublattice is in a quasi-paramagnetic
state. Therefore, in the case of ordering of the second
type, we have an ensemble of antiferromagnetic dimers
Fe3+ (T2) in the paramagnetic lattice of Fe3+ ions (T1).
In this situation, the helenite lattice can undergo an
orthorhombic distortion.

The above analysis clearly demonstrates that, in the
case when the Fe3+ and Ge4+ cations are statistically dis-
tributed over the T2 positions, the helenite layer
involves a set of magnetically different objects, namely,
single paramagnetic cations, singlet pairs, finite homo-
geneous chains, and two-dimensional regions.

The Mössbauer spectrum measured for a powder of
the single crystal is fairly well approximated by two
doublets. The doublet parameters listed in Table 1
(where IS is the isomer shift with respect to α-Fe, QS is
the quadrupole splitting, W is the absorption line width
at half-maximum, and S is the fractional occupancy of
the cation position) are in qualitative agreement with
the results obtained for polycrystalline samples in [3].
The considerably larger values of the isomer shift and
quadrupole splitting in [3] are most likely associated
with the defect structure of polycrystals. The isomer
shift is characteristic of Fe3+ ions in the tetrahedral
environment, and the large value of the quadrupole
splitting indicates a strong distortion of this environ-
ment.

In order to reveal the possible ordering of cations
over the T2 positions in the ferrihelenite structure, the
Mössbauer spectra were identified in two stages. At the
first stage, we determined the distribution functions of
the quadrupole splitting P(QS) for two valence states of
iron. For this purpose, the Mössbauer spectrum was
represented as the sum of two groups of doublets with
the isomer shifts given in Table 1 and natural width of
the absorption line. The quadrupole splitting was varied
in steps of 0.05 mm/s. The distribution functions P(QS)
were determined by varying the amplitudes of doublets
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
and the isomer shifts that were identical for each group
of doublets. The distribution functions P(QS) thus
obtained are presented in Fig. 5.

The maxima in the distribution functions P(QS)
indicate that the helenite structure can involve addi-
tional iron positions that are nonequivalent in terms of
the degree of local distortion. The information obtained
from the distribution functions P(QS) is qualitative in
character, because these functions were determined
using identical isomer shifts for each group of doublets.
In the general case, this can lead to the appearance of
false maxima.

At the second stage of the identification of the
Mössbauer spectra, we constructed a model spectrum
on the basis of the number and approximate values of
the parameters estimated for the nonequivalent posi-
tions from the distribution functions P(QS). The model
spectrum was fitted to the experimental spectrum by
varying the entire set of hyperfine parameters with the
use of the least-squares procedure in the linear approx-
imation. In the course of this fitting, the desired param-
eters are refined and the occupancies of positions that
are responsible for the doublets corresponding to the
false maxima become negligible. The results of the
two-stage identification of the Mössbauer spectra are
presented in Table 2.

The revealed nonequivalent positions, namely, three
T1 and two T2 positions, can be assigned to the posi-
tions with different numbers of nearest cations of a par-
ticular type. In the case when the T2 positions are half
occupied, the most probable configuration of the four

Table 1.  Parameters of the Mössbauer spectrum of barium
ferrigermanate

Position IS, mm/s QS, mm/s W, mm/s S

T1 0.205 1.117 0.413 0.497

T2 0.187 1.525 0.337 0.503

0.5
QS, mm/s

P(QS)

0 1.0 1.5 2.0 2.5 3.0

IS = 0.17

IS = 0.24

Fig. 5. Distribution functions of the quadrupole splitting
P(QS) for two valence states of iron ions in barium ferriger-
manate.
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Table 2.  Mössbauer parameters of the nonequivalent positions of iron ions in barium ferrigermanate

Position IS, mm/s QS, mm/s W, mm/s S Nearest neighbor
configuration

Occupation probability
for a random distribution

0.204 0.711 0.251 0.060 3Fe1Ge 0.125

T1 0.223 1.038 0.268 0.065 1Fe3Ge 0.125

0.230 1.403 0.361 0.355 2Fe2Ge 0.1875

T2 0.163 1.201 0.432 0.253 3Fe 0.25

0.159 1.571 0.312 0.267 2Fe1Ge 0.25
nearest neighbors for the T1 position is the 2Fe2Ge
configuration. This is the sole configuration when the
cations are ordered over the T2 positions. The appear-
ance of the 3Fe1Ge and 1Fe3Ge configurations indi-
cates a random distribution of Fe3+ and Ge4+ cations
over the T2 positions.

Of the three neighbors of the T2 position, two are
always represented by Fe3+ cations occupying the T1
positions. The third neighbor is a Ge4+ cation in the case
of ordering. For a random distribution, the Fe3+ or Ge4+

cation can equiprobably serve as the third neighbor;
i.e., the presence of nonequivalent positions T2 counts
in favor of the random distribution. Therefore, the
structure of the barium ferrigermanate can be treated
from the standpoint of magnetism as built up of mag-
netically different objects (from isolated paramagnetic
cations to two-dimensional regions). It is worth noting
that the occupancies of the cation positions with the
revealed configurations differ significantly from their
occupation probabilities for the actual random distribu-
tion of cations (see the last column in Table 2). These
differences are larger than the experimental error and
may suggest a partial ordering of Fe3+ and Ge4+ cations
over the T2 positions.

4. CONCLUSIONS

A tetragonal crystal of the Ba2Fe2GeO7 melilite was
grown for the first time. The distribution of Fe3+ cations
over nonequivalent tetrahedral positions in the crystal
lattice was determined using Mössbauer spectroscopy.
The temperature dependence of the magnetic suscepti-
bility was measured. The presence of three linear por-
tions in the temperature dependence of the reciprocal of
the magnetic susceptibility and the small effective mag-
netic moment can serve as indirect evidence that the
magnetic structure of the Ba2Fe2GeO7 compound
involves singlet pairs, finite homogeneous chains, and
two-dimensional regions, which are characterized by
specific effective exchange interactions and are sequen-
tially ordered with a decrease in the temperature. The
observed feature in the temperature dependence of the
magnetic susceptibility at T = 8.5 K can be associated
with the manifestation of a long-range magnetic order
in the system.
PH
The temperature dependence of the specific heat
does not exhibit an anomalous behavior at the point of
the magnetic phase transition. This finding is not
clearly understood. Possibly, this can be explained by
the specific features of the transition to the magneti-
cally ordered state.

At present, we intend to perform experiments on
inelastic neutron scattering in order to elucidate the
type of magnetic ordering in the Ba2Fe2GeO7 com-
pound.
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Abstract—The existing, doubtful interpretations of the numerous phase transitions in cadmium pyroniobate
Cd2Nb2O7, which is a ferroelectric with a pyrochlore-type structure and a Curie temperature lying near 200 K,
are critically analyzed. The manifestations of all phase transitions in cadmium pyroniobate, the mechanisms
proposed for these transitions, and doubts about their validity are discussed. Various dielectric anomalies
observed near 200 K are related to three phase transitions in this temperature range. The causes of the large
number of phase transitions observed in this material, the dislocation structure of the crystal, the diffuseness of
the ferroelectric phase transition, and the relaxor properties of the crystal are also explained. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

When the ferroelectric (FE) properties of cadmium
pyroniobate Cd2Nb2O7 (which has a pyrochlore-type
structure and a maximum permittivity at Tm = 173 K
and exhibits dielectric hysteresis below Tm [1, 2]) were
discovered, the behavior of this compound seemed
usual. Its peculiarities were discovered later.

It was found in [3] that, at a certain temperature
higher than Tm, the third harmonic suddenly appears in
an electric current passing through a sample; moreover,
a step was also observed in the ε(T) curve (Fig. 1a).
Below Tm, triple dielectric hysteresis loops were
detected (Fig. 2a), which had not been observed earlier
in any known ferroelectric [4]. The loops are character-
ized by primary and secondary saturation, which can be
used to determine the spontaneous polarizations  and

 > . The fields under which secondary growth and
saturation of polarization occur increase upon cooling;
so, when cooled in an actual field, the triple loops trans-
form into ordinary FE loops in a certain temperature
range. As a result, the total polarization Pt passes
through a maximum (Fig. 2b) caused by the transition
from a state with  to a state with . The authors of
[5, 6] found a sharp change in the slope of the ε(T) and
1/ε(T) curves at temperatures well above Tm (Fig. 1b).
This change is equivalent to a jumplike change in the
constants C and θ in the Curie–Weiss law ε = C(T – θ)–1.
Moreover, an extremely sharp, narrow peak in ε(T) was
later discovered slightly above Tm (Fig. 1c) [7, 8]. Very
strong dielectric dispersion was found in the region of
the maximum ε at Tm: as the frequency of the measuring
field Eac increases, this maximum shifts rapidly toward
high temperatures and almost merges with the sharp
peak in ε (Fig. 1c) [9]. Strong dielectric dispersion is

Ps'

Ps'' Ps'

Ps'' Ps'
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characteristic of classic FE relaxors, where different-
type ions randomly occupy the same sublattice (e.g.,
like in PMN). However, in cadmium pyroniobate, cad-
mium ions occupy one sublattice and niobium ions
occupy another sublattice.

A substantial specific feature of cadmium pyronio-
bate is the large number of phase transitions (PTs),
which are spaced close to each other in temperature and
can affect each other. The most interesting temperature
range is that near 200 K, where various dielectric anom-
alies are observed in most cases. Sometimes, these
anomalies overlap and it is difficult to relate them to a
certain PT. Nevertheless, we will attempt to do so.

As is seen from Fig. 1, the most important dielectric
anomalies observed near 200 K are a diffuse maximum
at TDM (=Tm), a break in slope in the ε(T) and 1/ε(T)
curves at TB, steps at TSt1 and TSt2, and a sharp maxi-
mum in ε(T) at TSM. Sometimes, an St3 step is also
observed; however, its presence can be explained by a
certain difference in the temperature TDM between the
surface and the volume of the crystal. PTs have also
been detected at lower temperatures: TLN,  (which
are close to liquid-nitrogen temperature), Tx, Ty, Tz.
Moreover, there are signs of PTs at T > Tm (at tempera-
tures τ1, τ2, τ3, τ4, τ5). Each of these PTs is characterized
by a certain mechanism. In this work, we describe the
most important characteristics of these PTs and their
nature and discuss possible interpretations of them.
Moreover, we try to explain the large number of PTs,
the causes of the diffuseness of the FE PTs, the com-
plex dislocation structure, and the relaxor properties of
cadmium pyroniobate.

Figure 3 shows some actual ε(T) curves (upper
curves) and an idealized dependence (curve f). The des-
ignations of the PT temperatures, which are used here-

TLN'
© 2005 Pleiades Publishing, Inc.
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δtan
after, are also given in Fig. 3. The PT from the cubic
paraelectric (PE) to a pseudocubic phase occurring at
TPE is assumed to be characterized by a jump in the ε(T)
curve. This PT can also manifest itself as an inflection
point or a step in this curve (i.e., we state that TPE = TB =
TSt1). We assume that the PT at TSM can also manifest
itself in the form of a step (i.e., we assume that TSM =
TSt2). Thus, we state that, in the vicinity of 200 K, there
occur only three PTs (at TPE, TSM, TDM), which can man-
ifest themselves differently. The grounds for this state-
ment will be given below.

Let us consider each of the PTs separately.
PH
2. PHASE TRANSITION AT TPE

According to [5, 6], the PT to the pseudocubic phase
occurs at TPE = TB = 205 K. The Curie–Weiss law is
obeyed both below and above TB: C = (1.13–1.30) ×
105 K above TB [6, 10] and C = (3.3 ± 0.3) × 104 K below
TB [7]. Thus, the constant C decreases four to five times

at TB. Below TB,  increases sharply and a domain
structure appears [6]. According to [11], the tempera-
ture TPE corresponds to the St1 step and the constant C
below and above this step has different values.

δtan
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The PT at TPE is sometimes considered an improper
FE PT [12] or an improper ferroelastic PT [13]. The
question arises as to whether spontaneous polarization
appears at TPE. Our results [6] indicate that it does
appear. The same conclusion follows from [9, 12],
where a clear peak in the pyroelectric current was
observed at TPE = 205 K (Fig. 4). After appearing, the
spontaneous polarization Ps increases upon cooling. In
the range between TPE and TSM, i.e., in the improper
phase, Ps is very low (about 0.02 × 10–6 C/cm2). The
value of Ps measured in the [001] direction is higher
than that in the [011] and [111] directions, which means
that Ps in the improper phase is directed along [001]
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Fig. 2. Some unusual properties of cadmium pyroniobate
(polarization in a strong field Eac). (a) Dielectric hysteresis
loops at Eac equal to (1) 22.4, (2) 44.6, and (3) 60 kV/cm.
(b) The temperature dependences of (1) the total polariza-
tion Pt, (2) spontaneous polarization , and (3) spontane-

ous polarization  as determined from hysteresis loops

recorded at Eac = 25 kV/cm along [111] and at 15 kV/cm
along [100] [4, 5].

Ps'

Ps''
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[12]. (For ceramics, Ps was also found to occur in the
improper phase [14].) However, the authors of [15]
attributed the improper phase to a nonpolar space group
(of the mmm type), which excludes the presence of
spontaneous polarization (i.e., the phase is assumed to
be purely ferroelastic).

An increase in the measuring-field frequency does
not shift TPE (Fig. 1c), and dielectric dispersion is
absent up to 200 kHz [8, 12]. Dilatometric studies of
ceramics [5] have shown that the appearance of Ps and
pseudocubic distortions is accompanied by a weak
decrease in volume (which differentiates Cd2Nb2O7
from FE perovskites). Below TPE, the spontaneous bire-
fringence is low and positive (Fig. 5) [12].

Under the action of a strong dc bias field (Edc =
8 kV/cm), only the anomaly with a maximum value of
ε at TPE is retained instead of the three dielectric anom-
alies (at TPE, TSM, TDM) near 200 K [4, 5, 16]. When the
field increases further, this maximum shifts toward low
temperatures (Fig. 6b). This maximum is likely to cor-
respond to the transition from the PE to FE state; there-
fore, the behavior mentioned just above is unusual,
since an Edc field in all known ferroelectrics shifts the
maximum of ε at the Curie point toward high tempera-
tures.

According to [8, 17], compression of the crystal
shifts TPE = TSt1 toward high temperatures and the step
St1 changes into a small maximum (jump). That is why
the idealized ε(T) curve (Fig. 3, curve f) contains a jump
at T = TPE that looks like a small maximum.

The authors of [18] concluded that the PT at TPE is
associated with a three-component order parameter that
transforms according to the F2u representation at the
center of the Brillouin zone of the cubic phase; this
behavior corresponds to improper ferroelectricity.

c

b
a

d

e

f

Tz Ty TxT'LN TLN

TDM

TSt3 TPE = TB = TSt1

TSM (TSM = TSt2)

ε

T

Fig. 3. Temperature dependence of the permittivities of dif-
ferent cadmium pyroniobate samples (schematic): (a–e)
real cases and (f) a hypothetic idealized curve.
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However, the fact that multiplication of the unit cell has
not been observed below TPE is confusing. At the same
time, it is unclear whether this multiplication should
exist in the case of a unit cell as large as a pyrochlore
unit cell. Maybe “improper” displacements can occur
inside the unit cell without its multiplication. However,
this problem is for theorists to solve.

3. PHASE TRANSITION AT TSM

At TSM = TSt2 = 201 K, there is either a sharp maxi-
mum of ε or an St2 step. The curves in Fig. 3 show that
the step is observed when the maximum at TDM is suffi-
ciently high to conceal the sharp maximum (SM) and
only the St2 step is visible. Thus, the presence or
absence of the sharp maximum at TSM is determined not
by the transformation at TSM but rather by the next PT
(at TDM). The authors of [10] found that the Fe3+ accep-
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PH
tor impurity causes the peak in ε to become clearly
defined and that the Gd3+ donor impurity (which is
located on the Cd sublattice) makes this peak invisible.
In other words, impurities affect the dielectric polariza-
tion at TDM.

The Curie–Weiss law is obeyed with constant C =
(3.3 ± 0.3) × 104 K above the sharp peak in ε and with
C = (5 ± 1) × 104 K below this peak (over a range 1 K
wide) [7]. The temperature TSM is independent of the
measuring-field frequency [8, 12].

According to [9, 19], a pyroelectric-current peak is
detected near 201 K (Fig. 4) and Ps increases faster
below 201 K. At TSM, the spontaneous birefringence
changes sign and becomes negative in all low-tempera-
ture phases (Fig. 5) [6, 7]. Twin (domain) boundaries
below TSM become clearer [6, 7].

The application of a static electric field shifts TSM
toward TPE and, as noted above, changes the dielectric
anomalies into a single maximum of ε near TPE. As the
field increases (at Edc > 8 kV/cm), the maximum shifts
toward low temperatures [5, 6]. A field applied along
[001] suppresses the sharp peak in ε. On the contrary, a
field applied along [111] makes the peak well defined
[8]. What causes this phenomenon is still unclear.

The PT at TSM is commonly considered to be a
proper FE PT. Perhaps this is true. However, its specific
features, such as the sharpness of the peak in ε, the
validity of the Curie–Weiss law above and below TSM
with very low values of the constant C (33000 above
and 50000 K below the peak), and, most importantly,
the finite value of the peak at the phase transition point,
which is far from temperatures where ε  ∞, raise
doubts in the ordinary nature of this FE transition.
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~~
According to [20, 21], a phase transition from a
symmetric phase to an incommensurate FE phase is
sharp (in a certain approximation) and obeys the Curie–
Weiss law above and below the transition point, but ε at
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
the PT point is finite. The assumption that TSM corre-
sponds to a PT to an incommensurate phase is quite rea-
sonable. (The requirement that the constant C in the
Curie–Weiss law be the same above and below TPT can
5
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be the result of the rough approximations used in the
theory.) However, if the phase below TSM is incommen-
surate, there is obviously no modulation in Ps (since Ps

neither disappears nor decreases below TSM (Fig. 4)).
However, the present author states nothing and would
only like to show that the conclusion that the transition
at TSM is an ordinary proper FE PT should not be con-
sidered final.

4. PHASE TRANSITIONS AT TDM AND Tx

In the case of classic FE relaxors (e.g., PMN), where
the temperature of a maximum in ε(T) depends on the
frequency of the measuring field Eac, the average temper-
ature of the diffuse FE PT is usually taken to be the tem-
perature of the maximum in ε at a frequency of 1 kHz
(although it is more correct to take the temperature of the
maximum of static ε). In this work, we also defined the
temperature in this way and found that TDM ≅  188 K for
cadmium pyroniobate. (Note that the position of the cor-
responding maximum of ε depends not only on the fre-
quency but also on Eac; it shifts toward TSM but does not
reach it with decreasing Eac [5, 6].)

As already noted, below TDM, very narrow triple
dielectric hysteresis loops (Fig. 2a) with a ratio /
higher than 2.7 were observed at 155 K in [17]. Upon
cooling, the total polarization Pt passes through a max-
imum due to an increase in the secondary polarization

Ps'' Ps'
PH
growth field (Fig. 2b). In a high field Eac, this maximum
was observed at a lower temperature. (Although triple
loops were also detected between TPE and TDM, they
were less pronounced and extremely narrow.)

The data on the effect of a strong static field on the
PT at TDM are very conflicting. Our results [5, 16] indi-
cate that the corresponding maximum of ε is shifted by
a field Edc toward low temperatures (Figs. 6a, 6b),
whereas the results from [10] demonstrate that this
maximum shifts toward high temperatures (Figs. 6c,
6d). The causes of this discrepancy are unknown.

In a weak bias field, the elastic modulus passes
through a sharp minimum near TDM (Fig. 7) [22]. At
Edc ≥ 7 kV/cm, a flat minimum splits off from it and
shifts toward low temperatures (this fact supports the
shift in the temperature of the maximum of ε noted
above).

The existence of triple hysteresis loops can be
explained by the presence of two types of domains with
different pinning energies or by the occurrence of a PT
from the state with  to the state with  under the
action of a field (as is supposed in [4]) or of a forced PT
from the FE phase with a low ε and a very low Ps to a
PE phase with a high ε (as is supposed in [6]). It is obvi-
ous that, in the last case, the change in the thermody-
namic potential due to the application of a field E
(−εPEE2 in the PE phase and –εFEE2 – (1/2)PSE in the
FE phase) is greater in the PE phase. This fact can also

Ps' Ps''
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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account for the decrease in the temperature of the single
ε maximum near TPE at Edc > 8 kV/cm that occurs with
an increase in field. (However, it should be noted that
this is only an assumption.)
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
Upon cooling below TDM, the permittivity begins to
decrease in time when a certain temperature T is
reached, and the decrease is significant (Fig. 8, points
A, B). (The inset to Fig. 8 clearly shows the jump (max-
05
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imum) in ε(T) at TPE that was discussed above.) Figure 8
also shows that the specific-heat maxima associated
with the three phase transitions merge into one diffuse
maximum extending toward low temperatures down to
140 K (i.e., to Tx) [9, 23]. Kolpakova and coworkers
(see, e.g., [17, 24, 25]) studied the relaxation dielectric
polarization of single crystals and ceramics [26] and
revealed two relaxation mechanisms. One mechanism
is related to the motion of domain walls, and the other
is related to jumps of cadmium ions in potential wells,
which are assumed to exist inside the CdO8 polyhedra.
Unfortunately, the great body of experimental results
obtained cannot explain the nature of numerous PTs in
cadmium pyroniobate.

As is seen from Fig. 3, a weak dielectric anomaly
occurs near Tx = 140–150 K [11, 12]. The phase below
Tx is still ferroelectric. (For ceramics, it was found that
Ps = 1.8 × 10–6 C/cm2 at 100 K [2] and Ps = 2.7 ×
10−6 C/cm2 at 125 K [14].) At 140–150 K, there exists a
hump in the temperature dependence of the pyroelectric
current (Fig. 4) [9, 12, 19]. According to [8], domains
cease to change in number upon cooling below 140 K.

The temperature Tx = 140 K is considered in [12] to
be the lower boundary of the range where the improper
FE phase undergoing the diffuse PT exists. It should be
noted that PTs in classic FE relaxors do not have a well-
defined lower boundary. It is significant that, near Tx,
the relaxation time distribution parameters are virtually
unchanged [25] and that the EPR spectrum has no
anomalies [27]. Apparently, it is still too early to dis-
cuss the nature of the phenomena occurring at 140–
150 K, since one has to reveal first whether these phe-
nomena are associated with PTs.

5. PHASE TRANSITIONS AT TLN ( ) 
AND Ty

In Cd2Nb2O7 ceramics, a PT with an ε maximum at
80–86 K was detected in [2]. Later, two closely spaced
ε maxima (at 80 and 83 K) were detected in its single
crystals [13] and the authors of [8, 9] observed two
pyroelectric-effect maxima at 69 and 82 K (Fig. 4).
Since only one PT (at TLN) was observed in most stud-
ies, the presence of two ε maxima in single crystals can
be assumed to be caused by their inhomogeneity (i.e.,
by a difference in TLN between the bulk and surface lay-
ers of the single crystals).

According to [24], the PT at TLN is of the first order.
However, weak broadening of the x-ray (622) reflection
(which is likely related to rhombohedral distortions)
begins at 115 K and, while increasing upon cooling,
does not undergo a jump near 80 K [28]. According to
[15], the symmetry below 86 K is likely to be mono-
clinic.

Taking into account the small value of  (which
is 0.002), the unstable behavior of ε in time, and the
character of the temperature hysteresis of ε below TLN,

TLN'

δtan
PH
the authors of [29, 30] concluded that the PT at TLN is
to an incommensurate phase. Moreover, based on the
fact that the intensity of the soft mode appearing below
TLN decreases jumpwise upon cooling below Ty = 46 K,
those authors assumed that a PT into a normal (unmod-
ulated) FE phase occurs at 46 K.

It is obvious that Ps modulation should result in the
disappearance of or, at least, a decrease in the macro-
scopic spontaneous polarization. However, according
to [12], Ps actually slightly increases rather than
decreases below 80 K (Fig. 4). According to [23], this
increase is strong. Therefore, in the range from TLN to
Ty, the phase has no Ps modulation. The behavior of a
crystal modulated in a parameter other than Ps (but in
the presence of Ps) has not been studied. However, it is
clear that, if modulation occurs that is not in Ps, a low
value of  does not guarantee incommensurability.
As for the time dependence of ε, it is also observed
above TLN (Fig. 6, points A, B). Thus, the assumption
that the phase between TLN and Ty is incommensurate is
insufficiently grounded. Moreover, an analysis of the
damping of modes appearing below 80 K does not sup-
port the opinion that this phase is incommensurate [31].

6. TRANSITION AT Tz

Below Tz = 18–19 K, where a maximum in ε(T) is
observed (Fig. 8), the crystal remains ferroelectric [21,
25, 29, 30]. (According to [2], dielectric hysteresis
loops are detected down to 1.2 K.) The authors of [25,
26, 31] assume that a glass phase exists below Tz = 18–
19 K. Indeed, Lawless et al. [32] showed that
Cd2Nb2O7 exhibits signs of a glassy state at low temper-
atures; namely, cp/T3 passes through a maximum at
17 K, its thermal conductivity is proportional to T2 in
the range 0.7–5.0 K, and ∆ε/ε passes through a mini-
mum at 0.47 K. However, does this mean that the PT to
a glassy state occurs at Tz? For example, BaTiO3 also
exhibits signs of a glassy state at low temperatures [32];
however, this does not mean that the low-temperature
PT (into the rhombohedral phase) in barium titanate is
a transition to a glassy state. We agree with [33], where
the signs of a glassy state in cadmium pyroniobate were
observed at high temperatures and were found to be
caused by various lattice defects and domain walls. In
this case, it is beyond reason to believe that Tz is the
glass transition temperature and to designate it as Tgl.
This transition is most likely an ordinary phase transi-
tion associated with a change in crystal symmetry.

7. TRANSITIONS AT T > TPE

The occurrence of phase transitions at τ1 = 218 K,
τ2 = 230 K, and τ3 = 261 K needs to be checked, since
data on them are scarce and have not been confirmed.
There are data on DTA effects at τ2 and τ3 [34]. Kraœnik
et al. [11] observed jumps in ε(T) and 1/ε(T) in a strong

δtan
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005



ON THE NATURE OF THE PHASE TRANSITIONS 2127
bias field (Edc = 8 kV/cm) at τ1 and τ2, and the jumps
were absent in a zero field. These jumps were attributed
to phase transitions. It should be noted that a hump in
the temperature dependence of the electrooptic coeffi-
cient was observed at τ1 in the case of Edc = 0 and a hys-
teresis in ∆n(E) appeared at Edc > 10 kV/cm [7]. How-
ever, no anomalies in the resonance frequencies of
piezoelectric vibrations (which are very sensitive to
phase transitions) have been detected at τ1, τ2, and τ3
(Fig. 7) [22].

The authors of [24, 35] reported on the occurrence

of  PTs (i.e., without a change in cubic symme-
try) at τ4= 319 K and τ5 = 512 K, where ε, the ionic con-
duction, and the lattice parameter changed only slightly
(∆a/a = 0.00002). However, those authors also detected
a white hoarfrost-like deposit on the crystal heated
above 512 K, which unambiguously indicates chemical
changes [35]. They assumed a loss of water or of
another impurity at τ4 = 319 K. Thus, the temperatures
τ4 and τ5 most likely do not correspond to phase transi-
tions.

8. DISCUSSION

Obviously, the cause of the specific features of
Cd2Nb2O7 consists in its crystal structure. A cubic pyro-
chlore-type structure with space group Fd3m and a =
10.4 Å is usually derived from a cubic fluorite-type
(CaF2 or AO2) structure with space group Fm3m and
a = 5.4 Å constructed from CaF8 cubes (or AO8 cubes).
In the case of a compound A2B2O7 =
2(A0.5B0.5)(O0.875h0.125)2, a pyrochlore rather than fluo-
rite lattice forms if the B ions are smaller than the A
ions: the A and B ions become ordered. The regular BO8
and AO8 cubes change into BO6 octahedra and strongly
distorted AO8 =  cubes compressed along the
body diagonal of the cube. A pyrochlore-type structure
(Fig. 9) is characterized by an extremely rigid network
of octahedra (B2O6)∝  and a very flexible sublattice
(OA2)∝  (Fig. 9b) (which corresponds to a β-cristobalite-
type structure) inserted into this network. (The A ions
enter the “windows” between the octahedra, and the
spaces between the octahedra are occupied by O(A0.5)4
tetrahedra (Fig. 9b).) Thus, a very compliant sublattice,
where the OA4 tetrahedra are connected via “hinges,” is
inserted into the very rigid network of octahedra.

The presence of these two sublattices can explain a
large number of the PTs in cadmium pyroniobate
induced by vibration modes characteristic of both the
(B2O6)∞ network and the β-cristobalite sublattice and
by their relative-vibration modes. According to [31],
the pyrochlore lattice is characterized by 66 vibration
modes, 38 of which are infrared-active modes. There-
fore, it is not surprising that Cd2Nb2O7 undergoes many
PTs. It is obvious that finding a relation between the
PTs and the vibration modes requires knowledge of the

Oh
1
–Oh

7

AO6' O2''
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symmetries of various phases; unfortunately, they are
either unknown or have been determined unreliably.

Now, let us discuss relaxor properties. In classic FE
relaxors (e.g., PMN or Ba(Ti,Sn)O3), the PTs are dif-
fuse due to inhomogeneities (frozen composition fluc-
tuations) induced by a random distribution of two cat-
ion types in one of the sublattices. However, in
Cd2Nb2O7, one of the cation sublattices contains only
cadmium ions and the other contains only niobium
ions. Therefore, this mechanism of diffuse PTs is
invalid in this case. The fact that the diffuse character of
the FE PT is different is also supported by the presence
of a domain structure, which is clearly visible in the
absence of an electric field. (In classic FE relaxors, a
domain structure is invisible until a strong field is
applied.)

The causes of the diffuse FE PT in Cd2Nb2O7 can be
explained if we pay attention to the similarity of the
pyrochlore and fluorite structures. We assume that, when
a pyrochlore lattice forms, numerous fluorite atomic
groups embedded into the pyrochlore lattice appear.
(They can arise if the A and B ions randomly change their
polyhedra. The sizes of the fluorite and pyrochlore cells
make this possible.) In principle, these groups can con-

tain excess oxygen ions and can have the (Cd2Nb2O8

composition, or, rather, (Cd2Nb2O8 – xhx  with x <
1. (This situation is possible for small atomic groups.)

)m
2–

)m
2 1 x–( )

[001]

[110]
–

B

A (a)

(c)(b)

Fig. 9. (a) Pyrochlore-type crystal structure (the projection
on the (110) plane); (b) cubic structure of the β-cristobalite
type, XA2; and (c) the location of an XA4 tetrahedron in the
space between octahedra (only the octahedron faces adja-
cent to the ion X are shown).
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These groups would have a negative charge, whereas
their environment would have a positive charge due to
an oxygen deficiency. It is known that randomly
directed nonuniform electric fields can make an FE PT
diffuse [36]. It is clear that the crystal fields acting on
the fluorite groups should be nonuniform and random.

Here, we would like to mention the results from
[37], where the (111) surfaces of plates were studied by
x-ray diffraction. All the crystals had peculiar (disloca-
tion) defects. Colorless crystals and weakly colored
crystals were found to be most imperfect. Strongly col-
ored and doped crystals were most perfect. Undoped
crystals had a homogeneous netlike dislocation distri-
bution with a linear cell size of 10–50 µm. The disloca-
tion density ranged from 104 cm–2 for strongly colored
crystals to 5 × 105 cm–2 for colorless or weakly colored
crystals.

This raises the following question: Why does cad-
mium pyroniobate have such a high dislocation den-
sity? It is likely that dislocations are generated by the
fluorite groups. The additions of Zn, Ni, Cu, Fe3+, and
Gd3+ ions used in [37] most likely hindered the forma-
tion of fluorite groups and thereby decreased the num-
ber of dislocations.

According to [33], the strongest dielectric disper-
sion near TDM was observed in colorless or weakly col-
ored crystals, where the number of dislocations was
maximum. It is clear that the larger the number of
sources of random fields, the stronger the diffuseness of
an FE PT.

It is obvious that, because of their gradients, random
fields acting on fluorite groups affect the Curie temper-
atures of different pyrochlore regions differently (on a
microscopic rather than nanoscopic scale). As a result,
boundaries arise between PE and FE regions. The dis-
placement of these boundaries due to thermal motion or
an applied alternating field would result in dielectric
relaxation. Domain walls can also take part in dielectric
relaxation. Obviously, it is beyond reason to suppose
that in Cd2Nb2O7 there are relaxing polar nanoscopic
regions characteristic of classic relaxors.

It is unlikely that cadmium-ion jumps in the poten-
tial barriers of  polyhedra are responsible for
the FE PT and dielectric relaxation. The point is that
similar cadmium-ion displacements (or even larger)
have been found in Cd2Ta2O7 [38], which is not a ferro-
electric. Moreover, the cadmium-ion displacements
decrease as the temperature decreases.

9. CONCLUSIONS

Thus, we have discussed the phenomena accompa-
nying all PTs in cadmium pyroniobate and various
opinions regarding the nature of these PTs. As a result,
a number of doubts have arisen: (1) Is the PT at TPE fer-
roelectric or only ferroelastic? (2) Is the FE transition at
TSM improper (without multiplication of the unit cell) or

CdO6' O2''
PH
incommensurate? (3) Is the relaxor FE transition at TDM
classic or of another nature? By analyzing the available
data, we have drawn the following conclusions: (i) The
presence of a PT at Tx is not proved. (ii) The existence
of an incommensurate modulated phase seems to be
unlikely in the range from TLN to Ty . (iii) The transition
at Tz is most likely an ordinary PT with a change in
symmetry. (iv) The occurrence of phase transitions at
τ1, τ2, and τ3 needs to be checked, and the phenomena
observed at temperatures τ4 and τ5 are likely to be unre-
lated to phase transitions.

We have tried to explain the large number of PTs,
the dislocation structure, the diffuseness of the ferro-
electric phase transition, and the dielectric relaxation of
cadmium pyroniobate. However, our conclusions need
to be verified.

Thus, we have critically analyzed the generally
accepted concepts of the nature of phase transitions in
cadmium pyroniobate, which, in our opinion, errone-
ously explain the nature of these transitions.

The author hopes that the doubts described in this
work will stimulate further investigations.
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Abstract—The lattice dynamics of silver niobate AgNbO3 and sodium niobate NaNbO3 is calculated from first
principles. The unstable modes (i.e., tilting of oxygen octahedra and ferroelectric atomic displacements) in sil-
ver and sodium niobates are analyzed. It is shown that the existence of ferroelectric modes is associated prima-
rily with the instability of the atomic positions of silver and sodium in the crystal lattice. The dynamic charges
in the structure of silver and sodium niobates are determined. According to the first-principles calculations, both
silver and sodium niobates in the ground state (T = 0) are characterized by ferroelectric atomic displacements
and frozen tilting of oxygen octahedra, with the only difference being that the tilting modes of the oxygen octa-
hedra in silver niobate correspond to the M point of the Brillouin zone, whereas those in sodium niobate are
attributed to the R point of the Brillouin zone. The results of these calculations are in good agreement with
experimental data. © 2005 Pleiades Publishing, Inc.
       
1. INTRODUCTION

Silver niobate AgNbO3 and sodium niobate
NaNbO3 [1–5] are promising materials for use in radio-
telephone engineering. Upon doping, crystals of these
compounds acquire properties inherent in relaxors,
which, in turn, can also have extensive applications in
various devices. The phase diagrams of silver and
sodium niobates are complicated by the formation of a
large number of phases due to tilting of the oxygen
octahedra and ferroelectric atomic displacements. Both
crystals at low temperatures are ferroelectrics. More-
over, these crystals exhibit ferroelectric properties in
response to an electric field. At low temperatures, tilt-
ing of oxygen octahedra in the structure of silver and
sodium niobates is accompanied by ferroelectric
atomic displacements.

As the temperature increases, sodium niobate
undergoes the following sequence of phase transitions
(see [4] and references therein):

N  P  R  S  T(1)  T(2)  C. (1)

Here, the ground state N corresponds to the rhombohe-
dral ferroelectric phase. This phase is characterized by
both frozen tilting of oxygen octahedra of the a–a–a–

type in the Megaw notation [2] and frozen rhombohe-
dral ferroelectric atomic displacements. The above
sequence of phase transitions was discussed earlier
when solving the problem associated with the determi-
nation of the sequence of phase transitions in the high-
temperature range [4, 5]. Note that the ground state of
sodium niobate was beyond question.

As the temperature increases, silver niobate under-
goes a somewhat different sequence of phase transi-

     173 K      633 K      753 K      793 K      848 K      913 K                
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tions than that revealed for sodium niobate (see [4] and
references therein):
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T

 

  

 

C

 

.(2)

Silver niobate in the ground state 

 

M

 

1

 

 is characterized by
both frozen displacements of oxygen octahedra of the
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 type in the Megaw notation and frozen rhombo-
hedral ferroelectric atomic displacements.

In this paper, we call attention to the fact that the
ground states of silver and sodium niobates differ from
each other. This fact has been reliably established, even
though the above difference is observed only in the
cryogenic temperature range. However, it should be
noted that the thermodynamics of excited states (stabi-
lized at relatively high temperatures), as a rule, is gov-
erned by the structure of the compound in the ground
state. In this respect, the nature and structure of the
ground state are of special interest.

The structure of a crystal in the ground state (

 

T

 

 = 0)
is governed by the atomic interaction constants, which,
in turn, determine the frequencies of atomic vibrations.
Thus, the structure and atomic vibrations correlate with
each other. Indeed, it is known that the phase transition
to the low-symmetry phase leads to the disappearance
of the vibrational mode corresponding to the symmetry
of this phase. This fact has been used in first-principles
calculations, i.e., calculations that do not include fitting
parameters, are based on the fundamental laws of quan-
tum mechanics, and, as a rule, are performed within the
density functional approximation.

The symmetry of the low-symmetry phase can be
determined from 

 

ab initio

 

 calculations of the unstable
modes in the high-symmetry phase. The unstable
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modes in the high-symmetry phase have a complex fre-
quency, and their eigenvector indicates the direction
and relative magnitudes of the atomic displacements in
the low-symmetry phase (provided these displacements
are sufficiently small, i.e., nonlinear effects do not sub-
stantially affect the results of the calculations). Calcu-
lations of the unstable modes (with complex frequen-
cies) entail relatively low computational costs, and the
results obtained make it possible to reveal crystal dis-
tortions that reduce the energy of the system. In order
to refine these results, it is necessary to perform self-
consistent calculations of the atomic coordinates in the
low-symmetry phase.

This paper reports on the results of comparative ab
initio calculations of the lattice dynamics in the cubic
phases of sodium and silver niobates at T = 0. The pur-
pose of these calculations is to determine the unstable
modes and their eigenvectors for both crystals. We will
discuss the nature of the ferroelectric and tilting modes
in sodium and silver niobates (tilting of octahedra).
This paper does not seek to calculate equilibrium
atomic coordinates and frequencies of atomic vibra-
tions in the ground state, because these calculations
would require considerably more computer time. All
the calculations are performed for cubic symmetry.
This does not permit us to compare directly the
obtained equilibrium (within the given symmetry)
atomic coordinates and the frequencies of atomic vibra-
tions with experimental data but does provide the fast-
est way of revealing the unstable modes.

2. CALCULATION TECHNIQUE
AND RESULTS

The calculations were performed with the Vienna
Ab Initio Simulation Package (VASP) [6, 7]. This pro-
gram package provides a means for performing self-
consistent quantum-mechanical calculations of the
electronic structure on the basis of ultrasoft atomic
potentials and the calculations of equilibrium atomic
coordinates in crystal structures. The VASP code does
not use any parameters. The electron wave functions
and forces exerted on individual nuclei by electrons and
ions are calculated for each set of atomic coordinates.
The forces are minimized according to an efficient
scheme.

In order to solve the formulated problem, the equi-
librium parameters of the crystal structures were calcu-
lated with the cubic symmetry retained. A supercell
composed of 40 atoms was used in both cases (silver
and sodium niobates). This supercell is eight times
larger than the primitive cell of the ABO3 crystals. In the
reciprocal space, we used an 8 × 8 × 8 Monkhorst–Pack
Grid. After complete relaxation of the lattice with
retention of the cubic symmetry, we obtained the
parameters a = 7.9088 Å for silver niobate and a =
7.9033 Å for sodium niobate. It should be noted that it
is incorrect to compare these data with the experimental
data directly, because the structures of both oxides in
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
the ground state are strongly distorted by tilting of the
oxygen octahedra.

Then, each atom was displaced in three possible
directions by 0.01 Å and the self-consistent quantum-
mechanical calculations were again performed with a
high degree of accuracy. The interatomic forces thus
obtained were used to calculate the interatomic force
constants and to construct the dynamic matrices for
sodium and silver niobates. Let us now analyze the
results of diagonalizing these matrices.

The calculated phonon densities of states are pre-
sented in the figure. It can be seen from this figure that
both curves are similar to each other in the range of sta-
ble states. However, in the range of complex frequen-
cies (for the sake of clarity, the density of complex fre-
quencies is plotted in the range of negative frequencies
with the same magnitudes), there are substantial differ-
ences. These differences can be analyzed using the
detailed information on the modes presented in Tables 1
and 2. The analysis of these data revealed that a+a+a0

and a–a–a– are the dominant unstable modes in silver
niobate and sodium niobate, respectively. Therefore,
the instability in silver niobate corresponds to the M
point of the Brillouin zone, whereas the instability in
sodium niobate is attributed to the R point of the Bril-
louin zone. This can be associated with the somewhat
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Table 1.  Analysis of the instability of the phonon modes in silver niobate

Crystal Frequency,
cm–1 Atoms Point in the Bril-

louin zone Designation Type Degeneracy

Silver niobate 184i O M a+a+a0 (π/a, π/a, 0) 3

178i O R a–a–a– (π/a, π/a, π/a) 3

122i Ag, Nb, O Γ T1u 3

65i Nb, O Σ (π/2a, π/2a, 0) 6

34i Nb M (π/a, π/a, 0) 3

Sodium niobate 140i O R a–a–a– (π/a, π/a, π/a) 3

138i O M a+a+a0 (π/a, π/a, 0) 3

121i Na, Nb, O Γ T1u 3
smaller size of sodium atoms as compared to silver
atoms.

In sodium niobate, the difference between the
ground state and the first excited state (a+a+a0) is very
small (Table 1). Consequently, the stable phase of
sodium niobate in a “sodium niobate–silver niobate”
solid solution should disappear even at a very low con-
centration of sodium niobate.

Apart from the tilting modes, the ferroelectric
modes are also unstable in both cases. The frequencies
of these modes in sodium and silver niobates are nearly
identical (121 cm–1). However, the ferroelectric mode
along the [110] direction in silver niobate is predomi-
nantly unstable, whereas the vibrational mode at the
Brillouin zone boundary along the [110] direction in
sodium niobate is stable.

The analysis of the eigenvector of the ferroelectric
mode demonstrates that both atoms A (Na, Ag) and B
(Nb) move out of phase with oxygen atoms. Taking into
account that the atomic mass of sodium is considerably
smaller than the atomic mass of niobium, we can infer
that the niobium atomic displacements corresponding
to the ferroelectric mode are relatively small in sodium
niobate (the relative displacements are determined by
dividing the eigenvector into the square root of the
mass). The atomic masses of silver and niobium are
close to each other. As a consequence, in silver niobate,
the niobium atoms make a significant contribution to
the displacements, even though the displacements of
the silver atoms are dominant. Therefore, the ferroelec-
tric instability in silver niobate and, especially, in

Table 2.  Characteristics of the eigenvector of the unstable
mode T1u for sodium and silver niobates

Atom Sodium niobate Silver niobate

Ag 0.106 0.082

Nb 0.063 0.109

Opar –0.087 –0.113

Operp –0.144 –0.194
PHY
sodium niobate is primarily determined by the instabil-
ity of the centrosymmetric atom A (silver and sodium,
respectively) rather than by the strong Lorentz field at
the niobium atoms (as is the case with classical ferro-
electrics of the potassium niobate type).

The ferroelectric instability in oxides, as a rule, is
explained by the large dynamic charges. The dynamic
charge is defined as the derivative of the polarization P
with respect to the displacement ri of the ith atom [8]:

(3)

In modern first-principles calculations, the polariza-
tion has been determined in the framework of the
strictly quantum-mechanical approach with due regard
for charge transfer between atoms upon their displace-
ment and for the difference between the local field and
the mean field. For this purpose, it is common practice
to use the Berry phase approach. The VASP code
enables one to calculate the Berry phases. We used this
code in our calculations of the dynamic charges for
sodium and silver niobates. The results of the calcula-
tions are presented in Table 3. It can be seen from this
table that the dynamic charges of niobium and oxygen
in silver niobate somewhat exceed those in sodium nio-
bate. Hence, the inference can be made that the polar-
ization in silver niobate should exceed the polarization
in sodium niobate for identical displacements of nio-
bium and oxygen atoms. To the best of our knowledge,
data on the polarization in the low-temperature phases
of these crystals are not available in the literature.

Table 4 lists the selected force constants obtained by
dividing the force acting on the atom in its displace-
ment by the atomic displacement. It is worth noting that
these force constants correspond to the interaction
between the atomic sublattices rather than to the inter-
action between individual atoms. As follows from ana-
lyzing these data, the inclusion of the interaction
between the atoms leads to relatively large diagonal
elements of the dynamic matrix. For sodium and silver
niobates, we obtained the following results: 79, 197,
248, and 695 cm–1 (sodium niobate) and 76, 182, 214,

Ziαβ
∂Pα

∂riβ
---------.=
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Table 3.  Results of calculating the dynamic charges Zzz in
the cubic structures of sodium and silver niobates

Atom Sodium niobate Silver niobate

A = Na, Ag 1.102 1.044

Nb 9.718 10.055

Ox –2.270 –2.387

Oy –2.270 –2.387

Oz –6.280 –6.325
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and 681 cm–1 (silver niobate) for atoms Na (Ag), Nb, O
(displacement perpendicular to the chemical bond), and
O (displacement along the chemical bond), respec-
tively. It can be seen from these data that the smallest
values are obtained for atoms Na (Ag), which are
responsible for the lattice dynamics. This is consistent
with the results presented in Table 2. Moreover, the
large off-diagonal elements of the force constants cor-
respond to tilting of the oxygen octahedra. The com-
plex values of the collective frequencies of polar atomic
Table 4.  Selected force constants (eV/A2) according to the calculations for sodium and silver niobates

Atom (dis-
placement) x y z Atom (dis-

placement) x y z Sodium 
niobate

Silver
niobate

Nb(z) 0 0 0 O(z) 1/2 0 0 1.053 0.607
0 0 1/2 2.746 3.157
1 0 1/2 –0.171 –0.196

1/2 1 0 0.084 0.112
1/2 0 1 –2.027 –1.792
1/2 1 1 –0.063 –0.140
1 1 1/2 0.006 0.011

A(z) 1/2
1/2

1/2 Nb(z) 0 0 0 0.176 0.133
O(z) 1/2 0 0 –0.182 –0.046

0 0 1/2 0.496 0.315
Nb(z) 0 0 0 Nb(z) 0 0 1 23.180 20.154

1 0 0 –0.358 –0.393
1 1 0 –0.191 –0.409
1 0 1 0.482 0.483
1 1 1 0.179 0.410

A(z) 1/2
1/2

1/2 A(z) 1/2
1/2

1/2 0.360 0.390
11/2

1/2
1/2 –0.121 –0.171

11/2 11/2
1/2 –0.064 –0.111

11/2
1/2 11/2 0.113 0.183

11/2 11/2 11/2 0.063 0.102
O(z) 0 1/4 0 O(z) 0 0 1/4 –1.308 –1.248
O(z) 1 0 1/2 O(z) 1 0 11/2 10.544 10.369

1/2 0 1 1.447 1.304
0 1/2 1 –0.003 –0.003
0 0 1/2 –1.715 –1.343
0 1 1/2 –0.530 –0.310
0 1 11/2 0.537 0.396
0 0 11/2 2.177 1.948

O(z) 1/2 0 0 O(z) 0 1/2 0 –0.393 –0.458
1/2 1 0 –0.061 –0.058
11/2 1 0 0.027 0.021
11/2 0 0 0.623 0.545
1/2 0 1 0.322 0.273
11/2 0 1 0.502 0.484
1/2 1 1 0.044 0.053
1 1/2 1 0.124 0.136

Note: The atomic coordinates are given in terms of the lattice constant of the primitive lattice.
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vibrations and the tilting of the oxygen octahedra sug-
gest that both types of motion are unstable at T = 0.

3. CONCLUSIONS

The results of the first-principles calculations per-
formed in this work are in agreement with the experi-
mental data available in the literature according to
which the ground state of sodium niobate differs from
that of silver niobate [3]. Both silver and sodium nio-
bates in the ground state are characterized by rhombo-
hedral ferroelectric displacements and frozen tilting of
the oxygen octahedra; however, the tilting of the oxy-
gen octahedra in sodium niobate corresponds to the R
point of the Brillouin zone, whereas the tilting of the
oxygen octahedra in silver niobate is related to the M
point of the Brillouin zone. The new data obtained pro-
vide an explanation of the difference between the
ground states of sodium and silver niobates at T = 0 and
allow one to perform the calculations for solid solutions
according to a similar scheme. Information on the
nature of the unstable modes and their frequencies can
be used in further investigation into solid solutions of
these crystals.
PHY
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Abstract—Protein aminoacid–based compounds were synthesized, and their single crystals were grown. The
dielectric and pyroelectric properties of the crystals were studied in the temperature ranges 80–340 and 140–
340 K, respectively. It was established that three of the compounds studied (L-His(H3PO4)2, L-TyrHCl,
L-Ala2H3PO3 · H2O) are linear pyroelectrics, with their room-temperature pyroelectric figures of merit being
close to those of ferroelectric triglycine sulfate crystals. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Investigation of the physical properties and crystal
structure of compounds based on protein aminoacids
has been attracting considerable interest (see, e.g., [1]).
The present study deals with the dielectric and pyro-
electric properties of some of these materials. The
piezoelectric properties of these compounds were stud-
ied previously in [2].

2. EXPERIMENTAL TECHNIQUES

The crystals to be studied were grown from satu-
rated aqueous solutions of the appropriate aminoacids
and inorganic substances by slow cooling from 25 to
8°C at a rate of 1 K/day. The chemical composition of
the compounds under study was obtained by elemental
analysis. The crystal symmetry and orientation of the
crystallographic axes were derived from x-ray diffrac-
tion measurements. The crystals studied have mono-
clinic or orthorhombic symmetry; i.e., they belong to
the C2h or D2h diffraction classes.

The samples intended for study were cut from single
crystals in the form of 0.1- to 0.2-mm-thick platelets 5–
10 mm2 in area, with the major plane oriented perpen-
dicular to the C2 symmetry axes. Conducting electrodes
were deposited from a suspension of finely dispersed
silver. Measurements were conducted in vacuum at a
pressure of 10–4 bar.

The pyroelectric response of the crystals was mea-
sured through stepwise illumination with infrared light.
In this method, the kinetics of variation of the tempera-
ture of the crystals, ∆T, and of the pyroelectric voltage
U induced across them by the radiation are described by
the differential equations [3]

(1)CT
d ∆T( )

dt
--------------- GT∆T+ AF0,=
1063-7834/05/4711- $26.00 2135
(2)

where CT is the heat capacity of the sample measured in
J/K; GT is a coefficient in units of W/K characterizing
heat exchange between the sample and its environment;
A is the sample area in m2; F0 is the radiation power
absorbed by a unit area of the crystal under illumination
in units of W/m2; C and R are the capacitance and the
resistance of the crystal with the amplifier capacitance
and load resistance connected parallel to it, respec-
tively; and p is the pyroelectric coefficient. As follows
from these equations, the shape of a pyroelectric signal
is determined by two time constants, namely, the elec-
tronic time τe = RC, characterizing the rise of the pyro-
electric response of the sample after the switching on of
illumination, and the thermal time τT = CT/GT, charac-
terizing the attainment of thermal equilibrium under
constant illumination intensity.

In our experiments, the relation τe ! τT held (τe ≤
1 s, τT ≥ 5 s). In accordance with the conclusions
reached in [3], the peak pyroelectric response voltage
under illumination of a crystal is given by

(3)

where cp and L are the specific heat and the thickness of
the crystal, respectively.

In the present study, we used techniques that
included either single illumination on–off cycles about
1 min long in intervals of a few minutes or periodic
trains with illumination pulses 1 s long in intervals of
10 s. Figure 1 presents the voltage diagrams corre-
sponding to these techniques, with the voltage propor-
tional to the light intensity incident on the crystal (top
diagrams in Figs. 1a, 1b) and the pyroelectric response
(bottom diagrams). The source of radiation was an

C
dU
dt
------- U

R
----+ Ap

dT
dt
------,=

U p pAF0R/cpL,=
© 2005 Pleiades Publishing, Inc.
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incandescent lamp with a 0.2-mm-thick filter of
undoped silicon; the heat flux incident on a crystal was
varied in the range 1–100 mW/cm2. The illumination
intensity was monitored with an FD-1 photodiode
placed in the measurement chamber in the immediate
proximity of the crystal and connected in the photo-
diode mode (i.e., with a voltage of ~1 V applied in the
blocking direction).

As is evident from Fig. 1a, the pyroelectric response
signals generated immediately after the illumination
was switched on and off are practically identical, which
indicates the absence of any noticeable contribution to

(a)

(b)

Fig. 1. Voltages across a load resistance of the photodiode
(top curves) and a load resistance of the pyroelectric detec-
tor (bottom curves) obtained under (a) single and (b) cyclic
illumination of the crystal under study. The illumination
pulse length is (a) 1 min and (b) 1 s.
PHY
the pyroelectric response due to a possible temperature
difference between the illuminated and nonilluminated
crystal surfaces. The specific shape of the pyroelectric
response voltage pulses observed under periodic illu-
mination (Fig. 1b) is accounted for by the superposition
of the signals of opposite polarity generated after the
application and termination of the illumination pulses.
However, as follows from Eqs. (1) and (2) and is sup-
ported by direct measurements, the peak voltage in this
case is also proportional to the pyroelectric coefficient
of the crystal studied. Periodic illumination permits one
to obtain continuous recording of Up under a variation
in crystal temperature.

The voltage drop across the load resistance of
100 MΩ was fed into an operational amplifier based on
a KR544-UD-1A chip with a voltage gain of unity and,
thereafter, into an electronic recorder. The load resis-
tance was chosen so as to provide a high enough pyro-
electric current measurement accuracy (of about
10−12 A), on the one hand, while reducing the crystal
resistance (to values of about 109 Ω at the upper limit of
the temperature range covered), on the other.

The dielectric permittivity and the loss tangent were
measured with an E7-12 bridge at a frequency of
1 MHz and a voltage amplitude of 100 mV.
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Fig. 2. Temperature dependences of the dielectric permittiv-
ity of (1) L-His(H3PO4)2, (2) L-TyrHCl, and (3) L-
Ala2H3PO3 · H2O.
Symmetry and room-temperature pyroelectric figure-of-merit coefficients (ε0 = 8.85 × 10–12 F/m is the permittivity of vacuum)

Compound Symmetry pi, nC/cm2 K ε'/ε0 ε''/ε0
Fi = pi/cp,
nA cm/W

Fu = pi/ε'cp,
V cm2/J

FD = pi/cp(ε'')1/2,
(cm3/J)1/2

TGS C2 30 50 0.16 17.8 4000 0.149

L-His(H3PO4)2 C2 6 25 0.20 3.5 1600 0.04

L-TyrHCl C2v 3 8 0.02 1.5 2500 0.06

L-Ala2H3PO3 · H2O C2 2.7 7 0.02 1.6 3200 0.07
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3. EXPERIMENTAL RESULTS 
AND DISCUSSION

The table lists the measured dielectric permittivity
and pyroelectric coefficients of L-histidine phosphate
(L-His(H3PO4)2) [5], L-tyrosine hydrochloride (L-
TyrHCl), and di-(L-alanine) phosphite monohydrate
(L-Ala2H3PO3 · H2O) [6], which exhibited the highest
pyroelectric activity over the temperature interval cov-
ered, and analogous data for triglycine phosphate
(TGS) [4], which was chosen for comparison. (Taking
into account the small size of the crystals studied and
the limited accuracy of measurement of their capaci-
tance, the error with which the reduced real (ε'/ε0) and
imaginary (ε''/ε0) parts of the dielectric permittivity
were determined is about 10%.) The table also specifies
the crystal symmetry derived in this study from the dif-
fraction class of symmetry accounting for the results of
pyroelectric measurements. The symmetry group of the
L-His(H3PO4)2 and L-Ala2H3PO3 · H2O crystals is con-
sistent with the available literature data [5, 6].

The values of the pyroelectric response of other
crystalline compounds based on protein aminoacids
differ by more than three orders of magnitude. The
pyroelectric response of some crystals with a diffrac-
tion class of symmetry D2h, such as L-asparagine, L-
arginine hydrochloride, and L-tyrosine hydrochloride,
measured along one of the three orthogonal C2 axes
substantially exceeds (by one to two orders of magni-
tude) the values obtained along the two other axes, thus
giving one grounds to assign these crystals to the C2v

symmetry group, which is a subgroup of the group of
diffraction symmetry D2h.

The temperature dependences of the dielectric per-
mittivity and pyroelectric response of the crystals did
not reveal any features in the temperature interval stud-
ied (Figs. 2, 3). Note that the pyroelectric response of
the crystals, as well as their dielectric permittivity, was
not affected by prepolarization of the crystals by apply-
ing a dc electric field of ±10 kV/cm within the interval
from room temperature to 80 K and that no dielectric
hysteresis was observed, which implies that these crys-
tals are not ferroelectrics.

Since experimental data on the piezoelectric moduli
eikl and thermal expansion coefficients αkl of these crys-

tals are lacking, we cannot separate the primary, ,

and secondary,  = eiklαkl, components of the total
pyroelectric coefficient, which determines the polariza-

tion variation of the crystals ∆Pi = (  + )∆T.

In view of the relatively large pyroelectric coeffi-
cients of the L-His(H3PO4)2, L-TyrHCl, and L-
Ala2H3PO3 · H2O crystals and their relatively low
dielectric permittivity, it is of interest to compare these
crystals with TGS in terms of their pyroelectric figure-
of-merit coefficients [4]. Estimates of these coefficients
for the current sensitivity (Fi), voltage sensitivity (Fu),

pi
I

pi
II

pi
I

pi
II
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and detectability (FD) are listed in the table. Because of
the lack of experimental data on the specific heat cp of
the crystals under study, their figure-of-merit coeffi-
cients were calculated using the value cp = 1.7 J/cm3 K
for TGS crystals. From examining the table, it becomes
evident that some of the figure-of-merit coefficients of
the crystals studied here are comparable to those of the
TGS crystals.
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Abstract—The heat capacity of [(C2H5)2NH2]2CuCl4 crystals, both nonirradiated and γ-irradiated to a dose of
107 R, was studied in the temperature interval 90–330 K by adiabatic calorimetry. The temperature dependence
of Cp(T) was found to have a peak-shaped anomaly in the region of the thermochromic phase transition (PT) at
T = 322.7 K. Smoothened experimental heat capacity data were used to calculate the changes in the thermody-
namic functions. The changes in the entropy and enthalpy of the thermochromic PT were determined to be
∆S = 42 J K–1 mol–1 and ∆H = 13653 J mol–1 for the nonirradiated crystals and ∆S = 39 J K–1 mol–1 and ∆H =
12120 J mol–1 for the irradiated crystals, respectively. Irradiation of a [(C2H5)2NH2]2CuCl4 crystal by γ rays to
a dose of 107 R was shown to shift the PT point toward lower temperatures by ∆T ≈ 1.7 K. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

The [(C2H5)2NH2]2CuCl4 compound belongs to a
large family of A2BX4 crystals most of which feature a
sequence of temperature-driven phase transitions
(PTs). The structure of the various phases of these crys-
tals is determined by a balance of hydrogen bonds cou-
pling the structural components, namely, molecular cat-
ions and metal–halogen complexes. This accounts for
the PT parameters in these crystals being very sensitive
to external factors of various types, including γ irradia-
tion.

The A2BCl4 compounds [where A stands for
(C2H5)2NH2 and B stands for (Cu, Co)] represent a new
class of thermochromic materials, which are known to
have application potential in optoelectronics. The
[(C2H5)2NH2]2CuCl4 crystal undergoes a thermochro-
mic PT at T = 323 K, which changes the crystal color
from green to yellow with increasing temperature [1].
The nature of this phenomenon is still very poorly
understood. It should be pointed out, however, that the
manifestation of the thermochromic effect is dominated
in this case by hydrogen bonds, which account for the
deformation of structural blocks in the crystal lattice.
Studies of the nature of the PT in [(C2H5)2NH2]2CuCl4
have revealed [1, 2] that the thermochromic transition
in this crystal is driven by a change in the coordination
geometry of the Cu2+ ion from plane square to tetrahe-
dral, which is reflected in a change in the absorption
spectra.

Since this promising crystal has remained practi-
cally unstudied (with only a few publications avail-
1063-7834/05/4711- $26.00 2138
able), it appeared worthwhile to measure its heat capac-
ity in the low-temperature domain, including the PT
region, and to investigate the effect of γ irradiation on
the parameters of this PT.

2. EXPERIMENTAL TECHNIQUE

Crystals of [(C2H5)2NH2]2CuCl4 were grown from
an aqueous solution of a stoichiometric mixture of
CuCl2 · 2H2O and [(C2H5)2NH2]Cl by slow evaporation
at a temperature T ≈ 300 K. Bulk green crystals grew in
3 to 4 weeks to a size ~10 × 6 × 3 mm.

The heat capacity was measured in the temperature
interval 90–330 K using a setup with automatic temper-
ature control in a vacuum adiabatic calorimeter with
discrete heat injection in steps of 1–1.5 K. The sample
5.8233 g in weight was placed in the calorimeter 10 cm3

in volume, which was sealed in a helium atmosphere.

In the PT region, the measurements were conducted
in temperature steps of 0.2–0.5 K. The sample was
heated at a rate of 0.07–0.10 K/min. The error in the
heat capacity measurements as estimated against a KV-
grade quartz reference did not exceed 0.3% in the tem-
perature interval covered. In the region near the PT, the
accuracy of measurement was lower, because thermal
equilibrium was reached in this region in 2.5–4.0 h,
whereas both above and below the PT the equilibration
time was 7–10 min. The experimental heat capacity
data were least squares fitted with a cubic-power law.
© 2005 Pleiades Publishing, Inc.
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The sample was irradiated at room temperature with
Co60 γ rays at dose rates of ~80 R/s in the irradiation
region.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

Figure 1 illustrates heat capacity measurements per-
formed on a nonirradiated [(C2H5)2NH2]2CuCl4 crystal.
The Cp(T) curve reveals a clearly pronounced anomaly
in the form of a fairly high symmetric peak at a temper-
ature T = 322.7 K. The sharp anomaly in the heat capac-
ity, as well as the increase in the thermal equilibration
time in the PT region observed in the course of the
experiment, strongly suggests that the PT at T =
322.7 K is a first-order transition. In order to avoid the
mergence of points, not all experimental data obtained
were used to construct the Cp(T) curve. The PT temper-
ature determined by us almost coincides with the value
T = 323 K quoted in [1] while slightly exceeding T =
311 K, the value derived from optical measurements [2].

Using numerical integration, the changes in the
entropy and enthalpy due to this PT were determined to
be ∆S = 42 J K–1 mol–1 and ∆H = 13653 J mol–1, respec-
tively. The smoothened values of the heat capacity and
the changes in the thermodynamic functions (entropy S,
enthalpy H, Gibbs free energy Φ) as derived from these
values for the [(C2H5)2NH2]2CuCl4 crystal are listed in
the table.

Note the large values of ∆S and ∆H. As pointed out
in [1], the reason for this lies in the fact that the PT in
this crystal not only entails disorder in individual
blocks but also gives rise to a radical structural rear-
rangement of the lattice.

Our experimental values ∆S = 42 J K–1 mol–1 and
∆H = 13653 J mol–1 for the PT in [(C2H5)2NH2]2CuCl4
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
at T = 322.7 K are consistent with the values ∆S =
45(3) J K–1 mol–1 and ∆H = 14.6(9) kJ mol–1 obtained
by differential scanning calorimetry in [1].

Figure 2 presents the experimental temperature
dependences of the heat capacity in the region of the
phase transition for [(C2H5)2NH2]2CuCl4 crystals both
nonirradiated and γ-irradiated to a dose of 107 R. We
readily see that γ irradiation shifts the anomaly in the
Cp(T) curve at T = 322.7 K toward lower temperatures
by ∆T ≈ 1.7 K. The calculated changes in the entropy and
enthalpy due to the PT at T ' = 321.0 K for the irradiated
[(C2H5)2NH2]2CuCl4 sample are ∆S = 39 J K–1 mol–1 and
∆H = 12 120 J mol–1. Irradiation of [(C2H5)2NH2]2CuCl4
crystals ruptures hydrogen bonds. Heating of irradiated
[(C2H5)2NH2]2CuCl4 samples with broken hydrogen

100
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Cp, J/(K mol)

400

200
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Fig. 1. Temperature dependence of the heat capacity of
[(C2H5)2NH2]2CuCl4.
Smoothened heat capacity data and changes in the thermodynamic functions of [(C2H5)2NH2]2CuCl4

T, K
Cp(T) S(T) – S(80 K) Φ(T) – Φ(80 K)

H(T) – H(80 K), J/mol
J/(K mol)

80 199.7 0.000 0.000 0.0

100 221.5 47.11 10.8 4212

120 243.5 89.54 25.8 8860

140 265.1 128.7 4.6 13944

160 286.9 165.6 60.1 19464

180 308.7 200.7 77.9 25420

200 330.5 234.4 95.7 31812

220 352.3 266.9 113 38640

240 374.1 298.5 130 45904

260 395.9 329.3 148 53604

280 417.7 359.5 165 61740

300 439.5 389.0 182 70312
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bonds brings about not only intensified ion thermal
motion but also rearrangement of the crystal structure.
As a result of this rearrangement, the high-temperature
phase stabilizes at a temperature T ' = 321.0 K, which is
lower than that of the thermochromic PT in a nonirradi-
ated sample. We thus see that the thermochromic PT in

320 T, K

Cp, J/(K mol)

4000

2000

315 325

6000

8000

0

1
2

Fig. 2. Temperature dependence of the heat capacity of
[(C2H5)2NH2]2CuCl4 in the region of the thermochromic
phase transition for (1) a nonirradiated sample and (2) a
sample irradiated to a dose of 107 R.
PH
[(C2H5)2NH2]2CuCl4 crystals is sensitive to ionizing
radiation. Analogous results were obtained in [2] when
studying the absorption spectra of nonirradiated
[(C2H5)2NH2]2CuCl4 samples and samples irradiated
with Co60 and Ra226 isotopes. The shift of the PT tem-
perature in [(C2H5)2NH2]2CuCl4 under low irradiation
doses was shown to be reversible [2]. In view of the
clearly pronounced thermochromic effect and the high
sensitivity of the thermochromic PT temperature to
radiation, these materials may have application poten-
tial in sensors of ionizing radiation.
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Abstract—A model is proposed for a photoinduced Peierls-type semiconductor–metal phase transition that
makes it possible to determine the time dependence of the bandgap width in the electronic spectrum of vanadium
dioxide subjected to a light field and the dependence of the time at which a photoinduced semiconductor–metal
phase transition occurs on the laser pulse duration. The theoretical results obtained are consistent with experimen-
tal data on the illumination of a VO2 film with an intense laser pulse. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Experiments have shown [1] that an intense laser
pulse incident on a vanadium dioxide film on a sub-
strate transfers the film from the semiconducting to
metallic state while heating it by less than 10 K [2].
This phase transition cannot be interpreted in terms of
the thermal model because the onset of thermal insta-
bility would require heating of a VO2 film by about
50 K (up to 340 K) [3]. The nonthermal (for times t <
1 ps) and thermal (for t ≈ 3–15 ps) stages in the devel-
opment of a photoinduced semiconductor–metal phase
transition have been observed experimentally to occur
in VO2 subjected to a laser pulse τp ≅  50 fs long [4]. In
[5], a vanadium dioxide film was illuminated with a
laser pulse of energy density W ≅  50 mJ/cm2 and photon
energy "ω ≅  1.6 eV. The dependence of the time τ to the
onset of the photoinduced semiconductor–metal phase
transition on the laser pulse duration τp was found in [5]
for τp swept from 15 to 1000 fs. As far as we are aware,
the measured experimental relation has thus far not
been interpreted theoretically.

We report on a theoretical investigation of the
dynamics of the photoinduced semiconductor–metal
phase transition in vanadium dioxide. The nonthermal
mechanism of the onset of instability is considered. An
equation for the order parameter ξ of the metal–semi-
conductor phase transition in a light field is derived.
The time dependence of the bandgap width in the elec-
tronic spectrum is found. The time τ at which a photo-
induced phase transition occurs is calculated as a func-
tion of the duration τp of the incident laser pulse. The
theory developed is used to interpret the experimental
data from [5] on the illumination of a vanadium dioxide
film on a substrate by an intense laser pulse.
1063-7834/05/4711- $26.00 2141
2. BASIC EQUATIONS
The electronic spectrum of vanadium dioxide has a

quasi-one-dimensional band deriving from the overlap
of the 3d electronic wave functions of vanadium atoms
arranged in parallel chains [3]. The wave-function over-
lap along the chains is substantially larger than that in a
perpendicular direction, thus permitting one to treat this
system within a one-dimensional model.

Consider a chain of atoms bearing one outer elec-
tron each. It is known that, at a temperature T below a
certain critical value T0, the equidistant arrangement of
atoms in a chain becomes unstable with respect to their
pairwise approach [6]. As a result, a bandgap appears in
the electronic spectrum at the Fermi level.

The coordinate xn of the nth vanadium atom in a
chain can be written as

(1)

where a is the atomic separation in the metallic phase,
ξ is a parameter characterizing the pairwise approach of
atoms in the chain (the order parameter of the metal–
semiconductor phase transition), and R is the effective
radius of the electron wave function in an atom. The
evolution of the order parameter ξ with time is
described by the Lagrange equation:

(2)

where Q is the generalized dissipative force corre-
sponding to the generalized coordinate ξ; L is the
Lagrangian

(3)

m is the atomic mass;

xn na
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Rξ
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d
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-----∂L
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(4)

is the free energy of the crystal lattice written in the har-
monic approximation, which takes into account only
the first nonvanishing term in the Taylor expansion in
the order parameter ξ (A is the expansion coefficient);
Fj are the free energies corresponding to the valence
(j = 1) and conduction (j = 2) bands of the electronic
subsystem,

(5)

µj, Nj, and εj(k) are the quasi-Fermi level, the number of
electrons, and the jth-band dispersion law, respectively;
T is the temperature; and kB is the Boltzmann constant.
The factor of 2 before the summation sign in Eq. (5)
accounts for spin degeneracy. The dispersion law εj(k)
of d-band electrons for a vanadium atom chain in vana-
dium dioxide described by Eq. (1) can be cast in the
form [7]

. (6)

Here, 4b is the conduction band width in the metallic
phase (for ξ = 0) and k = –π + 2πs/N0, where s = 1, 2,
…, N0 and N0 is the number of atoms in the chain.

Substituting Eq. (3) into Eq. (2) and taking into
account Eqs. (1) and (4)–(6), we arrive at

(7)

where

(8)

is the electron occupation number of the kth level in the
jth band.

Accepting the relaxation time approximation (Q ~

), we calculate roughly the sum in Eq. (7) for ξ < 1 to
find

(9)

where γ–1 is the characteristic phonon relaxation time.
At T = 0, all electrons in the absence of illumination are
in the valence band (N1 = N0, N2 = 0) and the order
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PH
parameter for the metal–semiconductor phase transi-
tion is ξ = ξ0. In this case, we obtain from Eq. (9)

(10)

(11)

where N, n, and p are the concentrations of vanadium
atoms, of electrons in the conduction d band, and of
holes in the valence d band, respectively.

The time dependence of the hole concentration is
described by the rate equation [8]

(12)

where α and r are the optical absorption and reflection
coefficients, respectively; ω and I are the frequency and
intensity of the light field, respectively; and τ1(p, ξ) is
the recombination time. The film thickness is assumed
to be much smaller than the optical radiation attenua-
tion length 1/α.

3. RESULTS OF NUMERICAL ANALYSIS

Equations (11) and (12) were numerically solved for
the following parameter values [3, 9]: vanadium atom
concentration N ≅  3 × 1022 cm–3, conduction d-band
width in the metallic phase 4b ≅  1.1 eV, bandgap width
in electronic spectrum (6) in the low-temperature semi-
conductor phase ε0 = 4b  ≅  0.6 eV, vanadium
atomic mass m ≅  8.5 × 10–23 g, and effective electron
wave-function radius in the 3d state R ≅  4.1 × 10–9 cm.
For a photon energy "ω ≅  1.6 eV, the optical reflectance
is r ≅  0.2 [5] and the optical absorbance is α ≅  2.3 ×
104 cm–1. The characteristic room-temperature phonon
relaxation time is γ–1 ≈ 5 × 10–13 s [10].

In the experiment described in [5], photons of
energy "ω ≅  1.6 eV excited electrons from the valence
d band into the conduction π band. The effective life-
time of nonequilibrium electrons present in a concen-
tration nπ ~ 1020 cm–3 [2] in the conduction π band is
~10–9 s [1]. Therefore, for nπ ~ 1021 cm–3 and t < 10–12 s,
the second term on the right-hand side of Eq. (12) may
be neglected. In Eq. (11), the electron concentration in
the conduction d band satisfies the inequality n ! p.

The dependence of the light field intensity I on time
t was chosen to be a Gaussian pulse,

(13)

where W and τp are the energy density and pulse dura-
tion, respectively. The numerical analysis of Eqs. (11)–
(13) was performed for the initial conditions

(14)

A
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Figure 1 plots the bandgap width ε = 4b  in the
electronic spectrum (6) of vanadium dioxide versus the
time t as obtained from Eqs. (11) and (12) for the case
where the light field intensity is described by Eq. (13)

ξsinh

0.6

0.4

0.2

0
0 200 400

1

2

3

4

ε, eV

t, fs

Fig. 1. Bandgap width of the electronic spectrum ε plotted vs
time t in the case of illumination of the system with a light
pulse of intensity (13); energy density W = 50 mJ/cm2; and
duration τp equal to (1) 20, (2) 100, (3) 200, and (4) 400 fs.

100
τp, fs

τ, fs
1000

100

100010

Fig. 2. Time τ at which a photoinduced semiconductor–
metal phase transition occurs in vanadium dioxide plotted
vs the duration τp of a laser pulse of energy density W =
50 mJ/cm2. The line refers to calculations using Eqs. (11)–
(13), and points are experimental data from [5].
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and the initial conditions are given by Eq. (14). We
readily see that the bandgap width ε decreases with
time down to zero. The vanishing of ε corresponds to a
photoinduced semiconductor–metal phase transition.
The time τ to the onset of the phase transition increases
with τp. The τ(τp) dependence as calculated from
Eqs. (11)–(13) is shown graphically in Fig. 2, with
points referring to the experimental data from [5]. The
results obtained in terms of the proposed model are
seen to agree quite well with the experimental data.

In conclusion, we note that ultrafast (t ~ 10–13 s)
photoinduced phase transitions to a new crystalline or
amorphous state have been observed experimentally to
occur in Si and GaAs. The mechanism underlying these
transitions involves electron–phonon coupling [8, 11],
which suggests their commonality with the photoin-
duced semiconductor–metal phase transition in vana-
dium dioxide considered here.
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Abstract—The pseudo-e-expansions for the coordinate of the fixed point g*, the critical exponents, and the
sextic effective coupling constant g6 are determined for the two-dimensional Ising model on the basis of the
five-loop renormalization group series. It is found that the pseudo-e-expansions for the coordinate of the fixed
point g*, the inverse exponent γ–1, and the constant g6 possess a remarkable property, namely, the higher terms
of these series are so small that reliable numerical results can be obtained without invoking Borel summation.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The two-dimensional Ising model, for which
Onsager obtained the exact solution 60 years ago, has
been widely used as a proving ground for testing
approximate methods [1–10]. Recently [7, 10], the five-
loop contributions to the renormalization group (RG)
functions were determined for a theoretical-field ver-
sion of this model, namely, the two-dimensional scalar
Euclidean theory λϕ4. These results, together with
known four-loop expansions [4], made it possible to
obtain renormalization group series of record-value
length. However, resummation of these series demon-
strated [7] that the high order of perturbation theory
does not ensure a sufficient accuracy in determining
numerical values. For example, the coordinate of the
Wilson fixed point specified by a five-loop series for the
β function is 5% greater than the known value of high
accuracy [11],

(1)

and the renormalization group estimate of the critical
exponent η differs almost twofold from 1/4 [7]. This
situation contrasts sharply with the case of three-
dimensional systems [4–6, 12].

Does there exist any method for improving numeri-
cal estimates obtained from two-dimensional renormal-
ization group expansions? Below, it will be demon-
strated that such a method exists. This method consists
in transforming the renormalization group expansions
into alternative power series with the coefficients
exhibiting a more favorable behavior. The case in point
is the implementation of the pseudo-e-expansion tech-
nique proposed by B. Nickel (see reference [19] in the
paper by Le Guillou and Zinn-Justin [5]). The idea put
forward by Nickel is that the coefficient of the linear
term in the expansion of the β function should be
replaced by a fictitious small parameter τ and that the
coordinate of a nontrivial fixed point g* should be
sought in the form of a power series in the parameter τ

g* 1.7543637(25),=
1063-7834/05/4711- $26.00 2144
in order to obtain the τ expansions for the critical expo-
nents. Actually, this technique has already been
employed for calculating the critical exponents in two
dimensions [5]; however, the relatively short series
used in these calculations have made demonstrating the
advantages of the method impossible.

2. CALCULATION TECHNIQUE

We will operate with a two-dimensional massive
theory of the λϕ4 type, which is normalized to zero
external momenta. In this case, the five-loop renormal-
ization group expansions for the β function and the crit-
ical exponents γ and η have the following form [7]:

(2)

(3)

(4)

Here, the refined value of the five-loop contribution to
the inverse exponent γ–1 is taken from [10]. Let us sub-
stitute –τg for the first term on the right-hand side of
relationship (2) and implement the algorithm described
above. As a result, we obtain the expressions

(5)

β g( )
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(6)

(7)

It can be seen that the power series in τ for g* and γ–1

compare favorably with the renormalization group
expansions in the space of physical dimension, because
their higher coefficients, even if irregular in sign, are
small in magnitude. The smallness of these coefficients
allows one to obtain reliable numerical estimates from
relationships (5) and (6) without invoking popular sum-
mation techniques based on the Borel transform.

This can be easily verified by constructing the Padé
approximants [L/M] with a parameter τ = 1 for g* and
γ–1.

3. RESULTS AND DISCUSSION

The results obtained for g* and γ–1 are presented in
Tables 1 and 2, respectively. Since the τ expansion for
the coordinate of the fixed point g* begins with the lin-
ear term, the maximum rank of the approximants L + M
in this case is actually equal to 4, whereas for the
inverse exponent γ–1, we have (L + M)max = 5. For this
reason, the numbers of rows and columns in Table 2
exceed those in Table 1 by unity. The subscripts on the
numbers in the tables indicate the coordinates of those
poles of the Padé approximants which lie on the real
positive τ semiaxis. The best approximation properties
are exhibited by the diagonal Padé approximants [L/L]
and those close to them which do not have poles at a
parameter τ > 0. Therefore, the most reliable estimates
of the coordinate g* should be the numbers 1.751 and
1.837 from Table 1. Averaging over these values, we
obtain g* = 1.794, which differs from the exact value
(1) by only 2%. As can be seen from Table 1, it is this
five-loop approximation that gives such a good esti-
mate; almost all the Padé approximants have “danger-
ous” poles in lower orders, which leads to a consider-
able scatter in the numerical values. It seems likely that
it is this scatter that led to pessimism in earlier calcula-
tions with four-loop series [5].

A similar situation occurs when calculating the crit-
ical exponent γ. It can be seen from Table 2 that, in this
case also, reliable estimates are obtained only in the
five-loop approximation. Indeed, the numbers specified
by the main working approximants [2/3] and [3/2], as
well as by the approximant [4/1], almost coincide with
each other and are close to the exact value γ = 1.75. In
contrast, the approximants [2/2] and [1/3], which corre-

γ 1–
1

1
3
---τ– 0.113701246τ2

– 0.024940678τ3
+=

– 0.039896059τ4
0.0645212τ5

,+

η 0.033966147τ2
0.046628762τ3

+=

+ 0.030925471τ4
0.0256843τ5

.+
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spond to the four-loop approximation, have dangerous
poles. It is worth noting that the pole of the second
approximant is located in the vicinity of the physical
value τ = 1, which substantially affects the result
obtained.

Now, we calculate the Fisher exponent η. From the
comparison of series (4) and (7), we can conclude that,
in this case, the pseudo-e-expansion does not lead to
any advantages. Furthermore, upon changing over to
the expansion in terms of the parameter τ, we obtain not
an alternating series but a series of constant signs in
which the coefficients are approximately equal in mag-
nitude. By adding four terms of this series at τ = 1, we
obtain the Fisher exponent η = 0.137, whereas the only
working Padé approximant [2/2] (all the other approxi-
mants have dangerous poles) gives η = 0.0565. Both of
these estimates differ significantly from the exact value
η = 0.25, as well as the result of the processing of the
renormalization group expansion (4) using the Padé–
Borel–Leroy technique, i.e., η = 0.146 [7].

We made an attempt to improve the situation. For
this purpose, instead of series (7) for the “small” expo-
nent η, we processed series for the “large” exponents ν
and η(2), which are related to the exponent η through the

Table 1.  Coordinate of the Wilson fixed point g* according
to calculations from pseudo-e-expansion (5) with the use of
the Padé approximants [L/M]

M/L 1 2 3 4 5

0 1.000 1.716 1.811 1.897 1.693

1 3.5231.4 1.8267.5 2.7241.1 1.837

2 1.425 1.9183.0 1.8506.1

3 2.6011.4 1.751

4 1.194

Note: In Tables 1–4, the subscripts on the numbers indicate the coor-
dinates of the dangerous poles of the corresponding approxi-
mants, i.e., the poles lying on the real positive semiaxis.

Table 2.  Critical exponent γ calculated by the Padé summa-
tion of expansion (6) for γ–1

M/L 0 1 2 3 4 5

0 1.000 1.500 1.808 1.730 1.859 1.660

1 1.333 2.0242.9 1.744 1.778 1.777

2 1.558 1.702 1.8005.2 1.777

3 1.646 6.8711.1 1.772

4 1.732 1.718

5 1.7146.1
05
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standard expression. To accomplish this, we find the
following expansions in terms of τ for ν and ν–1:

(8)

(9)

It turned out that the first of these expansions is of
little use for obtaining numerical estimates: all the Padé
approximants generated by this expansion, except for
the approximants [5/0] and [0/5], have dangerous poles
located in the vicinity of the physical value τ = 1.
Therefore, the series for ν admits only direct summa-
tion and also summation of the corresponding inverse
series. These operations lead to almost coinciding
results, namely, ν = 0.907 and ν = 0.898, which, how-
ever, differ from the exact value ν = 1.

The expansion of the inverse exponent ν–1, on the
contrary, has a favorable structure for the Padé summa-
tion. As follows from the results given in Table 3, all
except one of the higher (the fifth order) approximants
are free from dangerous poles. Moreover, the approxi-
mants [2/3], [3/2], and [4/1] lead to very close values.
Nonetheless, assuming that the values of γ = 1.78 and
ν = 0.96, which follow from the results presented in
Tables 2 and 3, are the most reliable estimates, we
obtain the critical exponent η = 0.156, which is only
scarcely better than the direct estimate η = 0.137.

ν γ
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Table 3.  Padé triangle for the critical exponent ν calculated
by the summation of pseudo-e-expansion (9) for ν–1

M/L 0 1 2 3 4 5

0 0.500 0.750 0.933 0.920 1.005 0.898

1 0.667 1.1072.6 0.921 0.931 0.955

2 0.788 0.901 0.9713.6 0.9595.2

3 0.846 2.9991.1 0.959

4 0.903 0.907

5 0.907

Table 4.  Padé triangle for the universal ratio R6 specified by
pseudo-e-expansion (12)

M/L 1 2 3 4

0 4.000 2.364 3.587 1.837

1 2.839 3.064 2.867

2 3.1484.5 2.940

3 2.621
PH
Unfortunately, the calculations with the critical
exponent η(2) = (2 – η)(γ–1 – 1) are also ineffective.
Although the pseudo-e-expansion for this exponent can
be efficiently summed using the Padé technique,
because all the higher approximants do not have poles
at τ > 0 and the most symmetric of these approximants
give close values of η(2) (–0.851, –0.854, –0.837), the
final estimate of the exponent differs significantly from
the exact value η(2) = –0.75.

Apart from the critical exponents, some other quan-
tities also take on universal values at a temperature
T  Tc. In particular, these are the higher effective
coupling constants g6, g8, …, which enter into the equa-
tion of state and determine the nonlinear susceptibili-
ties χ2n of the system (see, for example, [13–17]). These
constants can be represented in the form of power series
in the renormalized charge g. At present, the renormal-
ization group expansion for the constant g6 of the two-
dimensional scalar theory λϕ4 is known in the four-loop
approximation [16]:

(10)

By substituting expansion (5) into this series, we can
readily obtain the pseudo-e-expansion for the sextic
effective coupling constant:

(11)

The coefficients of series (11) decrease rapidly in mag-
nitude. However, attempting to sum this series with the
use of the Padé approximants leads to the problem of
dangerous poles. Only one of the approximants corre-
sponding to the four-loop approximation, namely, the
approximant [4/2], is free from dangerous poles; the
calculation with this approximant gives the coupling
constant g6 = 1.122. This estimate agrees well with the
result of the summation of the renormalization group
expansion (10) using the Padé–Borel–Leroy technique,
i.e., g6 = 1.10 [16].

On the other hand, it is known that the equation of
state and the expression for the nonlinear susceptibility
χ6 involve not the vertex g6 itself but the ratio R6 =

g6/  [13–17], where g4 = gπ/9 [16]. Hence, it would
be interesting to obtain a power series in τ for the above
ratio. Such a series has the form

(12)

The higher coefficients of this expansion do not exhibit
a pronounced tendency toward a decrease. Nonetheless,
even in this case, the use of the Padé approximants turns
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0.437676τ3 ).–
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out to be efficient. As can be seen from Table 4, only the
approximant [1/2] has a pole at τ > 0 and the numbers
specified by the working approximants [2/2] and [3/1]
are very close to each other. By averaging these values,
we obtain R6 = 2.90. This estimate differs by only 1.5%
from the results of analyzing the multiloop renormal-
ization group series (R6 = 2.94 [16], R6 = 2.95 ± 0.03
[18]) and the high-temperature expansions (R6 =
2.943 ± 0.007 [19]), as well as from recently obtained
values of high accuracy (R6 = 2.94294 [11], R6 =
2.94238 [9, 20]).

The computational potential of the pseudo-e-expan-
sion as applied to the ratio R6 is not exhausted by the
above estimate. This ratio can be refined by resumming
series (12) using the Padé–Borel technique. The calcu-
lations demonstrate that the approximants [2/2] and
[3/1] constructed for the Borel transform of R6 do not
have dangerous poles, and their processing leads to the
values R6 = 2.970 and 2.909, respectively. Averaging
these values, we obtain the ratio R6 = 2.94, which coin-
cides with the results of the calculations performed in
[11, 16, 19, 20].

In conclusion, we should note that the Ising model
is not a unique system for which the higher coefficients
of the pseudo-e-expansions are small as compared to
the coefficients of the renormalization group series in e
and g. A similar feature was revealed recently for the
three-dimensional cubic model [21], the three-dimen-
sional chiral model [22], and the two-dimensional MN
model [10]. This made it possible, in particular, to
obtain alternative numerical estimates for the marginal
dimensions of the order parameter, i.e., those values of
M and N which separate the regions with different
regimes of the critical behavior [10, 21, 22].
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Abstract—In glass, the CuCl phase starts to form a certain time after the onset of supersaturation. As the tem-
perature is increased, the transient period (stage of formation of critical nuclei) shortens and the growth kinetics
of the CuCl phase switches from the first to second stage. The observed pattern of the CuCl phase growth kinet-
ics is fully consistent with the Zel’dovich–Frenkel classical theory of new-phase formation. The delay time is
determined by the radius of the critical nucleus (CuCl nanomelt) and the diffusion coefficient of the limiting
component, the Cu+ ions. The radius of the critical nucleus is about 1 nm and does not vary within a broad tem-
perature range. The activation energy for the CuCl phase growth process does not change in the transition from
the formation of critical nuclei to the first and, subsequently, second stage. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

As seen from a recent review [1], the existing theo-
retical models of nucleation of a new phase are
extremely diverse. This imparts considerable signifi-
cance to experimental studies, which should facilitate
correct selection and refinement of theoretical models.

One of the key issues in the formation of a new
phase is its nonstationary stage and the determination
of the incubation (delay) time in the onset of intense
growth of the new phase. The classical studies by
Zel’dovich [2] and Frenkel [3] were followed by theo-
retical investigations of the nonstationary stage in the
formation of a new phase (see, e.g., [4–8] and refer-
ences therein). The relevant publications deal with
studies of the nonstationary nucleation of AgCl clusters
in glass [6], the electrical conductivity in supercooled
melts [7], the crystal nucleation on the surface [8] and
in the bulk [9] of glass, and the electrically conducting
layer of copper oxide on the surface of various glasses
[10, 11]. Most of those studies, both experimental and
theoretical, paid, however, little attention, if any, to the
part played by temperature and the size of the critical
nucleus in the growth kinetics of the new phase.

The present communication reports on a study of the
initial stages in the formation of a new phase in solid
solutions of the CuCl phase components in glasses,
where nucleation of a new phase is limited by diffusion
of one component, the Cu+ ions [12]. The kinetics of the
phase formation and the growth of CuCl particles in
size were studied experimentally within a broad tem-
perature range. The experimental results are shown to
be in good agreement with the Zel’dovich–Frenkel
classical theory of new-phase formation.
1063-7834/05/4711- $26.00 ©2148
2. INITIAL STAGE IN THE CuCl PHASE 
GROWTH KINETICS IN GLASS

Glass with additions of NaCl (1.5 wt %) and CuO
(0.7 wt %) heated to 500°C and higher reveals the for-
mation of nuclei of a new phase, a nanomelt (NM),
which contains CuCl and possibly a certain amount of
NaCl [12, 13]. Cooling the sample stops growth of the
new phase, after which the eutectic melt of the new
phase first detaches from the glass (because of their
thermal expansion coefficients being different) and
subsequently undergoes crystallization with segrega-
tion into CuCl and NaCl nanocrystals (NCs) [13]. (Ref-
erence book information [14]: above 500°C, the ther-
mal expansion coefficient of the CuCl and NaCl melt is
about 100 × 10–6, while for glass it is substantially
smaller, about 6 × 10–6.)

The formation of the CuCl crystalline phase is
accompanied by the appearance of optical absorption in
the transparency window of the glass matrix. The opti-
cal absorption spectrum of the initial glass exhibits a
smooth falloff in the wavelength region from 300 to
370 nm, which is associated with the Cu+ ions distrib-
uted in the glass. After the sample has been subjected to
a temperature of 500°C or higher, absorption starts to
grow throughout the above spectral region. As the time
of holding is increased, the main absorption band of the
Z1, 2 exciton in CuCl NCs peaking in the range 350–
370 nm appears. The absorption value at the band max-
imum was used to determine the amount of the CuCl
crystalline phase precipitated in glass, which yields the
number of CuCl molecules in the NM of the new-phase
nucleus. The energy position of the maximum of the
Z1, 2 exciton absorption band offered the possibility of
deriving the average radius of a CuCl NC.

Note that, due to the presence of NaCl (up to 30%
[13]), the radius of a nucleus in the growing new phase
 2005 Pleiades Publishing, Inc.
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(nanomelt) may be slightly larger than that of the CuCl
NC obtained experimentally.

To study the growth kinetics of the CuCl phase,
three samples (0.65, 0.64, 0.63 mm thick) were pre-
pared from a starting glass not subjected to thermal
treatment. Each glass sample was heated repeatedly at
one of three temperatures (500, 615, or 707°C). After
holding at this temperature, the sample was quickly
taken out of the furnace and the absorption spectrum
was measured (at 300 K) in the wavelength region 310–
400 nm. After this, the sample was again held for a cer-
tain time in the furnace at the same temperature and
then removed for the next absorption measurement.

Figure 1 illustrates the changes that occur in the
CuCl NC absorption spectra of glass as the total time of
holding of a sample in the furnace at 500°C increases.
Curve 0 is the absorption spectrum of Cu+ ions distrib-
uted in the starting glass. After heat treatment for 4 h at
500°C, the absorption spectrum (curve 1) exhibits an
increase in Z1, 2 exciton and CuCl NC interband edge
absorption [the spectrum is given in units of optical
density α(E) = , where I0 and I are the light
intensities incident on and transmitted through the sam-
ple, respectively].

An increase in the time of holding brings about an
increase in interband absorption and a more clearly pro-
nounced isolation of the Z1, 2 exciton absorption band.
The energy position Eex of the Z1, 2 exciton band was
derived from the second derivative (see the bars on the
corresponding curves in Fig. 1). The absorption at the
maximum of the absorption band may be considered, in
a first approximation, to be proportional to the total
amount of the CuCl phase precipitated in the glass.
Similar changes in the absorption spectra of CuCl NCs
were observed to occur after heat treatment of the glass
at 615 and 707°C.

Figure 2 shows experimental data (points) obtained
in the case where the absorbance in the region of the
Z1, 2 exciton band maximum increased with the time of
holding at three different temperatures. The increase in
the absorbance K(t) = ln(I0/I)/d with time (d is the glass
sample thickness) is shown on a semilogarithmic scale.

The growth kinetics of the CuCl crystalline phase
permits the isolation of two regions, namely, delay
region I and a linear region where K(t) increases at a
constant rate (region II). The linear part of the K(t)
curves can be extrapolated to give an intercept on the
abscissa axis, which is equal to the delay time τ. At
500°C, the time τ is longer than 4 h; at 615°C, it is
0.5 h; and at 707°C, 7.7 min. The slope of the curves in
region II is practically the same for all temperatures of
CuCl phase formation.

I0/I( )log
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3. VARIATION OF THE CuCl PHASE IN SIZE
IN THE COURSE OF GROWTH

As the content of the CuCl crystalline phase
increases, the spectra exhibit an energy shift of the Z1, 2

exciton band maximum to longer wavelengths (Fig. 1),
which is associated with the growth of the average
radius of CuCl NCs. This shift is a signature of the

3.2 3.3 3.4 3.5 3.6 3.7
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5

6Eex Z1, 2
α(E)

Fig. 1. Absorption spectra of CuCl nanocrystals in a glass
sample measured after heat treatment at 500°C over various
times t: (0) 0, (1) 4.0, (2) 5.8, (3) 7.7, (4) 9.5, (5) 11.3, and
(6) 13.2 h. Sample thickness, 0.63 mm.
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Fig. 2. Kinetics of absorption growth at the maximum of the
CuCl NC Z1, 2 exciton band measured at a glass heat treat-
ment temperature of (1) 707, (2) 615, and (3) 500°C. Points
are experimental data. Curves 1'–3' are plots of Eq. (7), and
solid curves 1–3 were obtained with inclusion of the
decrease in supersaturation given by Eq. (10). I indicates the
transition region, and II indicates the region of growth of the
new phase at a steady rate. K(τ) is proportional to the
amount of the CuCl phase precipitated in time τ.
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quantum confinement effect in exciton energy states
[15]:

(1)

where E∞ is the position of the exciton level for an NC
radius a = ∞ and m is the exciton effective mass.

The confinement shift in Eex for the Z1, 2 exciton in
CuCl NCs is shown in Fig. 3 for room temperature. The
data presented in Fig. 3 were extracted from an analysis
of experimental data [16, 17] on the variation of the
CuCl NC melting temperature induced by quantum
confinement. Extrapolation of the data in Fig. 3 makes
it possible to determine the parameters in Eq. (1) deter-
mining the confinement shift of exciton energy in CuCl
NCs at 300 K. For the Z1, 2 exciton, we find that E∞ =
3.353 eV (which corresponds to the position of the
excitonic level in a bulk sample at 300 K, a = ∞) and the
effective mass is m = 1.07m0 (m0 is the electron mass).
For the Z3 exciton (see [15]), the corresponding values
are found to be E∞ = 3.274 eV and m = 1.5m0 These val-
ues of the effective masses and energy of excitonic
states in CuCl NCs differ from those reported in [15]
for 4 K. The increased value of E∞ is most likely a result
of thermal expansion of the CuCl NC lattice heated to
300 K [18].

The values of the quantum confinement parameters
found for the Z1, 2 exciton energy were used to deter-
mine the variation of the average CuCl NC nucleus
radius from the shift the maximum in the exciton
absorption spectra undergoes during growth of the
CuCl phase. The data on the variation in the NC size at
different growth temperatures are presented in Fig. 4.
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Fig. 3. Energy positions of the Z1, 2 and Z3 excitons plotted
vs the inverse square of the average CuCl NC radius.
PHY
4. DISCUSSION OF THE RESULTS

The radius of CuCl NCs at the beginning of the
curve presented in Fig. 4b is slightly above 1 nm. This
implies that the critical radius of CuCl NCs in glass is
not above this value. Note that the critical CuCl crystal-
line nucleus in the melt of the same composition is
12 nm in size [17]. On the other hand, free-surface
CuCl NCs less than 1.3 nm in size crystallize without
supercooling, because the formation of the crystal sur-
face does not require any expenditure of work in this
case [17] (in other words, the surface energy of CuCl
particles of such size with a free surface is zero).

As follows from Fig. 4a, the average volume of
CuCl phase nuclei increases by a factor 6.13 at 707°C.
The total amount of the CuCl phase increases in the
same time by a factor of 8.22 (see curve 1 in Fig. 2, the
seventh point in which corresponds to the first point in
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Fig. 4. (a) Square of the average radius and (b) radius of
CuCl NCs in glass as a function of growth time.
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Fig. 4a). The fact that absorption of the CuCl phase
exceeds only by a factor of 1.34 the increase in the vol-
ume of the nuclei (which can be assigned to an increase
in the exciton absorption oscillator strength) suggests
that the conditions of growth of a new phase at 707°C are
characteristic of the second stage, in which nuclei grow
in size without a noticeable increase in their number.

A similar analysis of data obtained at 615°C showed
the increase in absorption to exceed that of the nucleus
volume only insignificantly (by 1.24 times). Therefore,
accounting for the increase in the oscillator strength of
absorption, one may assume that the CuCl phase passes
through the second stage of growth at 615°C as well.

The situation is different at 500°C. During observa-
tion, the CuCl phase particles grew fairly little in size
(Fig. 4b), only by a factor of 1.4. However, absorption
increases by 7.78 times (curve 3 in Fig. 2). This means
that the number of particles increases nearly threefold.
Hence, the growth of the CuCl phase at 500°C passes
through the first stage (in which an increase in the num-
ber of nuclei is accompanied by only a small increase
in their size).

Thus, at 500°C (curve 3 in Fig. 2), one observes the
first stage of CuCl phase growth in glass. As the tem-
perature increases to 615°C or higher under the same
supersaturation (the beginning of the linear parts), the
new phase crosses over to the second stage of its growth
kinetics. This is possibly due to an increase in the Cu+

diffusion coefficient and, accordingly, in the mean dif-
fusion path of the components of the new phase.

Next, we consider the possibility of interpreting the
experimental data in terms of the theory accounting for
the existence of a transient period of growth of the new
phase [2, 3], during which critical nuclei form. The
growth of K(t) in the region of the CuCl NC exciton
absorption band is proportional to the number N(t) of
CuCl molecules in the new phase that have precipitated
in the glass in time t:

(2)

where γ is the effective oscillator strength of optical
absorption per CuCl molecule.

According to the nucleus formation theory (see [2,
Sect. 6]), N(t) is given by

(3)

Here, JS is the steady diffusion flux of CuCl molecules
penetrating into all critical nuclei, which is described
by the Zel’dovich–Frenkel equation:

(4)

K t( ) γN t( ),=

N t( ) JS τ /t '–( ) t '.dexp

0

t

∫=

JS B g*( ) f 0 g*( )Z g*( ),=
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where B(g∗ ) is the diffusion coefficient in size space,
f0(g∗ ) is the equilibrium number of molecules in the
critical nuclei, and Z(g∗ ) is the Zel’dovich factor

(5)

In Eqs. (5), C is the concentration of the limiting com-
ponent of the new phase in solution (glass), Φ(g) is the
minimum work expended in the formation of a new-
phase nucleus, g∗  is the number of molecules in the
critical nucleus, k is the Boltzmann constant, and T is
the temperature. According to [2], the time τ is deter-
mined by the following relation containing the initial
(a1) and critical (a∗ ) radii of the nucleus and the diffu-
sion coefficient D = D0exp(–ε/kT) (where D0 is the
prefactor and ε is the diffusion activation energy):

(6)

In the case of vapor condensation, the coefficient B(g∗ )
is determined by the vapor pressure and temperature [3,
4], and for cavitation, by the temperature and viscosity
of the liquid [2]. In the particular case of weak solu-
tions, B(g∗ ) is proportional to D and C (see [19, prob-
lem in Sect. 100]).

Substituting Eq. (3) into Eq. (2) and taking into
account Eqs. (4)–(6), we obtain the following relation
for the initial stage of CuCl phase nucleation:

(7)

As the starting components of the CuCl phase
become expended, the equilibrium concentration C
decreases. It is believed [19, 20] that, in the case of
weak solutions, supersaturation near supercritical
nuclei is compensated from the bulk. In these condi-
tions, the variation C(t) can be written as the difference
between C0 (the initial concentration of the components
of the new phase) and the number of molecules N(t)
already incorporated in the nuclei:

(8)

Multiplying both sides by γ, we obtain

(9)

The product γC0 = K0 is hypothetical absorption in the
case of total precipitation of the CuCl phase. Using
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Eqs. (2) and (9), we can make the following substitu-
tion into Eq. (7):

(10)

Equation (7) can be used in combination with
Eq. (10) to numerically calculate the absorption K(t + dt)
at time t + dt from the known absorption K(t) at time t.

Without considering the decrease in supersatura-
tion, Eq. (7) correctly describes the phase growth kinet-
ics within initial part I (for t ≤ τ), i.e., in the stage of for-
mation of critical nuclei (curves 1'–3' in Fig. 2). The
calculation is carried out with the following parameter
values: in the exponent of the second exponential func-

tion in Eq. (7), we put /4D0 = 0.9 × 10–3 s (parameter
a1 in this exponent is set to zero, because at the begin-
ning of the experiment there are no nuclei at any tem-
perature), the diffusion activation energy is ε = 1.10 eV,
the quantity Φ(g∗ ) does not exceed 0.05 eV, and

 = 1.178 × 105 cm–1.

The time τ is calculated to be 460, 1.8 × 103, and
15.54 × 103 s at temperatures of 707, 615, and 500°C,
respectively. These results practically coincide with the
values derived earlier graphically from Fig. 2.

By substituting Eq. (10) into Eq. (7), one can
account for the decrease in C(t) in region II as the start-
ing components of the CuCl phase are being expended.
Numerical calculations (solid line 3 in Fig. 2) fit well
the experimental data obtained for the first stage of
phase growth. The parameter values are K0 = 355 cm–1

and  = 0.885 cm–1. In the course of
CuCl phase growth, supersaturation falls off in the
same way (by 30%) for all temperatures.

Although relation (4) for the diffusion flux JS cannot
be used to calculate K(t) for the temperatures 707 and
615°C (second stage), the agreement between the calcu-
lated curves and experimental data (see solid curves 1, 2
in Fig. 2) does not seem accidental. We believe this to
be due to the fact that the diffusion flux in the second
stage is dominated by the contributions from the diffu-
sion coefficient D and supersaturation C(t), while the
effect of the parameters associated with the variation of
Φ(g) is small.

Calculations showed that K(τ), which is propor-
tional to the amount of the CuCl phase precipitated in
time τ (the time taken for the formation of the critical
nuclei), is the same at all temperatures and equals
10.9 cm–1 (horizontal dashed line in Fig. 2). The radii of
the nuclei are 1.05, 1.67, and 1.84 nm for temperatures
of 500, 615, and 707°C, respectively. It follows that, at
615 and 707°C, the first nuclei to appear undergo accel-
erated growth because of the large mean diffusion
length of the CuCl phase components.

Note that the constancy of the factor  deter-
mining the behavior of τ with temperature may indicate

γC t( )2
K0 K t( )–( )2

/γ.=

a*
2

γD0C0
2 ∂2Φ/∂g

2( )*–

D0 ∂2Φ/∂g
2( )*– /γ

a*
2

/4D0
PH
that the size of the critical nucleus pushing out the glass
during its growth is independent of temperature. In
accordance with the classical theory of formation of
new-phase nuclei, we have

(11)

where σ is the specific surface energy of the interface
between the critical nucleus and glass; v ' is the average
volume of molecules of the nucleus; and µ and µ' are
the chemical potentials of the separated components of
the new phase in the glass and of their compounds in
the nucleus melt, respectively. According to Eq. (11),
the independence of a∗  from temperature during the
formation of a new phase may imply that the surface
energy σ decreases with increasing temperature just as
the denominator does.

As is evident from Fig. 4a, the square of the radius
a grows linearly with time at temperatures of 707 and
615°C. The data obtained can be approximated by a
relation describing the growth of the CuCl phase in the
second stage [20]. To obtain a better match with exper-
iment, we introduced a delay time τ1 into the relation
proposed in [20] to describe the variation of a in the
second stage:

(12)

where v ' is the molar volume of the new phase.
The parameters providing the best fit of Eq. (12) to

the experimental data at temperatures of 707 and 615°C
are the same: D0v /C = 1.2 × 104 nm2/s, a1 = 1 nm, and
ε = 1.10 eV. Only the delay time τ1 is different: for
707°C, τ1 = 40 s, and for 615°C τ1 = 600 s.

The situation changes radically at 500°C. CuCl
nanocrystals increase in size much more slowly. In
view of such a small increase (1.5 times), the data from
Fig. 4b can be fitted by a linear time dependence,

(13)

Assuming that a1 = 1 nm, the delay time is found to be
τ1 = 10.2 × 103 s. For a zero delay time, the initial radius
will be a1 = 0.87 nm.

5. CONCLUSIONS

The kinetics of CuCl growth in glass in the first
stage is in agreement with classical theory for the non-
stationary case if the decrease in supersaturation is
included. For the CuCl phase growth in glass, the delay
time needed for the formation of critical nuclei may
range from a few hours to a few minutes. The delay
time is determined by the size of the critical nucleus
and the diffusion coefficient of the components of the
new phase. The size of the critical nucleus (CuCl
nanomelt) is practically independent of the temperature
of formation and does not exceed 1 nm.
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For the same supersaturation, the CuCl phase
growth kinetics in glass transfers from the first to sec-
ond stage with increasing temperature, which may
imply a substantial influence of the temperature-
induced variation of the mean diffusion length charac-
terizing the new-phase components on the growth
kinetics. The growth kinetics of the amount of the CuCl
phase in the first and second stages can be described
with one relation taking into account the stage of for-
mation of the critical nuclei.
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Abstract—Individual and multiquantum dots of InAs are studied by means of microphotoluminescence in the
case where, in addition to the principal laser exciting photoluminescence, second infrared laser is used. It is
demonstrated that the absorption of the infrared photons effectively creates free holes in the sample, which
leads to both a change in the charge state of a quantum dot and to a considerable reduction of their photolumi-
nescence signal. The latter effect is explained in terms of effective screening of the internal electric field, facil-
itating carrier transport along the plane of a wetting layer, by the surplus holes from the infrared laser. It is
shown that the effect of quenching of quantum dot photoluminescence gradually disappears at increased sample
temperature (T) and/or dot density. This fact is due to the essentially increased value of quantum dot collection
efficiency, which could be achieved at elevated sample temperatures for individual quantum dots or even at low
T for the case of multiquantum dots. It is suggested that the observed phenomena can be widely used in practice
to effectively manipulate the collection efficiency and the charge state of quantum-dot-based optical devices.
© 2005 Pleiades Publishing, Inc.
1 1. INTRODUCTION

Semiconductor quantum dots (QDs) effectively
confine electrons (e’s) and holes (h’s) on the nanometer
length scale in all three dimensions and, hence, may be
considered as “artificial atoms” [1]. Unlike real atoms,
QDs can be manipulated in different ways, which opens
the possibility of tailoring their shape, size, and compo-
sition [2] in order to achieve desired properties. Conse-
quently, QDs are potential candidates for various opto-
electronic (electronic) applications, such as QD lasers
[3], QD infrared detectors [4], QD memory devices [5],
and single-electron transistors [6].

For the majority of these devices, the QDs become
populated with carriers, which are primarily created
outside the QDs somewhere in the sample (in the barri-
ers or in the wetting layer (WL), on which QDs are nor-
mally grown [7]) by means of electrical or optical exci-
tation. Consequently, excited carriers undergo transport
in the WL/barriers prior to capture into the QDs. This
circumstance highlights the crucial role of the carrier
capture processes into the QD for the performance and
operation of QD-based devices.

The carrier capture mechanisms intensively studied
in the last decade reveal optical-phonon-assisted [8, 9],
Auger-like [10], shakeup [11] processes and carrier

1 This article was submitted by the authors in English.
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relaxation through the band tail states of the WL with a
subsequent emission of localized phonons [12]. The
lateral carrier transport (in the plane of the WL) could
be affected by carrier hopping between QDs [13] or by
trapping of migrating particles into localized states of
the WL [14] or into nonradiative centers [15] in the sur-
rounding media. A more efficient carrier transfer from
the WL into the QDs via radiation-induced defects in
the WL has been reported [16]. A magnetic field
directed perpendicular to the plane of the structure was
observed to limit the lateral transport of carriers [17].

It has also been suggested [8] that the carrier drift
could be considerably influenced by a long-range
attractive potential caused by the strain field surround-
ing the QD. On the other hand, strain-induced potential
barriers in the barrier–QD [18] and in the WL–QD
interface [19] were considered to limit the carrier cap-
ture into the QD. The important role of an electric field
directed in the growth direction of the sample on the
carrier capture into and escape out of the QD has been
demonstrated by studies of the electric current passing
through QDs [20].

In our previous study [21], we pointed out another
mechanism of carrier transfer from the WL into the
QDs which had not been previously considered. A
built-in electric field (F) was directed in the plane of a
WL to facilitate the lateral carrier transport. However,
© 2005 Pleiades Publishing, Inc.
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in these measurements, individual QDs were studied
only at a fixed sample temperature (T) of 5 K. In the
present paper, the suggested mechanism of carrier cap-
ture into the QDs is investigated at increased sample
temperatures (up to 70 K), as well as at an increased dot
density.

In our experiments, we use an additional infrared
(IR) laser to influence the field F. The excitation energy
of the IR laser, hνIR = 1.240 eV, is considerably less
than the lowest transition energy of the sample studied
and, accordingly, cannot simultaneously excite both
electrons (e’s) and holes (h’s); however, it can generate
solely either e’s or h’s through the excitation of deep
level (DL) defects positioned in the band gap of the
CaAs barriers [22]. According to our model, these extra
carriers, excited by the IR laser, will effectively screen
the field F and will consequently slow down the carrier
transport in the plane of the WL. Due to this effect, a
considerable reduction (up to 10 times) of the QD pho-
toluminescence (PL) signal (IQD) is experimentally
observed when the sample is exposed to dual excitation
of an IR laser and a main laser.

To the best of our knowledge, there are very few ear-
lier publications [23, 24] on the study of the IR-laser-
induced changes in IQD. In contrast to our findings, it
was found in [23] that the IR laser induces an increase
in the PL from the QDs by up to 40%. This phenome-
non was explained in terms of an IR-laser-induced
release of carriers that were trapped into deep defects
from the QDs. Considerable changes in the fluctuations
of the IQD during the time interval of the measurement
were detected when the sample was illuminated with an
additional near-IR laser irradiation [24]. Carriers
trapped at deep localized centers in the vicinity of the
QDs were suggested to be responsible for the observed
phenomenon [24].

Our present results demonstrate that the strength of
the observed quenching effect of IQD progressively
decreases as the temperature, as well as dot density,
increases. This is explained in terms of an essentially
increased QD collection efficiency (α), i.e., the ability
of QDs to collect photoexcited carriers from an illumi-
nated area. Under these experimental conditions, the
role of F, which facilitates carrier transport at lower val-
ues of α, becomes diminishing.

2. SAMPLE AND EXPERIMENTAL SETUP

The sample studied was grown by molecular beam
epitaxy on a GaAs(100) substrate. It consisted of lens-
shaped InAs QDs developed on an InAs WL from about
1.7-monolayer InAs deposited in the Stranski–Krast-
anov growth mode. The WL–dot layer was sandwiched
between two 100-nm-thick GaAs barriers. The sample
was grown without rotation of the substrate, resulting in
a gradual variation of the In flux across the wafer and,
consequently, in a gradient in the QD density. The QDs
were studied by means of a diffraction-limited micro-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
PL (µPL) setup (a detailed description of the setup and
the sample growth procedure is given in [25]). The µPL
technique employed in the present experiments allowed
us to excite and study a single QD (SQD).

To excite the sample, we used two Ti–Sp lasers,
whose beams were focused on the same position of the
sample surface down to a spot diameter of 2 µm. The
main laser (L0) was used to excite the PL of the WL and
the QDs. The excitation energy (hνex) was tuned in the
range from 1.410 to 1.480 eV with a maximum excita-
tion power (P0) of 20 µW. The other laser, LIR, operat-
ing at a fixed excitation energy, hνIR = 1.240 eV, had a
maximum output power (PIR) of 100 µW. It is important
to note that the hνIR is well below the value of the QD-
related emission and, accordingly, no signal from either
the WL or the QDs was detected with excitation solely
with LIR. The sample was positioned inside a continu-
ous-flow cryostat operating in the temperature (T)
range 5–70 K.

To find the particular QD to study, a laser beam was
scanned across the sample surface. Once the desired
QD was found, special marks (grids) were burnt into
the sample surface around the QD with a high-power
laser beam. The average distance between the adjacent
QDs in the low dot density area of the sample was
around 10 µm. To control the exact position of the laser
spot on the sample surface, an image of the region of
interest was projected with a video camera, which made
it easy to find the desired QD marked by the grid. In
addition, this arrangement allowed us to effectively
correct the laser position on the sample in cases where
the sample had moved due to thermal drift. It should be
noted that the method of locating the exact QD position
by using the above-described grids is favorable in sev-
eral respects over alternative methods, e.g., employing
a metal mask with small holes deposited on top of the
sample, which may produce an electric field in the near-
surface region and, consequently, may influence the
carrier transport in the plane of the WL. In addition, the
metal mask may act as a stressor, which could spoil the
quality of the QDs.

Eight SQDs located at different spatial positions of
the sample, all with analogous behavior with respect to
the LIR, were examined in this study. In this report, we
present data measured on a low-density structure with
one SQD within the laser spot together with a high dot
density area with a varying number of QDs within the
area of the laser spot.

3. EXPERIMENTAL RESULTS 
AND DISCUSSION

The low-temperature µPL spectrum of a sample
spot with only one QD (SQD) within the laser illumina-
tion area obtained under excitation with a single laser
L0 at an excitation energy hνex = 1.471 eV is shown in
Fig. 1 (dotted lines). The µPL spectrum of the sample
is dominated by the WL emission at an energy of
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around 1.445 eV. A weak emission line peaking at
around 1.340 eV is attributed to the PL from a SQD.
The spectrally integrated PL signal from a SQD (IQD) is
approximately 1% with respect to the corresponding
PL intensity of the WL (IWL). This ratio is much higher
than the corresponding volume ratio (≈10–3) of the SQD
versus the excited WL volume. This fact is direct evi-
dence that the PL signal from a SQD is not entirely
determined by the number of carriers excited in the
SQD as a result of the absorption of photons in the dot
volume but rather to a significant extent by carriers
excited in the WL. In other words, the WL serves as a
reservoir that supplies the QD with carriers. Indeed,

carriers excited in the WL (  in the inset to Fig. 1)
can undergo alternative trapping processes: (a) relax-
ation down to the localized WL states, followed by
radiative recombination; (b) trapping at centers of non-
radiative recombination (CNRs); or (c) capture into a
SQD (these processes are shown by arrows γr, γnr, and
γc, respectively, in the inset to Fig. 1). The interplay
between these processes determines the values of IQD
and IWL measured in the experiment.

We have solved a simple set of rate equations under
steady-state conditions (not shown here), which
resulted in IQD/IWL = γc/γr = α at any value of γnr, where
the parameter α is the collection efficiency of the SQD.
The physical meaning of the introduced parameter α
can be explained using the following example. If the
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Fig. 1. µPL spectra of a SQD and the WL measured at T =
5 K and hνex = 1.471 eV with single (dotted lines) and dual
(solid lines) laser excitation, respectively, at an excitation
power of P0 = 200 nW and PIR = 100 µW. The vertical solid
arrows show the excitation energies of L0 used in the exper-
iment. The inset shows the principle transitions involved in
the energy scheme of the sample together with the positions
of the GaAs conduction band (CB), valence band (VB), and
deep level (DL). The vertical and curved arrows are
explained in the text.
PHY
capture probability γc were to exceed the value of γr , the
PL of the SQD would dominate the PL spectrum of the
sample at the expense of the WL PL; i.e., the dot would
efficiently collect a majority of carriers created by the
laser absorption within the laser spot.

A spectacular effect was observed when, in addition
to the excitation of L0 at hνex = 1.471 eV, the sample
was illuminated with an infrared laser, LIR. Indeed, the
µPL spectrum of the sample (solid lines in Fig. 1)
undergoes a dramatic change in this case: while IWL
increases by a factor of 2.5, the SQD emission almost
completely vanishes. The increase in the IWL could be
explained in terms of a release of carriers from the cen-
ters of nonradiative recombination as a result of the
infrared absorption by LIR (arrow IR1 in the inset to
Fig. 1). Such an enhancement of the radiative effi-
ciency, induced by an additional below-band-gap exci-
tation, has been reported earlier (see, e.g., [26]). If this
were the only operating mechanism caused by LIR, an
increase in IQD would also be expected, since the WL
serves as a reservoir of carriers which could be trapped
into the SQD, as explained above. Consequently, a dif-
ferent mechanism of the LIR influence on the sample has
to be considered in order to explain the observed
decrease in IQD.

To understand the origin of the effect of the infrared
laser on the PL intensity, we studied the temperature (T)
dependence of the observed effect. Figure 2a shows a
number of pairs of SQD µPL spectra recorded with sin-
gle-laser L0 excitation (dotted lines) and dual laser exci-
tation (solid lines) at different T. The two emission lines
marked as X and X– were earlier interpreted [25] as
excitonic lines with different charge configurations.
The neutral and single negatively charged excitons, i.e.,
the 1e1h and 2e1h charge states, respectively, could be
detected. The progressive redistribution of the µPL
spectra in favor of the X– line, detected with single laser
L0 excitation with increasing T (dotted lines in Fig. 2a),
was explained in [27] in terms of a temperature-
induced increased electron diffusivity in the WL plane.
This leads to faster diffusion and, hence, capture of e’s
into the dot with respect to the capture of h’s. The µPL
spectra measured with dual laser excitation (solid lines
in Fig. 2a) reveal both a redistribution of the emission
lines in favor of the X line and a progressively vanishing
quenching effect with increasing T.

The redistribution effect in favor of X at elevated
temperatures is clearly illustrated in Fig. 2a. This fact
clearly demonstrates that LIR supplies the sample with
extra h’s, which can be captured by the QD and, accord-
ingly effectively “neutralize” its charge configuration.
The generation of extra h’s is assumed to take place in
the GaAs barriers as a result of an IR-laser-induced
electron excitation from the GaAs valence band into the
DLs always present in the GaAs band gap [22] (arrow
IR2 in the inset to Fig. 1). It is interesting to note that the
PL spectrum measured under dual-laser excitation at
SICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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T = 25 K is very broad and a peak appears between the
X and X– lines (Fig. 2a). This experimental finding is
unclear, and further studies are needed to reveal its
nature. However, some insight that can help elucidate
the situation may be gained from spectral diffusion, a
phenomenon previously observed in single self-assem-
bled quantum dots [28, 29]. In particular, it was found
that the electric field induced by the charges located in
close vicinity to a QD initiated an energy shift of the
QD spectral lines, which were quasiperiodic in time
[28, 29]. Consequently, the widths of the spectral lines
registered in the time-integrated regime (as in the
present paper) are expected to broaden in the case
where there are quasiperiodic (in time) local electric
fields around the SQD under study [29]. That is why the
experimentally observed broadening of the QD PL line
and its energy shift detected in the temperature range
around T = 25 K (Fig. 2a) could be regarded as evidence
of the presence of a local electric field around the QD.

The effect of the change in IQD induced by the IR
laser could quantitatively be described in terms of a
“quenching rate,” RQD, which is defined as the ratio of

IQD measured with dual laser excitation ( ) to the
corresponding single-laser excitation PL intensity

( ). RQD values measured for a SQD are shown by
solid squares in Fig. 3a. It is seen that an RQD value of

IQD
dual

IQD
signle

1.33 1.34

55

45

35

25

15

5

T, KSQD

(a)

Energy, eV

N
or

m
al

iz
ed

 P
L

 in
te

ns
ity

, a
rb

. u
ni

ts
Single
DualX– X

1.27 1.29

55

40

25

15

5

T, K

MQDs 1(b)

Energy, eV

Single
Dual

1.31

Fig. 2. µPL spectra of (a) SQD and (b) MQDs 1 measured
at hνex = 1.471 eV and hνIR = 1.240 eV for a number of
temperatures as indicated in the figure and at excitation with
a single (dotted lines) and double (solid lines) laser, respec-
tively, at an excitation power of P0 = 200 nW and PIR =
100 µW. The curved dash-dotted lines in (a) are given to
guide the eye.
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low as 0.1 at T = 5 K progressively increases to reach a
value of 1 at T ≈ 60 K; i.e., the quenching effect gradu-
ally disappears with increasing T.

A qualitatively similar behavior could be recorded
for another sample spot with a higher dot density
(MQDs 1). In this case, the µPL spectra consist of a
number of sharp lines superimposed on a broad PL
band in the spectral range 1.27–1.31 eV (Fig. 2b). It is
clearly seen that the IR laser also induces a quenching
of the PL signal at low temperatures. The quenching
rate is found to increase from RQD ≈ 0.5 at T = 5 K with
increasing temperature to reach RQD ≈ 1 already at T ≈
30 K (solid circles in Fig. 3a). This T is essentially
lower than the temperature needed to completely cancel
the quenching for the SQD (60 K) (Fig. 3a).
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Fig. 3. (a) RQD for hνIR = 1.240 eV and PIR = 100 µW and

(b) normalized values of  for SQD, MQDs 1, and

MQDs 2 measured for a number of T’s at hνex = 1.471 eV
and P0 = 200 nW and shown by solid squares, circles, and
triangles, respectively.
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In sharp contrast to these observations, practically
no such quenching effects were registered at a sample
position with an even higher dot density (MQDs 2). In
fact, RQD ≈ 0.9 already at T = 5 K (solid triangles in
Fig. 3a) and remains at a value of around 1 for T > 5 K.
In the following, we will present a qualitative model
which explains the quenching phenomenon, as well as
its disappearance at increased temperature and dot den-
sity.

To explain the quenching effect, we note first that, at
an excitation energy of hνex = 1.410 eV of the principal

laser L0 (vertical solid arrow  in the inset to Fig. 1),
the IR laser had no effect on IQD (results not shown
here). This means that LIR cannot influence the number
of e–h pairs which have already been captured into the
QD (under these experimental conditions, e’s and h’s
are not subjected to transport along the plane of the WL
prior to capture into the QD). Consequently, the reason
for the observed decrease in IQD registered for an exci-

tation energy of  = 1.471 eV is the influence of the
LIR on the transport properties of the carriers in the WL
plane. Secondly, IQD is proportional to the collection
efficiency α, as explained above. Accordingly, the
observed decrease in IQD means a considerable reduc-
tion in α measured under dual laser excitation (αdual)
with respect to the corresponding single-laser excita-
tion conditions (αsingle). Thirdly, as was stated above,
LIR supplies the sample with excess h’s. Consequently,
the model suggested should explain how the appear-
ance of the surplus h’s can affect the carrier transport in
the WL plane.

We propose the following model to explain the
influence of the extra charge on the collection effi-
ciency of the photocreated carriers from the WL into
the QD. The existence of an electric field F in the plane
of the WL is assumed. Photoexcited e’s and h’s, gener-
ated at arbitrary spots within the laser illumination,
move along the plane of the WL for a certain time (τ)
while decreasing in kinetic energy until they bind
together and recombine as excitons, contributing to IWL.
The QD can capture carriers/excitons only for the case
when the capture time from the WL into the QD is less
than τ. Accordingly, a rather high velocity is needed to
have a nonvanishing probability for carrier transport
and capture into a QD. The carriers are assumed to
achieve a rather high velocity with respect to the ther-
mal velocity when their transport is influenced by the
field F.

The origin of the built-in field is at present not
known, and further studies are needed to reveal its
nature. The origin is believed to be due to donors and
acceptors positioned in the vicinity of the QD [15, 16].
An e from the donor atom can be captured by an accep-
tor, thus giving rise to a built-in field F with a compo-
nent along the WL plane as a result of the charge sepa-
ration. When the surplus h’s, photoexcited by the LIR,

hνex
2

hνex
2

PH
appear in the WL, the carriers will move along the
direction of the built-in field. If these extra h’s are local-
ized at the interface potential fluctuations, they could
stay there for a rather long time (until an e to recombine
with approaches), providing an effective screening of
the field F. (A more detailed discussion of the screening
mechanism is given in [21].) Consequently, the trans-
port of e’s and h’s excited in the WL by L0 and LIR will
be determined by the thermal velocity, which is
assumed to be essentially lower than the drift velocity
under the unscreened field conditions, and, accord-
ingly, a decrease in IQD (RQD < 1) is expected.

It is important to note that the absolute value of RQD
measured under the given experimental conditions
(with respect to P0, PIR, T) for other individual SQDs
was found to exhibit variations depending on the partic-
ular SQD under study. This is reasonable since the con-
centration and space distribution of impurity atoms in
close vicinity to a given SQD, which determines the
value of F, should vary depending on their exact loca-
tion in the sample.

The experimentally measured RQD can be
expressed in terms of the collection efficiencies in the
following way:

(1a)

where

(1b)

 ( ) is the WL PL intensity with single (dual)
laser excitation. To explain the observed increase in
RQD with increasing T (Fig. 3a), we need, according to
Eq. (1a), information on the temperature evolution of
both RWL and αdual/αsingle.

Figure 4a shows RWL for a SQD measured as a func-
tion of temperature. It is seen that its value progres-
sively reduces down to RWL ≈ 1 at elevated T’s. Conse-
quently, according to Eq. (1a), the only reason for the
observed increase in RQD (Fig. 3a) is the increase in
αdual/αsingle as T becomes higher. Obviously, there could
be two basically different reasons for the increase in
αdual/αsingle : αsingle reduces down to αdual as T increases
or, on the contrary, αdual could increase significantly to
reach a value of αsingle at elevated temperatures. The
first possibility would imply a temperature-induced
screening of the built-in electric field, which facilitates
carrier capture into the QD. The second possibility
would correspond to the experimental situation where
the carrier capture into the QD at high T’s becomes so
effective that the role of the field F for the carrier trans-
port progressively diminishes with temperature.

RQD
α dual

α single
-------------RWL,=

RWL

IWL
dual

IWL
single

-----------,=

IWL
single

IWL
dual
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To distinguish between these two possibilities, we

have studied the temperature evolution of  and

 (Fig. 4b). It is seen that, with increasing T, 
progressively reduces (by more than two orders of mag-

nitude for the total T range studied), while  reveals
an essential increase (>5 times) when T changes from 5
up to 40 K and then dominates the µPL spectrum of a
sample for T > 40 K. The considerable decrease in

 (Fig. 4b) could be explained in the following
way. At low T’s, photoexcited carriers are captured into
localized states of the WL (processes shown by arrow γr
in the inset to Fig. 1) and stay there until they recom-
bine radiatively, contributing to the PL signal of the WL
(arrow IWL in the inset to Fig. 1). The existence of such
localized states in the WL is evidenced by the observa-
tion of a number of sharp peaks (separated from each
other by <1 meV) superimposed on the low-energy tail
of the WL emission band (Fig. 1). As T increases, car-
riers become delocalized and their thermal velocity
increases. These two effects result in a more efficient
transport of carriers along the plane of the WL. Conse-
quently, the probability of a carrier approaching a QD
(proportional to γc) or, alternatively, a CNR (propor-
tional to γnr) is considerably increased at elevated T’s.
This eventually results in both processes. The increased
probability of capture at a CNR will contribute to the
quenching of the WL PL, while the increased probabil-
ity of becoming trapped in a QD will contribute to the
enhancement of the SQD PL signal (Fig. 4b). The cru-
cial role of the carrier transport prior to the trapping
into the CNR has been described elsewhere [30].

The observed temperature dependence of the RWL
(Fig. 4a) can be qualitatively explained in terms of an
essentially increased value of γnr at elevated T’s. Indeed,
at low T’s, i.e., low values of γnr, carriers which are
released from the CNRs (as a result of the influence of
LIR) were captured into localized states of the WL prior
to capture back to the CNRs. This resulted in an
increase in IWL (RWL > 1). At elevated T’s, the capture to
the CNRs becomes more efficient, as explained above.
Consequently, the LIR-induced effect of carrier release
from the CNRs (arrow IR1 in the inset to Fig. 1), which
initiates an essential increase in the IWL at low T’s, starts
to play a minor role at elevated T’s. This explains the
gradual decrease in RWL with increasing T (Fig. 4a).

We thus conclude that the observed increase in IQD
is entirely determined by T-induced changes in the
transport of carriers. This conclusion is justified by the
following experimental observation. At a principal
laser excitation energy of hνex = 1.410 eV (shown by

the vertical solid arrow  in the inset to Fig. 1), i.e.,
at excitation directly into the dot, when no transport of
carriers along the plane of the WL is needed prior to
capture into the dot, the SQD PL signal does not change

IQD
single

IWL
single

IWL
single

IQD
single

IWL
single

hνex
2
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in the temperature range 5 < T < 60 K (see inset to
Fig. 4b).

Figure 4c shows the experimentally derived values
of αdual and αsingle measured for a SQD as a function of
temperature. It is seen that both αdual and αsingle progres-
sively increase with increasing T, with αdual ≈ αsingle at
elevated temperatures, which in turn results in the dis-
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Fig. 4. (a) RWL measured for SQD at hνIR = 1.240 eV,
hνex = 1.471 eV, P0 = 200 nW, and PIR = 100 µW for a num-

ber of T’s. (b)  and  measured for SQD at

hνex = 1.471 eV and P0 = 200 nW at different T’s. (c) αsingle

and αdual measured for SQD at hνIR = 1.240 eV, hνex =
1.471 eV, P0 = 200 nW, and PIR = 100 µW for a number of

T’s. The inset to (b) shows  measured for SQD at

hνex = 1.410 eV and P0 = 17 µW at different T’s.
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appearance of the IQD quenching effect. Consequently,
we explain the experimentally observed fact of the pro-
gressive increase in RQD up to 1 at elevated T’s (Fig. 3a)
in terms of a considerable increase in the QD collection
efficiency rather than by a decrease in αsingle down to
αdual. In other words, at increased temperatures, the
SQD collects carriers so effectively that the role of the
internal field, which improves the carrier transport at
low T’s, becomes negligible.

It is interesting to note that the increase in T results
in a qualitatively similar behavior of IQD and IWL mea-
sured on high dot density spots. Typical examples of the

temperature evolution of  measured for the MQDs
1 and MQDs 2 and compared with the SQD are shown

in Fig. 3b. An increase in the  by approximately
2.7 times was recorded for MQDs 1, which is essen-
tially less than the corresponding value of 5.5 measured
for the SQD (Fig. 3b). In contrast to these observations,

only a small increase (up to 50%) in the was
revealed for MQDs 2. The observed behavior (Fig. 3b)
is consistent with the idea of a temperature-improved
transport of carriers in the plane of the WL. In fact, the
different sample positions reveal different values of
αsingle at T = 5 K, namely, 0.01, 0.1, and 2.3 for the SQD,
MQDs 1, and MQDs 2, respectively. We note here that,
in the upper limit of the value of collection efficiency
(αsingle  ∞), all the carriers generated are able to be
captured into the quantum dots even at low T. Accord-
ingly, the increase in T is not expected to give any fur-
ther increase in IQD. Consequently, the higher the value
of αsingle at low T, the less the predicted T-induced
increase in IQD, which is nicely confirmed by the data
shown in Fig. 3b. These experimental findings are con-
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Fig. 5. RQD measured for sample spots with different dot
density at T = 5 K, hνIR = 1.240 eV, hνex = 1.471 eV, P0 =

200 nW, and PIR = 100 µW plotted for a number of .

The inset shows RQD for SQD plotted for a number of

 measured at different T’s (taken from Fig. 4c).

αMQDs
single

αSQD
single
PH
sistent with the temperature-induced behavior of the

 revealed in ordinary (macro)-PL measurements:

 for low dot density revealed an increase by two
times as T was increased from 20 to 90 K, while no
increase was registered for the case of high dot density
structures [14].

The changes in the temperature evolution of the RQD
registered for the case of MQDs 1 and MQDs 2 with
respect to the case of SQD (Fig. 3a) can also be
explained satisfactorily within the model proposed. In
fact, with increasing collection efficiency, the role of
the internal field becomes less important. This explains
the essentially higher values of RQD’s of 0.5 and 0.9
measured at T = 5 K for MQDs 1 and MQDs 2, respec-
tively, as compared to that of 0.1 for the case of SQD
(Fig. 3a). In addition, the higher the collection effi-
ciency at T = 5 K, the lower the temperature needed to
increase its value even further up to the value at which
the role of F on the carrier transport diminishes. This
satisfactorily explains the T values of 30 and 10 K at
which RQD becomes equal to 1 for MQDs 1 and MQDs
2, respectively (Fig. 3a).

We finally note that the increase in RQD up to 1 mea-
sured for the SQD at different T’s was interpreted in
terms of a temperature-induced increase in the parame-
ter αsingle(αdual) To verify this interpretation, we per-
formed another experiment with the aim of increasing
the QD collection efficiency even at low T, namely, by
selecting sample positions with different dot densities.
If the suggested model is correct, a similar effect of
αsingle(αdual) on RQD should also be detected in the latter
case. Figure 5 shows the ratio RQD plotted as a function
of αsingle for different dot density spots of the structure

( ) and for the SQD ( ) (inset to Fig. 5). The

different values of  were evaluated for different T
(from Fig. 4c), as explained above. The two depen-
dences behave in a similar way. A progressive increase

in RQD with increasing  or  is recorded
(Fig. 5 or inset to Fig. 5, respectively), a fact which
strongly supports the model proposed.

4. CONCLUSIONS

An additional IR laser considerably quenches the
QD PL signal. This is explained in terms of the screen-
ing of the internal electric field by the extra holes cre-
ated in the sample as a result of the IR excitation. The
quenching effect progressively vanishes with increas-
ing temperature, as well as dot density. These observa-
tions are due to a considerably improved QD collection
efficiency, at which the effect of an electric field on the
carrier transport in the plane of the WL becomes less
important. The observed effects could be widely used
in practice to effectively tune the QD collection effi-
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single
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single αSQD
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ciency and manipulate the light emission intensity in
QD-based optoelectronic devices.

ACKNOWLEDGMENTS

E.S.M. gratefully acknowledges financial support
from the Wenner–Gren Foundations and partial support
from the program “Low-Dimensional Quantum Struc-
tures” of the Russian Academy of Sciences. V.D. is
thankful to the Swedish Foundation for International
Cooperation in Research and Higher Education
(STINT) for their financial support.

REFERENCES

1. L. Jacak, P. Hawrylak, and A. Wojs, Quantum Dots
(Springer, Berlin, 1998).

2. D. Gammon and D. G. Steel, Phys. Today 55 (10), 36
(2002).

3. L. Harris, D. J. Mawbray, M. S. Skolnick, M. Hopkin-
son, and G. Hill, Appl. Phys. Lett. 73 (7), 969 (1998).

4. S. Maimon, E. Finkman, G. Bahir, S. E. Schacham,
J. M. Garcia, and P. M. Petroff, Appl. Phys. Lett. 73 (14),
2003 (1998).

5. J. J. Finley, M. Skalitz, M. Arzberger, A. Zrenner,
G. Bohm, and G. Abstreiter, Appl. Phys. Lett. 73 (18),
2618 (1998).

6. D. Bimberg, M. Grundmann, and N. N. Ledentsov,
Quantum Dot Heterostructures (Willey, London, 1999).

7. K. H. Schmidt, G. Medeiros-Ribeiro, J. M. Garcia, and
P. M. Petroff, Appl. Phys. Lett. 70 (13), 1727 (1997);
J. M. Garcia, T. Mankad, P. O. Holtz, P. J. Wellman, and
P. M. Petroff, Appl. Phys. Lett. 72 (24), 3172 (1998);
J. M. Garcia, G. Medeiros-Ribeiro, K. Schmidt, T. Ngo,
J. L. Feng, A. Lorke, J. Kotthaus, and P. M. Petroff, Appl.
Phys. Lett. 71 (14), 2014 (1997).

8. R. Heitz, M. Veit, N. N. Ledentsov, A. Hoffmann,
D. Bimberg, V. M. Ustinov, P. S. Kop’ev, and Zh. I. Alf-
erov, Phys. Rev. B: Condens. Matter 56 (16), 10 435
(1997).

9. A. W. E. Minnaert, A. Yu. Silov, W. van der Vleuten,
J. E. M. Haverkort, and J. H. Wolter, Phys. Rev. B: Con-
dens. Matter 63 (7), 075 303 (2001); F. Findeis, A. Zren-
ner, G. Böhm, and G. Abstreiter, Phys. Rev. B: Condens.
Matter 61 (16), R10 579 (2000); R. Heitz, I. Mukha-
metzhanov, O. Stier, A. Madhukar, and D. Bimberg,
Phys. Rev. Lett. 83 (22), 4654 (1999).

10. B. Ohnesorge, M. Albrecht, J. Oshinowo, A. Forchel,
and Y. Arakawa, Phys. Rev. B: Condens. Matter 54 (16),
11 532 (1996); U. Bockelmann and T. Egeler, Phys. Rev.
B: Condens. Matter 46 (23), 15 574 (1992); A. Rack,
R. Wetzler, A. Wacker, and E. Schöll, Phys. Rev. B: Con-
dens. Matter 66 (16), 165 429 (2002); S. Raymond,
K. Hinzer, S. Fafard, and J. L. Merz, Phys. Rev. B: Con-
dens. Matter 61 (24), R 16331 (2000).
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
11. P. P. Paskov, P. O. Holtz, B. Monemar, J. M. Garcia,
W. V. Schoenfeld, and P. M. Petroff, Appl. Phys. Lett. 77
(6), 812 (2000).

12. Y. Toda, O. Moriwaki, M. Nishioka, and Y. Arakawa,
Phys. Rev. Lett. 82 (20), 4114 (1999).

13. A. F. G. Monte, J. J. Finley, A. D. Ashmore, A. M. Fox,
D. J. Mowbray, M. S. Skolnick, and M. Hopkinson,
J. Appl. Phys. 93 (6), 3524 (2003).

14. C. Lobo, R. Leon, S. Marcinkevi ius, W. Yang, P. Sercel,
X. Z. Liao, J. Zou, and D. J. H. Cockayne, Phys. Rev. B:
Condens. Matter 60 (24), 16 647 (1999).

15. M. M. Sobolev, A. R. Kovsh, V. M. Ustinov, A. Yu. Ego-
rov, A. E. Zhukov, M. V. Maksimov, and N. N. Leden-
tsov, Semiconductors 31 (10), 1074 (1997).

16. S. Marcinkevi ius, J. Siegert, R. Leon, B. echavi ius,
B. Magness, W. Taylor, and C. Lobo, Phys. Rev. B: Con-
dens. Matter 66 (23), 235 314 (2002).

17. S. Ménard, J. Beerens, D. Morris, V. Aimez, J. Beauvais,
and S. Fafard, J. Vac. Sci. Technol. 20 (4), 1501 (2002).

18. S. Marcinkevi ius, A. Gaarder, and R. Leon, Phys. Rev.
B: Condens. Matter 64 (11), 115 307 (2001).

19. S. Marcinkevi ius and R. Leon, Appl. Phys. Lett. 76
(17), 2406 (2000).

20. P. W. Fry, J. J. Finley, L. R. Wilson, A. Lemaœtre,
D. J. Mowbray, M. S. Skolnick, M. Hopkinson, G. Hill,
and J. C. Clark, Appl. Phys. Lett. 77 (26), 4344 (2000).

21. E. S. Moskalenko, V. Donchev, K. F. Karlsson,
P. O. Holtz, B. Monemar, W. V. Schoenfeld, J. M. Gar-
cia, and P. M. Petroff, Phys. Rev. B: Condens. Matter 68
(15), 155 317 (2003).

22. P. Silverberg, P. Omling, and L. Samuelson, Appl. Phys.
Lett. 52 (20), 1689 (1988).

23. D. A. Mazurenko, A. V. Scherbakov, A. V. Akimov,
A. J. Kent, and M. Henini, Semicond. Sci. Technol. 14
(12), 1132 (1999).

24. M. Sugisaki, H. W. Ren, K. Nishi, and Y. Masumoto,
Phys. Rev. Lett. 86 (21), 4883 (2001).

25. E. S. Moskalenko, K. F. Karlsson, P. O. Holtz, B. Mone-
mar, W. V. Schoenfeld, J. M. Garcia, and P. M. Petroff,
Phys. Rev. B: Condens. Matter 64 (8), 085 302 (2001).

26. A. V. Akimov, V. V. Krivolapchuk, N. K. Poletaev, and
V. G. Shofman, Semiconductors 27 (2), 171 (1993).

27. K. F. Karlsson, E. S. Moskalenko, P. O. Holtz, B. Mone-
mar, W. V. Schoenfeld, J. M. Garcia, and P. M. Petroff,
Appl. Phys. Lett. 78 (19), 2952 (2001).

28. H. D. Robinson and B. B. Goldberg, Phys. Rev. B: Con-
dens. Matter 61 (8), R5086 (2000).

29. J. Seufert, R. Weigand, G. Bacher, T. Kummell,
A. Forchel, K. Leonardi, and D. Hommel, Appl. Phys.
Lett. 76 (14), 1872 (2000).

30. V. N. Abakumov, V. I. Perel, and I. N. Yassievich, Non-
radiative Recombination in Semiconductors (North-
Holland, Amsterdam, 1991).

c
∨

c
∨

C
∨

c
∨

c
∨

c
∨

5



  

Physics of the Solid State, Vol. 47, No. 11, 2005, pp. 2162–2168. Translated from Fizika Tverdogo Tela, Vol. 47, No. 11, 2005, pp. 2074–2079.
Original Russian Text Copyright © 2005 by Agekyan, Vasil’ev, Serov, Filosofov, Karczewski.

                                                                  

LOW-DIMENSIONAL SYSTEMS 
AND SURFACE PHYSICS

                                 
Exciton and Intracenter Luminescence
in Cd0.6Mn0.4Te/Cd0.5Mg0.5Te Quantum-Well Structures

V. F. Agekyan*, N. N. Vasil’ev*, A. Yu. Serov*, N. G. Filosofov*, and G. Karczewski**
*Fock Institute of Physics, St. Petersburg State University, ul. Ul’yanovskaya 1, Petrodvorets, St. Petersburg, 198504 Russia

e-mail: avf@VA4678.spb.edu
**Institute of Physics, Polish Academy of Sciences, Warsaw, 02-668 Poland

Received February 1, 2005

Abstract—Exciton luminescence and intracenter luminescence (IL) of Mn2+ ions in
Cd0.6Mn0.4Te/Cd0.5Mg0.5Te structures with quantum wells (QWs) 7, 13, and 26 monolayers thick were studied.
It was established that in QWs the intensity of exciton luminescence with respect to that of IL is a few orders
of magnitude higher than that in bulk crystals. The spectral position of manganese IL profile changes noticeably
in going from a bulk crystal to a QW of the same composition. The nonexponential parts of the IL decay curves
are determined by excitation migration and the cooperative upconversion process, whose contribution is high
under strong excitation and efficient migration. At 77 K, the IL decay constant τ within the exponential region
increases with decreasing QW thickness. The decay constant τ in a QW, unlike in a bulk Cd0.5Mn0.5Te crystal,
decreases substantially under cooling from 77 to 4 K. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The II–VI crystals part of whose cations are
replaced by iron group elements make up the best
known family of dilute magnetic semiconductors
(DMS). The specific properties of DMSs, which are
responsible, for instance, for the giant magneto-optical
effects and magnetic polaron formation, are accounted
for by the large magnetic moment of the unfilled 3d
shells. This explains the existence of strong exchange
interaction between magnetic atoms and between mag-
netic atoms and electrons [1, 2]. Another remarkable
property of DMSs is the intracenter optical transitions
connecting electronic levels of the 3d shell of iron
group ions, which contribute to the absorption and
luminescence. The bright intracenter photo- and elec-
troluminescence of Mn2+ ions is observed in the visible
spectral region. This makes manganese-based DMSs an
attractive subject for basic and applied research. The
decrease in the quantum yield of intracenter lumines-
cence (IL) observed at high manganese concentrations
is due to excitation migration. Hence, partial or total
suppression of this migration in structures with lowered
dimensionality can substantially change the depen-
dence of the IL parameters on the temperature, Mn2+

ion concentration, and optical excitation level (or elec-
tric current in the case of electroluminescence). The IL
parameters can also be strongly affected by quantum
confinement effects. One of the most popular DMSs is
Cd1 – xMnxTe, where intracenter transitions between the
6A1 and 4T1 levels are observed for x > 0.4 [1, 3–5]. The
6A1 ground state is insensitive to the magnitude of the
crystal field, whereas the radiating 4T1 level lowers with
1063-7834/05/4711- $26.00 2162
an increase in the field, so the excitation threshold and
the Mn2+ IL band shift toward lower energies [6].

Bulk crystals and nanocrystals of manganese-con-
taining DMSs have been fairly well studied. In the par-
ticular case of doped nanostructures, the Mn2+ IL has
been investigated in broad-bandgap II–VI nanocrystals
[7–18]. Considerable attention has been focused on
exciton emission from Cd1 – xMnxTe quantum wells
(QWs) with a low manganese content, as well as on the
Mn2+ IL from the wide barriers in CdTe/Cd0.4Mn0.6Te
[19, 20]. There was an increase in interest in low-
dimensional structures containing optically active ions
after the publication of theoretical studies [21, 22],
which provided an explanation for the strong variation
of intracenter transition parameters in the 3d and 4f
shells of iron and rare-earth group ions under the con-
ditions of spatial and quantum constraints characteristic
of low-dimensional systems. The factors underlying
these changes are the enhancement of sp–d and sp–f
hybridization (caused by quantum confinement),
reduced excitation migration over the ions, and faster
energy transfer from matrix band states (excitons) to
the 3d or 4f shells. The IL characteristics in nanostruc-
tures should also be affected by changes in the crystal
field and electron–phonon coupling. Some studies
seem to suggest that the predictions made in [21, 22], in
particular, a decrease in the Mn2+ IL decay time in
nanocrystals by a few orders of magnitude, find exper-
imental support [16–18, 22]. However, there is another
point of view, namely, that the fast luminescence com-
ponent observed in nanocrystals is not related in any
way to intracenter transitions in manganese [9, 18]. It
was shown in [7, 23] that the IL quantum yield of man-
© 2005 Pleiades Publishing, Inc.
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ganese can be raised markedly if the nanocrystal sur-
face is well passivated.

The radiative time τ0 for the 4T1 level also depends
on the matrix refractive index n. According to [24, 25]

where f is the transition oscillator strength, λ0 is the
wavelength in vacuum, and the value of n is determined
in a volume around the radiating center that is substan-

tially smaller than . In the superlattices studied by
us, the magnitude of n is affected by the replacement of
manganese by magnesium as one goes from the quan-
tum well to the barrier. An important factor is the
dependence of n in the Mn2+ IL spectral region on the
energy separation between the intracenter excitation
threshold and the exciton level, which can be varied. In
a bulk Cd1 – xMnxTe crystal, this separation is deter-
mined by the value of x, and in nanostructures, by x and
the quantum-confinement shift of the exciton level.

We report here on the Mn2+ IL and exciton lumines-
cence in Cd1 – xMnxTe QWs of different thickness and
with a high manganese content and on a comparison of
the IL kinetics in bulk crystals and QWs.

2. EXPERIMENTAL TECHNIQUES

A series of Cd1 – xMnxTe/Cd0.5Mg0.5Te superlattices
(SL) 100 or 80 periods long were MBE grown. In sam-
ples 1–3 (x = 0.4), the QW thicknesses Lz are 7, 13, and
26 monolayers (ML), respectively, and in sample 4 (x <
0.4), Lz = 13 ML. In all SLs, the Cd0.5Mg0.5Te barriers
are 46 ML thick. The structures are type I, and the bar-
rier height is about 100 meV in the conduction band
and 60 meV in the valence band. The SLs were grown
on (100) GaAs substrates with CdTe (4.2 µm) and
Cd0.5Mg0.5Te (0.4 µm) buffer layers and capped by a
40-nm-thick Cd0.5Mg0.5Te layer. The luminescence was
excited at 4 and 77 K with a cw argon ion laser and the
second harmonic of a YAG : Nd3+ laser operating with
pulses about 10–8 s long at a repetition rate of 1 kHz; so
the pulse separation was substantially in excess of the
Mn2+ IL decay time.

3. RESULTS AND DISCUSSION

3.1. Luminescence Spectra

All samples exhibit exciton emission bands from the
QWs and barriers, with the relative intensity of these
bands varying little in the temperature interval 4–77 K.
When measured in identical excitation conditions, the
spectra of samples 2 (Lz = 13 ML) and 3 (Lz = 26 ML)
are dominated by the QW exciton, whereas in sample 1
(Lz = 7 ML) the barrier exciton is much stronger
(Fig. 1). In the latter case, the relaxation of free carriers
and excitons into the narrow QW occurs slowly; so, on
the one hand, the barrier exciton luminescence is

τ0 f
1– λ0/ n 2+( )2

n[ ] ,=

λ0
3

PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
strong, but, on the other hand, practically all excitons in
a QW have enough time to transfer their energy nonra-
diatively into the 3d shell of the manganese ions. In
sample 4, where the exciton level lies below the Mn2+

intracenter excitation threshold, the Mn2+ IL is weaker
than that in the other samples.

The QWs contain Mn2+ ions located on the interface
and inside the QWs. The crystal field acting on a Mn2+

ion is determined primarily by the nearest anion envi-
ronment. It was shown, however, that the position of the
IL maximum is noticeably affected by the relative cat-
ion concentrations, because the average interatomic
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Fig. 1. Luminescence spectra of
Cd1 − xMnxTe/Cd0.5Mg0.5Te QW structures obtained under

cw excitation with IE = 10 W cm–2 at T = 77 K for (a) sam-
ple 1 (with 7-ML-thick QWs), (b) sample 2 (13 ML), (c)
sample 3 (26 ML), (d) bulk Cd0.5Mn0.5Te crystal, and (e)

sample 4 (13 ML). IL indicates Mn2+ intracenter lumines-
cence; XQW and XB stand for quantum-well and barrier
excitons, respectively; indicates a line of unknown origin;
and stands for the bulk-crystal exciton. The dashed line is a
reflectance spectrum of bulk Cd0.5Mn0.5Te.
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distances depend on the cation type. The IL maximum
can be shifted either due to a change in manganese con-
centration (in Cd1 – xMnxTe), which may be partially
assigned to d–d interaction, or at a fixed manganese
concentration (e.g., in Cd1 – x – yMnxMgyTe, due to a
change in magnesium content [26, 27]). In our SLs, the
interface manganese ions are acted upon by a weaker
crystal field. In sample 1, which has a narrow QW that
is dominated by interface ions, one should expect the IL
shift to higher energies to be maximum. Moreover, the
crystal field acting on an interface Mn2+ ion has a low-
ered symmetry, which should initiate enhancement of
the oscillator strength of the forbidden d–d transition as
compared to transitions in ions residing inside a QW
and, thus, make the high-energy wing of the IL profile
stronger. Figure 2 demonstrates a considerable high-
energy shift of the SL IL band as compared to that in a
bulk Cd0.5Mn0.5Te crystal (a change of x from 0.4 to 0.5
does not markedly displace the IL band), but the emis-
sion band profiles of samples 1 and 3 do not differ
noticeably. A change in the electron–phonon coupling
(which is dependent on the QW thickness and elemen-
tal composition of the barrier) may provide a certain
contribution to the SL IL shift. The SL IL profiles are
superposed upon by buffer-layer interference bands,
whose separations are several times smaller than the IL
profile width.

The homogeneous and inhomogeneous broadenings
of the IL band are close in magnitude for a high manga-
nese concentration; in bulk Cd0.4Mn0.6Te, they are 85
and 70 meV at 15 K, respectively [28]. The inhomoge-
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Fig. 2. Mn2+ intracenter luminescence normalized to the
maximum intensity under cw excitation at IE = 10 W cm–2

and T = 77 K for (1) bulk Cd0.5Mn0.5Te, (2) sample 1 (with
7-ML-thick QWs), and (3) sample 3 (26 ML). The IL pro-
files in the superlattice are distorted by interference in the
thick buffer layer.
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neous broadening originates from the influence of
defects and static fluctuations in the solid-solution
composition on the crystal field. The quality of MBE-
grown layers should be much higher than that of a bulk
crystal prepared by the Bridgman technique. Inhomo-
geneous broadening, however, is determined primarily
by the intrinsic properties of the solid solution; there-
fore, one can hardly expect a noticeable narrowing of
the Mn2+ IL band in MBE-grown layers, even less so
since the crystal field in QWs is not homogeneous for
the above reasons. The d–d interaction among the man-
ganese ions also contributes to inhomogeneous broad-
ening. Experiment argues for the IL band half-widths in
an SL and a bulk crystal being very nearly equal.

The relative intensities of Mn2+ IL and exciton lumi-
nescence in a bulk crystal and a QW differ strongly
(Fig. 1). A comparison between a bulk crystal and a
QW having the same energy separations between the
Mn2+ excitation threshold and the exciton level reveals
that exciton luminescence in a QW is a few orders of
magnitude stronger than the Mn2+ IL.

The 1.4-eV region contains a broad band with a
decay time of about 100 µs, whose intensity with
respect to the 2.0-eV Mn2+ band varies from one sample
to another both in SLs and bulk Cd1 – xMnxTe crystals.
This band probably derives from structural defects,
which are responsible for some manganese ions resid-
ing in a region with rock-salt or NiAs structure. In both
cases, the crystal field exerted on a cation becomes
strongly enhanced as compared to that in a zinc-blende
structure; so the fluorescing 4T1 level of the Mn2+ ion
shifts toward lower energies. The 1.4-eV band is not
observed in SLs with thin QWs (sample 1), implying
that, in very thin Cd1 – xMnxTe layers, structural defects
do not form.

3.2. Kinetic Properties of the Mn2+

Intracenter Luminescence

The Mn2+ IL kinetics depends substantially on
external conditions and the parameters of the structure
under study. Among them are the temperature, optical
excitation level, method of IL excitation (directly into
the Mn2+ 3d absorption bands or through the band exci-
ton states), manganese concentration, elemental com-
position of the crystal matrices [4, 28–31], and the
design of the structure. We present below data on the IL
decay in SLs with narrow and wide Cd0.6Mn0.4Te QWs
(samples 1, 3) and in a bulk Cd0.5Mn0.5Te crystal. Tak-
ing into account the quantum-confinement exciton-
level shift in a QW, one should take for comparison a
bulk Cd0.5Mn0.5Te crystal with the same energy dis-
tance between the Mn2+ excitation threshold and the
excitonic level as in the QWs under study. It is essential
that the SL barriers be thick enough to suppress intrac-
enter excitation transfer among the QWs.
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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The Mn2+ intracenter emission band derives prima-
rily from the phonon wings of the zero-phonon band,
whose half-width is governed by inhomogeneous
broadening. Even in the case of selective monochro-
matic excitation of a zero-phonon state, various zero-
phonon states contribute to the kinetics at the point of
the IL profile chosen for measurements, because at
manganese concentrations above 1% of the total num-
ber of cation positions there is spectral diffusion over an
inhomogeneously broadened profile. The Mn2+ absorp-
tion and luminescence bands shown schematically in
Fig. 3 for the low-temperature case provide insight into
the real situation, which is dependent on the actual
position of the IL excitation and measurement points.
At high temperatures, emission involving both genera-
tion and annihilation of phonons becomes possible,
thus complicating the situation. Energy transfer into the
3d shell via band excitons excites the whole Mn2+ sys-
tem. The necessity of taking into account a variety of
factors creates difficulties in the quantitative determina-
tion of the relative concentration of excited ions for dif-
ferent excitation methods and excitation levels. This
aspect requires separate study.

Mn2+ IL saturates under strong optical pumping
(Fig. 4) not only as a result of a high excited-ion con-
centration comparable to the total manganese content
but also because of upconversion (a cooperative effect)
[32], an effect favoring nonradiative relaxation of intra-
center excitation. In this particular case, the cooperative
effect is a consequence of intracenter excitation transfer
to an already excited ion. The upconversion process is
essential in the initial stage of the IL decay profile, as
long as the excited ion concentration is high. In our
case, this process is the energy transfer from one ion to
another (already excited) ion, as a result of which part
of the energy of the doubly excited ion does not contrib-
ute to the 2.0-eV manganese emission band. For this
mechanism to be efficient, strong optical pumping
should be combined with excitation migration. Migra-
tion also favors excitation transfer to lower states of the
inhomogeneously broadened profile. Thus, the fast IL
decay should become enhanced with increasing tem-
perature and be particularly manifested on the high-
energy wing of the Mn2+ emission profile. The essential
part played by upconversion is indicated, in particular,
by the behavior of the IL saturation, which is faster at
77 K than at lower temperatures, where migration
becomes weaker. Figure 5 displays the Mn2+ IL decay
measured in different structures at a high temperature
under weak and strong pumping. We readily see that, in
the initial nonexponential part of the decay curve, the
decay becomes stronger with increasing excitation.
With other external conditions being equal, the devia-
tion from an exponential decay is strongest in sample 3.
In this structure, the high quality of the crystal layers is
combined with efficient in-plane intracenter excitation
migration in the thick QW, whereas in sample 1, which
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
has narrow QWs, the migration is limited by the two-
dimensional topology of the manganese cluster.

We consider now the exponential part of the IL decay
profile, which is described by the IL = I0Lexp(–t/τ) rela-
tion and corresponds to long delay times, where the
cooperative effect is no longer essential. At high man-
ganese concentrations, the homogeneous and inhomo-
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Fig. 3. Intracenter luminescence (IL) and intracenter
absorption (IA) bands in Cd1 – xMnxTe produced at low

temperatures in the 6A1–1T4 transition in Mn2+, which
become observable for x > 0.4 (schematic). The bold profile
at the center combines inhomogeneously broadened zero-
phonon transitions, and the solid and dashed profiles refer
to IL and IA involving phonons. Solid arrows 1–3 identify
points in the IL profile at which the radiation kinetics is usu-
ally measured, and the extreme points in the IL profile are
specified by dashed arrows. ELO is the longitudinal optical
phonon energy.
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ple 3 (26 ML) measured vs the excitation level IE with time
delays of (1) 0, (2) 1, and (3) 20 µs at T = 77 K. The values
of IL are normalized to the level IE = 3 × 105 W cm–2

accepted as unity.
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geneous IL band broadenings are not spectrally resolv-
able; therefore, as already mentioned, the value of τ
measured at a point of the profile is actually a superpo-
sition of the decay times corresponding to different
states within an inhomogeneous zero-phonon profile.
The solid arrows in Fig. 3 identify the points at which
kinetic measurements are usually performed. “Pure”
measurements are seen to be possible only at the
extreme IL profile points specified by dashed arrows.
Within the other parts of the profile, the dependence of
τ on phonon energy offers only a qualitative idea of the
lifetime variation over inhomogeneously broadened
zero-phonon states. The IL decay profiles in a QW and
a bulk crystal at 77 K are shown in Fig. 5. The values of
τ at the IL band maximum measured at 77 K and at
excitation IE = 3 × 105 W cm–2 are 21, 15, and 14 µs for
samples 1 and 3 and a bulk Cd0.5Mn0.5Te crystal,
respectively. The large value of τ obtained for the struc-
ture with thin QWs implies a limited migration of
intraionic excitation over a two-dimensional manga-
nese cluster in the QW plane and a high quality of the
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Fig. 5. Mn2+ intracenter luminescence decay at the band
maximum measured at excitation levels IE equal to (a) 1 ×
102 and (b) 3 × 105 W cm–2 for (1) bulk Cd0.5Mn0.5Te,
(2) sample 1 (7 ML), and (3) sample 3 (26 ML) at T = 77 K.
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Cd0.6Mn0.4Te epitaxial layers. The comparatively short
τ in sample 3 with wide QWs and in the bulk crystal can
be assigned to efficient migration in the QW plane,
which results in a higher probability of nonradiative
relaxation at defects.

At low temperatures, the nonexponential pattern of
decay becomes significant only in the high-energy wing
of the IL band, whereas at the band center and particu-
larly on its low-energy wing the decay is close to expo-
nential, irrespective of the excitation level (Figs. 6, 7).
In an SL, the decay kinetics is seen to vary over the IL
profile much more weakly than it does in a bulk crystal
(Fig. 6). This attests to a strong effect of the suppression
of intracenter excitation migration in a QW on the low-
temperature IL kinetics even in the case of very high
manganese concentrations. Note that differences
become pronounced already in thick QWs (26-ML
thick), which apparently indicates excitation transfer
over manganese ions to large distances.
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Fig. 6. Mn2+ intracenter luminescence decay at a high exci-
tation level IE = 3 × 105 W cm–2 for (a) bulk Cd0.5Mn0.5Te
and (b) sample 3 (26 ML) at T = 4 K. Curves 1–3 refer to the
three IL profile points identified by solid arrows in Fig. 3.
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The values of τ at the IL band maximum obtained at
4 K and at IE = 3 × 105 W cm–2 are 12.5, 9, and 16 µs
for samples 1 and 3 and a bulk Cd0.5Mn0.5Te crystal,
respectively (Fig. 7). Thus, cooling a sample to 4 K
drastically cuts the IL exponential decay time in QWs
while hardly affecting it in the bulk sample. A possible
reason for the decrease in τ in QWs is the considerable
increase in the probability of nonradiative relaxation
under conditions favoring low-temperature localization
of excitations in the interface region, where defects can
cluster.

The value of τ within the exponential part of the IL
kinetics curves depends on IE; indeed, in sample 3, τ
decreases from 17 to 14.5 µs as IE increases from 10 to
104 W cm–2 (at T = 77 K). This may originate from
long-lived optical recharging of interface defects,
which changes the nonradiative recombination rate.
The values of τ at three points of the IL profile (Fig. 3)
listed in the table for sample 3 were obtained at IE =
104 W cm–2. We readily see that, between points 2 and
3, the decay at 77 K varies slowly, because at high tem-
peratures excitation migration can be accompanied by
both a decrease and an increase in energy and the den-
sity of states decreases from point 2 to point 3. At 4 K,
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Fig. 7. Mn2+ intracenter luminescence decay at the band max-
imum measured at a high excitation level IE = 3 × 105 W cm–2

for (1) bulk Cd0.5Mn0.5Te, (2) sample 1 (7 ML), and
(3) sample 3 (26 ML) at T = 4 K.

Decay times τ at three Mn2+ IL profile points (Fig. 3) for
sample 3 obtained at IE = 104 W cm–2

Point
τ, µs

77 K 4 K

1 13 9

2 14.5 10

3 15 12.5
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where migration of intracenter excitation occurs only
with a decrease in energy, τ varies more uniformly over
the IL profile.

4. CONCLUSIONS

We have studied exciton and Mn2+ IL emission spec-
tra in Cd1 – xMnxTe/Cd0.5Mg0.5Te SLs with QW widths
of 7, 13, and 26 ML at different temperatures and opti-
cal pumping levels. The luminescence spectra of exci-
tons and of the Mn2+ 3d shell and the kinetics of the
manganese 3d shell luminescence are substantially
dependent on external conditions and the QW width.
The initial nonexponential part of the IL decay profiles
is determined by excitation migration and cooperative
upconversion, whose contribution depends on the
pumping level, temperature, and sample parameters.
The IL spectral response and kinetics can be used in
describing II–VI semiconductor QW structures con-
taining optically active iron-group ions, for instance,
Mn2+ and Cr2+.

ACKNOWLEDGMENTS

This study was supported in part by the Ministry of
Education of the Russian Federation, project no. E02-
3.4-426.

REFERENCES

1. J. K. Furdyna, J. Appl. Phys. 64, R29 (1988).
2. O. Goede and W. Heimbrodt, Phys. Status Solidi B 146,

11 (1988).
3. V. F. Agekyan, Fan Zung, and S. V. Pogarev, Fiz. Tverd.

Tela (Leningrad) 29, 3312 (1987) [Sov. Phys. Solid State
29, 1900 (1987)].

4. L. D. Park, S. Yamamoto, J. Watanabe, K. Takamura, and
J. Nakahara, J. Phys. Soc. Jpn. 66, 3289 (1997).

5. M. Katiar and A. N. Kitai, J. Lumin. 46, 227 (1990).
6. J. N. Murrell, S. F. A. Kettle, and J. M. Tedder, Valence

Theory (Wiley, London, 1965).
7. Wei Chen, R. Sammynaiken, and Y. Huang, J. Appl.

Phys. 88, 5188 (2000).
8. Wei Chen, F. Su, G. Li, A. L. Joly, J.-O. Malm, and

J.-O. Bovin, J. Appl. Phys. 92, 1950 (2002).
9. A. A. Bol and A. Meijerink, J. Lumin. 87/89, 315 (2000).

10. W. Park, T. C. Jones, S. Schon, W. Tong, M. Chaichi-
mansur, B. K. Wagner, and C. J. Sommers, J. Cryst.
Growth 184/185, 1123 (1998).

11. D. Adachi, S. Hasui, T. Toyama, and H. Okamoto, Appl.
Phys. Lett. 77, 1301 (2000).

12. J. Zhou, Y. Zhou, S. Buddhudu, S. L. Ng, Y. L. Lam, and
H. Kam, Appl. Phys. Lett. 76, 3513 (2000).

13. A. D. Dinsmore, D. S. Hsu, S. B. Qadri, J. O. Cross,
T. A. Kennedy, H. F. Grey, and B. R. Ratna, J. Appl.
Phys. 88, 4985 (2000).

14. T. Toyoda, J. Matsuzawa, and Q. Chen, Jpn. J. Appl.
Phys. 41, 3383 (2002).
5



2168 AGEKYAN et al.
15. M. Tanaka and Y. Masumoto, Solid State Commun. 120,
7 (2001).

16. J. Yu, H. Liu, Y. Wang, and W. Jia, J. Lumin. 79, 191
(1998).

17. F. G. Anderson, W. M. Dennis, and G. F. Imbush,
J. Lumin. 90, 27 (2000).

18. C. de Mello Donega, A. A. Bol, and A. Meijerink,
J. Lumin. 96, 87 (2002).

19. J. Nakamura, K. Takamura, and S. Yamamoto, Phys. Sta-
tus Solidi B 211, 223 (1999).

20. P. Perlin, S. Shilo, T. Sosin, Y. Tyagur, T. Suski, W. Trze-
ciakowski, G. Karczewski, T. Wojtowicz, E. Janik,
A. Zakrzewski, M. Kutrowski, and J. Kossut, J. Phys.
Chem. Solids 56, 415 (1995).

21. R. N. Bhargava, D. Gallagher, X. Hong, and A. Nur-
mikko, Phys. Rev. Lett. 72, 416 (1994).

22. R. N. Bhargava, J. Cryst. Growth 214/215, 926 (2000).
23. L. M. Gan, B. Lui, C. H. Chew, S. J. Xu, S. J. Chua,

G. L. Loy, and G. Q. Xu, Langmuir 13, 6427 (1997).
24. F. Schuurmans, D. de Lang, G. Wegdam, R. Sprik, and

A. Lagendijk, Phys. Rev. Lett. 80, 5077 (1998).
25. E. Yablonovitch, T. J. Gmitter, and R. Bhat, Phys. Rev.

Lett. 61, 2546 (1988).
PH
26. S. Biernacki, M. Kutrowski, G. Karczewski, T. Wojtow-
icz, and J. Kossut, Semicond. Sci. Technol. 11, 48
(1996).

27. V. F. Aguekian, N. N. Vasil’ev, A. Yu. Serov, and
N. G. Filosofov, J. Cryst. Growth 214/215, 391 (2000).

28. J. Gregus, J. Watanabe, and J. Nakahara, J. Phys. Soc.
Jpn. 66, 1810 (1997).

29. V. F. Agekyan and Fan Zung, Fiz. Tverd. Tela (Lenin-
grad) 30, 3150 (1988) [Sov. Phys. Solid State 30, 1812
(1988)].

30. V. F. Agekyan, N. N. Vasil’ev, V. I. Konstantinov,
A. Yu. Serov, N. G. Filosofov, and V. N. Yakimovich,
Fiz. Tverd. Tela (St. Petersburg) 45, 1369 (2003) [Phys.
Solid State 45, 1435 (2003)].

31. V. F. Agekyan, N. N. Vasil’ev, and A. Yu. Serov, Fiz.
Tverd. Tela (St. Petersburg) 41, 49 (1999) [Phys. Solid
State 41, 41 (1999)].

32. V. V. Ovsyankin and P. P. Feofilov, Opt. Spektrosk. 37,
262 (1973).

Translated by G. Skrebtsov
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005



  

Physics of the Solid State, Vol. 47, No. 11, 2005, pp. 2169–2179. Translated from Fizika Tverdogo Tela, Vol. 47, No. 11, 2005, pp. 2080–2090.
Original Russian Text Copyright © 2005 by Lutsev, Kopytin, Sitnikov, Stogne

 

œ

 

.

                               

LOW-DIMENSIONAL SYSTEMS 
AND SURFACE PHYSICS

                                                       
Properties of Nanogranular Metal–Dielectric Composites 
in Strong Electric Fields and the Cluster Electronic States

L. V. Lutsev*, M. N. Kopytin**, A. V. Sitnikov**, and O. V. Stogneœ**
*Ferrit-Domen Research Institute, St. Petersburg, 196084 Russia

e-mail: lutsev@domen.ru
**Voronezh State Technical University, Moskovskiœ pr. 14, Voronezh, 394026 Russia

e-mail: michaelkopitin@mail.ru
Received December 6, 2004; in final form, March 9, 2005

Abstract—The electrical resistance of granular structures with ferromagnetic and nonferromagnetic metal
nanoparticles embedded in concentrations below the percolation threshold was studied in strong electric
fields. More specifically, amorphous silicon dioxide containing nanoparticles of a Co41Fe39B20 alloy
[(a-SiO2)100 – x(Co41Fe39B20)x structure] and amorphous hydrogenated carbon with embedded copper nanopar-
ticles, a-C : H(Cu), were investigated. The (a-SiO2)100 – x(Co41Fe39B20)x structures revealed changes in the elec-
trical resistance and magnetoresistance after being subjected to a strong electric field. The changes could have
reversible or irreversible character and depended on the electrical prehistory of the sample. A strong electric
field caused not only a decrease in the electrical resistance but also a decrease in the magnetoresistance,
although the magnetization of the sample remained unchanged. The temperature dependences of the current in
a-C : H(Cu) films exhibited conductivity peaks under a decrease in temperature in strong electric fields and tran-
sitions from the insulating to conducting state; after the field was removed, there occurred reverse transitions
and conductivity relaxation, as well as pronounced changes in the dielectric permittivity and an increase in
dielectric losses with increasing temperature. A model of cluster electronic states (CESs) is proposed to account
for the experimental findings. These states are created by electrons of the metal grains and matrix defects near
the Fermi surface. The observed features find explanation in a change in the CES structure. A strong electric
field does not bring about d-electron delocalization, and the fraction of d electron wave functions in a CES is
small. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Granular structures with nanosized metal grains
embedded in an insulating matrix possess electronic
properties which distinguish them markedly from bulk
crystalline and amorphous materials. The differences in
these properties stem from the small size of mutually
isolated nanoparticles and electron tunneling among
them. The small size of metal nanoparticles gives rise
to macroscopic charge quantization effects and Cou-
lomb blockade [1–3]. Tunneling between ferromag-
netic nanoparticles in granular structures produces spe-
cific features in the magnetoresistance and an anoma-
lous Hall effect [4–6]. These phenomena were observed
in weak electric fields. However., electron transport in
strong electric fields have not been sufficiently studied.
High electric fields are capable of significantly modify-
ing the effects seen to occur in weak fields.

The present study deals with electron transport in
granular structures with ferromagnetic and nonferro-
magnetic metal nanoparticles in strong electric fields,
as well as looks for an interpretation of the observed
features in terms of the model of cluster electronic
states (CES). These states form when the tunneling bar-
riers separating metal grains are highly transparent and
the wave function of an electron in the Fermi level of a
1063-7834/05/4711- $26.00 2169
grain spreads out to become localized on a group (clus-
ter) of grains [7–9]. Below the percolation threshold,
CESs are of a limited size and determine conduction
regions in a granular structure. Above the percolation
threshold, the CES size grows without limit, with the
CESs forming an infinite conducting cluster. CESs
affect small-angle x-ray scattering spectra and dielec-
tric permittivity [8, 9]. A granular structure containing
ferromagnetic grains of a d metal poses a problem of
paramount importance, that of how a strong electric
field acts on spin-polarized transport; namely, whether
d electrons become delocalized and what the fraction of
the d electron wave functions in CESs is.

These issues motivated our study of the behavior of
electrical resistance in granular structures with embedded
ferromagnetic and nonferromagnetic metal nanoparticles
in strong electric fields, more specifically, in amorphous
silicon dioxide with nanoparticles of a Co41Fe39B20 alloy
(we denote it by (a-SiO2)100 – x(Co41Fe39B20)x) and
amorphous hydrogenated carbon loaded with copper
nanoparticles, a-C : H(Cu). The field and temperature
dependences of electrical resistance are explained in
terms of the CES model. Dielectric permittivity mea-
surements permitted estimation of the CES size. Stud-
ies of the magnetization and magnetoresistance per-
© 2005 Pleiades Publishing, Inc.
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formed on (a-SiO2)100 – x(Co41Fe39B20)x structures
offered the possibility of evaluating the extent to which
strong electric fields affect spin-polarized transport and
d-electron delocalization.

2. CLUSTER ELECTRONIC STATES

Consider a granular structure consisting of nanopar-
ticles (grains) of a metal and an amorphous matrix. The
amorphous matrix typically has a large number of
structural defects and impurities; in addition, there are
defects at grain boundaries. The defects and impurities
give rise to the formation of localized electronic states
in the matrix. The presence of localized states results,
in turn, in a sharp increase in the probability of electron
tunneling between metal grains [10, 11]; so electrons
residing in metal grains near the Fermi level may par-
tially delocalize with the formation of CESs on a group
of grains. In general, the CES wave function Ψα(r) of
such an electron derives from the wave functions

(r) of electrons belonging to the metal grains of this

group and from the wave functions (r) of electrons
in localized states i in the matrix that are located near
the grains [9]:

(1)

The indices α, λ, and ν in Eq. (1) label the eigenfunc-
tions of the CES, of the electrons in the nth grain, and

ψλ
n( )

ϕν
i( )

Ψα r( ) aαλ
n( )ψλ

n( ) r( )
n λ,
∑ bαν

i( ) ϕν
i( ) r( ).

i ν,
∑+=

+ –

1

L

Fig. 1. Granular structure with regions of high conductivity
on which CES wave functions are localized. (1) Metal
grains; L is the CES localization size.
PH
of the ith localized state in the matrix, respectively.
Therefore, we understand a group of metal grains on
which the CES (1) is localized to be a cluster in what
follows.

The CES localization length L depends on the depth
distribution of potential wells formed by the metal
grains, on the distribution of electron tunneling coeffi-
cients among the grains, and on the defect and impurity
density in intergrain space in the matrix. In the case
where the grain size is a random parameter, CES local-
ization can be described by the Anderson localization
model [12, 13]. The random character of grain size
results in a random pattern of the electrical capacitance
of the grains and of the Coulomb energy shift for elec-
trons residing on grains. For granular structures below
the percolation threshold, this model yields the follow-
ing relation for the CES localization size [9] in the first
approximation:

(2)

where A is a coefficient; x is the metal phase concentra-
tion (in atomic percent); d0 is the average size of metal
grains; vm and v g are the average atom volumes in the
matrix and a grain, respectively; and ξ is the tunneling
barrier transparency, related to the tunneling coefficient
I through the relation I = I0exp(–l/ξ) (l is the average
grain separation). The coefficient ξ depends on the den-
sity of localized states in the matrix (i.e., on the density
of defects and impurities in intergrain space) and is
determined by inelastic resonance tunneling of elec-
trons via localized electronic states of defects and
impurities [10, 11]. Besides a sharp increase in barrier
tunneling transparency, localized states of defects and
impurities in the matrix bring about an increase in
transparency ξ with temperature because of the inelas-
tic character of tunneling via defects and impurities,
with the result that the CES localization length L (2)
increases.

The CES formation breaks up the granular structure
into regions with a high conductivity [in which elec-
trons with CES wave functions (1) are localized] and
low-conductivity regions (Fig. 1). Below the percola-
tion threshold, the high-conductivity regions, on which
the CESs are localized, are of a limited size. Since the
conductivity of these regions is substantially higher
than the tunneling conductivity over impurity channels
in regions with a low conductivity, the total conductiv-
ity will be determined by the average number 〈n〉  of
localized states of defects and impurities in tunneling
channels between the high-conductivity regions.
Because of the inelastic character of tunneling, an
increase in 〈n〉  will produce a sharper temperature
dependence of transparency ξ and of the total conduc-
tivity of the granular structure. Therefore, the average
number 〈n〉  of localized states of defects and impurities
in intercluster space can be derived from the tempera-
ture dependences of conductivity [14–16]. Above the
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percolation threshold, the CES grows in size without
limit to become an infinite conducting region and forms
a conduction band. A further increase of the metallic
phase content in the granular structure transforms the
CES conduction band to the conduction band of the
metal.

The formation of CESs gives rise to several observ-
able effects.

2.1. Specific Features of Conduction 
in Strong Electric Fields

An external electric field acts on electrons in a CES
and may change their localization by changing the CES
wave function (1) of each localized electron: this func-

tion can be combined with the wave functions (r) of
electrons of the metal grains that did not belong earlier

to the cluster and with the wave functions (r) of
electrons from localized states of other defects and
impurities in the matrix. The localization length L and
the spatial structure of the CES may change. On
removal of the external field, the electrons in the CES
may occupy energy levels different from the original
ones. If the energy level of an electron in the new elec-
tronic state lies higher than that of the original or
another state, this electron may return to the original
state or transfer to another state characterized by
another CES wave function. The transition time, which
may be called the relaxation time, will be determined
by the activation energy necessary for the electron to
transfer from one energy state to another. Depending on
the actual electric field, these changes of the state may
be reversible or irreversible. This should give rise to
features and a hysteresis in the field dependences of the
conductivity.

2.2. Specific Features of the Temperature Dependence 
of the Conductivity

The inelastic character of tunneling via defects and
impurities increases the barrier tunneling transparency
among high conductivity regions and the CES localiza-
tion length (2) with increasing temperature. Therefore,
when the temperature increases so fast that the CES
structure is left in a nonequilibrium state, one may
observe conductivity relaxation to equilibrium. In these

conditions, the electronic wave functions (r) and

(r) of particles and defects may either be involved in
a CES (1) or be excluded from it. If the distance
between contacts is comparable to the CES size L and
the conductivity of a granular structure is determined
by one conducting channel only, the involvement of
wave functions in a CES or their exclusion from it
should bring about conductivity jumps with changes in
the temperature.

ψλ
n( )

ϕν
i( )

ψλ
n( )

ϕν
i( )
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2.3. Additional Peaks in Small-Angle 
X-ray Scattering Spectra

It was found in [8] that small-angle x-ray scattering
spectra of granular films of amorphous hydrogenated car-
bon with embedded cobalt nanoparticles, a-C : H(Co),
are produced by scatterers of two types, cobalt grains
and objects larger than the nanoparticles. The observed
objects were identified as CESs.

2.4. Specific Features of the Field and Temperature 
Dependences of Dielectric Permittivity

The formation of CESs gives rise to changes in the
dielectric permittivity ε. The dielectric permittivity
depends linearly on the electric dipole moments of the
components (atoms, molecules, clusters) making up a
substance [17]. Clusters have the largest dipole moment
in a granular structure, and their polarization should
provide the largest contribution to dielectric permittiv-
ity. Therefore, measurements of ε yield information on
changes in the size L of the conducting clusters. In
strong electric fields, clusters should expand along the
field direction, thus increasing ε. Because the CES
localization length L increases with temperature, heat-
ing should increase the dielectric permittivity of a gran-
ular structure.

2.5. Decrease in Dielectric Permittivity 
with Decreasing Number of Defects in the Matrix

A decrease in the number of defects entails a
decrease in the tunneling transparency of the barriers
between the metal grains and in the CES localization
length (2). This accounts for the annealing-induced fal-
loff of the imaginary part of the dielectric permittivity
in granular (a-SiO2)100 – x(Co41Fe39B20)x composites
observed in the 4.8- to 16.6-GHz frequency range [9].

3. SAMPLE PREPARATION

The experiment was performed on films of silicon
dioxide with embedded nanoparticles of the
Co41Fe39B20 alloy (the (a-SiO2)100 – x(Co41Fe39B20)x

structure) and on films of amorphous hydrogenated car-
bon loaded with copper nanoparticles, a-C : H(Cu). The
thin-film nanogranular (a-SiO2)100 – x(Co41Fe39B20)x

composites were prepared by ion-beam sputtering of a
Co41Fe39B20 composite alloyed target with SiO2 addi-
tions in an argon–oxygen environment at a pressure P =
30 µTorr. The material was deposited on polished glass
ceramic substrates. The film thickness was, on the aver-
age, 5 µm. The films used in transmission electron
microscopy (TEM) studies were thinner (~500 Å) and
were deposited on a NaCl substrate. TEM images show
the composites to be complex systems consisting of
metal grains 2–5 nm in size (Fig. 2) arranged randomly
in the dielectric matrix. The current–voltage depen-
dences and magnetoresistance of the composites were
05
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measured on a special contact structure. Metal layers
(Cr–Cu–Cr) were deposited consecutively on a glass
ceramic substrate, followed by application of the com-
posite material proper, on top of which contact pads
were applied through the repeated deposition of Cr–
Cu–Cr metal layers through a template (Fig. 3a). The
electric contact to the composite was effected through
the bottom metal layer and upper contact pads. The
granular composite samples prepared for the study had
compositions below the percolation threshold.

(a-C : H)100 – xCux granular films were grown on
quartz substrates by cosputtering of a graphite and a
copper target in an argon–hydrogen plasma (80% Ar +
20% H2). Contacts were evaporated on the substrate
and the film surface (Fig. 3b). The contact pad width
was 0.5 mm. The film thickness D varied from 1.0 to
1.73 µm. Conductivity measurements revealed that
films with x = 16 at. % lie below the percolation thresh-
old and that the size of the conducting clusters is
smaller than the contact separation. The size of the con-
ducting clusters in (a-C : H)100 – xCux films with x >
16 at. % is equal to or larger than the distance between

(a)

(b)
20 nm

20 nm

Fig. 2. TEM image of the microstructure of amorphous
(a-SiO2)100 – x(Co41Fe39B20)x composites with x equal to
(a) 30 and (b) 44 at. %.
PH
the contacts, which accounts for the metallic type of
conduction observed in these structures. The average
size d0 of copper grains in (a-C : H)84Cu16 films as
derived from optical spectra, small-angle x-ray scatter-
ing, and electron microscopy data is 4 nm [18–20]. The
scatter in grain size is ∆d = 1.7 nm. Amorphous hydroge-
nated carbon a-C : H in the evaporated (a-C : H)100 – xCux

granular films acts as an organic amorphous semicon-
ductor and plays the part of an insulating matrix loaded
by copper grains [21]. The activation barrier ∆, which
is equal to the energy difference between the Fermi
level of copper grains and the mobility edge of the
a-C : H π* conduction band, was derived from the tem-
perature dependences of conductivity in weak electric
fields (<6 × 102 V/cm). In granular (a-C : H)100 – xCux

structures, the barrier height ∆ varied in the range 0.46–
0.54 eV [7].

4. ELECTRICAL RESISTANCE 
IN STRONG ELECTRIC FIELDS

In accordance with the CES model, the resistance R
of a granular structure is determined by a multiplicity of
channels i, which include conducting regions with CES

and high-resistance regions. Obviously, R–1 = .
The channel with the lowest resistance provides the
major contribution to the structure conductivity and
determines the resistance R. A strong electric field
affects the degree of CES localization and transforms
the channel network. The resistance variation of a gran-
ular structure will be determined, however, by that of
the channel with the lowest resistance. In this sense,

Ri
1–

i∑

Contact

(Cr–Cu–Cr)
films Al2O3 substrate

Granular film

(a)

1 2 3

D

(a-C : H)100 – xCux

Quartz

(b)

U

Fig. 3. Geometry of contacts of the granular structures
under study: (a) (a-SiO2)100 – x(Co41Fe39B20)x and
(b) (a-C : H)100 – xCux.
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study of the resistance of a granular structure may be
considered to have local character. The granular films
studied by us in strong fields differed somewhat from
one another in terms of their conduction pattern.
Because of the substantial activation-barrier height ∆ in
(a-SiO2)100 – x(Co41Fe39B20)x structures, their conduc-
tion is determined by resonance tunneling over local-
ized states in dielectric spacers. In (a-C : H)100 – xCux

structures, the activation barrier ∆ is lower and reso-
nance tunneling among conducting clusters is comple-
mented by conduction effected by electrons thermally
activated from conducting clusters into the π* conduc-
tion band of a-C : H [7]. In addition, the a-C : H struc-
ture contains graphite-like nanoclusters, which may
contribute to the formation of conduction channels
[22]. In the presence of graphite-like nanoclusters, the
CES wave functions (1) should include not only the
wave functions of electrons in metal grains and local-
ized states in the matrix but also the wave functions of
the sp2 phase of graphite-like nanoclusters.

The resistance and I–V curves of granular (a-
SiO2)100 – x(Co41Fe39B20)x structures were investigated
at voltages providing an electric field strength between
contacts of up to 2.5 × 104 V/cm. The I–V characteris-
tics of the (a-SiO2)100 – x(Co41Fe39B20)x composites
revealed the following features. First, the I–V curves
are asymmetric; i.e., the currents measured at the same
voltages but of opposite polarity are different (see
Fig. 4; the numerals indicate the sequence of I–V mea-
surements). Second, in the high-voltage region, a hys-
teresis is observed in the I–V curves; this hysteresis,
according to the CES model, should be assigned to a
variation in the CES localization size in the channel of
lowest resistance. Third, it was established that the pat-
tern of the I–V curve depends on the electrical prehis-
tory of the sample, i.e., on the magnitude and sign of the
voltage previously applied to the sample (Figs. 4a, 4b;
the order in which the I–V curves were measured is dif-
ferent).

Remarkable results were obtained in measurements
of the I–V characteristics of (a-SiO2)100 – x(Co41Fe39B20)x

films performed in the mode where each step of voltage
increase was followed by a resistance measurement at a
fixed low voltage (0.14 V in our case) (Fig. 5). This
voltage was chosen because, in samples of the given
composition, the point on the I–V curve corresponding
to 0.14 V lies within a linear portion and the application
of this voltage does not entail irreversible changes in
the electrical resistance. This mode permits study of the
variation of composite resistance after subjection of the
composite to a high electric field. Because the subse-
quent measurement of the resistance was carried out in
a low field, the result obtained directly reflects the
changes induced by a strong external electric field. One
of the relations obtained in the course of these measure-
ments is presented graphically in Fig. 5. The arrows
specify the sequence in which the characteristics were
measured. An analysis of the experimental data shows
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
that the electrical resistance of the composite measured
at a low fixed voltage depends on the magnitude and
sign of the voltage previously applied to the sample,
i.e., on the electrical prehistory of the sample. The
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Fig. 4. I–V curves of the (a-SiO2)59(Co41Fe39B20)41 com-
posite obtained in a different order of measurements (1–4
specify the sequence of measurements).
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Fig. 5. Electrical resistance R (measured at a voltage of
0.14 V across the sample) of the (a-SiO2)59(Co41Fe39B20)41
composite plotted vs applied voltage (arrows specify the
sequence of measurements).
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resistance measured before the application of a strong
electric field exceeds that measured after the removal of
a strong field by a factor of 1.8–2.9. In accordance with
the CES model, resistance variation is connected with a
variation of the localization length L of the conducting
regions making up the CES and with a decrease of the
gap between conducting regions in the channel of low-
est resistance. The resistance variation measured after
the sample was subjected to a strong electric field can
be either reversible or irreversible. The irreversibility of
the resistance variation may mean that field removal
initiates the formation of a new CES structure different
from the previous one.

The (a-C : H)84Cu16 granular structures were used to
study the temperature dependences of the current in
strong electric fields, the transition from the insulating
to conducting state, and the resistance relaxation. The
electric field strengths were in excess of 2.0 × 105 V/cm.
Figure 6 plots the temperature dependence of current
density j measured at a voltage U = 20 V at contacts a1
and a3 of the film (Fig. 3b). The cluster structure
between the contacts was in the insulating state. Con-
duction is governed by electrons thermally activated
from the Fermi level of copper grains into the a-C : H
π* conduction band and overcoming the activation bar-
rier ∆ and by electrons tunneling among clusters. We
observed conductivity peaks on the temperature depen-
dence of the current as the temperature decreased. The
position and magnitude of the peaks on the temperature
dependence curve varied from one experiment to
another. At low voltages (U = 0.1 V), no conductivity
peaks were observed. The CES model offers the follow-
ing explanation for the peaks. The current is determined
by the channel of lowest resistance. In this channel, the

104
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/c
m
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Fig. 6. Temperature dependence of current density j and the
conductivity peaks at contacts (1) a3 and (2) a1 observed in
an (a-C : H)84Cu16 film. The applied voltage is 20 V.
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number of thermally activated electrons in the π* con-
duction band of a-C : H and, accordingly, the current
decrease with decreasing temperature as

(3)

where Wc is the average Coulomb energy shift for elec-
trons on clusters involved in the channel of lowest resis-
tance. The CES localization length L decreases with
decreasing temperature. The decrease of the CES local-
ization length to a size corresponding to an equilibrium
state can proceed through either detachment of periph-
eral cluster grains or rupture of an internal cluster bond.
In the latter case, an electron becomes localized in one
of the broken off cluster parts. Cluster decomposition
favored by a strong electric field gives rise to an abrupt
increase of the Coulomb energy shift Wc of the part of
clusters on which electrons are localized. In granular
structures where conduction is due to electrons ther-
mally activated into the conduction band, an increase in
the energy Wc results in an increase in the number of
activated electrons in the conduction band in the prox-
imity of the decomposed clusters and, according to
Eq. (3), accounts for the increase in current j. This
becomes manifest as a peak in the temperature depen-
dence curve.

Another effect observed in (a-C : H)84Cu16 films was
the transition from the insulating to conducting state
(and the reverse transition from the conducting to insu-
lating state). According to the CES model, a transition
between two states with two different electrical resistiv-
ities can be accounted for by rearrangement of the clus-
ter structure. For U > 20 V, a group of isolated clusters
on which electrons with CES wave functions (1) were
localized transformed into one conducting cluster. This
may be initiated by small changes in clusters in which
insulating spacers disappear. As a result of this transi-
tion, the resistance between the contacts decreased by
five orders of magnitude. During a certain period of
time (several days), relaxation occurred and the con-
ducting cluster transferred to the initial state transform-
ing into a group of isolated clusters. As long as the
granular film between the contacts remained in the state
of conducting cluster, the temperature dependence of
resistance was metallic in character with a large resid-
ual resistance [7]. The value of the residual resistance
was used to derive the electron mean free path. It was
found to be 20 nm, which is substantially less than the
mean free path in pure copper.

The resistance relaxation observed following fast
heating of a (a-C : H)84Cu16 film is shown in Fig. 7 for
the a3 contact. The granular film between the contacts
resided in the state of a group of isolated clusters. The
film was cooled to T = 77 K and maintained at this tem-
perature for 45 min. The resistance between the con-
tacts exceeded 1.2 GΩ. After the cooling, the film was
heated rapidly to 297 K. The beginning of the relax-
ation curve (t = 0) is the time at which the film temper-
ature reached 297 ± 1 K. Thereafter, the temperature

j ∆ Wc–( )/kT–[ ] ,exp∝
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did not change. The smallest resistance was at t = 0.
Over the time interval 1.5–5.5 min, the resistance is
seen to grow linearly. At t = 5.5 min, resistance relax-
ation changes pattern. For t > 5.5 min, the resistance
does not vary noticeably. In accordance with the CES
model, resistance relaxation can be accounted for in the
following way. At low temperatures (T = 77 K), the
CES localization length L given by Eq. (2) and, accord-
ingly, the cluster capacitance are smaller than those at
higher temperatures. If heating is performed fast
enough, L cannot grow noticeably in this time. As a
result, in the given nonequilibrium state, the Coulomb
energy shift Wc in Eq. (3) at T = 297 K in the channel of
lowest resistance turns out to be larger than the energy

shift  for the equilibrium CES characteristic of
this temperature. The increase in the Coulomb shift
gives rise to an increase in the number of thermally acti-
vated electrons in the a-C : H π* conduction band and
to a lower resistance in the nonequilibrium state at t =
0. The ratio of the resistances between contacts in the
equilibrium (t > 5.5 min) and nonequilibrium (t = 0)
states is determined by the ratio of currents (3) with

Coulomb energy shifts  and Wc, respectively:

At 297 K, clusters grow in size and Wc relaxes to its

equilibrium value . This brings about a decrease
in the number of thermally activated electrons in the π*
conduction band of a-C : H and an increase in the resis-
tance between contacts.

5. VARIATION OF THE DIELECTRIC 
PERMITTIVITY

Variations of the dielectric permittivity were studied
on (a-C : H)84Cu16 structures at a frequency of 1 MHz.
In contrast to the case of resistance, where the major
contribution to the total resistance of the structure is
provided by the channel with the lowest resistance, the
dielectric permittivity ε = ε' + ε'' is determined by the
polarization of all CESs and is essentially a sum of indi-
vidual effects. Because variations of the dielectric per-
mittivity are proportional to those of the CES localiza-
tion length L (2) along the applied electric field (Fig. 1),
measurements of ε provide information on the variation
of conducting clusters in size. The dielectric permittiv-
ity was studied by the capacity–voltage technique in an
ac electric field of 1 MHz. The electric capacitances C
were formed by a granular film and the top (1–3) and
bottom (a, b) contacts (Fig. 3b). The real part of the
dielectric permittivity was extracted from the electrical
capacitance using the relation ε' = 4πDC/S, where D is
the film thickness and S is the contact area. The relative
variation of ε' as derived from the capacitance depen-
dences for contact a3 of an (a-C : H)84Cu16 film is

Wc
eq( )

Wc
eq( )

R
eq( )

R
---------- Wc Wc

eq( )
–( )/kT[ ] .exp=

Wc
eq( )
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shown graphically in Figs. 8 and 9. The real part of the
dielectric permittivity was found to grow with the volt-
age U applied across the contacts (Fig. 8). At 20 V, the
electric field strength was as high as 2.0 × 105 V/cm. If
a sample did not contain metal nanoparticles, i.e., was
a conventional a-C : H film, no increase in ε' with volt-
age was observed. Figure 9 displays the growth of ε'
with increasing temperature. The observed growth is
consistent with the CES model. The temperature
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Fig. 7. Relaxation of resistance R at contact a3 for an
(a-C : H)84Cu16 film.
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Fig. 8. Relative variation of the real part of the dielectric
permittivity, ∆ε'/ε', with increasing voltage U applied to an
(a-C : H)84Cu16 film.
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dependences measured under decreasing and increas-
ing temperature were identical. Similar experiments
carried out on an a-C : H film without metal nanoparti-
cles reveal insignificant temperature-induced variations
of the real part of the dielectric permittivity ε'. Thus, a
comparison of the capacity–voltage dependences and
the temperature dependences of ε' obtained on both
granular and bulk films suggests that the major contri-
bution to dielectric permittivity variation is due to vari-
ation of the conducting clusters of the structure in size.
In our experiments, the increase of conducting clusters
in size L in strong fields did not exceed 1%. The
increase of the conducting clusters in size with temper-
ature was substantially more pronounced and reached
as high as 34%.

Figure 10 plots a temperature dependence of the
ratio of the imaginary part to the real part of the dielec-
tric permittivity, ε"/ε' (loss tangent), measured on an (a-
C : H)84Cu16 film in an ac electric field of 1 MHz. The
losses determined by the imaginary part ε" grow lin-
early with increasing temperature. According to the
CES model, the growth of electric losses is determined
by that of the cluster dipole moments and by the
increase in the number of thermally activated electrons
in the conduction band of the a-C : H matrix. When an
a-C : H film had no metal inclusions, the ε"/ε' ratio was
0.0085 and the temperature-induced variations were
very small.
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Fig. 9. Relative temperature-induced variation of the dielec-
tric permittivity ε'/  of an (a-C : H)84Cu16 film biased by

a voltage U = 0.25 V (  is the real part of the dielectric per-

mittivity at T = 142 K).
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6. MAGNETORESISTANCE 
AND MAGNETIZATION

As follows from the capacity–voltage dependences
of the real part of the dielectric permittivity of granular
structures, the size of the conducting regions on which
the CESs are localized grows with increasing electric
field. A study of the variation of the composite resis-
tance after the sample was subjected to a strong electric
field leads one to conclude that an increase of the field
is accompanied by a decrease in the extent of high-
resistance regions between clusters. If a granular struc-
ture is loaded by ferromagnetic metal grains, e.g.,
grains of a d metal, one may reasonably ask the follow-
ing questions.

(i) How does a strong electric field act on magnetore-
sistance; in other words, to what extent are the s-, p-, and
d-electron systems of grains involved in the conduction
effects observed in strong electric fields?

(ii) Does an electric field affect the magnetization of
a granular structure, or, said otherwise, do the wave
functions of d electrons of metal atoms delocalize, and,
if so, what is the fraction of these functions in a CES?

In a search of answers to these questions, we studied
the magnetoresistance and magnetization of
(a-SiO2)100 – x(Co41Fe39B20)x films. The magnetoresis-
tance and magnetization curves of a sample were mea-
sured in the initial state (before the application of a
strong electric field), with magnetization performed
with the film fixed either along the magnetic field lines
or perpendicular to them. Next, after applying a strong
electric field to the sample for 2 min, measurements of
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Fig. 10. Temperature dependence of the ratio of the imagi-
nary part to the real part of the dielectric permittivity, ε"/ε'
(the loss tangent), measured in an ac electric field of fre-
quency 1 MHz on an (a-C : H)84Cu16 film.
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the magnetoresistance (at 0.14 V) and magnetization
were repeated. These measurements were repeated
under ever higher electric fields, but the magnetoresis-
tance was always measured at 0.14 V. The results
obtained for the (a-SiO2)54(Co41Fe39B20)46 composite
are presented in Figs. 11–13. It was established that the
electrical resistance of the composite decreased from
40.7 to 7.44 Ω and the magnetoresistance decreased
from the initial value of 1.38% to 0.71%. Interestingly,
at comparatively low applied voltages (below 0.8 V; see
Fig. 12), there is almost no variation in the magnetore-
sistance. The application of a higher voltage, however,
substantially reduces the MR, which indicates the exist-
ence of a threshold electric field. Unlike the magnetore-
sistance of the composite, its magnetization and,
accordingly, the magnetization curves are not affected
by strong electric fields (Fig. 13).

The CES model permits the following interpretation
of the data obtained in the study. The magnitude of
magnetoresistance is governed by spin-dependent tun-
neling between conducting clusters in the channel of
lowest resistance. The tunneling-barrier transparency is
determined by overlap of the metal outer-shell s-, p-,
and d-electron wave functions involved in the Ψα(r)
CES wave functions (1) of two neighboring clusters
and by the number of localized electronic states of
defects and impurities in the tunneling channel con-
necting the clusters. The overlap integrals of wave
functions composed of s orbitals of metal atoms pro-
vide the major contribution to the tunneling barrier
transparency (s–s tunneling) [23, 24]. The role of d
electrons reduces to polarization of the spin of tunnel-
ing s electrons. The tunneling barrier may have split
localized electronic states, which become involved in
spin-dependent resonance tunneling. In this case, an
increase in the number of localized states between clus-
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Fig. 11. Magnetoresistance (MR) of the (a-
SiO2)54(Co41Fe39B20)46 composite (1) before the applica-
tion and (2–4) after the removal of an electric field with the
voltage across the contacts U equal to (2) 0.8, (3) 0.94, and
(4) 1.13 V.
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ters over which an electron tunnels gives rise to an
increase in magnetoresistance [15]. The (a-
SiO2)54(Co41Fe39B20)46 composite under study here
revealed a decrease in MR in a strong electric field. This
may be attributed to a decrease in the number of local-
ized states between conducting clusters, which occurs
because electron localization in CESs changes through
transfer of the wave functions of a part of the localized
states belonging to the matrix intercluster regions to a
CES.

The magnetization of a sample is intimately related
to the spin polarization of d electrons in the outer shells
of metal atoms. The fact that magnetization curves of
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Fig. 12. Magnetoresistance (MR) of the (a-
SiO2)54(Co41Fe39B20)46 composite measured in a magnetic
field H = 10 kOe (after the sample was subjected to a strong
electric field) and plotted vs the voltage U across the con-
tacts.
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Fig. 13. Magnetization 4πM of the (a-
SiO2)54(Co41Fe39B20)46 composite measured (1) before the
application and (2–4) after the removal of an electric field
with the voltage across the contacts U equal to (2) 0.8, (3)
0.94, and (4) 1.13 V.
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the composite are not affected by a strong electric field
changing the CES structure suggests that d electrons of
metal grains are only weakly coupled with the CES
electrons. Hence, while d electrons polarize the CES
electrons to some extent, the former electrons remain
localized in the outer shells of metal atoms and are only
insignificantly involved in the CES wave function
Ψα(r) (1).

7. CONCLUSIONS

The main results of this study can be summarized as
follows.

(1) Specific features have been observed in the I−V
curves and in the behavior of the resistance of
granular structures of amorphous silicon dioxide
loaded with nanoparticles of a Co41Fe39B20 alloy
((a-SiO2)100 – x(Co41Fe39B20)x structure) and of amor-
phous hydrogenated carbon with embedded copper
nanoparticles, a-C : H(Cu), subjected to strong electric
fields. The (a-SiO2)100 – x(Co41Fe39B20)x structures
revealed an I–V hysteresis whose pattern depends on
the electrical prehistory of the sample. Note that the
resistance measured before the application of a strong
electric field is substantially higher than that after the
removal of a strong field. The resistance of a sample
subjected to a strong electric field may change by as
high as 70% in both a reversible and an irreversible
manner. The a-C : H(Cu) structures revealed conductiv-
ity peaks in the temperature dependence of current
under a decrease in temperature in strong electric fields
and transitions from the insulating to conducting state;
after the field was removed, there occurred reverse tran-
sitions and conductivity relaxation. A CES model was
proposed to account for the experimental data obtained.
These states are created by electrons of metal grains
and matrix defects near the Fermi surface of metal
grains and form a conducting cluster structure. Accord-
ing to the CES model, the change in resistance is con-
nected with the change in size of the localization length
of conducting clusters and the decrease in the interclus-
ter separation in the channel of lowest resistance. The
irreversibility of a change in resistance can be assigned
to the formation, after removal of the field, of a new
CES structure different from the previous one.

(2) Voltage–capacitance measurements made on
a-C : H(Cu) structures offered an estimate of the
changes in dielectric permittivity associated with varia-
tion of the degree of CES localization in strong electric
fields and under temperature variation. The increase of
conducting clusters in size in strong fields did not
exceed 1%. The increase in conducting cluster size with
increasing temperature was substantially larger and
could be as high as 34%.

(3) The effect of a strong electric field on the d-elec-
tron system of metal grains in granular structures
loaded with 3d-metal grains has been studied. It was
found that subjecting (a-SiO2)100 – x(Co41Fe39B20)x sam-
PH
ples to a strong electric field brings about not only a
decrease in electrical resistance but also a decrease in
magnetoresistance. Note that this did not entail a
change in the shape of the magnetization curves.
According to the CES model, the decrease in magne-
toresistance is connected with the decrease in the num-
ber of localized intercluster states over which electrons
tunnel. The constancy of the composite magnetization
curves under a strong electric field that changes the
CES structure leads to the conclusion that d electrons of
metal grains do not delocalize and are only weakly cou-
pled with the CES electrons. The CESs derive primarily
from the wave functions of s and p electrons of atoms
of the metal grains.
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Abstract—Deformation of a tungsten tip 500 to 1000 nm in radius subjected to heating in an electric field is
studied using field-emission microscopy and continuous-mode field-desorption microscopy. Measurements are
performed immediately after the thermal field treatment without any smoothing of the tip by either heating or
field evaporation. The edges of the tip (which is shaped into a polyhedron) are found to consist of monatomic
steps about 1 nm wide and about 100 nm long. Microscopic protrusions about 10 nm in size are shaped like
pyramids or wedges with single-atom apexes or monatomic edges and facets that are a continuation of the facets
of the reconstructed tip or an outgrowth on which the protrusions are situated. The outgrowths are shaped like
stepped truncated pyramids with monatomic edges. The observed phenomena are explained in terms of com-
peting processes of surface diffusion, crystal growth in an electric field, and field evaporation. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION
Deformations of metal crystals subjected to heating

in an electric field (thermal field treatment) have been
studied using field electron emission microscopy, field
ion emission microscopy, transmission electron
microscopy, and high-temperature field evaporation
microscopy. Usually, metal tips are studied; after a
high-temperature heat treatment, the apex of a tip
becomes a single crystal with flat facets and rounded
transient regions. The main types of deformation have
been found and investigated: reconstruction of the tip
into a polyhedron consisting of close-packed planes,
the formation of outgrowths on the close-packed faces,
and the creation of nanosized protrusions on apexes and
edges of the crystal and outgrowths [1–5].

The field-emission microscopy techniques applied
make it possible to observe surface regions with the
highest electric field intensity, i.e., with sharp protrud-
ing parts. If a sample has nanosized protrusions, they
would be the only observable feature [1, 3–5]. In a
transmission electron microscope, the profile of a crys-
tal becomes visible [2, 6]. In both cases, surface regions
in between the protruding parts remain unobservable.
In order to study these regions, microscopic protrusions
and sharp edges are dulled by heating [3, 5] and the
field-emission microscopy images obtained after the
heating are used to judge the original tip shape after the
thermal field treatment but before the heating. In field
ion-emission microscopy, protruding parts are removed
by low-temperature field evaporation [4].

Additional information about inadequately explored
surface regions that form under thermal field treatment
1063-7834/05/4711- $26.00 2180
and about the processes occurring in them can be
obtained using continuous-mode field-desorption
microscopy [7–9]. This method can also provide more
accurate data on the actual shape of outgrowths and
protrusions immediately after a thermal field treatment
and about the shape and surface structure of the recon-
structed tip.

In the present paper, we attempt to study the state of
a surface immediately after thermal treatment in an
electric field using continuous-mode field-desorption
microscopy. We took tungsten as the material to be
studied because its deformation under thermal field
treatment is the most explored. Potassium and cesium
are taken as adsorbates for imaging of the surface, since
they make it possible to obtain field-desorption images
at the lowest possible field strength and temperature
and, accordingly, with the least impact on the surface
under study.

2. CONTINUOUS-MODE FIELD-DESORPTION 
MICROSCOPY

In continuous-mode field-desorption microscopy,
ions of substances that are easily ionized and weakly
linked to the surface under study (for example, ions of
alkali or alkaline-earth metals) are used for imaging.
An alkali metal coating about one monolayer thick is
deposited onto the tip surface, and then a positive volt-
age is applied to the tip to create a desorption field. Des-
orbed alkali metal ions, which move along radial trajec-
tories, project an enlarged image of the tip surface onto
the screen of a field-emission microscope. The tip has
© 2005 Pleiades Publishing, Inc.
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to be maintained at a relatively high temperature in
order to facilitate surface diffusion of adsorbed atoms
and renew their supply in the desorption area. A com-
mon technique of imaging is as follows: initially, the
applied voltage is set high to remove all adsorbed atoms
from the tip point, and then the voltage is lowered and
the image formed by ions that diffuse from the side sur-
face of the tip to its point and are desorbed there is
observed.

The image obtained is affected by many factors: the
applied voltage, the temperature, the surface density of
adsorbed atoms in the region that is imaged and around
it, and the work function, shape, and atomic structure of
the surface. For our purpose, the possibility of observ-
ing different parts of the surface achieved by varying
the applied voltage is the most important. As the volt-
age is gradually decreased after all adsorbed atoms are
removed from the tip point, peripheral parts of the tip
(where the field strength is the lowest) appear in the
image first, since desorption prevents adsorbed atoms
from reaching parts with a higher field strength. As the
voltage is lowered further, regions with a higher field
strength become visible in the image. Thus, unlike
other field-emission microscopy techniques, surface
regions with a field strength less than its maximum
value can be observed here. If the tip shape is irregular,
the image pattern can be more complicated, since the
variation of the field strength is not monotonic in the
paths along which adsorbed atoms diffuse to the region
being imaged. The tip shape can be determined by
observing the evolution of the image during an increase
and a decrease in the applied voltage.

3. EXPERIMENTAL TECHNIQUE

Measurements were carried out in the metallic ultra-
high-vacuum chamber of a field-emission microscope
with a residual gas pressure below 10–10 mm Hg. Field-
emission and desorption images were formed by a
detector consisting of two microchannel plates and a
fluorescent screen. The images were recorded with a
video camera and digitized. The electric field strength
F was determined from the Fowler–Nordheim current–
voltage characteristics using the average field-emission
work function of pure tungsten equal to 4.44 eV. A
tungsten tip was preliminarily heated at 2800 K for sev-
eral tens of minutes in order to clean it and produce a
close-to-equilibrium shape of the microcrystal.

The experiment was conducted as follows. The tip is
heated up to the target temperature T, and then a posi-
tive voltage is applied. If field-desorption occurs, the
image created by tungsten ions is recorded on video.
After the thermal field treatment is finished, the tip is
cooled and then the high voltage is removed. Thereaf-
ter, the current–voltage characteristics of the field-elec-
tron emission are measured and field electron emission
images are recorded. Next, cesium and potassium are
deposited on the tip and field-desorption images are
obtained for various values of the electric field strength
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
and for the tip temperature gradually increasing from
room temperature. When the temperature of the ther-
mal desorption of the adsorbed atoms is reached and
desorption images disappear, the field electron emis-
sion parameters and field electron emission images are
recorded again.

4. EXPERIMENTAL RESULTS

The field-desorption images of a surface obtained
immediately after the thermal field treatment of the tip
confirm, for the most part, the general character of the
tip deformations as derived from field electron and field
ion images obtained after smoothing of the treated tip
by heating or low-temperature field evaporation. Yet,
significant new insight is obtained into the deformation
processes and resulting shapes.

During the reconstruction and after its completion
(at high T and low F), we observed not only expansion
of close-packed facets but also the formation of new
atomic layers on their surface, i.e., the process of layer-
by-layer crystal growth. In the field-desorption images,
these layers appear as outlines of steps that do not cross
the edges of the facet. The steps are not visible in field
electron emission images, which consist of bright spots
corresponding to apexes of the reconstructed tip regard-
less of whether there are steps or not. The layer-by-
layer crystal growth at this stage of the thermal field
treatment does not give rise to any outgrowths or pro-
trusions.

Using field-desorption images (Fig. 1), we managed
to study the structure of the edges separating facets at
the stage of complete reconstruction, when electron
field images show only trihedral 〈111〉  angles formed
by crossings of (011) planes and the tip point is con-
fined by either close-packed (011) facets or (011) and
(001) facets. The facets turn out to be separated either
by monatomic edges or by edges of more complex
structure (Fig. 2). The edges that separate (011) facets
are found to be formed as steps in the (112) crystal
plane.

The width of the steps across the edge is from one to
several atomic rows. The edge shown in Fig. 1c is about
500 nm long and is divided into six steps; so in this case

(a) (b) (c)

Fig. 1. Field-desorption images of the edges of a recon-
structed tip for the cases when (a) there is no field evapora-
tion during the thermal field treatment and (b, c) the field
evaporation occurs from the apex of the 〈111〉  angle.
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the length of a step along the edge is about 100 nm.
Since the magnification of the projecting field-emission
microscope across the edge is much larger than that
along the edge, a step ~ 100 nm long and 1nm wide
appears with the opposite dimension ratio in the field-
desorption image: its width across the edge is larger
than its length.

The edge structure is not resolved in electron field
images. Only trihedral 〈111〉  angles are visible as bright
spots, blurred triangles, or three-point stars. Steps
across the edge (Fig. 1b) usually arise when field evap-
oration occurs from the apex of the trihedral 〈111〉
angle during a thermal field treatment. If there is no
evaporation, the edge either is a monatomic row or con-
sists of mainly longitudinal steps (Fig. 1a).

At low T and high F, no faceting takes place;
instead, steps of different height and width dependent
on T and F form. The higher the value of T, the wider
and higher the steps and the smaller their number.
When viewed in the direction normal to their plane, the
steps are polyhedra surrounding (100), (110), and (112)
facets of the original tip. At the step angles, nanosized
protrusions arise and become centers of field evapora-
tion, which results in protrusion images on the screen.
When F is increased, the images of the protrusions,
which are arranged in circles, move toward the centers
of the facets and disappear, forming a “collapsing-ring”
pattern [10]. The central steps decrease in width and
disappear, and new steps arise at the outskirts of the fac-
ets.

Buildups on (100) and (110) close-packed facets
appear at higher T and F than during the reconstruction.
The field desorption images confirm that the out-
growths are shaped like truncated pyramids or stepped
truncated pyramids (Fig. 3f).

The upper face of such a pyramid is a polygon [a
square or rectangle in the case of outgrowths on (100)
facets]. There are protrusions on the edge of each step
of an outgrowth.

At this stage (beginning of the formation of out-
growths), oscillations in the field evaporation current
originating from a protrusion are often observed: a pro-
trusion in the field evaporation image disappears and

112

110

Fig. 2. A sketch of the edge of a reconstructed tip with steps
in the (112) plane.
PH
reappears again at the same place. Another remarkable
fact is that the field evaporation from nanosized protru-
sions at the same applied voltage can occur over a very
wide temperature range, ~ 1000 K wide (Figs. 3a, 3b).
As F increases, the number of protrusions grows and
their positions in the field-evaporation images change.
The collapsing-ring effect is observed, as is the case
with the formation and destruction of steps at low T and
high F. The point of the tip is dulled in this case. The
increase in the tip radius was measured after out-
growths were smoothed away by heating.

Field-desorption images of nanosized protrusions
are shown in Figs. 3c–3e, and the shape of the protru-
sions is shown schematically in Fig. 4. As the applied
voltage gradually grows, first there appear bright spots,
which are images of the protrusion apexes (Fig. 3c).
Then, the spots are enlarged both smoothly and in steps
and facets and edges of the protrusions show up
(Figs. 3d, 3e). The enlargement can occur uniformly in
all directions around the tip point or be predominantly
directed (Figs. 3c, 3d). Sometimes the image of a pro-
trusion apex bifurcates (Fig. 3e).

(a) (b)

(c) (d)

(e) (f)

Fig. 3. Images of nanosized protrusions and outgrowths
formed (a, b) via field evaporation at (a) T = 2400 and (b)
1550 K and (c–f) via field desorption of cesium.
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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5. DISCUSSION

We derived conclusions about the shapes of forma-
tions created during thermal treatment of a tip in an
electric field by analyzing dynamic changes in the field-
desorption images under variation of the desorbing
field rather than on the basis of the separate frames of
video recordings shown here. For example, in Fig. 1b,
only one step in each edge of the reconstructed tip is
visible; when the field is varied, the image jumps from
one step to another. It is possible to capture all steps in
one frame by increasing the field sharply (Fig. 1c).

The general character of the tip deformation as
derived from the field-emission microscopy studies is
confirmed. However, continuous-mode desorption
microscopy made it possible to detect further fine
details of the deformation process and of the shape of
tips that cannot be observed by other means, such as the
structure of edges and apexes of the reconstructed tip
and outgrowths, as well as the shape of nanosized pro-
trusions.

All observed protrusions have pointed apexes prob-
ably ending with a single atom or with a monatomic
crest. However, these observations were made after
cooling of the tip. Cooling takes some time due to the
thermal inertia; therefore, surface diffusion, crystal
growth, and field evaporation continue to proceed dur-
ing the cooling period. If the field evaporation stops
earlier then the diffusion, a protrusion can be completed
into a pyramid even in the case where its growth is lim-
ited by the field evaporation, which causes its apex to be
rounded.

Therefore, during the thermal field treatment itself,
when there are shape modifications and field evapora-
tion from the protrusion, the nanosized protrusion can
have a shape other than that of a pyramid. This assump-
tion is confirmed by the field-evaporation images where
images of apexes of nanosized protrusions are suffi-
ciently large. Thus, during their growth and thermal
field evaporation, the nanosized protrusions are shaped
like a pyramid or a wedge with a truncated (Figs. 4c,
4d) or rounded top, but after cooling they are shaped
like a regular pyramid or a wedge with a pointed top
made of a single atom or of a monatomic crest (Figs.
4a–4c).

Desorption images show that the layered growth on
close-packed facets can also occur at the stage of recon-
struction, where shape variations are limited to the tran-
sition from a partially rounded tip to a polyhedron and
there are no outgrowths or protrusions. If this is the
case, the reasons for the transition from the layer-by-
layer growth preserving the polyhedron shape of the tip
point up to the formation of outgrowths are unclear. It
is also difficult to understand the wide temperature
range in which the field evaporation from the nanosized
protrusions occurs at the initial stage of formation of
the outgrowths. Since both the field evaporation and
surface self-diffusion (which provides a renewal of
evaporating material at the protrusion apex) depend
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
drastically on temperature, the field evaporation from
the protrusion apex should have been stopped after a
minor drop in temperature regardless of the cause of the
limitation of the field-evaporation rate (field evapora-
tion itself or the diffusion feed of the material). Another
unexplained phenomenon is the termination of the field
evaporation from a nanosized protrusion and its
resumption some time later at the same place. We tried
to cool a tip down at the moment when field evapora-
tion from the protrusion ceased and to study the tip
using field electron emission microscopy and field-des-
orption microscopy. The nanosized protrusion was
observed at the same place at all times, and no differ-
ences in its properties were noticed in relation to the
moment at which the tip was cooled down (whether
field evaporation did or did not occur at that moment).
Also, the motions of the protrusions during the thermal
field treatment are not completely understood yet. Only
some of them are related to the modifications of the
shape of the underlying surface.

To explain the observations, we propose a model of
the processes that occur during high-temperature heat-
ing of the tip in an electric field. The model is based on
competition between the surface diffusion, layered
crystal growth, and field evaporation. We use the Her-
ring theory [11] and ideas developed in [1–5, 12–14].
At high temperatures, the following processes occur:
destruction of atomic layers when atoms on the tip sur-
face break out of atomic planes of steps and become
adsorbed on the surface, migration of adsorbed atoms
(surface diffusion), and growth of atomic layers when
adsorbed atoms are attached to steps. The resulting
transfer of matter is governed by the gradient of the
chemical potential of surface atoms. In the absence of
an external electric field, the chemical potential gradi-
ent and the matter flow are directed from the tip point

001

(a)

(b) (c) (d)

011

011
001

011

011

Fig. 4. Sketches of different kinds of nanosized protrusions:
(a) a pyramid-shaped protrusion on the edge of an out-
growth on the (001) facet, (b) a wedge-shaped protrusion,
(c) a pyramid- or wedge-shaped protrusion on top of a trun-
cated pyramid, and (d) a protrusion in the form of a trun-
cated pyramid on top of a truncated pyramid.
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toward its side surface (where the surface curvature is
lower). Therefore, atomic layers are destroyed at the tip
point and grow on the side surface; so the tip is dulled.
After prolonged heating in the absence of an electric
field, the processes of destruction and growth become
balanced and the tip assumes a quasi-equilibrium
shape.

An electric field disturbs this equilibrium. It contrib-
utes the term –F2/8π to the surface free energy of the
metal and to the chemical potential of atoms adsorbed
on the surface [11]. Since the local field strength at the
tip point and near edges of flat facets is higher than that
on the side surface and in the central parts of flat facets,
the electric field can counterbalance the influence of the
curvature, turn back the mass transfer, stop dulling of
the tip, and induce faceting of the tip by close-packed
planes. The tip becomes faceted because the growth
rate on loose planes is higher and because the nucle-
ation of new atomic layers on close-packed surfaces is
impeded.

When faceting of the tip is completed, the diffusion
flow keeps bringing atoms to the tip point and flat facets
and can induce a sufficiently high surface supersatura-
tion (an excess over the equilibrium density that bal-
ances the processes of atoms joining and breaking away
from a two-dimensional island); so a two-dimensional
nucleus forms and a new layer starts growing. If new
layers grow successively over the entire facet, the tip
point preserves its polyhedral shape. The supersatura-
tion near the edges of facets is higher than that in the
central parts, since the field strength is higher near the
edges and since atoms flow in through the facet edges.
Therefore, the nucleation and growth rates are higher
near the edges. This situation is similar to the condi-
tions when dendrite crystals are grown from a solution
without agitation. A new layer can be nucleated earlier
than the previous layer finishes growing. Then, the
growth of the underlying layer is slowed down, since
part of the migrating atoms is captured by the new layer
and since the field is partially screened. The upper layer
can catch up with the lower one and create a double-
height step. In this case, the field strength increases at
the upper edge of the step and decreases at the lower
edge. Therefore, with a high probability, an atom that is
attached to the step edge will come to the upper surface
before the next atoms arrive and form a nucleus of the
next atomic row. So, the growth of the step width will
be slowed down or come to a halt.

This process can also result in the formation of a
nanosized protrusion at the step edge if the nucleation
of the new layers occurs significantly ahead of their
growth. The growth can become avalanche-like due to
the boost to the field strength with an increase in the
protrusion height. Some of the atoms arriving at the
outgrowth from the side surface of the tip (Fig. 4a)
come to the close-packed plane of the side surface of
the outgrowth and then diffuse over it toward the nano-
sized protrusion and are field-evaporated from its apex.
PH
This process reduces the atomic density on the lower
plane and near the edge of the outgrowth and precludes
growth of a new layer on the lower plane.

So, we propose two reasons that can limit the
growth of a layer before it fills the entire facet of the
reconstructed tip and thereby can cause a transition
from faceting of the tip to the formation of outgrowths.

(i) The formation of steps of more than monatomic
height (with a close-packed side surface) on the facets
due to upper growing layers catching up with lower
ones; these steps reduce the probability of nucleation
for new atomic rows on the facet because atoms flow
out to the top plane of the step.

(ii) The formation of a nanosized protrusion on the
step edge (not on the facet edge) and the field evapora-
tion of atoms from its apex (these atoms would have
completed the step to the facet edge in the absence of
evaporation).

Probably, both mechanisms are effective. Experi-
mentally, however, each outgrowth always had protru-
sions on all of its steps. Therefore, the second mecha-
nism prevails and it can be the field evaporation that
governs the transition to the formation of outgrowths.

The growth of a protrusion and field evaporation
from its apex, on the one hand, and nucleation and the
growth of atomic layers, on the other hand, are compet-
ing processes, since both reduce the density of
adsorbed atoms on the facet and outgrowth surfaces.
The field evaporation from a protrusion reduces the
nucleation and growth rates of an atomic layer. How-
ever, the growing layer takes in some of the atoms arriv-
ing at the facets and reduces the rate of field evapora-
tion from the protrusion (we assume that the rate is lim-
ited by the supply of atoms to the protrusion).

This model can explain the oscillations of the field
evaporation and the wide temperature range in which
the field evaporation from nanosized protrusions is
observed under constant conditions. Indeed, if a new
layer does not grow, the diffusion flow creates a large
density of atoms on the facet, which can only be
removed through field evaporation from a protrusion.
When nucleation occurs and a new layer grows, the
density of atoms reduces; accordingly, the rate of field
evaporation also reduces. After completion of the new
layer and before the next nucleation, the field-evapora-
tion rate is restored. Therefore, the field-evaporation
current oscillates. A decrease in temperature causes a
decrease in the rate of nucleation of atomic layers (a
process which competes with the field evaporation).
Due to this decrease, under certain conditions, the rate
of the field evaporation can remain unchanged even
after a considerable drop in temperature. Oscillations in
the field-evaporation current with a lower amplitude but
at a higher frequency can also be related to nucleation
and growth of new atomic rows on the edge of the
growing layer.

An increase in the voltage applied to the tip boosts
the rate of field evaporation from protrusions, which
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can reduce the atomic density on the plane to below its
critical value for the nucleation of new atomic layers,
thereby causing the outgrowth formation to terminate.
When the field strength is increased even higher, the
evaporation exceeds the diffusion flow, the dynamic
balance between the growth and destruction of atomic
layers shifts toward destruction, atomic layers are dis-
solved, and atoms of destructed layers are removed by
the field evaporation from the protrusions. The tip point
retreats, preserving the polyhedral shape with stepped
outgrowths on the facets and with nanosized protru-
sions on the edges. During this process, the number of
protrusions grows and the protrusions move in the field-
evaporation images. The processes of destruction of a
step of an outgrowth and a gradual decrease in its width
manifest themselves in the images as the collapsing-
ring effect.

6. CONCLUSIONS

The application of continuous-mode field-desorp-
tion microscopy for studying deformations of a tip,
which occur when the tip is heated in a strong electric
field, has made it possible to more accurately determine
the shapes of the formations that arise. The edges of a
tip 500 to 1000 nm in radius that is reconstructed into a
polyhedron are formed by monatomic steps about 1 nm
wide and 100 nm long. Bumps about 10 nm in size are
shaped like a pyramid or a wedge with a single-atom
apex or a monatomic crest on the top and with side fac-
ets that are a continuation of the facets of the recon-
structed tip or the outgrowth where the protrusion is sit-
uated. We confirm that, immediately after thermal field
treatment, outgrowths are shaped like stepped truncated
pyramids with monatomic edges.

The author dedicates this work to the memory of
Vladimir Nikolaevich Shrednik.
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Abstract—The vibrational spectra of 2-cyclooctylamino-5-nitropyridine (COANP) solutions and the evolution
of the spectra upon changing over from the solutions to solid-phase COANP are investigated. The bands
observed in the spectra are assigned to the corresponding vibrational modes. The nature of the interaction of
COANP with C60 and C70 fullerenes is elucidated by analyzing the transmission spectra of these compounds.
No interaction of the COANP compound with C60 and C70 fullerenes is revealed under the studied conditions.
It is assumed that the physical nature of this phenomenon can be associated with the formation of liquid-crystal
clusters consisting of fullerene molecules. © 2005 Pleiades Publishing, Inc.
† 1. INTRODUCTION

2-Cyclooctylamino-5-nitropyridine (COANP) is a
known organic material characterized by large electro-
optical coefficients. The optical and nonlinear optical
properties of this compound were investigated in [1–5].
The structural formula of COANP is presented in Fig. 1.
The large dipole moment of the molecule is associated
with the charge transfer from the donor NH group to the
acceptor NO2 group [6].

2-Cyclooctylamino-5-nitropyridine molecules form
noncentrosymmetric orthorhombic crystals (point
group mm2, space group Pca21). The methods used to
grow the crystals were described in [7–10].

In the crystal structure, the COANP molecules are
linked by hydrogen bonds formed between the oxygen
atoms of the nitro groups and the nitrogen atoms of the
amino groups. These oxygen and nitrogen atoms are
separated by a distance of 2.9 Å. The other interactions
between the oxygen atoms and nitrogen atoms of the
pyridine rings (separated by a distance of 3.9 Å) are
considerably weaker [1]. The crystal structure and
molecular mechanics calculations of COANP were
described in [11].

It is well known that fullerenes in different liquid
and solid matrices exhibit remarkable nonlinear optical
properties, in particular, optical limiting at low thresh-
olds of incoming laser radiation [12–15]. The combina-
tion of nonlinear optical properties of fullerenes and
COANP seems to be very attractive from the practical
standpoint, especially because COANP can be prepared
in the form of bulk crystals, thin single-crystal films [4],
and amorphous glassy films of high optical quality [2,

† Deceased.
1063-7834/05/4711- $26.00 ©2186
16, 17]. However, the mixing of these compounds can
lead to unpredictable changes in their properties that
can prove to be desirable and undesirable. For example,
according to Kamanina et al. [18], the possible forma-
tion of a complex with charge transfer from the donor
moiety of the COANP molecule to the fullerene mole-
cule is considered a desirable interaction. It is also
known that the primary and secondary amines (includ-
ing the COANP compound) can form covalent bonds
with fullerene molecules [19–21].

In order to reveal the bonding between COANP and
fullerene molecules, we thoroughly investigated the
vibrational spectra of COANP and the IR transmission
spectra of COANP solutions with C60 and C70 fullerenes.
This study is a continuation of the spectroscopic investi-
gations performed in our previous work [5].

2. VIBRATIONAL SPECTRA
OF 2-CYCLOOCTYLAMINO-5-NITROPYRIDINE

The transmission spectra were measured using
2-cyclooctylamino-5-nitropyridine synthesized and
purified at the Department of Chemistry of the New
Mexico Highlands University (Las Vegas, New Mex-

NH NO2

Fig. 1. Structural formula of 2-cyclooctylamino-5-nitropy-
ridine.
 2005 Pleiades Publishing, Inc.
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ico, United States). Carbon tetrachloride CCl4 and car-
bon disulfide CS2 served as solvents, because the IR
spectra of these compounds contain regions free of
intense absorption bands in the spectral range of inter-
est. The transmission spectra of the solutions (in layers
10 µm thick) were recorded on Perkin-Elmer System
2000 GS-IR and Bruker Tensor 27 Fourier-Transform
spectrophotometers in KBr or NaCl cells. The concen-
trations of the COANP solutions were equal to 3, 4, 7,
20, and 60 mg/ml.

The IR transmission spectra of the COANP solu-
tions in carbon tetrachloride in the frequency range
500–1400 cm–1 and those in carbon disulfide in the
range 1200–3500 cm–1 are shown in Figs. 2a and 2b,
respectively. The frequency range 1650–2500 cm–1 in
Fig. 2b is omitted because, in this range, no absorption
bands of COANP are observed. The frequencies of the
absorption bands attributed to COANP in the solutions
are listed in the table (columns 1, 2). Considering the
purpose of this study, it is necessary to assign the
observed absorption bands to the corresponding vibra-
tions.

The vibrational spectra of COANP in the solid
phase were studied earlier by Petzelt et al. [22]. The
Raman spectra were measured for samples in the form
of crystal plates. The absorption spectra were recorded
using crystal plates and COANP powders pressed into
KBr pellets for measurements in the frequency ranges
in which the crystal plates exhibited a very small trans-
mittance. For comparison, the table (columns 6–9) pre-
sents the vibrational frequencies observed in [22] and
the proposed approximate assignment of the bands to
particular modes of vibration in the COANP molecule.

It can be seen from the table that, for the most part,
the frequencies of the bands observed in the transmis-
sion spectra of the solutions are in good agreement (to
within a few inverse centimeters) with those obtained in
[22] for the solid-phase samples. The considerable dif-
ferences are observed only in the frequency range ν >
3300 cm–1, in which the spectrum of the solid sample
contains one intense band with the maximum at a fre-
quency ν = 3340 cm–1 [22], whereas the absorption
spectrum of the solution in this range exhibits a fine
structure and is shifted by almost 100 cm–1 toward the
high-energy range (see table, Fig. 2b). For this reason,
we also measured the transmission spectra of COANP
in the solid phase with the use of thin films deposited
from the CS2 solution. In order to prepare these films, a
drop of the solution was applied to special windows
(transparent in the IR range) from AgCl or poly(ethyl-
ene) (St-IR Card), followed by the evaporation of the
solvent.

Figure 3 shows the IR transmission spectra of the
deposited films and the COANP solutions (in CCl4 and
CS2) at two concentrations in the frequency range
3200–3500 cm–1. For the solid phase (Fig. 3, curve 6),
the position of the absorption band (νmax = 3341 cm–1)
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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Fig. 2. (a) IR transmission spectra of (1) the CS2 solvent and
(2) the COANP solution (60 mg/ml) in CS2, (b) IR trans-
mission spectra of (1) the CCl4 solvent and (2) the COANP
solution (60 mg/ml) in CCl4, and (c) IR transmission spec-
tra of the COANP solutions in CCl4 (with the one-hundred-
percent line represented by the spectrum of a cell with
CCl4) at concentrations of (1) 3 and (2) 60 mg/ml.
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Absorption bands in the vibrational spectra of COANP
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to the data taken from [22])

Raman
spectra,

cm–1

Absorption spectra
Characteristic 

vibrations
single

crystals,
cm–1

pow-
ders,
cm–1

1 2 3 4 5 6 7 8 9

502 w 503 vw 503 vw 505 495 500
527 w 528 w 530 w 520 523
546 w 547 w 547 m β (Py ring) 550 545

573 C–C in-plane 
bending577 vw 576 w 580 w β (Py ring) 584 576

618 w ~616 w 614
678 m 677 w 678 m 677 m γ (Py ring) 674 679 677
723 m 722 m 726 m Bands of 

poly(ethylene)
CH2 rocking 727 730 727 CH2 rocking

Strong 
absorption 
in solvent

765 w 766 m 766 m γ(CH) 770 764 765
797 vw 797

801
809 w γ(CH) in Py

820 m 818 m 825 m 831 m ν(CN) in Py–NO2 841
847 m 847 w ~846 m 846 w 843 845 CH out-of-plane 

bending
850

860 vw 858 vw 864 vw 866
873 vw 872 vw
913 vw 912 vw 915

951 m 949 w 948 w 945 w γ(CH) in Py 951 946 945
968 vw 965 vw ~970 vw 973 vw 974

1001 m 1001 m 1000 m ~999 m ν(ring),
~1011 m Py(1) 1010

1015
1071 m 1071 w 1069 m 1062 vw ν(CN) in Oct–NH 1065 1063
1088 vw 1088 vw 1088 vw 1090
1114 s 1114 s 1114 s 1114 s β(CH), Py (18a, 18b) 1115 1112 CH, ON in-plane 

bending
1130 m 1129 w ~1130 w 1125 m 1124
1148 vw 1147 vw 1146  vw 1144 w 1140

1151
1158 w 1157 w 1159 w 1164 w 1165

1190
1240 w 1239 w 1243 vw 1231 m ν(CN) in Py–NH 1231
1258 vw 1258 m 1260 w 1248 w

1282 vs
β(CH)
Py (3, 9a, 9b)

1282
1286 CH2 twist

1293 vs 1292 vs 1292 vs 1293 vs 1292 1292 C–C stretching
1296 CH2 wagging
1323

1337 vs 1332 vs 1332 vs 1324 ν(NO2) symmetric
1329 1325

1341 m 1342
1362

1361 m CH2 wagging 
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Characteristic 
vibrations
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to the data taken from [22])

Raman
spectra,

cm–1

Absorption spec-
tra

Characteristic 
vibrations

single
crys-
tals,
cm–1

pow-
ders,
cm–1

1417 m 1417 m 1420 m 1409 w ν(ring), Py(14)

1448 m 1447 m 1442 m ν(ring), Py(19b)

1459

1475 m 1474 s Bands of PE card CH2 deformation
in Oct

1497 s 1497 m 1498 m ν(ring), Py(19a) 1498 1498 CH2 deformation

1510 m β(N–H) free NO stretching

1523 s β(N–H···O) bound 1535 C–N stretching

1529 s 1531 s β(N–H···O) bound

1582 m 1578 s 1578 s ν(ring), Py(8b) 1581

1597 vs ν(ring), Py(8a) 1597

1603 vs 1604 vs 1604 vs 1601 vs ν(NO2) asymmetric 1602 1603 C=C stretching

~1616 m

1626

1806 C=N stretching

1897 vw 1896 vw 0vertones and com-
bination bands in Py 
ring

1890 1886

1931 vw 1931 vw 1943 vw

2448 vw 2449 vw 2447 vw 2437 vw

2492 vw 2486 vw 2485 vw

2580

2698 vw 2694 vw 2694 vw 2692 2691

2855 m 2850 m 2854 s Strong absorption 
in poly(ethylene)

ν(CH2) asymmetric 
in Oct

2862 2865

2917

2926 s 2923 s 2923 s ν(CH2) symmetric 
in Oct

2921 2922 CH stretching

3059

3066 3068 3067

3084 vw 3084 vw 3084 vw ~3080 vw ν(CH) in Py

3181 vw 3181 vw 3181 vw 3182 vw ν(CH) in Py

3252 vw 3252 vw 3258 vw

3341 m

ν(N–H···O) coupled

3344 3340 NH, OH stretching

3374 m

3386 m 3383 m

3415 m 3404 m
ν(NH) free

3440 m 3427 m

Note: Py is pyridine, Oct is cyclooctyl, ν is the stretching vibration, β is the in-plane bending vibration, and γ is the out-of-plane bending
vibration. The number notation for pyridine vibrations is given according to [26]. Abbreviations for the relative intensities of the
absorption bands are as follows: s = strong, vs = very strong, m = medium, w = weak, and vw = very weak.
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coincides (accurate to within 1 cm–1) with the position
of the band observed for the powder sample in [22] (see
table, column 8). For the solutions at low COANP con-
centrations (Fig. 3, curves 1, 3), the spectra involve two
narrow bands separated by ∆ν = 25 cm–1. An increase
in the COANP concentration in the solution leads to an
increase in the intensity of these bands; moreover, there
appears a third broader band (Fig. 3, curves 2, 4).

In our opinion, the strong effect of the solvent on the
absorption in this frequency range can be explained as
follows. According to [22], the band with the maximum
at a frequency ν = 3340 cm–1 corresponds to the stretch-
ing vibrations of the NH and OH groups, i.e., the vibra-
tions of the NH group involved in the intermolecular
hydrogen bond with the oxygen atom of the nitro group
of the neighboring molecule in the crystal (in other
words, this band is attributed to the stretching vibra-
tions of the N–H···O bonds).
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Fig. 3. IR transmission spectra of the COANP solutions in
CCl4 at concentrations of (1) 4 and (2) 60 mg/ml, the
COANP solutions in CS2 at concentrations of (3) 2 and
(4) 60 mg/ml, and (5, 6) the COANP thin film deposited
from the solution in CS2 on the poly(ethylene) window
within (5) ten minutes and (6) two days after the deposition
of the film.
PH
It is known that the formation of hydrogen bonds, as
a rule, is accompanied by a decrease in the frequency of
stretching vibrations and an increase in the frequency
of bending vibrations [23]. The shorter the distance
between the corresponding atoms (in our case, between
the nitrogen atom of the amino group and the oxygen
atom of the nitro group of the neighboring molecule),
the larger the change in the vibrational energy [24].
Moreover, it is also known that the band of bound
vibrations in amines is always broad [25]. Since the
average distances between molecules in the solutions
are considerably larger than those in the solid phase, the
N–H vibrations of unbound molecules occur at low
concentrations. As is known, the band of the N–H
vibrations in the spectra of solutions of the primary and
secondary amines often has a fine structure due to the
intramolecular hydrogen bonds [25]. In our spectra
(Fig. 3, curves 1, 3), the fine structure of the band asso-
ciated with the N–H vibrations (the band splitting) can
be associated with the intramolecular hydrogen bonds
in the COANP molecule. An increase in the concentra-
tion of molecules in the solutions results in a decrease
in the average distance between the molecules. As a
consequence, the third (broad) band associated with the
N–H···O bonds of the molecules separated by distances
greater than those in the crystal appears in the spectrum
of the COANP solution (Fig. 3, curves 2, 4).

It should be noted that, after the evaporation of the
solvent, two narrow bands disappear almost immedi-
ately and the broad band initially occupies an interme-
diate position (Fig. 3, curve 5), and, only after a time, it
is located at the same position as in the spectrum of the
crystal (Fig. 3, curve 6).

Let us now determine the position of the absorption
band attributed to the stretching vibrations of the NH
groups. For this purpose, we analyze the evolution of
the vibrational spectrum of the COANP compound in
the other spectral range upon changing over from the
solution to the solid phase (Fig. 4). The transmission
spectrum of the COANP film on the AgCl window
(Fig. 4, curve 2) was recorded almost immediately
(within ten minutes) after the evaporation of the solu-
tion, whereas the spectrum of the COANP film on the
poly(ethylene) window (Fig. 4, curve 3) was measured
within two days after the evaporation of the solution. It
can be seen from Fig. 4c that, in the frequency range
1510–1530 cm–1, the changes in the spectrum are qual-
itatively similar to those observed for the stretching
vibrations of the NH bonds (in the range 3300–
3500 cm–1): immediately after the evaporation of the
solution, the band structure observed in the spectrum of
the solution (curve 1) disappears and the band shifts ini-
tially from 1523 to 1529 cm–1 (curve 2) and then from
1529 to 1531 cm–1 (curve 3). Unlike the band of the
stretching vibrations, the band under consideration
shifts toward higher frequencies, which is characteristic
of bending vibrations during the formation of hydrogen
bonds. This evolution of the bands, their energy posi-
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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tion, and the large half-width of the band in the spec-
trum of the solid phase (∆ν = 33 cm–1) give grounds to
assign the bands observed at frequencies ν = 1510 and
1523 cm–1 (in the spectrum of the solution) to the free
vibrations of the N–H bonds and the band revealed at a
frequency ν = 1531 cm–1 (in the spectrum of the solid
phase) to the bound vibrations of the N–H···O bonds.

According to Brown et al. [27], the spectra of nitro
compounds exhibit intense absorption bands at approx-
imately 1300 and 1600 cm–1 due to the symmetric and
asymmetric stretching vibrations of the NO2 groups,
respectively. It can be seen from Fig. 2 that the bands
observed at frequencies of 1336 and 1603 cm–1 are
most intense in the spectrum of COANP. Indeed, the
comparison of the spectra of the solutions at low
(3 mg/ml) and high (60 mg/ml) concentrations in
Fig. 2c clearly demonstrates that the intensities of these
bands are considerably higher than those of the other
bands in the spectra. The above bands are most intense
in the spectrum of the solution at a low concentration,
whereas many bands (which are well pronounced in the
spectrum of the solution at a high concentration) are
hardly seen in the spectrum of the solution at a low con-
centration. We believe that the bands observed at fre-
quencies of 1336 and 1603 cm–1 correspond to the sym-
metric and asymmetric stretching vibrations of the NO2
groups, respectively.

A close examination of the band observed at
approximately 1600 cm–1 revealed that this band con-
sists of two overlapping bands with maxima at 1603
and ~1597 cm–1. The latter of these bands is most likely
attributed to the stretching vibrations of the pyridine
rings. As is known [26], the spectra of pyridines involve
bands of the skeletal vibrations, which are subdivided
into the stretching vibrations (the corresponding bands
are located in the range ~1300–1600 cm–1), the in-plane
bending vibrations (600–700 cm–1), and the out-of-
plane bending vibrations (300–700 cm–1) of the rings.
The vibrations of the CH groups of the rings are also
separated into the stretching (in the range of 3000 cm–1),
in-plane bending (1000–1300 cm–1), and out-of-plane
bending (700–1000 cm–1) vibrations. Furthermore, as
follows from the data available in the literature, the
intense band observed in the range 860–840 cm–1 due
to the stretching vibrations of the C–N bonds is charac-
teristic of aromatic nitro compounds. In our spectra, the
frequencies of the band at ν = 817 cm–1 in the spectrum
of the solution (Fig. 4a, curve 1) and the corresponding
band at ν = 831 cm–1 in the spectrum of the solid phase
(Fig. 4a, curve 3) are closest to the frequency range
860–840 cm–1. However, the evolution of this band (its
high-frequency shift and the appearance of new closely
spaced bands upon changing over to the solid phase)
suggests that, in our case, there occurs a coupling of
vibrations. Possibly, this can be associated with the
coupling of the stretching vibrations of the CN bonds
and the out-of-plane bending vibrations of the CH
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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groups, whose energies also fall in the aforementioned
range.

The nitrogen atom of the amino group forms two
CN bonds with the carbon atoms of the cyclooctyl and
pyridine rings. Their wide range of possible frequencies
of vibrations [27] complicates assignment of the bands.
The analysis of the evolution of the transmission spec-
tra demonstrates that the frequencies ν = 1062 cm–1 for
vibrations of the CN bonds with carbon atoms of the
cyclooctyl rings and ν = 1231 cm–1 for vibrations of the
CN bonds with carbon atoms of the pyridine rings are
most probable.

The cyclooctyl fragment of the COANP molecule
contains CH2 groups whose vibrations can be easily
identified. The frequencies of the intense bands at ν =
2853 and 2925 cm–1 in the spectrum of the solution in
CCl4 (Fig. 2b) are very close to the frequencies of the
symmetric and asymmetric stretching vibrations of the
CH2 groups in poly(ethylene). In the frequency ranges
720–730 and 1460–1475 cm–1 corresponding to the
rocking and deformation vibrations of poly(ethylene),
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PH
the spectra of the COANP solutions also contain
absorption bands (Figs. 4a, 4b) that can be undeniably
assigned to the bending vibrations of the CH2 groups.

By considering the evolution of the other bands in
the spectra shown in Fig. 4 and using the ranges of pos-
sible energies for the CH and skeletal vibrations in the
pyridine ring [23, 26, 27], we determined the bands in
the observed spectra that can be assigned to these vibra-
tions with the highest probability.

The characteristic vibrations thus determined for the
COANP molecule are presented in the table (column 5).
A comparison of the data in columns 5 and 9 shows that
our assignment differs significantly from the assign-
ment proposed in [22].

3. ABSORPTION IN COANP SOLUTIONS 
WITH C60 AND C70 FULLERENES

Since the solubility of fullerenes in CCl4 is relatively
low (0.35 mg/ml for the C60 fullerene [28]), this solvent
is inappropriate for studying the vibrational spectra of
COANP–fullerene solutions because of the low inten-
sity of the bands in the spectra of the solutions at these
concentrations. In this respect, the measurements were
performed both with solutions in the CS2 solvent (in
which the solubility of fullerenes is approximately
equal to 7 mg/ml [29]) and with films deposited from
these solutions onto the AgCl window in the frequency
range where the transparency of CS2 is relatively low.

The transmission spectra of the C60 and C70
fullerene solutions in CS2 and the spectra of the solvent
recorded in the same cell are depicted in Fig. 5. The IR-
active vibrations in fullerene molecules manifest them-
selves in the spectra of the solutions in the form of nar-
row lines, whose energies coincide with those deter-
mined earlier by Bethune et al. [30]: 528, 578, and
1183 cm–1 for the C60 fullerene and 535, 565, 678, 642,
674, 795, and 1134 cm–1 for the C70 fullerene. For com-
parison, Figs. 6a and 6b show the transmission spectra
of the solutions of the C60 fullerene, COANP, and the
C60 fullerene together with COANP, as well as the spec-
tra of the solvent. The transmission spectra of the
COANP and COANP–C60 films deposited on the AgCl
windows in the frequency range of intense absorption
bands of the solvent are presented in Fig. 6c. Similar
spectra for the C70 fullerene are depicted in Fig. 7. The
fullerene concentration in the solutions was maximum
(approximately 7 mg/ml), and the COANP concentra-
tion was 20 mg/ml.

In the case when COANP and fullerene molecules
chemically interact in solutions, we should expect
changes primarily in the frequency range of the bands
attributed to the vibrations of the NH groups and N–
H···O bonds and then in the range of the bands assigned
to the CN and ON vibrations (see frequencies in the
table) or the appearance of new bands. As is seen from
Figs. 6 and 7, the spectra of the COANP–fullerene sys-
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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tems can be considered a simple superposition of the
spectra of the individual components.

The difference between the spectra of the COANP
and COANP–fullerene systems in our experiments lies
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only in the rate at which the band corresponding to the
stretching vibrations of the N–H···O bonds shifts after
the evaporation of the solvent from the position in the
spectrum of the solution to the position in the spectrum

140012001000800600

140

120

80

60

40

20

0

Transmission, arb. units
(a)

1

2

34003200280024002000

120

0

(b) 1
2

2600

16001400

100

80

60

40

20

0

(c)

1500
Wavenumber, cm–1

3

4

3

4

1

2

IR active band
of C70 from [30]:

100

30002200

100

80

60

40

20

1300

120

1578
1604

1604

1529

1529

1497

14971472

1472
1460

1447

14471430
1414

1405

1405

1420

1291
1332

13321291

1414 cm–1

1430 cm–1

1460 cm–1

1578

Fig. 7. (a, b) IR transmission spectra of (1) the CS2 solvent
and (2–4) CS2 solutions of (2) C70 fullerene (7 mg/ml), (3)
COANP (20 mg/ml), and (4) C70 fullerene (7 mg/ml)
together with COANP (20 mg/ml). (c) IR transmission
spectra of the thin films deposited from the CS2 solutions of
(1) COANP (20 mg/ml) and (2) C70 fullerene (7 mg/ml)
together with COANP (20 mg/ml) on AgCl windows.
5



2194 LEYDERMAN et al.
of the crystal (Fig. 3). Actually, the films were depos-
ited on poly(ethylene) windows from the solution of
pure COANP and the solutions of COANP with
fullerenes in weight ratios C60 : COANP = 1 : 10, 1 : 5,
and 2 : 5. The spectra of these samples were recorded
immediately after the deposition and within one, four,
and ten days after the deposition, respectively. It was
found that the initial (i.e., after deposition) positions of
the band attributed to the vibrations of the N–H···O
bonds coincide for all the samples (ν0 = 3368 cm–1).
Moreover, the final position (after ten days) is also
identical (ν1 = 3340 cm–1) for all the samples studied.
However, within one and four days after the deposition,
the band is observed at frequencies intermediate
between ν0 and ν1. In this case, the higher the fullerene
content, the larger the difference between the frequency
ν and the frequency ν1 of the band in the spectrum of
the crystal. This retardation of the crystallization rate in
the presence of fullerenes can be explained by steric
factors: the higher the fullerene concentration, the
longer the time it takes for COANP molecules to
approach one another closely enough to form a crystal
lattice.

4. POSSIBLE ORIGIN OF THE OBSERVED 
INDEPENDENCE OF OPTICAL CONTRIBUTIONS

The results of the investigation into the IR transmis-
sion spectra of the solutions and thin films of COANP
and fullerenes allow the conclusion that no chemical
interaction between the components with the formation
of chemical bonds or charge-transfer molecular com-
plexes occurs in the COANP–fullerene system under
the experimental conditions used. This circumstance,
which takes place even though there exists a consider-
ably high probability of COANP and fullerene (C60,
C70) molecules colliding under conditions providing a
random distribution, seems rather unusual. A possible
explanation could be a substantial deviation from a ran-
dom distribution, in particular, due to clustering effects.

Indeed, the absence of the influence of fullerene
(C60, C70) molecules on the optical spectra of COANP
molecules can be primarily associated with the cluster-
ing of more mobile fullerene (C60, C70) molecules
around single COANP molecules. In this case, the latter
molecules play the role of nuclei of these clusters. It is
assumed that, in the region of a COANP nucleus, the
C60 (C70) molecules move as though around the core of
a liquid-crystal cluster composed of C60 (C70) mole-
cules but do not interact with this COANP molecule.
The latter circumstance stems both from a weak hybrid-
ization of the electronic states of the fullerene and
COANP molecules and from the effect of the potential
barrier to the C60 (C70)  COANP charge transfer.

However, in the cluster under consideration, the C60
(C70) molecules are attracted to each other and to the
COANP core molecule. This effect is caused by two
PH
factors. First, the COANP molecule has a large electric
dipole moment. Second, the C60 (C70) molecules are
strongly polarizable due to the closely spaced energy
levels HOMO and LUMO. As a consequence, the C60
(C70) molecules located close to the core dipole mole-
cule COANP turn out to be strongly polarized and are
attracted to the core. This results in the formation of a
potential well for the C60 (C70) molecules in the vicinity
of the COANP molecule. Furthermore, the electric
dipole moments induced in the C60 (C70) molecules are
oriented so that there arises mutual attraction between
them. Consequently, the aforementioned potential well
for the C60 (C70) molecules in the vicinity of the
COANP core molecule becomes deeper due to the
cooperative effect in the system of the C60 (C70) mole-
cules clustering around the COANP molecule. Thus,
we assume that the structure of the COANP–C60 (C70)
fullerene solution is characterized by “nonrigid”
dynamic clustering of the C60 (C70) molecules around
the core dipole molecule COANP. This situation can
correspond to the formation of small-sized liquid-crys-
tal clusters consisting of the C60 (C70) molecules
arranged around the COANP molecule. It is this clus-
tering of the C60 (C70) molecules with induced electric
dipole moments around the COANP molecules (having
an electric dipole) that is responsible (on average over
the sample) for the substantial weakening of the effect
of C60 (C70) molecules on the physical (primarily, opti-
cal) properties of the COANP molecules. Actually, the
C60 (C70) molecules appear to be concentrated in the
regions of cluster formation around individual core
molecules COANP and have an effect only on the
COANP molecules that are located in these regions and
make up only an insignificant fraction of the total
COANP molecules.
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Abstract—A method is proposed for calculating the electronic structure and physical properties (in particular,
Young’s modulus) of nanotubes, including single-walled carbon nanotubes. This method explicitly accounts for
the periodic boundary conditions for the geometric structure of nanotubes and makes it possible to decrease
considerably (by a factor of 10–103) the time needed to calculate the electronic structure with minimum error.
In essence, the proposed method consists in changing the geometry of the structure by partitioning nanotubes
into sectors with the introduction of the appropriate boundary conditions. As a result, it becomes possible to
reduce substantially the size of the unit cell of the nanotube in two dimensions, so that the number of atoms in
a new unit cell of the modified nanotube is smaller than the number of atoms in the initial unit cell by a factor
equal to an integral number. A decrease in the unit cell size and the corresponding decrease in the number of
atoms provide a means for drastically reducing the computational time, which, in turn, substantially decreases
with an increase in the degree of partition, especially for nanotubes with large diameters. The results of the cal-
culations performed for carbon and non-carbon (boron nitride) nanotubes demonstrate that the electronic struc-
tures, densities of states, and Young’s moduli determined within the proposed approach differ insignificantly
from those obtained by conventional computational methods. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The experimental discovery of carbon nanotubes in
1991 [1] has opened up new fields in applied and fun-
damental physics. Owing to their sizes (the transverse
size is of the order of nanometers) and one-dimensional
structure, carbon nanotubes exhibit unique mechanical,
chemical, and electrical properties [2] and, already at
present, have found wide applications in many areas of
engineering. For example, since the invention of field-
effect transistors based on carbon nanotubes in 1998,
these devices have been fabricated in many laboratories
and subjected to experimental tests [3, 4]. The unique
combination of mechanical, elastic, and electrical (con-
ductivity) properties of carbon nanotubes has allowed
their use in tunneling and atomic-force microscopy.
High hopes have been pinned on the design of ultras-
trong fibers from carbon nanotubes (in particular, for
practical implementation of the space elevator idea).
Any technical application should be based on a detailed
theoretical analysis. In this respect, theoretical investi-
gations into the electrical and mechanical properties of
nanotubes, the formation of defects in nanotube struc-
tures, and nanotube functionalization (i.e., the forma-
tion of chemical bonds between nanotubes and modify-
ing molecules) are very important problems. Unfortu-
nately, theoretical quantum-chemical investigations of
nanotubes involve rather time-consuming procedures,
primarily, because of the long time required for calcu-
lating the electronic structure of nanotubes with large
1063-7834/05/4711- $26.00 2196
diameters (which are most frequently encountered in
experiments). For example, a unit cell of typical single-
walled carbon nanotubes (SWCNTs), as a rule, con-
tains from 101 to 102 atoms. However, in order to eluci-
date how defects of different types (adsorbed mole-
cules, vacancies) affect the properties of single-walled
carbon nanotubes, it is necessary to examine several
unit cells; in this case, the minimum length of the
region of the single-walled carbon nanotube under con-
sideration is approximately equal to 10 Å. For this
length, it is possible to avoid the undesirable effect
exerted by defects in adjacent unit cells on each other;
i.e., these defects are assumed to be isolated. Therefore,
the study of any defects inside single-walled carbon
nanotubes necessitates analysis of the structures in
which the number of atoms (~102–103) is one order of
magnitude larger than that contained in the unit cell.
The calculation of the electronic structure of these
objects involves an extremely cumbersome procedure
for any quantum-chemical (especially, ab initio)
method, even for those that explicitly account for the
periodic Bloch conditions, such as the methods based
on the muffin-tin approximation (LMTO, FPLMTO,
LAPW, etc.), the pseudopotential formalism, and other
approaches. The computational time needed to calcu-
late the electronic structure with these methods is pro-
portional to N~2–N4 (Hartree–Fock LCAO method),
where N is the number of atoms in the unit cell in the
structure under consideration. According to [5], one of
© 2005 Pleiades Publishing, Inc.
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the fastest computational algorithms is provided by the
pseudopotential method operating with the Vanderbilt
ultrasoft pseudopotential [6], the plane-wave basis set,
and the iterative diagonalization of the Hamiltonian in
the framework of the density functional theory. In [5],
it was demonstrated that, for systems containing up to
1000 electrons, the computational time of the algorithm
is proportional to ~N2. However, we can assume that,
even in the calculations performed with the above
method for nanotubes having large diameters, the con-
siderable decrease in the size of the computational cell
and in the number of atoms in it is of crucial importance
in the case when this does not lead to substantial errors
due to the transformation of the cell.

2. COMPUTATIONAL TECHNIQUE

In this paper, we propose a technique that makes it
possible to reduce considerably the time needed to cal-
culate the electronic structure of nanotubes. This
approximation is based on a change in the nanotube
geometry and allows one to decrease substantially the
size of the unit cell of the nanotube and the number of
atoms in the cell. By assuming that the method is used
to perform calculations in a plane-wave basis set in
which the wave function is calculated in different spa-
tial regions, including those with an almost zero value,
the proposed algorithm enables one to avoid calcula-
tions of the electron density in the vicinity of the nano-
tube axis where the electron density is virtually zero
(ρ ≈ 0) and, thus, to additionally increase the computa-
tional speed. The applicability of the method is illus-
trated by calculating a number of single-walled carbon
nanotubes and a (10, 10) single-walled boron nitride
nanotube.

The key idea underlying this method is that the elec-
tronic structures of a single-walled carbon nanotube
and a graphite sheet are similar to each other. Only for
single-walled carbon nanotubes with very small diam-
eters (D ≤ 6 Å) are the electronic structures of graphite
and single-walled carbon nanotubes somewhat differ-
ent. A comparison of the geometric structures of the
graphite sheet and the single-walled carbon nanotube
shows that the fundamental difference between them
lies in the boundary conditions. The graphite sheet is
treated as an infinite plane, and the boundary conditions
for the electron wave functions are specified using the
Bloch theorem. The electron wave function depends on
the two-dimensional wave vector k = {kx , ky} aligned
parallel to the graphite sheet. For a single-walled car-
bon nanotube, the boundary conditions are similar to
those for graphite only along the nanotube axis (the
Z axis).

Let us consider the wave vector kx along the rolled
graphite sheet perpendicular to the nanotube axis. It is
evident that, in this case, the wave vector changes dis-
cretely as a result of the periodicity when tracing
around the circumference of the nanotube.
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      20
The symmetry group of the (n, n) and (n, 0) nano-
tubes contains the rotation axes [7, 8]:

Hence, the nanotube can be separated into n equivalent
sectors [9].

Chiral nanotubes of the (n, m) type are characterized
by the symmetry group G = Cd ⊗  , where Cd =

{Cd, , …,  = E} and d is determined by the fol-
lowing conditions:

Owing to the screw axes, the chiral nanotube can be
separated into d equivalent sectors with the correspond-
ing increase in their period along the Z axis.

The periodicity of the nanotube geometry enables us
to change the geometry of the calculated structure by
separating the structure of the nanotube into equivalent
sectors and reflecting each subsequent sector with
respect to the plane tangential to the adjacent sectors
along the line of their contact. Figure 1 illustrates this
sequential transformation of the single-walled carbon
nanotube into corrugated surfaces consisting of two and
then four sectors with the exact same curvature as that
of the initial geometric structure of the single-walled
carbon nanotube. The projections of the nanotube and
two corrugated surfaces onto the plane perpendicular to
the nanotube axis are also depicted in Fig. 1. The Ci –
Ci + 1 lines are perpendicular to the reflection planes of
the sectors whose reflection provides the formation of
the corrugated surface. The points Pi are the projections
of the contact lines of sequential sectors. At the first
stage of the nanotube transformation, the initial single-
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CNd /Ω'

Cd
2

Cd
2

mp nq– d=

q m/d<
p n/d .<






P0

R
2π/N

P1 P0

P2

P1

P3

P0

C4

P0
P3

C3

P1

C2

C1

P2P0

Ly

Lx

Fig. 1. Sequential transformation of a nanotube sector into
a corrugated surface.
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walled carbon nanotube is transformed into the sim-
plest corrugated surface by reflecting the half-sector of
the nanotube with respect to the plane passing through
the line of contact (with the projection P1). Then, this
structure is transformed into the next corrugated sur-
face by reflecting the previous corrugated surface with
respect to two planes (passing through the lines with the
projections P2 and P3). The partition of the corrugated
surfaces can be repeated. In this case, if the number of
reflection planes is equal to M, the number N of equiv-
alent sectors of the corresponding corrugated surface
formed from the nanotube structure is N = M + 1.

Since the single-walled carbon nanotube is parti-
tioned into a number of periodically repeated sectors
located along the X axis, it is possible to calculate the
electronic structure only for one sector of the corru-
gated surface. An increase in the degree of partition of
the nanotube leads to a decrease in the unit cell of the
corrugated surface. This results in an increase in the
computational speed. Proper allowance must be made
for the fact that the periodicity of the corrugated surface
along the X axis leads to a dependence of the electron
wave function ψν(r) (where ν = {kx , kz , n} and n is the
number of the band) on the wave vector component kx.
The wave vector k of the nanotube has only one compo-
nent (along the nanotube axis), whereas the wave vector
k of the corrugated surface has two components (kx , kz).
Note that the inclusion of the boundary conditions
(periodicity) for the wave function when tracing around
the circumference of the nanotube leads to the sole pos-
sible set kxi = {2πi/LxN, i = 0…(N – 1)}(where Lx is the
period of the corrugated surface along the x direction).

The structure of the corrugated surface differs from
the structure of the single-walled carbon nanotube only
in that the curvature of the corrugated surface changes
jumpwise (only in sign) along a small number of lines
with the projections Pi. Therefore, it can be expected
that any wave eigenfunction ψν(r) (ν = {kx , kz , n} of an
electron traveling along the corrugated surface should
be similar to a wave function of an electron traveling
along the surface corresponding to the single-walled
carbon nanotube.

It should be noted that the number of atoms in the
unit cell of the corrugated surface is smaller than the
number of atoms in the unit cell of the single-walled
carbon nanotube by a factor of N. In this case, an
increase in the set of possible values of the quasi-
momentum kx by a factor of N restores the total number
of possible electron eigenstates in the nanotube.

It is interesting to estimate the gain in the computa-
tional speed that can be achieved with the use of the
proposed approximation as compared to the conven-
tional calculation of nanotubes. We assume that, in the
case of single-walled carbon nanotubes with large radii
R, the chosen unit cell size determined by the periods Lx

and Ly is considerably larger than the vacuum gap
between the adjacent nanotubes. Under this assumption
PH
with due regard for the schematic diagram depicted in
Fig. 1, it is easy to derive the relationships Lx =
2Rsin(π/N) and Ly = R(1 – cos(π/N)). Taking into
account that, in the proposed method, the computa-

tional speed V is proportional to O( ) (where Nat is
the number of atoms in the unit cell) and the number of
atoms in the unit cell depends linearly on the unit cell
volume, we obtain the formula

For N @ π, the computational speed is proportional to
Vtube/VCSS ~ 2N/π. The increase in the number of wave
vector components kx in the corrugated surface is com-
pensated for by the decrease in the number of atoms in
its unit cell.

3. THE ORIGIN OF POSSIBLE ERRORS 
OF THE METHOD

It is very important to reveal the origin of possible
errors in the calculation of the electronic structure after
the transformation of the carbon nanotube into a corru-
gated surface. It is clear that possible errors are associ-
ated with the change in the curvature of the structure
under consideration. It is this curvature of the rolled
graphite sheet that is responsible for the small differ-
ences between the electronic structures of the nanotube
and the graphite sheet. The analysis of the corrugated
surface in the cylindrical coordinates relative to the
rotation axes (see the projections of the Ci axes in
Fig. 1) demonstrates that the first derivative of the coor-
dinates of the point on the corrugated surface with
respect to the rotation angle is continuous and that the
curvature determined by the second derivative of the
coordinates vanishes along the lines whose projections
in Fig. 1 are represented by the points Pi. At other
points of the corrugated surface, the curvature coin-
cides in magnitude with the curvature of the single-
walled carbon nanotube. To put it differently, the trans-
formation of the geometric structure of the nanotube
into the corrugated surface in terms of the solutions to
the Schrödinger equation is a correct procedure at all
points except for the points of the contact lines of the
sectors (with the projections Pi), which simultaneously
belong to two different sectors of the corrugated surface
and in which the curvature vanishes.

The origin of the errors can be revealed directly
from analyzing the differential Schrödinger equation
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by writing the Laplacian in the cylindrical coordinates:

(1)

Now, we take into account that C3P1 = –C2P1 and that
the first and second derivatives in the Laplacian have
the difference approximations ∂yi/∂ρ . 1/2h(–yi – 1 +
yi + 1) and ∂2yi/∂ρ2 . (1/h2)(16yi – 1 – 2yi + yi + 1). Then, it
becomes clear that all the terms in the Laplacian are
continuous functions of the arguments (ρ, φ), except for
the term (1/ρ)∂/∂ρ that changes the sign along the con-
tact lines Pi. This term is the sole factor responsible for
the possible change in the Laplacian upon transforma-
tion of the single-walled carbon nanotube into the cor-
rugated surface. Fortunately, it follows from relation-
ship (1) that this term decreases in proportion to the
increase in the nanotube radius. Consequently, when
the diameter of the initial nanotube is sufficiently large
and the number of points Pi is small, we can expect that
the electronic structure of the corrugated surface will
virtually coincide with the electronic structure of the
single-walled carbon nanotube.

4. CALCULATIONS OF THE ELECTRONIC 
STRUCTURE OF CORRUGATED SURFACES

As an example, we calculated the electronic struc-
tures of single-walled carbon nanotubes with different
diameters and chiralities and also the electronic struc-
tures of the corresponding corrugated surfaces. The
band structures, densities of states, and binding ener-
gies were calculated for the (20, 0) zigzag single-walled
carbon nanotube (according to the notations proposed
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Fig. 2. Densities of states for the (8, 8, i) structures at i = {0,
2, 4, 8}.
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in [10]) and the (8, 8) and (16, 16) armchair single-
walled carbon nanotubes.

All the calculations were performed with the Vienna
Ab Initio Simulation Package (VASP) [5, 11, 12]. This
program package makes it possible to perform ab initio
calculations based on the pseudopotential method and a
plane-wave basis set in the framework of the local den-
sity functional formalism [13, 14]. The use of the
Vanderbilt pseudopotentials in the calculations led to a
substantial decrease (to 287 eV) in the maximum
kinetic energy Ecutoff of the plane-wave basis set without
a significant loss of accuracy. The electron–electron
exchange and correlation interactions were described
by the functional density theory method with the Cep-
erley–Alder exchange–correlation functional [15],
which has worked well in similar calculations.

All the geometric structures of the nanotubes and
the corresponding corrugated surfaces were con-
structed on the basis of the graphite sheet (with an inter-
atomic distance of 1.42 Å) curved in a specific manner.
The densities of states for all the structures under inves-
tigation are shown in Figs. 2–4. In these figures, the
corrugated surfaces are designated by the indices (i, j,
k), where k is the number of sectors into which the nan-
otube is partitioned upon transformation into a corru-
gated surface and (i, j) are the chirality indices. For
example, the designation (8, 8, 0) corresponds to the
initial (8, 8) single-walled carbon nanotube and the des-
ignation (8, 8, 4) refers to the corrugated surface
obtained by partitioning the initial nanotube into four
sectors. It can be seen from Figs. 2–4 that the densities
of states for all the corrugated surfaces almost coincide
with the density of states for the initial nanotube. This
indicates an insignificant contribution from a finite
number of lines in which the curvature of the geometric
structures of the single-walled carbon nanotube and the
corrugated surfaces differ from each other.
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Fig. 3. Densities of states for the (16, 16, i) structures at i =
{0, 2, 4, 8, 16}.
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Moreover, we investigated how the optimization of
the geometry structure affects the electronic structures
of all the objects. For this purpose, the electronic char-
acteristics were calculated for the structures with opti-
mized and unoptimized geometries. All the degrees of
freedom of atomic coordinates could be varied in the
course of optimization. The optimization was carried
out by the conjugate-gradient method. The structure
was treated as optimized when the magnitude of the
force acting on any atom was less than 0.02 eV/Å. The
calculations demonstrated that the densities of states
for the optimized structures are in close agreement with
the densities of states for the corresponding unopti-
mized structures. For this reason, these densities of
states are not presented in the figures.

Density of states for the (20, 0) family
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Fig. 4. Densities of states for the (20, 0, i) structures at i =
{0, 2, 4, 10, 20}.
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(8, 0) single-walled carbon nanotube and the (8, 0, 2) corru-
gated surface.
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The total binding energies (per atom) for all the
structures (optimized and unoptimized) are listed in
Table 1. The computational times of one iteration (over
all k points), the numbers of k points, and the numbers
of plane waves (averaged over the k points) are also pre-
sented in Table 1. The calculations were carried out on
a PIII-860 personal computer. As can be seen from
Table 1, the binding energies for the corrugated sur-
faces are very close to the binding energies for the cor-
responding single-walled carbon nanotubes. Note that
the difference between these energies increases with an
increase in the degree of partition of the nanotubes. It
can also be seen from these data that, in all cases, the
binding energy depends very weakly on the optimiza-
tion of the structure.

5. APPLICATION OF THE CORRUGATED-
SURFACE METHOD FOR CALCULATING 

THE ELASTIC PROPERTIES OF NANOTUBES

The proposed method was also used to calculate the
elastic properties of carbon and non-carbon structures.
The Young’s moduli Y were calculated for the (6, 6) and
(10, 10) single-walled carbon nanotubes. The Young’s
moduli of the nanotubes, as a rule, have been calculated
from the standard formula Y = (1/V0)(∂2E/∂ε2), where
V0 = 2πLRδR is the volume of the unstrained structure
and δR is the thickness of the nanotube wall. However,
there is arbitrariness in choosing the thickness of the
nanotube wall δR. For example, Lu [16] determined
the thickness of the nanotube wall δR as the distance
between the graphite sheets, whereas Yakobson et al.
[17], reasoning from the atomic radius of carbon,
assumed that the thickness δR is equal to 0.66 Å. This
problem was solved by Hernandez et al. [18], who
introduced the modified Young’s modulus Ys =
(1/S0)(∂2E/∂ε2), where S0 = 2πLR. It is this relationship
that was used in the present work.

The calculated Young’s moduli Ys are given in
Table 2. It can be seen from this table that, in the case
of the (6, 6) single-walled carbon nanotube with a small
diameter, the error in the calculation of the Young’s
moduli Ys for the corrugated structure is rather large.
However, as the nanotube diameter increases, the accu-
racy of the calculation increases in accordance with the
predictions made in Section 2. In addition to the calcu-
lations of the elastic properties of the armchair carbon
nanotubes, we calculated the strain energy (i.e., the
energy associated with the bending of the graphite
sheet upon formation of the nanotube) for the (8, 0) zig-
zag single-walled carbon nanotube and the correspond-
ing (8, 0, 2) corrugated surface. The results obtained are
presented in Fig. 5 (the dependence shown by the solid
line is taken from [19]).

It can be seen from Fig. 5 that the strain energies of
the initial single-walled carbon nanotube and the corre-
sponding corrugated surface are very close to each
other (at moderate strains). This indicates that the pro-
YSICS OF THE SOLID STATE      Vol. 47      No. 11      2005
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Table 2.  Young’s moduli YS (TPa nm) calculated for the carbon and non-carbon structures

SWCNT YS SWCNT YS SWCNT YS BN nanotube YS

(6, 6) 0.463 (8, 0) 0.437 (10, 10) 0.423 (10, 10) 0.316

(6, 6, 2) 0.546 (8, 0, 2) 0.455 (10, 10, 2) 0.439 (10, 10, 2) 0.329

[14] 0.415 [14] – [14] 0.423 [14] 0.306

Table 1.  Binding energies per atom (eV) for the (8, 8, i), (16, 16, i), and (20, 0, i) structures; numbers of k points; numbers
of plane waves; and times of one iteration for the calculation of the (20, 0, i) structures

(8, 8, i) i = 0, 2, 4, 8 9.340 9.356 9.375 9.390 –

(optimized/unoptimized) 9.331 9.340 9.347 9.364 –

(16, 16, i) i = 0, 2, 4, 8, 16 9.390 9.392 9.393 9.406 9.405

(optimized/unoptimized) 9.381 9.348 9.381 9.385 9.389

(20, 0, i) i = 0, 2, 4, 10, 20 9.304 9.308 9.318 9.336 9.336

(optimized/unoptimized) 9.304 9.307 9.310 9.321 9.331

Number of k points 14 28 42 84 154

Number of plane waves 26290 15216 6290 2350 1158

Time of one iteration (s) 88517 40037 12340 2500 890
posed method can be used for calculating not only the
electronic structure but also the elastic properties of
carbon nanotubes.

Apart from the calculations of the properties of the
single-walled carbon nanotubes, we calculated some
properties for a number of boron nitride (BN) nano-
tubes. In particular, we calculated the binding energies
for the (10, 10) nanotube and the (10, 10, 2) corrugated
surface, as well as the Young’s moduli for these struc-
tures (Table 2). The results obtained demonstrate that,
within the proposed approach, the properties of non-
carbon structures are described with a high accuracy.

6. CONCLUSIONS

Thus, we proposed a method for calculating the
electronic structure and elastic properties of nanotubes,
including single-walled carbon nanotubes. This method
makes it possible to accelerate the calculations signifi-
cantly. The proposed approach is based on modification
of the geometry of the calculated nanotube through a
local piecewise change in its curvature and on the intro-
duction of additional boundary conditions. This pro-
vides a means for calculating the corrugated surface
with a unit cell having considerably smaller transverse
sizes. Moreover, the number of atoms in the unit cell of
the new corrugated surface is N times smaller than that
in the nanotube. The applicability of the method was
illustrated by calculating the electronic structure for a
number of carbon and non-carbon (boron nitride) sin-
gle-walled nanotubes. It was shown that the time it
takes for the nanotube properties to be calculated
decreases considerably (by a factor of 10–103 depend-
ing on the diameter) as the degree of partition of the sin-
PHYSICS OF THE SOLID STATE      Vol. 47      No. 11      200
gle-walled carbon nanotube increases, especially for
nanotubes with large diameters. A detailed analysis of
the Hamiltonian along the lines of the piecewise change
in the nanotube curvature demonstrated that the pro-
posed approach leads to an insignificant difference
between the calculated structures of the nanotube and
the corresponding corrugated structure. This difference
decreases in proportion to the increase in the radius of
the carbon nanotube.
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ERRATA

                                                                        
The correct version of Fig. 2 is given below.

Erratum: “VUV-Luminescence and Excitation Spectra 
of the Heavy Trivalent Rare-Earth Ions
in Fluoride Matrices”
[Physics of the Solid State 47, 1416 (2005)]

M. Kirm, V. N. Makhov, M. True, S. Vielhauer, and G. Zimmerer
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