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The effect of multiple scattering on the decay of high-energy particles has been studied. The selfconsistent method for the calculation of decay rates of particles undergoing multiple elastic collisions in an equilibrium medium has been developed. Influence of multiple scattering on the decay rate of a neutral pion in a hadron gas has been studied. © 1999 American Institute of Physics. [S1063-7761(99)00107-9]

## 1. INTRODUCTION

The study of nuclear matter generated in the collisions of ultrarelativistic heavy ions makes it necessary to determine the effect of scattering medium on the decay of high-energy particles.$^{1-7}$ The photons and various leptons (such as electrons and neutrinos) produced in such matter carry information about the state of the studied medium. One of the main channels in which such particles are generated is the decay in nuclear matter.

The influence of the medium on the particle decay width has been investigated extensively. ${ }^{1,3,7-11}$ In those studies the polarization effects in QCD ${ }^{3,7,8}$ and QED were examined. ${ }^{8-11}$ In investigating decays in a dense nuclear matter, however, one should take into account the polarization effects mentioned above and the multiple scattering of particles in the matter. If the temperature $T$ of the medium is sufficiently low so that polarization effects can be ignored, and if the fluctuations of particle energy due to multiple scattering are on the order of $T$, then the influence of the medium on the decay rate is largely determined by multiple collisions of a decaying particle.

In this paper we report the results of an experimental study of the decay of elastically multiply scattered particles in an equilibrium medium. The decay rate for such particles has been calculated. If the decaying particle is ultrarelativistic, multiple scattering leads to the strong broadening of its state under certain conditions. On the basis of the developed method for the calculation of decay rates for particles in the media, the decay of neutral pion in an equilibrium hadron gas has been studied. It turned out that under certain conditions multiple scattering results in the considerable increase of the decay rate in the channels $\pi^{0} \rightarrow 2 \gamma$ and $\pi^{0} \rightarrow \gamma e^{+} e^{-}$.

## 2. DECAY RATE OF A PARTICLE IN A SCATTERING MEDIUM

Consider a particle of mass $M$ with spin $s$ that undergoes multiple elastic pair collisions in an equilibrium medium. In the quasi-classical approximation, when the particle wavelength is much smaller than its free path, the width $\gamma(x, p)$ of the particle state is given ${ }^{12}$ by the standard formula

$$
\begin{equation*}
\gamma(x, p)=-2 \operatorname{Im}\left\{\Sigma^{\mathrm{ret}}(x, p)\right\} \tag{1}
\end{equation*}
$$

where $\Sigma^{\text {ret }}$ is the retarded self-energy in the formalism of the Keldysh graphic technique, ${ }^{13} x=(t, \mathbf{r})$ is the 4 -coordinate, and $p=\left(p^{0}, \mathbf{p}\right)$ is the 4-momentum.

In order to calculate the observed width $\Gamma$ of the particle decay in the matter, one should sum and average Eq. (1) over the initial and final states of particles and then average it over the observation times $\tau$ :

$$
\begin{align*}
\Gamma= & \mp \frac{2}{\tau} \operatorname{Im}\left\{\int_{0}^{\tau} d t \int d^{3} r \int \frac{d^{4} p}{(2 \pi)^{4}}\right. \\
& \left.\times \operatorname{Tr}\left\{\Sigma^{\mathrm{ret}}(x, p) G^{-+}(x, p)\right\}\right\} \tag{2}
\end{align*}
$$

where $G^{-+}(x, p)$ is the Green's function of the decaying particle in the Keldysh graphic technique, ${ }^{13}$ the plus and minus signs refer to the Bose and Fermi statistics, respectively, and the normalization volume $V=1$.

Suppose that the effect of the particle scattering on the decay vertex is weak, and the interaction among decay products in the final state is negligible. ${ }^{1)}$ Then the retarded selfenergy is identical to the self-energy corresponding to the particle decay in vacuum:

$$
\begin{equation*}
\left(\Sigma^{\text {ret }}\right)^{\alpha \beta}=\sum_{\text {vac }}^{\alpha \beta}(p) \tag{3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are spin variables.
By substituting the latter expression into Eq. (2) and using the equation ${ }^{13,14}$ relating the Green's function $G^{-+}(x, p)$ to the distribution function $n(t, \mathbf{r}, \mathbf{p})$ of particles in the equilibrium medium, we obtain for the width of the decaying particle on the mass surface

$$
\begin{align*}
\Gamma= & \frac{1}{\tau} \operatorname{Im}\left\{\int_{0}^{\tau} d t \int \frac{d^{3} p}{E} \operatorname{Tr}\left[\Sigma_{\text {vac }}^{\alpha \beta}(p) \varrho_{\alpha \beta}\right]\right. \\
& \left.\times \int \frac{d^{3} r}{(2 \pi)^{3}} n(t, \mathbf{r}, \mathbf{p})\right\}, \tag{4}
\end{align*}
$$

were $\varrho_{\alpha, \beta}$ is the polarization density operator of the decaying particle, $p^{0} \equiv E=\sqrt{\mathbf{p}^{2}+M^{2}}$ is the particle energy, and $n(t, \mathbf{r}, \mathbf{p})$ is the distribution function of particles that satisfies the Boltzmann kinetic equation. ${ }^{13,15}$

Note that the expression in the brackets in Eq. (4) is a scalar; therefore, it depends only on the masses of the decay-
ing particles and decay products. Moreover, the term $\operatorname{Tr}\left[\sum_{\text {vac }}^{\alpha \beta}(p) \varrho_{\alpha \beta}\right]$ is proportional to the width of the decaying particle in vacuum. These circumstances allow us to rewrite Eq. (4) in the form

$$
\begin{equation*}
\Gamma=\frac{M \Gamma_{\mathrm{vac}}}{\tau} \int_{0}^{\tau} d t \int_{0}^{\infty} p^{2} d p \frac{F(E, t)}{E} \tag{5}
\end{equation*}
$$

where $\Gamma_{\mathrm{vac}}$ and the function $F(E, t)$ are given by the formulas

$$
\begin{align*}
& \Gamma_{\mathrm{vac}}(p)=\frac{1}{M} \operatorname{Im}\left\{\operatorname{Tr}\left\{\Sigma_{\mathrm{vac}}^{\alpha \beta}(p) \varrho_{\alpha \beta}\right\}\right\},  \tag{6}\\
& F(E, t)=\int d \Omega_{\mathbf{p}} \int \frac{d^{3} r}{(2 \pi)^{3}} n(t, \mathbf{r}, \mathbf{p}) . \tag{7}
\end{align*}
$$

Thus, the calculation of the width of decaying particle undergoing multiple elastic collisions in an equilibrium scattering medium reduces to the parameter $E^{-1}$ averaging over certain distribution which has to be calculated. Note that $\left\langle E^{-1}\right\rangle \simeq M^{-1}$ in the case of decay of nonrelativistic particles, and the effect of scattering on decays of such particles is negligible.

Suppose that the relaxation time in the medium $\tau_{\text {rel }}$ $<\min \left\{\tau, \Gamma^{-1}\right\}$ is much smaller ${ }^{2)}$ than both the observation time $\tau$ and reciprocal decay width $\Gamma^{-1}$. Then we describe the states of the decaying particle in the medium in terms of the static approximation, ${ }^{17,18}$ in which the medium return to its initial state almost immediately after each individual collision. Since the particle distribution function is included in the formula for the decay width in the integral with respect to coordinates and momenta of the particle, we obtain the following expression for the function $F(E ; t)$ after integrating the Boltzmann equation over the solid angle in the direction of $\mathbf{p}$ and over $\mathbf{r}$ :

$$
\begin{align*}
\frac{\partial F(E ; t)}{\partial t}= & \int_{E-E_{\max }}^{E+E_{\max }} d E^{\prime} \int d^{3} p_{1} \\
& \times \int d \Omega_{\mathbf{p}} \frac{d \sigma\left(E-E^{\prime} ; E ; p_{1}\right)}{d E^{\prime} d \Omega_{\mathbf{p}}} \mathrm{v} f_{\mathrm{eq}}\left(p_{1}\right) \\
& \times\left\{F\left(E^{\prime} ; t\right)-F(E ; t)\right\} \tag{8}
\end{align*}
$$

where $d \sigma\left(E-E^{\prime} ; E, p_{1}\right)$ is the cross section of an individual pair scattering event in the medium, $f_{\text {eq }}\left(p_{1}\right)$ is the equilibrium distribution function of particles in the medium, $E_{\max }$ is the maximal energy transferred in an individual collision between two particles in the matter, $E$ and $E_{1}$ are energies of the colliding particles, $\mathrm{v}=\sqrt{s\left(s-4 M^{2}\right)} / 2 E E_{1}, p=(E, \mathbf{p})$, $p_{1}=\left(E_{1}, \mathbf{p}_{1}\right), p^{\prime}=\left(E^{\prime}, \mathbf{p}^{\prime}\right)$, and $s=\left(p+p_{1}\right)^{2}$.

In the case where the matter is in thermodynamic equilibrium and all collisions between particles are elastic, the energy $\left|E-E^{\prime}\right|$ imparted by a particle in one individual collision is smaller than the medium temperature $T$. Expanding the scattering integral on the right side of Eq. (8) in the small parameter $\left|E-E^{\prime}\right| / E \ll 1$, we then obtain

$$
\begin{equation*}
\frac{\partial F(E ; t)}{\partial t}=\left\langle\varepsilon^{2}\right\rangle \frac{\partial^{2} F(E ; t)}{\partial E^{2}} \tag{9}
\end{equation*}
$$

where $\left\langle\varepsilon^{2}\right\rangle$ is the average of the energy transferred per unit time. In deriving the latter equation, we have taken into account the fact that the scattering cross section is the even function of the transferred energy. The parameter $\left\langle\varepsilon^{2}\right\rangle$ is determined by the equation

$$
\begin{equation*}
\left\langle\varepsilon^{2}\right\rangle=\int d^{3} p_{1} d \Omega_{\mathbf{p}} \int_{0}^{E_{\max }} d E^{\prime} \frac{d \sigma\left(E^{\prime} ; E, p_{1}\right)}{d E^{\prime} d \Omega_{\mathbf{p}}} \vee f_{\mathrm{eq}}\left(p_{1}\right) E^{\prime 2} \tag{10}
\end{equation*}
$$

This parameter is the function of the instantaneous particle energy. Nonetheless, since the medium is in thermodynamic equilibrium and since only elastic collisions occur, the particle energy is constant, on the average, and it is affected by fluctuations whose amplitude is the function of time. Therefore, let us assume in our approximation that $\left\langle\varepsilon^{2}\right\rangle$ is a function of time, but not of the particle energy. Solving Eq. (9) with the initial condition

$$
\begin{equation*}
F(E ; t=0)=f_{0}(E) \eta(E-M), \tag{11}
\end{equation*}
$$

we obtain

$$
\begin{align*}
F(E ; t)= & \frac{\eta(E-M)}{\sqrt{4 \pi \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)}} \int_{M}^{\infty} d E^{\prime} \\
& \times\left\{\exp \left[-\frac{\left(E-E^{\prime}\right)^{2}}{4 \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)}\right]\right. \\
& \left.+\exp \left[-\frac{\left(E+E^{\prime}-2 M\right)^{2}}{4 \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)}\right]\right\} f_{0}\left(E^{\prime}\right) \tag{12}
\end{align*}
$$

where $f_{0}(E)$ is the distribution function which determines the state of the decaying particle at the initial moment, and $\eta(E)$ is the unit step function. ${ }^{19}$

Substituting the calculated function $F(E ; t)$ in Eq. (5), we obtain the following expressions for the decay rate $W$ in the scattering medium:

$$
\begin{align*}
W=\Gamma \tau= & M \Gamma_{\mathrm{vac}} \int_{0}^{\tau} \frac{d t}{\sqrt{4 \pi \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)}} \int_{0}^{\infty} \frac{p^{2} d p}{E(p)} \\
& \times \int_{M}^{\infty} d E^{\prime}\left\{\exp \left[-\frac{\left(E-E^{\prime}\right)^{2}}{4 \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)}\right]\right. \\
& +\exp \left[-\frac{\left(E+E^{\prime}-2 M\right)^{2}}{\left.\left.4 \int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)\right]\right\}} f_{0}\left(E^{\prime}\right)\right. \tag{13}
\end{align*}
$$

Note that in the case of small occupation numbers the density of particle states in an equilibrium medium has a fairly sharp peak at energies $E \sim T$, where $T$ is the temperature of the medium. Therefore the width of the peak in the integrand in Eq. (12) is determined by the relation between the particle energy fluctuation due to multiple scattering,

$$
\int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right)
$$

and the temperature $T$ of the medium. If the energy fluctuations are such that

$$
\int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right) \gtrdot T
$$

the multiple scattering is strong and leads to a considerable broadening of the particle state in the medium, whereas in the opposite limiting case,

$$
\int_{0}^{t} d t^{\prime}\left\langle\varepsilon^{2}\right\rangle\left(t^{\prime}\right) \ll T
$$

the effect of the scattering medium is negligible.
Further, let us discuss the application of this method to the calculations of decay rates of specific particles in scattering media.

## 3. DECAY OF A NEUTRAL PION IN AN EQUILIBRIUM SCATTERING MEDIUM

Consider the effect of elastic multiple scattering on decays of neutral pions, $\pi^{0} \rightarrow 2 \gamma$ and $\pi^{0} \rightarrow e^{+} e^{-} \gamma$, in an equilibrium pion gas. Investigation of such decays, which are among sources of thermal gamma rays and lepton pairs, are of interest for studies of nuclear media generated in collisions of high-energy heavy ions. ${ }^{2,17,20}$ Since the characteristic temperatures of equilibrium pion gases are low ( $T \leqslant 200$ MeV ) (Refs. 17 and 20) in comparison with the excitation energies of both quark ( $\sim T_{c} \geqslant 250 \mathrm{MeV}$ ) and hadron degrees of freedom $\left(\sim m_{\varrho}=770 \mathrm{MeV}\right)$, the effect of scattering on the decay vertex and polarization effects can be ignored.

The calculation of widths of decays $\pi^{0} \rightarrow 2 \gamma$ and $\pi^{0}$ $\rightarrow e^{+} e^{-} \gamma$ in the approximation of partially conserved axial current ${ }^{21}$ gives

$$
\begin{align*}
\frac{d \Gamma_{\mathrm{vac}}}{d M_{l}}= & \frac{4 e^{2}}{3 \pi M_{l}^{4} M^{6}}\left(M^{2}-M_{l}^{2}\right)^{3}\left(M_{l}^{2}+2 m^{2}\right) \\
& \times\left(M_{l}^{2}-4 m^{2}\right)^{1 / 2} \Gamma_{\pi^{0} \rightarrow 2 \gamma}, \\
\Gamma_{\pi^{0} \rightarrow 2 \gamma} & =8 \mathrm{eV}, \tag{14}
\end{align*}
$$

where $M$ and $m$ are the pion and electron masses, respectively; $M_{l}=\left|p_{+}+p_{-}\right|$is the invariant mass of a lepton pair.

In the case where the pion gas temperature $T \sim 200 \mathrm{MeV}$ (Refs. 2, 17, and 20) we treat the particles of the medium as ultrarelativistic. Then the energy transferred in one collision is smaller than the gas temperature: $E_{\max } \sim T(M / T)^{2} \ll T$, and the scattering cross section $d \sigma$ [see Eq. (10)] is the slow function ${ }^{2,20}$ of the energy of colliding pions, so $\langle\varepsilon(t)\rangle$ is approximately constant.

Substituting the decay widths in vacuum given by Eq. (14) in the equation for the particle decay rate in the scattering medium and performing all necessary integrations, we obtain

$$
\begin{align*}
W_{\pi^{0} \rightarrow 2 \gamma}= & \frac{M}{\pi^{1 / 2} T} \Gamma_{\pi^{0} \rightarrow 2 \gamma}\left\{\frac{2\left\langle\varepsilon^{2}\right\rangle^{1 / 2} \tau^{3 / 2}}{3 T}+\frac{T^{2}}{\left\langle\varepsilon^{2}\right\rangle}\right. \\
& \times\left[\exp \left(\frac{\left\langle\varepsilon^{2}\right\rangle \tau}{T^{2}}\right) \int_{\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau / T}}^{\infty} d x\right. \\
& \left.\left.\times \exp \left(-x^{2}\right)-\frac{\sqrt{\pi}}{2}+\frac{\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau}}{T}\right]\right\}  \tag{15}\\
\frac{d W}{d M_{l}}= & \frac{4 e^{2}}{3 \pi M_{l}^{4} M^{6}}\left(M^{2}-M_{l}^{2}\right)^{3}\left(M_{l}^{2}+2 m^{2}\right) \\
& \times\left(M_{l}^{2}-4 m^{2}\right)^{1 / 2} W_{\pi^{0} \rightarrow 2 \gamma} \tag{16}
\end{align*}
$$

where $T$ is the temperature of the medium, and $\tau$ is the observation time. In deriving Eqs. (15) and (16) we assumed that the initial state of the decaying pion is described by Boltzmann's distribution function $f_{0}(E)$ with temperature $T$, and the pions are ultrarelativistic.

Let us analyze the resulting expression for the pion decay rate in the medium in the main channel $\pi^{0} \rightarrow 2 \gamma$ (the decay channel $\pi^{0} \rightarrow e^{+} e^{-} \gamma$ is analyzed similarly).

If the fluctuations of particle energy due to multiple scattering are smaller than the temperature of the medium, then $\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau} / T \ll 1$. Integrating for small values of the lower integration limit in Eq. (15), we obtain

$$
\begin{equation*}
W_{\pi^{0} \rightarrow 2 \gamma}=\frac{M \tau}{2 T} \Gamma_{\pi^{0} \rightarrow 2 \gamma}\left\{1+\frac{\left\langle\varepsilon^{2}\right\rangle \tau}{2 T^{2}}+O\left(\left[\frac{\left\langle\varepsilon^{2}\right\rangle \tau}{T^{2}}\right]^{3 / 2}\right)\right\} \tag{17}
\end{equation*}
$$

It follows from Eq. (17) that multiple scattering of particles in the medium leads to insignificant increase of the decay rate in comparison with the situation of the $\pi^{0} \rightarrow 2 \gamma$ decay in vacuum.

In the opposite limit case of relatively large fluctuations $\left(\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau} / T \geqslant 1\right)$, we derive the following expression from Eq. (15):

$$
\begin{equation*}
W_{\pi^{0} \rightarrow 2 \gamma}=\frac{M \tau}{\pi^{1 / 2} T} \Gamma_{\pi^{0} \rightarrow 2 \gamma}\left\{\frac{2 \sqrt{\left\langle\varepsilon^{2}\right\rangle \tau}}{3 T}+O\left(\frac{T}{\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau}}\right)\right\} . \tag{18}
\end{equation*}
$$

The latter equation indicates that the large fluctuations of energy lead to the strong increase of the decay rate (by the factor $\sqrt{\left\langle\varepsilon^{2}\right\rangle \tau} / T \gg 1$ ) due to multiple elastic scattering of pions in the matter.

In a more realistic situation where the pion gas temperature $T=130-140 \mathrm{MeV}$, the decay rate should be calculated numerically using Eqs. (13) and (14). The estimation of $\left\langle\varepsilon^{2}\right\rangle$ as the product of the frequency of pion collisions ${ }^{17,20}$ and the maximum energy transferred in one collision between particles gives $\left\langle\varepsilon^{2}\right\rangle \simeq$ const $=1.1 \times 10^{-4} \mathrm{GeV}^{2} / \mathrm{Fm}$. Performing integration in Eqs. (13) and (14), we obtain

$$
\frac{W(\alpha)}{W(\alpha=0)}= \begin{cases}1.25, & \text { if } T=140 \mathrm{MeV}  \tag{19}\\ 1.23, & \text { if } T=135 \mathrm{MeV} \\ 1.21, & \text { if } T=130 \mathrm{MeV}\end{cases}
$$

where $W(\alpha=0)$ is the decay rate in vacuum.
In conclusion, let us discuss the agreement between the widths of neutral pion states in the scattering medium calculated above and the experimental data on collision of heavy ions $\mathrm{S}-\mathrm{Au}$ and $\mathrm{Pb}-\mathrm{Au}$ at energies of $200 \mathrm{GeV} /$ nucleon. ${ }^{22,23}$ These data can be compared by estimating the relative yield of electron-positron pairs of small energies, whose main sources are the reactions $\pi^{0} \rightarrow e^{+} e^{-} \gamma$ and $\eta \rightarrow e^{+} e^{-} \gamma$. Note that in the real situation the characteristic temperature $T$ of the hadron medium is within 150 MeV , and the $\eta$-meson mass is 547 MeV ; therefore, the broadening of its state due to multiple elastic scattering is negligible. Then the ratio between the yields $d N_{\pi^{0}}$ of lepton pairs due to the decay $\pi^{0}$ $\rightarrow e^{+} e^{-} \gamma$ and $d N_{\eta}$ of lepton pairs generated in the reaction $\eta \rightarrow e^{+} e^{-} \gamma$ provides information about the broadening of pion states in the matter. The experimental data derived from measurements ${ }^{22,23}$ give $d N_{\eta} / d N_{\pi^{0}} \simeq 0.27$. Calculations give $d N_{\eta} / d N_{\pi^{0}} \sim 0.37$ in the absence of scattering effects ${ }^{17}$ and $d N_{\eta} / d N_{\pi^{0}} \sim 0.30$ with allowance for the pion state broadening due to multiple scattering in the medium with temperature $T=130 \mathrm{MeV}$. Thus, the agreement between the calculations and experimental data on the neutral pion decay in the hadron gas is satisfactory.

## 4. CONCLUSIONS

In the reported work we investigated the effect of multiple scattering on particle decay in an equilibrium medium. The method of calculation of decay rates of particles under such conditions has been developed. The calculated decay rate depends strongly on the temperature of the medium and on the parameters characterizing particle scattering in the medium. We found that in the dense, hot medium in the equilibrium state, when decaying particles are ultrarelativistic and their energies are comparable with the temperature of the medium, multiple elastic scattering leads to the considerable increase in the decay rate of particles in the medium, whereas in the case of low-energy particles the effect of scattering medium is negligible.

The influence of multiple scattering on the decay rate of a neutral pion in an equilibrium pion gas has been studied. The broadening of states of this particle in the experimentally observable range of temperatures has been calculated. A
comparison between calculations of the yield of electronpositron pairs in collisions of high-energy heavy ions and experimental data indicates that the agreement between these results is satisfactory.
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#### Abstract

The dynamic Jahn-Teller effect is studied for a charged fullerene molecule $\mathrm{C}_{60}^{-}$with allowance for spin-orbit coupling. The system of self-consistent equations describing the interaction of an electron and the molecular vibrations in the event of spin-orbit splitting of the electronic level is solved analytically. A novel type of nonlinear vibrations occurring in such a system is described. It is shown that with spin-orbit coupling taken into account, the static JahnTeller configurations in the $\mathrm{C}_{60}^{-}$molecule are unstable even in the limit of strong electronvibronic coupling and that the symmetry of the atomic configuration of the unperturbed $\mathrm{C}_{60}$ molecule is restored under time averaging. © 1999 American Institute of Physics. [S1063-7761(99)01607-8]


## 1. INTRODUCTION

One of the problems of the physics of fullerenes, whose symmetry belongs to that of the highest-symmetry point group $I_{h}$, is the understanding of the nature of the JahnTeller effect in the various excited states of the $\mathrm{C}_{60}$ molecule. The vibrational properties of fullerenes have been extensively studied in experiments ${ }^{1-10}$ in view of their importance for optical applications. In particular, the behavior of the high-frequency mode $A_{g}$ is an indication of an excess number of electrons in the molecule, while the $H_{g}$ modes can shift, broaden, or disappear entirely. The high symmetry of the $\mathrm{C}_{60}$ molecule is the reason for the degeneracy of the states of the electron subsystem and the vibrational subsystem of the molecule. An 'excess" electron in $\mathrm{C}_{60}$ occupies the first excited state with the symmetry of $t_{1 u}$ and 'distributes' itself over the molecule surface. It is assumed that the electron-vibronic coupling substantially changes such a state of the $\mathrm{C}_{60}^{-}$molecule. The interaction of an electron occupying the lowest unoccupied threefold degenerate molecular orbital $t_{1 u}$ and the fivefold degenerate vibrational modes $H_{g}$ gives rise to polaronlike states and to Jahn-Teller distortions of the molecule. ${ }^{11-13}$ Here the configurations of the molecules with minimum energy form multiplets. Thus, the symmetry of the ground state lowers, but the degeneracy of the electronic levels is not lifted completely, and the electron subsystem of the $\mathrm{C}_{60}^{-}$molecule remains very sensitive to perturbations. Typical calculations done in the BornOppenheimer approximation allow obtaining the effective potential energy as a function of the static configuration of the ions. ${ }^{14}$ In this case the zero-point vibration energy must be much lower than the energy of the Jahn-Teller splitting of an electronic level. It is assumed that in the opposite case we have the dynamic Jahn-Teller effect.

Experimental studies suggest that for an isolated $\mathrm{C}_{60}$ molecule the Jahn-Teller effect is dynamic. ${ }^{4,5,8,10}$ A possible consequence of dynamic symmetry breaking is the multiphonon structure of the lines observed in Raman and IR
spectra ${ }^{3,4}$ and in the data on electron spin resonance. ${ }^{10}$ Usually, to adjust the ground-state energy, the energy of the zero-point vibrations is added. For instance, in Refs. 11-13 the calculations were begun by determining the positions of the minima in the potential well obtained in the strong coupling limit. The dynamical problem is solved with allowance for electron tunneling in the configuration space between the wells through the potential barriers surrounding these minima. It is difficult to solve this problem systematically, since the effective potential itself is determined by the electron wave function. Electron correlation effects have also been considered. ${ }^{15}$ Ihm ${ }^{16}$ and Auerbach et al. ${ }^{17}$ studied the dynamic Jahn-Teller effect in charged fullerenes in terms of the Berry phase with allowance for pseudorotations. Pseudorotations arise as a result of rapid movements of deformed regions on the molecule surface, and the motion of individual atoms is limited by the proximity to their symmetric positions in the neutral $\mathrm{C}_{60}$ molecule.

The present paper proposes a novel semiclassical variant of the theory of the dynamic Jahn-Teller effect. We will examine the complete dynamic lifting of the degeneracy of the static Jahn-Teller levels due to spin-orbit coupling. Such coupling generates self-consistent vibrations of the molecules that mix the electronic states with spin flip. In a simplified model of the $\mathrm{C}_{60}^{-}$molecule that allows for one vibrational multiplet $H_{g}$ interacting with the electron in state $t_{1 u}$ and for spin-orbit coupling, we will derive the exact solutions of a nonlinear system of dynamical equations that describe the temporal evolution of the ground state without resorting to perturbation-theory techniques. We will show that the static ground state is unstable against spin-orbit perturbations even in the strong coupling limit. We will also find an expression for the renormalization of the intramolecular phonon frequency and its nonlinear splitting.

## 2. MODEL

The model allows for the interaction of $\pi$-electrons with vibrations of the $\mathrm{C}_{60}$ molecule, since all other electronic lev-
els are located (on the energy scale) at distances that are much larger than the energies of the $H_{g}$ modes and their perturbation can be ignored. As in Ref. 17, we will consider a one-electron state related to a single vibrational mode $H_{g}$ of frequency $\omega_{0}$, and instead of the symmetry group of the frustrum of an icosahedron we will assume that the symmetry is spherical. Then $t_{1 u}$ and $H_{g}$ can be described by the spherical functions $\left\{Y_{1 k}\right\}_{k=-1}^{1}$ and $\left\{Y_{2 m}\right\}_{m=-2}^{2}$, respectively.

The main goal of this work is to provide a semiclassical description of the dynamic instability of the ground state of the $\mathrm{C}_{60}^{-}$molecule, the instability being caused by electronvibronic and spin-orbit coupling. We will study the redistribution of charge over the molecule surface, electron spin flip, and vibrational motion of the molecule with the passage of time. The Lagrangian $L$ of such a process has the form

$$
\begin{equation*}
L=L_{\mathrm{ph}}+L_{\mathrm{el}}+L_{\mathrm{el}, \mathrm{el}-\mathrm{vib}}+L_{\mathrm{s}-\mathrm{o}} . \tag{1}
\end{equation*}
$$

Here

$$
\begin{align*}
& L_{\mathrm{el}}=\frac{i \hbar}{2} \int\left(\psi^{*} \frac{\partial \psi}{\partial t}-\psi \frac{\partial \psi^{*}}{\partial t}\right) d \Omega-\int \psi^{*} E_{0} \psi d \Omega  \tag{2}\\
& L_{\mathrm{vib}}=\frac{\mu}{2} \int \frac{\partial \eta}{\partial t} \frac{\partial \eta^{*}}{\partial t} d \Omega-\frac{\kappa}{2} \int \eta \eta^{*} d \Omega  \tag{3}\\
& L_{\mathrm{el}-\mathrm{vib}}=\lambda \int \psi^{*}\left(\eta+\eta^{*}\right) \psi d \Omega \tag{4}
\end{align*}
$$

where $\mu$ is the effective mass, $\kappa$ is the rigidity, $\int \psi^{*} \psi d \Omega$ $=1, d \Omega=\sin \theta d \theta d \phi$, and $\theta$ and $\phi$ are the angles of the spherical system of coordinates. Under the condition

$$
\begin{equation*}
\sum_{m=-1}^{1} c_{m}(t) c_{m}^{*}(t)=1 \tag{5}
\end{equation*}
$$

the representation of the wave function $\psi$ of the electronic level $t_{1 u}$ with an energy $E_{0}$ has the form

$$
\begin{equation*}
\psi=\sum_{k=-1}^{1} c_{k}(t) Y_{1 k}(\theta, \phi) \tag{6}
\end{equation*}
$$

Group-theoretical analysis shows that the eight modes $H_{g}$ and the two modes $A_{g}$ of the fullerene molecule can interact with an electron in a state with the symmetry of $t_{1 u}$. Here we will consider one such mode, $H_{g}$, with the frequency

$$
\begin{equation*}
\omega_{0}=\sqrt{\kappa / \mu} \tag{7}
\end{equation*}
$$

The rotation of the molecules as a whole is ignored. The electron-vibronic interaction $L_{\text {el-vib }}$ in (4) is local and rotation-invariant, ${ }^{12}$ with $\lambda$ the constant of this interaction. In (1), $L_{\text {s-o }}$ is the spin-orbit coupling energy. To within an unimportant constant,

$$
\begin{equation*}
L_{\mathrm{s}-\mathrm{o}}=A\langle\hat{\mathbf{l}} \cdot \hat{\mathbf{s}}\rangle . \tag{8}
\end{equation*}
$$

For a spherical molecule of radius $R_{m}$ we have ${ }^{18}$

$$
A \approx\left(\frac{Z e^{2}}{\hbar c}\right)^{2} \frac{r_{a}}{R_{m}} \frac{m e^{4}}{\hbar^{2}}
$$

where $r_{a}$ is the radius of the carbon atom. The quantum numbers $l$ and $s$ are fixed, and in averaging in (8) we must allow for the fact that, in contrast to $\hat{\mathbf{s}}$, the projections of $\hat{\mathbf{l}}$ are not equally probable, since the probability $\left|c_{m}\right|^{2}$ of the projection $m$ occurring is time-dependent. The projections of $\hat{\mathbf{j}}=\hat{\mathbf{l}}+\hat{\mathbf{s}}$ are not equiprobable either:

$$
\begin{equation*}
\left\langle\hat{\mathbf{j}}^{2}\right\rangle=\sum_{j, n} j(j+1) b_{j, n} b_{j, n}^{*} \tag{9}
\end{equation*}
$$

where $b_{j, n}$ is the probability amplitude of the vector $\hat{\mathbf{j}}=\hat{\mathbf{l}}$ $+\hat{\mathbf{s}}$ having the value $j$ and the projection $n$. Then, allowing for the quantum mechanical rule of vector summation in terms of Clebsch-Gordan coefficients $\langle l, m ; s, M \mid j, n\rangle$, we obtain

$$
\begin{equation*}
b_{j, n}=\frac{1}{\sqrt{2 s+1}} \sum_{j=-(|s+l|), M, m}^{s+l} c_{m}^{*}\langle l, m ; s, M \mid j, n\rangle \tag{10}
\end{equation*}
$$

Substituting (10) in (9) yields

$$
\begin{align*}
\left\langle\hat{\mathbf{j}}^{2}\right\rangle= & \frac{1}{2 s+1} \sum_{j, n, m, m^{\prime}} j(j+1) c_{m} c_{m^{\prime}}^{*}\langle j, n \mid l, m ; s, M\rangle \\
& \times\left\langle j, n \mid l, m^{\prime} ; s, M^{\prime}\right\rangle  \tag{11}\\
m, m^{\prime} & =-l, \ldots,, 0, \ldots, l, \quad j=|s-l|, \ldots, l, \ldots, s+l \\
M, M^{\prime} & =-s, \ldots,, 0, \ldots, s, \quad M=n+m, \quad M^{\prime}=n+m^{\prime}
\end{align*}
$$

With allowance for (9)-(11), the expression (8) for $l=1$ and $s=1 / 2$ becomes

$$
\begin{equation*}
L_{\mathrm{s}-\mathrm{o}}=A \frac{\sqrt{2}}{2} c_{0}^{*}\left(c_{1}+c_{-1}\right)+\text { c.c. } \tag{12}
\end{equation*}
$$

As shown below, the $\langle\hat{\mathbf{s}} \cdot \hat{\mathbf{l}}\rangle$ coupling is the cause of the perturbations that result in the dynamic splitting of the static Jahn-Teller level with the lowest energy.

We will assume that the vibrational field $\eta$ of the $\mathrm{C}_{60}^{-}$ molecule is time-dependent and can be described by classical means:

$$
\begin{equation*}
\eta=\sum_{k=-2}^{2} \rho_{k}(t) Y_{2 k}(\theta, \phi) \tag{13}
\end{equation*}
$$

where $\rho_{k}(t)$ is the amplitude of the $k$ th spherical harmonic. If the amplitude of the atomic vibrations is much smaller that the interatomic distances at equilibrium positions, the classical description of a vibronic mode is meaningful. In other words, we will assume that we are dealing with strong electron-phonon coupling and perturbation-theory techniques do not work.

Substituting (5), (6), and (13) in (1)-(4), we find that

$$
\begin{align*}
& L_{\mathrm{el}}=\frac{i \hbar}{2} \sum_{m=-1}^{1}\left(c_{m}^{*} \frac{d c_{m}}{d t}-c_{m} \frac{d c_{m}^{*}}{d t}\right)-E_{0} \sum_{m=-1}^{1} c_{m} c_{m}^{*},  \tag{14}\\
& L_{\mathrm{ph}}=\frac{\mu}{2} \sum_{m=-2}^{2} \frac{d \rho_{m}}{d t} \frac{d \rho_{m}^{*}}{d t}-\frac{\kappa}{2} \sum_{m=-2}^{2} \rho_{m} \rho_{m}^{*}, \tag{15}
\end{align*}
$$

$$
\begin{equation*}
L_{\mathrm{el}-\mathrm{ph}}=\lambda \sum_{k=-2}^{2} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \rho_{k} c_{m} c_{n}^{*} F(k, m, n)+\text { c.c. } \tag{16}
\end{equation*}
$$

where the $\{F(k, m, n)\}_{k=-2, m=-1, n=-1}^{2,1,1}$ are defined in terms of Clebsch-Gordan coefficients:
$F(k, m, n)=\frac{1}{3^{1 / 4}} \sqrt{\frac{5}{4 \pi}}\langle 1, m ; 1, n \mid 2, k\rangle\langle 1,0 ; 1,0 \mid 2,0\rangle$.

## 3. BASIC EQUATIONS AND THE SOLUTION

Substituting (12) and (14)-(16) in (1) and introducing the dimensionless parameters

$$
\begin{align*}
& \tilde{\lambda}=\frac{\lambda}{\mu}, \quad \alpha=\left(\frac{5 \pi \hbar}{2 \tilde{\lambda}^{2} \mu}\right)^{3}, \quad \beta=\frac{1}{\sqrt{5 \pi}} \tilde{\lambda} \alpha^{2}, \\
& \Omega_{0}^{2}=\frac{\sqrt{5 \pi} \omega_{0}^{2} \beta}{\tilde{\lambda}} \tag{17}
\end{align*}
$$

we arrive at a set of Lagrange equations ${ }^{19}$ for the system under consideration:

$$
\begin{align*}
& \frac{d^{2} \mathrm{v}_{-2}}{d \tau^{2}}=-\Omega_{0}^{2} \mathrm{v}_{-2}+\sqrt{\frac{3}{2}} \widetilde{c}_{-1} \widetilde{c}_{1}^{*}, \\
& \frac{d^{2} \mathrm{v}_{-1}}{d \tau^{2}}=-\Omega_{0}^{2} \mathrm{v}_{-1}+\sqrt{\frac{3}{2}}\left(\widetilde{c}_{-1} \widetilde{c}_{0}^{*}-\widetilde{c}_{0} \widetilde{c}_{1}^{*}\right), \\
& \frac{d^{2} \mathrm{v}_{0}}{d \tau^{2}}=-\Omega_{0}^{2} \mathrm{v}_{0}+\left(\widetilde{c}_{0} \widetilde{c}_{0}^{*}-\frac{1}{2} \widetilde{c}_{-1} \widetilde{c}_{-1}^{*}-\frac{1}{2} \widetilde{c}_{1} \widetilde{c}_{1}^{*}\right),  \tag{18}\\
& \frac{d^{2} \mathrm{~V}_{1}}{d \tau^{2}}=-\Omega_{0}^{2} \mathrm{v}_{1}-\frac{\sqrt{3}}{2}\left(\widetilde{c}_{-1}^{*} \widetilde{c}_{0}-\widetilde{c}_{0}^{*} \widetilde{c}_{1}\right), \\
& \frac{d^{2} \mathrm{v}_{2}}{d \tau^{2}}=-\Omega_{0}^{2} \mathrm{v}_{2}+\sqrt{\frac{3}{2}} \widetilde{c}_{-1}^{*} \widetilde{c}_{1}, \\
& i \frac{d \widetilde{c}_{-1}}{d \tau}=\frac{1}{2} \widetilde{c}_{-1} \mathrm{v}_{0}-\sqrt{\frac{3}{2}} \widetilde{c}_{1} \mathrm{v}_{-2}-\frac{\sqrt{3}}{2} \widetilde{c}_{0} \mathrm{v}_{-1}-\widetilde{A} \widetilde{c}_{0}, \\
& i \frac{d \widetilde{c}_{0}}{d \tau}=\frac{\sqrt{3}}{2}\left(\widetilde{c}_{-1} \mathrm{v}_{1}+\widetilde{c}_{1} \mathrm{v}_{-1}\right)-\widetilde{c}_{0} \mathrm{v}_{0}-\widetilde{A}\left(\widetilde{c}_{1}+\widetilde{c}_{-1}\right),  \tag{19}\\
& i \frac{d \widetilde{c}_{1}}{d \tau}=\frac{1}{2} \widetilde{c}_{1} \mathrm{v}_{0}+\sqrt{\frac{3}{2}} \widetilde{c}_{-1} \mathrm{v}_{2}-\frac{\sqrt{3}}{2} \widetilde{c}_{0} \mathrm{v}_{1}-\widetilde{A} \widetilde{c}_{0}, \\
& \frac{1}{\sum} \widetilde{c}_{m}(\tau) \widetilde{c}_{m}^{*}(\tau)=1, \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
& \widetilde{c}_{m}=c_{m} \exp \frac{i E_{0}^{\prime} \tau}{\hbar}, \quad E_{0}^{\prime}=\alpha E_{0}, \\
& \widetilde{A}=A \frac{\sqrt{2} \alpha}{2 \hbar}, \quad \mathrm{v}_{k}=\frac{\rho_{k}}{\beta}, \quad \tau=\frac{t}{\alpha} . \tag{21}
\end{align*}
$$

Here and in what follows we do not write the complexconjugate equations. The nonlinear system of dynamic equa-
tions (18)-(20) has one exact solution, whose properties are discussed below. We seek this solution in the form

$$
\begin{align*}
& \mathrm{V}_{-2}=g \sqrt{\frac{3}{2}} \widetilde{c}_{-1} \widetilde{c}_{1}^{*}, \quad \mathrm{~V}_{-1}=g \frac{\sqrt{3}}{2}\left(\widetilde{c}_{-1} \widetilde{c}_{0}^{*}-\widetilde{c}_{0} \widetilde{c}_{1}^{*}\right), \\
& \mathrm{v}_{0}=g\left(\widetilde{c}_{0} \widetilde{c}_{0}^{*}-\frac{1}{2} \widetilde{c}_{-1} \widetilde{c}_{-1}^{*}-\frac{1}{2} \widetilde{c}_{1} \widetilde{c}_{1}^{*}\right),  \tag{22}\\
& \mathrm{V}_{1}=-g \frac{\sqrt{3}}{2}\left(\widetilde{c}_{-1}^{*} \widetilde{c}_{0}-\widetilde{c}_{0}^{*} \widetilde{c}_{1}\right), \quad \mathrm{V}_{2}=g \sqrt{\frac{3}{2}} \widetilde{c}_{-1}^{*} \widetilde{c}_{1} .
\end{align*}
$$

Substituting (22) in (19) yields
$-i \frac{d \widetilde{c}_{-1}}{d \tau}=\frac{3}{4} g\left[2 \widetilde{c}_{-1}\left(\widetilde{c}_{1} \widetilde{c}_{1}^{*}+\frac{1}{6}\right)-\widetilde{c}_{1}^{*} \widetilde{c}_{0}^{2}\right]-\widetilde{A} \widetilde{c}_{0}$,
$-i \frac{d \widetilde{c}_{0}}{d \tau}=\frac{3}{4} g\left[-2 \widetilde{c}_{1} \widetilde{c}_{-1} \widetilde{c}_{0}^{*}+\widetilde{c}_{0}\left(\widetilde{c}_{0} \widetilde{c}_{0}^{*}+\frac{1}{3}\right)\right]-\widetilde{A}\left(\widetilde{c}_{-1}+\widetilde{c}_{1}\right)$,
$-i \frac{d \widetilde{c}_{1}}{d \tau}=\frac{3}{4} g\left[2 \widetilde{c}_{1}\left(\widetilde{c}_{-1} \widetilde{c}_{-1}^{*}+\frac{1}{6}\right)-\widetilde{c}_{-1}^{*} \widetilde{c}_{0}^{2}\right]-\widetilde{A} \widetilde{c}_{0}$.
The values of the electron-phonon coupling constant $g$ in (22) and (23) are determined below.

One of the exact solutions of the nonlinear system of equations (20) and (23) for finding $\widetilde{c}_{m}(\tau)$ has the form of harmonic oscillations with frequencies

$$
\begin{equation*}
\omega_{1}=\frac{3 g}{4} \sqrt{1-a^{*} a}, \quad \omega_{2,3}=\omega_{1} \pm \sqrt{2} \widetilde{A}, \tag{24}
\end{equation*}
$$

where $a$ is an arbitrary constant such that $a^{*} a \leqslant 1$. At the same time, the probability amplitudes $\widetilde{c}_{m}(\tau)$ are found to be coupled by the condition

$$
\begin{equation*}
\widetilde{c}_{0}^{2}-2 \widetilde{c}_{-1} \widetilde{c}_{1}=a \exp \{2 i g \tau\} . \tag{25}
\end{equation*}
$$

Under this condition, the system of equations (23) reduces to a linear one and the solution has the form of harmonic oscillations. However, the amplitudes of these oscillations depend on the frequency $\omega$ and the superposition principle does not apply. Moreover, such electronic self-oscillating states may be coupled self-consistently to atomic density oscillations only if the resulting solution, according to (22), satisfies the system of equations (18), which is possible if

$$
\begin{equation*}
\left(2 \omega_{i}\right)^{2}-\Omega_{0}^{2}+\frac{1}{g}=0, \quad i=1,2,3 . \tag{26}
\end{equation*}
$$

We will limit ourselves to two important cases in (24): $a a^{*}=0$ and $a a^{*}=1$. In the absence of spin-orbit coupling $(A=0)$ the first case corresponds to the upper level in the Jahn-Teller static configuration of the $\mathrm{C}_{60}^{-}$molecule. When $a a^{*}=1$ holds we are dealing with the lowest stationary level (on the energy scale). In both cases, spin-orbit coupling produces self-consistent electronic transitions and vibration of the atoms in the molecule with frequencies $\Omega_{1}$ and $\Omega_{2}$ in dimensionless variables:

$$
\begin{equation*}
\Omega_{1}=\frac{\alpha A}{\hbar}, \quad \Omega_{2}=2 \Omega_{1} \tag{27}
\end{equation*}
$$

For $a a^{*}=1$ we have

$$
\begin{aligned}
& \widetilde{c}_{1}=\frac{\exp \{i g \tau\}}{\sqrt{6}}\left(\frac{\exp \left\{i \Omega_{1} \tau\right\}}{\sqrt{2}}+\frac{\exp \left\{-i \Omega_{1} \tau\right\}}{\sqrt{2}}+i\right), \\
& \widetilde{c}_{0}=\frac{\exp \{i g \tau\}}{\sqrt{6}}\left(\exp \left\{i \Omega_{1} \tau\right\}-\exp \left\{-i \Omega_{1} \tau\right\}\right) \\
& \widetilde{c}_{-1}=\frac{\exp \{i g \tau\}}{\sqrt{6}}\left(\frac{\exp \left\{i \Omega_{1} \tau\right\}}{\sqrt{2}}+\frac{\exp \left\{-i \Omega_{1} \tau\right\}}{\sqrt{2}}-i\right)
\end{aligned}
$$

$\operatorname{Re} \mathrm{V}_{ \pm 1}$ and $\operatorname{Im} \mathrm{V}_{ \pm 2}$ oscillate with the frequency $\Omega_{1}$; and $\operatorname{Re} v_{ \pm 2}, \operatorname{Im} \mathrm{~V}_{ \pm 1}$, and $\operatorname{Re} \mathrm{v}_{0}$ oscillate with the frequency $2 \Omega_{1}$. These two frequencies appear simultaneously, and the time average of the vibrational field (13), $\bar{\eta}$, vanishes and hence the initial symmetry of the undeformed molecules will be restored (on the average). Similar solutions were obtained for the case $a a^{*}=0$.

The strong coupling limit requires that $g / \Omega_{0} \gg 1$ and $g / \Omega_{1,2} \gg 1$. From (27) it follows that these two conditions are met if either $\Omega_{0} \ll 1$ and $\Omega_{1,2} \ll 1$ or $\Omega_{0} \approx \Omega_{1,2}$. The case $\Omega_{0}=\Omega_{1,2}$ is highly improbable and we will ignore it. A system with $\Omega_{0}<\Omega_{1,2}$ undergoes a radical transformation and will also be ignored, since the spin-orbit coupling constant is small and $A / \hbar \omega_{0} \approx \Omega_{1,2} / \Omega_{0} \ll 1$.

Mathematically, the system of nonlinear equations (19) and (20) has a bifurcation solution. Under any infinitely weak perturbation $A$ the system becomes unstable and selfoscillations set in. The mechanism of excitation of such oscillations is soft, so that we can say that dynamically the system is stable. The phase space of the solutions of the system contains at least two stable limit cycles and two unstable bifurcation points. ${ }^{20}$ One of these points fixes the steady state with the lowest energy for the deformed $\mathrm{C}_{60}^{-}$ molecule. Under a spin-orbit perturbation of the system this state becomes unstable.

## 4. DISCUSSION

This paper studies the electron-vibronic states of a charged $\mathrm{C}_{60}$ molecules with allowance for spin-orbit coupling. It is assumed that a real configuration of atoms can be described by a continuous distribution of the atomic density over the spherical surface of the molecule. The spherical functions $\left\{Y_{1 m}\right\}_{m=-1}^{1}$ are used to represent the wave function of the threefold degenerate electronic state $t_{1 u}$ coupled to the atomic vibrations of the fivefold degenerate level $H_{g}$. The functions $\left\{Y_{2 k}\right\}_{k=-2}^{2}$ characterize the corresponding vibronic mode. The electron-phonon coupling is introduced in the ordinary way. ${ }^{12,18}$ In addition to electron-phonon coupling, the dynamic 'mixing', of electronic states due to spin flip for difference projections $m$ of the electron orbital angular momentum $\widetilde{\mathbf{I}}$ is also accounted for.

The solution (27) obtained in Sec. 3 and the important results are depicted in Figure 1, which shows the transition from the electronic state $t_{1 u}\left(E_{0}\right)$ of the undeformed $\mathrm{C}_{60}^{-}$ molecule to the dynamic Jahn-Teller state (the hatched section); $E_{1}$ and $E_{2}$ are the split electron energy levels of the atomic configurations of reduced symmetry of the deformed


FIG. 1. Dynamic splitting of levels of the Jahn-Teller system $\mathrm{C}_{60}^{-}$.
$\mathrm{C}_{60}^{-}$molecule, which arises because of the static Jahn-Teller effect. These two steady states are unstable with respect to spin-orbit coupling. If the degeneracy of the initial state $E_{0}$ is threefold, the degeneracies of the levels $E_{1}$ and $E_{2}$ are twofold and threefold, respectively. As a result of spin-orbit coupling, the degeneracy of the upper Jahn-Teller level, $E_{2}$, is lifted in the static limit, too; the lower level $E_{1}$ splits only dynamically (according to the Kramers theorem). The hatched section in Fig. 1 corresponds to the electronic states that result from time-dependent 'mixing'" of levels and spin flip. The electronic states vary with time with probability amplitudes $c_{1}(t), c_{-1}(t)$, and $c_{0}(t)$ within a certain energy interval. The length of this interval is determined by the spinorbit coupling constant [see Eq. (8)]. As shown in Sec. 4, the electronic transitions are accompanied by self-consistent stable vibrations of the charge distributed over the molecule surface and of the atoms in the molecule and by electron spin flip. Similar vibrations arise a result of transitions between the split states of the level $E_{2}$. The vibrations are nonlinear but harmonic.

The time average of these vibrations $\mathrm{v}_{i}$ is zero and hence the time average of the symmetry of the atomic configuration of the molecule turns out to be the same as for a undeformed molecule, while the symmetry of the electronic states is completely broken.

This treatment is valid if quantum vibrations can be ignored. For this to be true, the zero-point vibration energy must be much lower than the static Jahn-Teller splitting of a level. It is also assumed that static splitting is larger than dynamic splitting, since the new vibrational modes $\Omega_{1,2}$ are classical by assumption. The amplitudes of the vibrations are limited due to the smallness of the spin-orbit coupling constant. This means that the electron-phonon coupling constant is large and the condition for the Born-Oppenheimer approximation is met $\left(g \approx 1 / \Omega_{0}^{2} \gtrdot 1\right)$.

## 5. CONCLUSION

We have proposed a variant of the semiclassical treatment of the Jahn-Teller effect for the $\mathrm{C}_{60}^{-}$molecule that facilitates an understanding of the nature of some excited electronic states in fullerenes. There are still many difficulties in directly verifying this effect by experiments. The method developed in the present paper was used to derive expressions for the Jahn-Teller splitting of intramolecular phonon frequencies of $H_{g}$ and to explain one of the multiphoton singularities in the Raman and IR spectra of fullerene compounds. The consequences of the Jahn-Teller effect also
manifest themselves in the data on electron spin resonance. ${ }^{10}$ In particular, the mode $H_{g}$ may disappear completely, and instead two modes with lower frequencies that differ by a factor of two appear. The occurrence of such singularities cannot be explained if one remains within the framework of the static Jahn-Teller effect or the common dynamic effect.

These novel nonlinear vibrations result from the spinorbit coupling, so that they must be accompanied by fairly slow electron spin flips. The vibrations occur near the positions of equilibrium of the undeformed molecule, while the static Jahn-Teller configuration of atoms in $\mathrm{C}_{60}^{-}$is unstable even in the Born-Oppenheimer approximation. More than that, the ground state of an isolated $\mathrm{C}_{60}^{-}$molecule is timedependent. The Jahn-Teller effect may become static in the crystalline structure of fullerites or fullerides. ${ }^{21}$ In these cases the degeneracy of the Jahn-Teller ground state is lifted completely by the crystalline field.

Thus, the ground state of an isolated electron-vibronic system of the $\mathrm{C}_{60}^{-}$molecule with spin-orbit coupling is represented by closed cycles in the phase space, which ensure a periodic motion near unstable steady-state solutions. The originating nonlinear vibrations are accompanied by energy transfer from the electron subsystem to the vibrational subsystem when the spin degrees of freedom are excited.

In conclusion we note that allowance for rotations of the molecule as a whole leads to similar effects. Here the Coriolis splitting of levels acts as spin-orbit coupling. Most results are valid in the latter case, too; they can be of use in experimental studies of the Jahn-Teller effect for a freely rotating $\mathrm{C}_{60}^{-}$molecule.
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We analyze the influence of fluctuations of the nonsecular part of the spin Hamiltonian on the decay of ordinary and multiquantum signals of the two-pulse spin echo in a quadrupole spin system with an inhomogeneously broadened spectral line. Expressions are obtained for the rate of decay of an echo in the case of selective excitation of a signal from quadrupole nuclei with arbitrary spin. These expressions are then used to analyze the experimentally observed ordinary and multiquantum echo signals from quadrupole nuclei with spin $I=3 / 2\left({ }^{53} \mathrm{Cr}\right.$, ${ }^{63} \mathrm{Cu}$, and ${ }^{65} \mathrm{Cu}$ ) in ferromagnetic chromium chalcogenide spinels. © 1999 American Institute of Physics. [S1063-7761(99)02107-1]

## 1. INTRODUCTION

Nuclear magnetic resonance (NMR) is a method of investigating magnetically ordered materials that allows one to obtain information on a microscopic level about the static and dynamic properties of both the crystalline lattice and the electron spin system. ${ }^{1,2}$ The main capabilities of NMR in magnetically ordered materials are well known. ${ }^{1,2}$ They are based on the fact that the main interaction probed by NMR is the interaction of the nuclear magnetic moments with the local hyperfine magnetic fields created by the nonzero electronic magnetization. An important feature of NMR in magnetically ordered materials is a natural inhomogeneous broadening of the spectral line. In spin systems with an inhomogeneously broadened spectral line, when using two or more exciting pulses, one observes echo signals, whose formation is described by the Hahn mechanism. ${ }^{1}$ In the simplest case of two pulses separated by a time interval $\tau$, the echo signal is formed at the time $t=2 \tau$ (the time $t$ is measured from the time of onset of the first exciting pulse).

Nuclei with spin $I>1 / 2$ can take part in electric quadrupole interactions. As a rule, in magnetically ordered materials quadrupole interactions are weaker than the magnetic interactions and lead to quadrupole splitting of the NMR spectra. In addition, quadrupole interactions can lead to the appearance of multiquantum echo signals, whose formation time differs from $t=2 \tau$ (Refs. 3-7).

Multiquantum echo signals were first observed in nonmagnetic compounds. ${ }^{3}$ Multiquantum echo signals were later detected in ferromagnets. ${ }^{4-7}$ It has been shown, in particular, that the quadrupole satellites are suppressed in NMR spectra recorded with the help of multiquantum echo signals. ${ }^{4}$ It was also noted that increasing the time interval between the exciting pulses leads to a more rapid decay of the multiquantum echo in comparison with the ordinary echo at $t=2 \tau$ (Ref. 4). The decay of the additional echo signals from the quadrupole nuclei, formed at times between the exciting pulses comparable with the inverse width of the spectral line,
was analyzed in Refs. 6 and 7. However, detailed studies of the relaxation properties of the multiquantum echo signals were not performed.

At present, the theory of magnetic relaxation for spin systems with inhomogeneous broadening of the spectral line is well developed for the case where quadrupole interactions are absent. ${ }^{1,8-10}$ In this case, the relaxation interactions can be represented as interactions of the resonant spins with an effective magnetic field which is a stochastic function of time. The interaction of the nuclear spin system with a fluctuating magnetic field is treated as a perturbation of the main interaction, which is an interaction with a static magnetic field.

Relative to the static field, the nuclear magnetization and the fluctuating magnetic field can be separated into longitudinal and transverse components. The random process, as a rule, is characterized by two parameters: the correlation time $\tau_{c}$ and the amplitude of the fluctuations $\sigma$. Rapid fluctuations $\left(\sigma \tau_{c}^{-1} \gg 1\right)$ of the longitudinal component of the effective magnetic field are the reason for the exponential decay of the transverse component of the magnetization. The decay rate is characterized by the transverse relaxation time $T_{2}$. Rapid fluctuations of the transverse component of the effective magnetic field lead to an exponential recovery of the longitudinal component of the magnetization with characteristic time $T_{1}$, the longitudinal relaxation time. In addition, the transverse fluctuations lead to decay of the transverse component of the magnetization. In the case where all the relaxation processes are due exclusively to the transverse fluctuations, the relation $T_{2}=2 T_{1}$ is satisfied.

In the case of magnetic relaxation in a quadrupole spin system in the presence of fluctuating magnetic fields it is necessary to take into account fluctuations of the electric quadrupole interactions. The main interaction is represented as a sum of the interaction of the nuclear spins with the static magnetic field and the secular part of the static electric quadrupole interactions. The relaxation interactions are the inter-
actions of the nuclear spins with the fluctuating magnetic and electric fields.

Relative to the main interaction, the relaxation Hamiltonian can be separated into a secular and a nonsecular part. The influence of the secular fluctuations on the decay of the two-pulse echo signals from the quadrupole nuclei was theoretically investigated in Ref. 11 in the spectral diffusion model. The theoretical results of Ref. 11 were successfully applied in Ref. 12 to analyze the experimentally observed decay of two-pulse echo signals from ${ }^{53} \mathrm{Cr}$ (quadrupole) nuclei in the ferromagnet $\mathrm{CdCr}_{2} \mathrm{Se}_{4}: \mathrm{Ag}$.

Our aim in the present paper is to analyze the effect of fluctuations of the nonsecular part of the spin Hamiltonian on the decay of a two-pulse echo in an inhomogeneously broadened quadrupolar spin system. The theoretical results obtained in this study are utilized to analyze the experimentally observed decay of ordinary and multiquantum echo signals from copper and chromium nuclei in ferromagnetic chromium chalcogenide spinels.

## 2. THEORY

We write the Hamiltonian of the main interaction (in units $\hbar=1$ ) as

$$
\begin{equation*}
H_{0}=-\omega_{0} I_{z}+\omega_{Q}\left[I_{z}^{2}-\frac{I(I+1)}{3}\right], \tag{1}
\end{equation*}
$$

where $\omega_{0}=\gamma B, \gamma$ is the gyromagnetic ratio, $B$ is the magnetic induction, $\omega_{Q}$ is the magnitude of the quadrupole splitting of the NMR spectrum, and $I$ is the particle spin.

We represent the Hamiltonian describing the fluctuations of the nonsecular part of the magnetic and electric interactions as ${ }^{1}$

$$
\begin{align*}
H_{1}(t)= & -\omega_{+}(t) I_{-}-\omega_{-}(t) I_{+}+V_{+}(t)\left(I_{-} I_{z}+I_{z} I_{-}\right) \\
& +V_{-}(t)\left(I_{+} I_{z}+I_{z} I_{+}\right)+W_{+}(t) I_{-}^{2}+W_{-}(t) I_{+}^{2} . \tag{2}
\end{align*}
$$

The coefficients $\omega_{ \pm}(t)$ describe the fluctuations of the transverse component of the local magnetic field at the nucleus, and $V_{ \pm}(t)$ and $W_{ \pm}(t)$ are the fluctuations of the nonsecular part of the quadrupole interaction.

Treating the Hamiltonian $H_{1}(t)$ as a perturbation of the main Hamiltonian $H_{0}$, we calculate the response pulses with the help of the density matrix operator $\rho(t)$ in the interaction representation: ${ }^{9}$

$$
\begin{align*}
& \rho^{*}(t)=\exp \left(i H_{0} t\right) \rho(t) \exp \left(-i H_{0} t\right),  \tag{3}\\
& H_{1}^{*}(t)=\exp \left(i H_{0} t\right) H_{1}(t) \exp \left(-i H_{0} t\right) . \tag{4}
\end{align*}
$$

Assuming that $H_{1}(t)$ varies in time much faster than $\rho^{*}(t)$, at early times we obtain ${ }^{9}$

$$
\begin{align*}
\rho^{*}(t)= & \rho^{*}(0)+i \int_{0}^{t}\left[\rho^{*}(0) H_{1}^{*}\left(t^{\prime}\right)\right] d t^{\prime} \\
& -\int_{0}^{t} \int_{0}^{t^{\prime}}\left[\left[\rho^{*}(0) H_{1}^{*}\left(t^{\prime \prime}\right)\right] H_{1}^{*}\left(t^{\prime}\right)\right] d t^{\prime} d t^{\prime \prime} \tag{5}
\end{align*}
$$

For the transverse magnetization of one spin ensemble with the same law of variation $H_{1}(t)$, i.e., with one realization of the random process, the mean value of the transverse magnetization is calculated with the help of the density matrix operator

$$
\begin{align*}
\left\langle M_{+}(t)\right\rangle= & \operatorname{Tr}\left\{\rho(t) I_{+}\right\}=\alpha_{m}^{+} \exp \left[i t\left(E_{m+1}-E_{m}\right)\right] \\
& \times\langle m| \rho^{*}(t)|m+1\rangle . \tag{6}
\end{align*}
$$

Here $m$ is the magnetic quantum number (i.e., $I_{z}|m\rangle$ $=m|m\rangle) ; E_{m}=\langle m| H_{0}|m\rangle$ are the eigenvalues of the unperturbed Hamiltonian $H_{0} ; \quad \alpha_{m}^{ \pm}=\sqrt{I(I+1)-m(m \pm 1)}$, i.e., $I_{ \pm}|m\rangle=\alpha_{m}^{ \pm}|m \pm 1\rangle$. In order to find the response of the entire spin system, it is necessary to average expression (6) over the ensemble of ensembles, i.e., over all realizations of the random process. We denote such an average by a bar above the expression.

In the calculation of the transverse magnetization we need to calculate expressions of the type $\overline{\langle m| \rho^{*}(t)\left|m^{\prime}\right\rangle}$ using the explicit form of $\rho^{*}(t)$ from Eq. (5). We assume that the random quantities in the relaxation Hamiltonian (2) fluctuate independently of one another:

$$
\overline{g_{+}\left(t^{\prime}\right) f_{-}\left(t^{\prime \prime}\right)}=\overline{g_{-}\left(t^{\prime}\right) f_{+}\left(t^{\prime \prime}\right)}=\left\{\begin{array}{cc}
0, & g \neq f,  \tag{7}\\
K_{f}(T), & g=f
\end{array}\right.
$$

Here by $g_{ \pm}(t)$ and $f_{ \pm}(t)$ we mean $\omega_{ \pm}(t)$ and $V_{ \pm}(t)$ or $W_{ \pm}(t)$. The correlation function $K_{f}(T)$, as usual, depends on $T=\left|t^{\prime \prime}-t^{\prime}\right|$ for any choice of $t^{\prime}$ and falls off rapidly with growth of $T$.

Calculation of $\overline{\langle m| \rho^{*}(t)\left|m^{\prime}\right\rangle}$ using the 'quantummechanical'" expansion of unity $1=\Sigma|m\rangle\langle m|$ and the explicit form of the relaxation Hamiltonian (2) gives rise to factors of the form

$$
\begin{align*}
J_{f}(a, b, c, d)= & \int_{0}^{t} \int_{0}^{t^{\prime}} \overline{f_{+}\left(t^{\prime}\right) f_{-}\left(t^{\prime \prime}\right)} \exp \left[i t^{\prime \prime}\left(E_{a}-E_{b}\right)\right. \\
& \left.-i t^{\prime}\left(E_{c}-E_{d}\right)\right] d t^{\prime} d t^{\prime \prime} \tag{8}
\end{align*}
$$

Transforming from the variable $t^{\prime \prime}$ to the variable $T$ and extending the limits of integration over $T$ to the range from $-\infty$ to $+\infty$, we obtain

$$
\begin{align*}
J_{f}(a, b, c, d)= & \int_{0}^{t} \int_{-\infty}^{\infty} K_{f}(T) \exp \left[i T\left(E_{a}-E_{b}\right)\right] \\
& \times \exp \left[i t^{\prime}\left(E_{a}-E_{b}-E_{c}+E_{d}\right)\right] d T d t^{\prime} \tag{9}
\end{align*}
$$

If $E_{a}-E_{b}-E_{c}+E_{d} \neq 0$, then $J_{f}$ is an oscillating function of time $t$. The appearance in the expression for $\overline{\langle m| \rho^{*}(t)\left|m^{\prime}\right\rangle}$ of oscillating terms is equivalent to the appearance of an additional shift of the resonance frequency that results from taking into account the relaxation contribution of the nonsecular terms of the spin Hamiltonian in the Redfield theory. ${ }^{9}$ In our analysis of the decay of the echo signal we disregard the oscillating terms. In addition, we will assume the mean values of all oscillating quantities to be zero.

For $a=c$ and $b=d$ from Eq. (9) we obtain

$$
\begin{align*}
J_{f}(a, b) & =\frac{J_{f}(a, b, a, b)}{t} \\
& =\int_{-\infty}^{\infty} K_{f}(T) \exp \left[i T\left(E_{a}-E_{b}\right)\right] d T \tag{10}
\end{align*}
$$

The quantity $J_{f}(a, b)$ has the meaning of a spectral density of the random process at the frequency $\omega_{a, b}=E_{a}-E_{b}$.

Omitting cumbersome intermediate manipulations, we present the final result for the mean value of the matrix element of the density matrix operator

$$
\begin{equation*}
\overline{\langle m| \rho^{*}(t)\left|m^{\prime}\right\rangle}=\left[1-S\left(m, m^{\prime}\right) t\right]\langle m| \rho^{*}(0)\left|m^{\prime}\right\rangle, \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
S\left(m, m^{\prime}\right)= & \alpha_{m}^{+} \alpha_{m+1}^{-} J_{\omega}(m+1, m)+\alpha_{m-1}^{+} \alpha_{m}^{-} J_{\omega} \\
& \times(m-1, m)+\alpha_{m^{\prime}}^{+} \alpha_{m^{\prime}+1}^{-} J_{\omega}\left(m^{\prime}, m^{\prime}+1\right) \\
& +\alpha_{m^{\prime}-1}^{+} \alpha_{m^{\prime}}^{-} J_{\omega}\left(m^{\prime}, m^{\prime}-1\right) \\
& +\alpha_{m}^{+} \alpha_{m+1}^{-}\left[2 m(m+1)+(m+1)^{2}\right. \\
& \left.+m^{2}\right] J_{V}(m+1, m)+\alpha_{m-1}^{+} \alpha_{m}^{-}[2 m(m-1) \\
& \left.+(m-1)^{2}+m^{2}\right] J_{V}(m-1, m) \\
& +\alpha_{m^{\prime}}^{+} \alpha_{m^{\prime}+1}^{-}\left[2 m^{\prime}\left(m^{\prime}+1\right)+\left(m^{\prime}+1\right)^{2}\right. \\
& \left.+m^{\prime 2}\right] J_{V}\left(m^{\prime}, m^{\prime}+1\right)+\alpha_{m^{\prime}-1}^{+} \alpha_{m^{\prime}}^{-}\left[2 m ^ { \prime } \left(m^{\prime}\right.\right. \\
& \left.-1)+\left(m^{\prime}-1\right)^{2}+m^{\prime 2}\right] J_{V}\left(m^{\prime}, m^{\prime}-1\right) \\
& +\alpha_{m}^{+} \alpha_{m+1}^{+} \alpha_{m+1}^{-} \alpha_{m+2}^{-} J_{W}(m+2, m) \\
& +\alpha_{m-1}^{+} \alpha_{m-2}^{+} \alpha_{m}^{-} \alpha_{m-1}^{-} J_{W}(m-2, m) \\
& +\alpha_{m^{\prime}}^{+} \alpha_{m^{\prime}+1}^{+} \alpha_{m^{\prime}+1}^{-} \alpha_{m^{\prime}+2}^{-} J_{W}\left(m^{\prime}, m+2\right) \\
& +\alpha_{m^{\prime}-1}^{+} \alpha_{m^{\prime}-2}^{+} \alpha_{m^{\prime}}^{-} \alpha_{m^{\prime}-1}^{-} J_{W}\left(m^{\prime}, m^{\prime}-2\right) \tag{12}
\end{align*}
$$

We are interested in the response of the spin system to a two-pulse input. For the transverse component of the magnetization at the time $t$ after termination of the second exciting pulse, we obtain

$$
\begin{align*}
\overline{\left\langle M_{+}(t)\right\rangle}= & \alpha_{m}^{+}\langle m| R_{2}^{+}\left|m^{\prime}\right\rangle\left\langle m^{\prime}\right| R_{1}^{+} \rho(0) R_{1}^{-}\left|m^{\prime \prime}\right\rangle \\
& \times\left\langle m^{\prime \prime}\right| R_{2}^{-}|m+1\rangle \exp \left[i t\left(E_{m+1}-E_{m}\right)\right. \\
& \left.+i \tau\left(E_{m^{\prime \prime}}-E_{m^{\prime}}\right)\right][1-S(m, m+1) t] \\
& \times\left[1-S\left(m^{\prime}, m^{\prime \prime}\right) \tau\right] . \tag{13}
\end{align*}
$$

Here the operators $R_{j}^{ \pm}$describe the evolution of the spin system acted on by the $j$ th exciting pulse $(j=1,2), \tau$ is the time interval between exciting pulses, $\rho(0)$ is the density matrix at the time of onset of the first exciting pulse $[\rho(0)$ $\left.\propto I_{z}\right]$.

Apart from the last two factors, expression (13) is identical to the Solomon formula ${ }^{3}$ for the two-pulse response of a quadrupole spin system without fluctuating fields. It is known $^{3-5}$ that the condition of equality of the argument of
the exponent in expression (13) to zero defines the time of formation of the echo signal in an inhomogeneously broadened spin system:

$$
\begin{equation*}
t_{e}=k \tau=\frac{E_{m^{\prime}}-E_{m^{\prime \prime}}}{E_{m+1}-E_{m}} \tau . \tag{14}
\end{equation*}
$$

Here the time $t_{e}$ is measured from termination of the second exciting pulse.

The relaxation contribution of the nonsecular fluctuations is described by the last two factors in expression (13). Since the expression for the transverse magnetization is based on expression (5), which is valid for small $t$ and $\tau$, expression (13) can be considered as the series expansion of some relaxation function in $t$ and $\tau$ to linear terms. However, the specific form of the relaxation function cannot be rigorously derived directly from expression (13). On the other hand, in the Redfield theory, ${ }^{9}$ constructed on the basis of the same assumptions as the calculations given above, differential equations of motion of the magnetization vector are obtained in the form of the Bloch equations. It is known that these equations describe the exponential decay of an echo signal. On the basis of what has been said above, we assume that the last two factors in expression (13) are expansions of the exponentials to linear terms. Thus, dropping the averaging notation, we obtain for the amplitude of the echo signal formed at the time $t=(k+1) \tau$ (the time $t$ is measured from the time of onset of the first pulse)

$$
\begin{equation*}
M_{+}(\tau)=M_{+}(0) \exp \left[-\frac{(k+1) \tau}{T_{2}}\right] \tag{15}
\end{equation*}
$$

where $T_{2}$ is the transverse relaxation time due to fluctuations of the nonsecular part of the spin Hamiltonian

$$
\begin{equation*}
T_{2}^{-1}=\frac{1}{k+1}\left[k S(m, m+1)+S\left(m^{\prime}, m^{\prime \prime}\right)\right] . \tag{16}
\end{equation*}
$$

In the derivation of expression (15) we took into account that for an echo signal formed at the time $t=(k+1) \tau$ the total relaxation time is equal to the sum of the time interval $\tau$ between pulses and the time interval $k \tau$ between the second pulse and the echo signal.

## 3. DISCUSSION OF THEORETICAL RESULTS

Expressions (16) and (12) allow us to obtain the relaxation time for an arbitrary echo signal in a system with arbitrary spin. In this case $J_{f}\left(m, m^{\prime}\right)=J_{f}\left(m^{\prime}, m\right)$ for any $f$, as follows from symmetry of the correlation function relative to time inversion $T$.

First let us consider the well-known case of decay of an echo signal in a spin system with $I=1 / 2$. In this case a single echo signal is formed at the time $t=2 \tau$ for $m=-1 / 2$, $m^{\prime}=1 / 2$, and $m^{\prime \prime}=-1 / 2$. Using (12) and (16), we obtain

$$
\begin{equation*}
T_{2}^{-1}=2 J_{\omega}\left(\frac{1}{2},-\frac{1}{2}\right), \tag{17}
\end{equation*}
$$

in good agreement with the well-known result for the transverse relaxation time due to fluctuations of the transverse component of the local magnetic field. ${ }^{8,9}$

TABLE I. Transverse relaxation rate for quadrupolar nuclei with spin $I=3 / 2$.

| Echo signal | Transverse relaxation rate $T_{2}^{-1}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Nonsecular contribution | Secular contribution |  |
|  |  | Gaussian process | Lorentzian process |
| Echo $2 \tau$ $\begin{aligned} & m=\frac{1}{2}, \quad m^{\prime}=\frac{3}{2}, \\ & m^{\prime \prime}=\frac{1}{2} \\ & (\text { LF quadrupole satellite }) \end{aligned}$ | $\begin{aligned} & 4 J_{\omega}\left(\frac{1}{2},-\frac{1}{2}\right)+6 J_{\omega}\left(\frac{3}{2}, \frac{1}{2}\right)+24 J_{V}\left(\frac{3}{2}, \frac{1}{2}\right) \\ & \quad+12 J_{W}\left(\frac{3}{2},-\frac{1}{2}\right)+12 J_{W}\left(\frac{1}{2},-\frac{3}{2}\right) \end{aligned}$ | $\sigma_{\Omega}^{2} \tau_{c \Omega}+4 \sigma_{Q}^{2} \tau_{c} Q$ | $\sigma_{\Omega}+\sigma_{Q}$ |
| Echo $2 \tau$ $\begin{aligned} & m=-\frac{3}{2}, m^{\prime}=-\frac{1}{2}, \\ & m^{\prime \prime}=-\frac{3}{2} \end{aligned}$ <br> (HF quadrupole satellite) | $\begin{gathered} 4 J_{\omega}\left(\frac{1}{2},-\frac{1}{2}\right)+6 J_{\omega}\left(-\frac{1}{2},-\frac{3}{2}\right) \\ +24 J_{V}\left(-\frac{1}{2},-\frac{3}{2}\right)+12 J_{W}\left(\frac{3}{2},-\frac{1}{2}\right) \\ +12 J_{W}\left(\frac{1}{2},-\frac{3}{2}\right) \end{gathered}$ | $\sigma_{\Omega}^{2} \tau_{c \Omega}+4 \sigma_{Q}^{2} \tau_{c Q}$ | $\sigma_{\Omega}+\sigma_{Q}$ |
| Echo $2 \tau$ $\begin{aligned} & m=-\frac{1}{2}, \quad m^{\prime}=\frac{1}{2}, \\ & m^{\prime \prime}=-\frac{1}{2} \end{aligned}$ <br> (central transition) | $\begin{aligned} & 8 J_{\omega}\left(\frac{1}{2},-\frac{1}{2}\right)+3 J_{\omega}\left(-\frac{1}{2},-\frac{3}{2}\right)+3 J_{\omega}\left(\frac{3}{2}, \frac{1}{2}\right) \\ & \quad+12 J_{V}\left(-\frac{1}{2},-\frac{3}{2}\right)+12 J_{V}\left(\frac{3}{2}, \frac{1}{2}\right) \\ & \quad+12 J_{W}\left(\frac{2}{3},-\frac{1}{2}\right)+12 J_{W}\left(\frac{1}{2},-\frac{3}{2}\right) \end{aligned}$ | $\sigma_{\Omega}^{2} \tau_{c \Omega}$ | $\sigma_{\Omega}$ |
| Echo $4 \tau$ $\begin{aligned} & m=-\frac{1}{2}, m^{\prime}=\frac{3}{2}, \\ & m^{\prime \prime}=-\frac{3}{2} \end{aligned}$ <br> (central transition) | $\begin{aligned} & 6 J_{\omega}\left(\frac{1}{2},-\frac{1}{2}\right)+3 J_{\omega}\left(-\frac{1}{2},-\frac{3}{2}\right)+3 J_{\omega}\left(\frac{3}{2}, \frac{1}{2}\right) \\ & \quad+12 J_{V}\left(-\frac{1}{2},-\frac{3}{2}\right)+12 J_{V}\left(\frac{3}{2}, \frac{1}{2}\right) \\ & \quad+12 J_{W}\left(\frac{3}{2},-\frac{1}{2}\right)+12 J_{W}\left(\frac{1}{2},-\frac{3}{2}\right) \end{aligned}$ | $3 \sigma_{\Omega}^{2} \tau_{c \Omega}$ | $\frac{3}{2} \sigma_{\Omega}$ |

However, of greatest interest for us is the case of a quadrupole nucleus with spin $I=3 / 2$ since most of the available experimental results on observation of multiquantum echo signals were obtained for just such nuclei. In the calculation of the transverse relaxation time we will consider echo signals formed at the time $t=2 \tau$ at the frequency of the central transition and at the frequencies of the quadrupole satellites. We also take into account the multiquantum echo formed at the frequency of the central transition at the time $t=4 \tau$ (Refs. 4 and 5).

Table I gives the magnetic quantum numbers corresponding to each of the echo signals, and expressions for the transverse relaxation time obtained using expressions (12) and (16). In addition, Table I gives expressions for the transverse relaxation rate due to fluctuations of the secular part of the spin Hamiltonian. These latter expressions are based on results of Ref. 10 in the limiting cases of fast Gauss-Markov and fast Lorentz-Markov processes of spectral diffusion. Here we used the following notation: $\sigma_{\Omega}$ and $\tau_{c \Omega}$ for the amplitude of the fluctuations and the correlation time for the longitudinal component of the local magnetic field; $\sigma_{Q}$ and $\tau_{c Q}$ for the amplitude of the fluctuations and the correlation time of the secular part of the Hamiltonian of the quadrupole interactions. The restriction to fast processes is dictated by the fact that only in the limiting case $\sigma_{\Omega} \tau_{c \Omega}^{-1} \gg 1$ or $\sigma_{Q} \tau_{c Q}^{-1}$ $\gg 1$ will an increase in the time interval between the exciting pulses $\tau$ lead to exponential decay of the echo (15). For both relations between the correlation time and the amplitude of the fluctuations the decay of the echo is nonexponential.

It follows from the results presented in Table I that the fluctuations of the nonsecular part of the spin Hamiltonian contribute to the decay of the signals of the nuclear spin echo not only at the frequencies of the quadrupole satellites, but also at the frequency of the central transition. At the same
time, there is no contribution from the fluctuations of the secular part of the quadrupole Hamiltonian at the frequency of the central transition. ${ }^{11}$

On the basis of the data in Table I it is possible to introduce a parameter $R$, equal to the ratio of the transverse relaxation rate for the $4 \tau$ echo to the relaxation rate of the $2 \tau$ echo at the frequency of the central transition

$$
\begin{equation*}
R=T_{2}^{-1}(4 \tau) / T_{2}^{-1}(2 \tau) \tag{18}
\end{equation*}
$$

For fast Gauss-Markov and fast Lorentz-Markov processes of spectral diffusion the parameter $R$ takes the values $R=3$ and $R=1.5$, respectively. In the case where the decay of the echo signals is caused exclusively by fluctuations of the nonsecular part of the quadrupole Hamiltonian, we have $R=1$. If the dominant contribution to $T_{2}^{-1}$ is governed by the spectral density of the fluctuations of the transverse component of the local magnetic field at the frequency of the central transition ( $\pm 1 / 2 \leftrightarrow \mp 1 / 2$ ), then $R=0.75$. In general, for nonsecular fluctuations $0.75 \leqslant R \leqslant 1$. Thus, the dimensionless parameter $R$ can be used as a criterion to determine the type of relaxation process.

Also note that to analyze the relaxation contribution due to fluctuations of the nonsecular part of the spin Hamiltonian, it has been traditional to use a correlation function of the form

$$
\begin{equation*}
K_{f}(T)=\sigma_{f}^{2} \exp \left(-|T| / \tau_{c f}\right), \tag{19}
\end{equation*}
$$

where the subscript $f$, as before, can take one of three possible values: $\omega, V$, and $W ; \sigma_{f}$ is the amplitude of the fluctuations, and $\tau_{c f}$ is the correlation time of the $f$ th term of the Hamiltonian (2). Substituting expression (19) in Eq. (10), we obtain

$$
\begin{equation*}
J_{f}\left(m, m^{\prime}\right)=\frac{2 \sigma_{f}^{2} \tau_{c f}}{1+\omega_{m m^{\prime}}^{2} \tau_{c f}^{2}} \tag{20}
\end{equation*}
$$

where the frequency $\omega_{m m^{\prime}}=\left|E_{m}-E_{m^{\prime}}\right|$ (in units $\hbar=1$ ) is determined by the energy levels of the unperturbed Hamiltonian (1).

## 4. NMR OF ${ }^{63} \mathrm{Cu}$ AND ${ }^{65} \mathrm{Cu}$ IN $\mathrm{CuCr}_{2} \mathrm{~S}_{4}$ : Sb NUCLEI

To investigate the echo signals from copper nuclei in the ferromagnet copper sulfochromite, we used a pulsed incoherent NMR spectrometer. We examined polycrystalline $\mathrm{CuCr}_{1.98} \mathrm{Sb}_{0.02} \mathrm{~S}_{4}$ samples at $T=77 \mathrm{~K}$ in the absence of a constant external magnetic field.

It is known ${ }^{13}$ that in undoped $\mathrm{CuCr}_{2} \mathrm{~S}_{4}$ the spectral lines having their maximum amplitude near the frequencies 100.8 and 107.9 MHz correspond to resonances of the copper isotopes ${ }^{63} \mathrm{Cu}$ and ${ }^{65} \mathrm{Cu}$. In NMR spectra recorded on the $2 \tau$ echo signal in $\mathrm{CuCr}_{1.98} \mathrm{Sb}_{0.02} \mathrm{~S}_{4}$ we detected two spectral lines corresponding to the two copper isotopes. However, the positions of the spectral maximum in the doped compound are shifted toward lower frequencies by $0.150 \pm 0.05 \mathrm{MHz}$, which is due to a weakening of the exchange interactions brought about by the introduction of Sb ions.

Along with the ordinary two-pulse echo signal formed at the time $t=2 \tau$, we detected an additional echo signal in the doped compound at $t=4 \tau$. The maximum amplitude of the $4 \tau$ echo signal is observed at frequencies corresponding to the maximum amplitude of the $2 \tau$ echo. Both copper isotopes are quadrupole nuclei, and the spin of each of them $I=3 / 2$. For such nuclei the echo signal formed at the time $t=4 \tau$ can be considered as a multiquantum echo. The experimentally observed peculiarities of formation of an additional echo signal at $4 \tau$ indicates that the given echo signal is indeed a multiquantum signal. ${ }^{5}$

The formation of multiquantum echo signals is possible in the case where the magnitude of the quadrupole splitting of the NMR splitting is nonzero. Ferromagnetic copper sulfochromite has a spinel structure in which the copper ions occupy tetrahedral sites. The local symmetry of these sites is cubic, and the gradient of the electric field for such sites in an ideal lattice should be equal to zero. The experimentally observed lowering of the local symmetry of the tetrahedral sites is apparently due to the influence of the Sb impurity and other defects of the crystalline lattice.

Forgoing a detailed analysis of the NMR spectra of the copper nuclei, let us consider the relaxational properties of ordinary and multiquantum echo signals. To investigate processes of nuclear magnetic relaxation, we measured the dependence of the amplitude of the echo signal on the time interval between the exciting pulses $\tau$. Exponential decay was observed for all the investigated echo signals. The decay rate $T_{2}^{-1}$ was determined by fitting the experimentally observed dependences of the amplitudes of the echo signals on the time interval using expression (15). Values of $T_{2}^{-1} \mathrm{ob}-$ tained for the frequencies of the spectral maxima of the $2 \tau$ echo are given in Table II.

The value of the parameter $R=2.08 \pm 0.32$, obtained on the basis of the data in Table II, does not allow us to assign

TABLE II. Transverse relaxation rate in $\mathrm{CuCr}_{1.98} \mathrm{Sb}_{0.02} \mathrm{~S}_{4}$.

| Nucleus | $T_{2}^{-1}, \mu \mathrm{~s}^{-1}$ |  |
| :--- | :---: | :---: |
|  | Echo $2 \tau$ | Echo $4 \tau$ |
| ${ }^{63} \mathrm{Cu}$ | $(1.72 \pm 0.07) \times 10^{-3}$ | $(3.57 \pm 0.35) \times 10^{-3}$ |
| ${ }^{65} \mathrm{Cu}$ | $(1.74 \pm 0.07) \times 10^{-3}$ | $(3.60 \pm 0.35) \times 10^{-3}$ |

a preference to any of the random processes considered here; however, it allows us unambiguously to reject the LorentzMarkov process of spectral diffusion. To interpret the experimental results, we assume that the decay rate of the echo signals $\left(T_{2}^{-1}\right)$ has both a secular $\left(T_{2 s}^{-1}\right)$ and a nonsecular $\left(T_{2 n}^{-1}\right)$ contribution, and that this is valid for the ordinary and for the multiquantum echo:

$$
\begin{align*}
& T_{2}^{-1}(2 \tau)=T_{2 s}^{-1}(2 \tau)+T_{2 n}^{-1}(2 \tau),  \tag{21}\\
& T_{2}^{-1}(4 \tau)=T_{2 s}^{-1}(4 \tau)+T_{2 n}^{-1}(4 \tau) . \tag{22}
\end{align*}
$$

Thus, we obtain the following relation between the nonsecular and secular contributions to the decay of the $2 \tau$ echo:

$$
\begin{equation*}
\frac{T_{2 n}(2 \tau)}{T_{2 s}(2 \tau)}=\frac{R_{e}-R_{n}}{R_{s}-R_{e}} \tag{23}
\end{equation*}
$$

where $R_{s}$ and $R_{n}$ are the values of the parameter $R$ for the secular and nonsecular fluctuations, and $R_{e}$ is the experimentally observed value of the parameter $R$. Assuming that the secular contribution is due to the Gauss-Markov process, and substituting numerical values, we obtain $T_{2 n}(2 \tau) / T_{2 s}(2 \tau) \approx 1$. This result implies that the contributions to the decay rate of the two-pulse echo due to fluctuations of the secular and nonsecular parts of the spin Hamiltonian are comparable in magnitude.

## 5. NMR OF ${ }^{53} \mathrm{Cr} \operatorname{IN~} \mathrm{CdCr}_{2} \mathrm{~S}_{4}: \mathrm{Ag}$

Abelyashev et al. ${ }^{12}$ reported the results of an experimental study of the decay of the $2 \tau$ echo signal from ${ }^{53} \mathrm{Cr}$ nuclei in the ferromagnet $\mathrm{Cd}_{0.985} \mathrm{Ag}_{0.015} \mathrm{Cr}_{2} \mathrm{Se}_{4}$ at $T=4.2 \mathrm{~K}$. A theoretical analysis was carried out within the framework of the theory of spectral diffusion based on results of Ref. 11. In particular, it was shown in Ref. 12 that the Gauss-Markov process of spectral diffusion allows one to explain the experimentally observed dependence of the transverse relaxation time on the frequency. The solid curve 1 in Fig. 1 represents the calculated dependence obtained in Ref. 12 by fitting the experimental data.

In the present paper we investigate the decay of a multiquantum $4 \tau$ echo from ${ }^{53} \mathrm{Cr}$ nuclei in the same sample that was used in Ref. 12. We have established experimentally that at $T=4.2 \mathrm{~K}$ the decay of a multiquantum $4 \tau$ echo is exponential and that the relaxation time takes different values at different points of the spectrum. The values of transverse relaxation time obtained by fitting the experimentally observed dependences with expression (15) are plotted in Fig. 1 by open and filled circles versus the frequency. ${ }^{1)}$

As follows from the data plotted in Fig. 1, the frequency dependence of the relaxation time $T_{2}$ for the $4 \tau$ echo differs from the dependence for the $2 \tau$ echo. To interpret the experi-


FIG. 1. Frequency dependence of the transverse relaxation time of ${ }^{53} \mathrm{Cr}$ nuclei in $\mathrm{Cd}_{0.985} \mathrm{Ag}_{0.015} \mathrm{Cr}_{2} \mathrm{Se}_{4}$ at $T=4.2 \mathrm{~K}$ : open and filled circles - experimental points for the $4 \tau$ echo; curves 1 and $l^{\prime}$ - Gauss-Markov process of spectral diffusion ( 1 - theoretical dependence for the $2 \tau$ echo from Ref. 2, $1^{\prime}$ - theoretically expected value for the $4 \tau$ echo); 2 - nonsecular contribution to decay of the $4 \tau$ echo (experimental points fitted by the theoretical dependence (24).
mentally observed frequency dependence of the relaxation time $T_{2}$ measured for the $4 \tau$ echo, we assume that the decay of this signal is due to fluctuations of the nonsecular part of the spin Hamiltonian.

Cadmium selenochromite has the structure of a normal spinel, in which the chromium ions occupy octahedral sites. The local symmetry of these sites is trigonal, and the resonance frequency depends on the angle $\theta$-the angle between the electron magnetization vector and the crystallographic direction $\langle 111\rangle$. The NMR signal at different frequencies is created by nuclei of ions with different values of $\theta$.

The coefficients entering into the Hamiltonian (2) also depend on the angle $\theta$, specifically, $\omega_{ \pm} \propto \sin 2 \theta, V_{ \pm} \propto \sin 2 \theta$, and $W_{ \pm} \propto \sin ^{2} \theta$ (Ref. 1). Following Ref. 12, we assume that the source of the fluctuations is orientational inhomogeneity of the electronic magnetization vector. Thus, the amplitude of the fluctuations is determined by the derivative of the corresponding coefficient of the angle $\theta: \sigma_{f} \sim|\partial f / \partial \theta|$, where $f$ takes the values $\omega, V$, and $W$. Keeping the terms in the Hamiltonian (2) with $\omega_{ \pm}$and $V_{ \pm}$, from expressions (16), (12), and (20) we obtain $T_{2}^{-1} \propto \cos ^{2} 2 \theta$. The solid curve 2 in Fig. 1 was obtained using the dependence

$$
\begin{equation*}
T_{2}^{-1}(\theta)=A+B \cos ^{2} 2 \theta \tag{24}
\end{equation*}
$$

The coefficients $A$ and $B$ were chosen so as to achieve the best fit of the calculated dependence (24) to the experimentally observed frequency dependence of $T_{2}$ for the $4 \tau$ echo. The coefficient $A$ in expression (24) takes into account the isotropic contribution to the decay of the echo signal. The relation between the angle $\theta$ and the resonance frequency $\nu$ is given by the relation

$$
\begin{equation*}
\nu=\nu_{0}+\nu_{A}\left(3 \cos ^{2} \theta-1\right) \tag{25}
\end{equation*}
$$

where $\nu_{0}=44.07 \pm 0.03 \mathrm{MHz}$, and $\nu_{A}=-0.55 \pm 0.02 \mathrm{MHz}$ (Ref. 12). The fitted dependences in Fig. 1 correspond to $A \approx 6.76 \times 10^{-3} \mu \mathrm{~s}^{-1}$ and $B \approx 23.26 \times 10^{-3} \mu \mathrm{~s}^{-1}$.

As follows from the data plotted in Fig. 1, in the larger part of the frequency spectrum (the filled circles in Fig. 1) the fluctuations of the nonsecular part of the spin Hamil-
tonian due to orientational inhomogeneity of the electronic magnetization vector provide a good description of the frequency dependence of the relaxation time.

According to the data in Table I and expression (10), the contribution of the terms of Hamiltonian (2) with coefficients $\omega_{ \pm}$and $V_{ \pm}$is proportional to the spectral density of the random process at the frequencies $\omega_{0}$ and $\omega_{0} \pm 2 \omega_{q}$ while the contribution of the term with coefficients $W_{ \pm}$is determined by the spectral density of the random process at the frequency $2\left(\omega_{0} \pm \omega_{q}\right)$. Clearly, a situation is realized in $\mathrm{CdCr}_{2} \mathrm{Se}_{4}: \mathrm{Ag}$, where the dominant contribution to decay of the multiquantum echo signals is determined by the spectral density of the random process at the resonance frequencies.

The decay of the echo signals formed at the time $t$ $=2 \tau$ is determined by the Gauss-Markov process of spectral diffusion, which is reflected by the solid curve 1 in Fig. 1. It follows from the data of Table I that the transverse relaxation time for the multiquantum $4 \tau$ echo in this case should be three times as small. The theoretically expected value of $T_{2}$ for the $4 \tau$ echo in the case of the Gauss-Markov process is reflected by the dotted curve $1^{\prime}$ in Fig. 1. As follows from the data plotted in Fig. 1, the Gauss-Markov process is responsible for the decay of the $4 \tau$ echo only in the highfrequency region of the spectrum (the open circles in Fig. 1).

To interpret the above results, we assume that there are two types of ${ }^{53} \mathrm{Cr}$ nuclei in $\mathrm{CdCr}_{2} \mathrm{Se}_{4}$ : Ag. The main contribution to the magnetic relaxation of nuclei of the first type is due to fluctuations of the secular part of the spin Hamiltonian. From these nuclei is observed the $2 \tau$ echo, whose properties are discussed in Ref. 12. The multiquantum $4 \tau$ echo from nuclei of the first type is observed experimentally only in the high-frequency region (the open circles in Fig. 1). The absence of an echo in the low-frequency region is due to the low intensity of the signal, and in the intermediatefrequency region it is attributable to the inordinately short relaxation time (the dotted curve $l^{\prime}$ in Fig. 1).

Magnetic relaxation of ${ }^{53} \mathrm{Cr}$ nuclei of the second type is due to fluctuations of the nonsecular part of the spin Hamiltonian. The signal from these nuclei is observed as a multiquantum $4 \tau$ echo in the intermediate-frequency region. The absence of a signal in the high-frequency region is due to the inordinately short relaxation time (the solid curve 2 in Fig. 1). The absence of a signal in the low-frequency region is due to the short relaxation time and the low intensity of the signal. In our discussion of the theoretical results we noted that in the case where the decay of the echo is due to nonsecular fluctuations, the relaxation time for the $2 \tau$ echo is the same or somewhat smaller than the relaxation time for the $4 \tau$ echo. It follows from a comparison of the solid curves 1 and 2 in Fig. 1 that the $2 \tau$ echo from the second type of nuclei is not observed experimentally because of the small value of $T_{2}$.

A possible reason for the appearance of two types of nuclei may be the following. Doping with silver leads to the appearance of $\mathrm{Cr}^{4+}$ ions as a result of valence compensation. These ions are not localized, but migrate in some vicinity of the impurity ion $\mathrm{Ag}^{+}$. For the low concentrations of the silver impurity considered by us the regions of migration of the $\mathrm{Cr}^{4+}$ ions which belong to various impurity centers do not


FIG. 2. Cation distribution in $\mathrm{CdCr}_{2} \mathrm{Se}_{4}: \mathrm{Ag}$.
overlap each other (Fig. 2). Type-I ${ }^{53} \mathrm{Cr}$ nuclei belong to $\mathrm{Cr}^{3+}$ ions which are located outside the regions of migration of the $\mathrm{Cr}^{4+}$ ions. Type-II ${ }^{53} \mathrm{Cr}$ nuclei belong to $\mathrm{Cr}^{3+}$ ions which are located in the regions of migration of the $\mathrm{Cr}^{4+}$ ions. Division of the nuclei into two types according to the results of our study of magnetic relaxation in impurity magnets is similar to the division made in Ref. 14.

## 6. CONCLUSIONS

The formation of nuclear spin echo signals in magnetically ordered materials with quadrupole nuclei is generally accompanied by a selective excitation, in which each of the echo signals is observed separately from the others. Separate observation is ensured by different formation times of the signals, and for the same formation times separate observation is possible because of formation of the quadrupole spectrum at different frequencies. In our theoretical analysis we did in fact consider the situation of selective excitation since each echo signal was characterized by its own set of magnetic quantum numbers $m, m^{\prime}$, and $m^{\prime \prime}$. A consequence of selective excitation was the fact that decay of the echo is described by one exponential.

In the discussion of the experimental results we demonstrated that in an analysis of the rate of decay of the echo signals it is necessary to take into account both secular and nonsecular contributions to $T_{2}^{-1}$. In general, various mechanisms may be responsible for the fluctuations of the secular and nonsecular parts of the spin Hamiltonian. Therefore, the secular and nonsecular fluctuations should, in general, be characterized by coherence times and a different amplitude of the fluctuations.

We have demonstrated here the use of the theoretical results obtained by us for the analysis of experimental data for quadrupole nuclei with spin $I=3 / 2$. However, these results can be used for quadrupole nuclei with any spin.
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## Electron polarization in quantum wells in a strong variable field
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Zh. Éksp. Teor. Fiz. 116, 217-235 (July 1999)
The wave function of an electron in a symmetric double quantum well placed in a strong timeperiodic electric field is found, expressions for quasienergy functions are derived, and the dependence of the dipole moment on the average electric field is analyzed for the case where the average field remains constant. In the case of slow monotonic variation of the 'constant'" component of the electric field, the Schrödinger equation is solved by the WKB method. It is found that the dependence of the dipole moment on the average field is of a clearly nonlinear almostperiodic nature and that in the event of adiabatic monotonic variation of the average field there is a periodic relocation of the electron density from well to well with a small frequency proportional to the rate of variation of the average field. © 1999 American Institute of Physics. [S1063-7761(99)01507-3]

## 1. INTRODUCTION

Studies of the electron dynamics in quantum wells activated by variable external fields are of undisputable interest from the standpoint of exposing the potential of modern nanostructures and electron devices based on such structures. The methods developed in such studies make it possible to directly control the wave function of electrons in quantum wells by varying the parameters of a classical external electromagnetic field. ${ }^{1}$ In this paper we will examine the effects of electron polarization in a symmetric double quantum well placed in a strong time-periodic external field with a finite average value.

Earlier, in relation to heterostructures, the concept of a double quantum well was used to investigate the phenomenon of dynamic localization of the electron wave function in one well initiated by a sinusoidal external field, ${ }^{2-4}$ while in Refs. 5-7 the dipole moment of the system was calculated and the possibility of emission of low-frequency dipole radiation by such a structure was investigated. In Ref. 8 it was found that dynamic localization and the related emission of low-frequency dipole radiation are possible in any periodic field (not necessarily sinusoidal), provided that the field is strong enough. The oscillations of the electron wave packet and the electromagnetic radiation generated by these oscillations were observed in experiments. ${ }^{9-11}$ Finally, in Refs. 1 and 12 the dependence of the electron distribution in the wells on the way in which the external periodic field is switched on was studied.

In the above papers the attention was focused on establishing the conditions imposed on the amplitude and frequency of the external field needed for "locking" the wave packet in one well, or the regime of low-frequency electromagnetic radiation generation. At the same time, it is still unclear how a constant voltage applied to the structure affects the quantum dynamics of a system driven by highpower laser light. Gorbatsevich et al. ${ }^{1}$ and Dakhnovskii et al. ${ }^{6}$ studied the dynamics of the well populations in the
presence of a constant external field, and in Ref. 8 it was shown that the constant component has a stabilizing effect on the existence of states in the region of one well. On the whole, however, an analysis of the dependence of the above effects on the external constant field has yet to be done. The present paper is probably the first attempt of such an analysis.

## 2. EQUATIONS OF EVOLUTION OF THE SYSTEM

We will examine the electron dynamics in the symmetric structure of two quantum wells separated by an impenetrable barrier in the presence of a strong time-periodic electric field $\mathscr{E}$ directed along the axis of the structure. We will assume that below the top of the barrier there are only two energy levels of the unperturbed system, $E_{0,1}= \pm \hbar \Delta / 2$ (the zero of energy is chosen exactly midway between the levels), with the "distance" $\hbar \Delta$ determined by the tunnel integral through the separating barrier (the integral is exponentially small). We will define the symmetric and antisymmetric wave functions $\chi_{0,1}(\xi)$ corresponding to these energies so that $\chi_{0}(x)$ is always positive and $\chi_{1}(x)$ is positive only if $x>0$.

Since the distance from the lower energy levels to the next level $E_{2}$ is much larger than the energy splitting $\hbar \Delta$, we will use the two-level approximation throughout the paper, assuming, naturally, that the external field is unable to mix the high-lying levels with the lower levels. Thus, we must impose the restriction $\hbar \Delta \ll V_{01} \ll E_{2}$, where $V_{01}=e \mathscr{E} x_{01}$ is the matrix element of the perturbation in the dipole approximation, and $x_{01}$ is the coordinate's matrix element. The above inequalities concretize the idea of a strong field: the field must be so strong that the matrix element of the perturbation is much larger than the distance between the levels, $\hbar \Delta$.

Finally, we will require that the frequency $\omega$ of the external field be much smaller than $E_{2} / \hbar$. This will enable us to exclude resonant transitions to higher levels.

Since we are using the two-level approximation, it would seem natural to look for the wave function of a particle in the form of an expansion in the basis consisting of the two stationary states of the unperturbed system. It is clear, however, that this is unlikely to be the most convenient expansion in the presence of a strong variable field. Since below we are interested in the spatial charge distribution, a more appropriate basis is

$$
\Psi_{L}(x)=\frac{\chi_{0}(x)-\chi_{1}(x)}{\sqrt{2}}, \quad \Psi_{R}(x)=\frac{\chi_{0}(x)+\chi_{1}(x)}{\sqrt{2}}
$$

where the functions $\Psi_{L, R}(x)$ are completely localized in the left and the right well, respectively, in accordance with the definition of the stationary-state functions $\chi_{0,1}(x)$.

We can now write the wave function of the system as a linear superposition of the orthonormal vectors $\Psi_{L, R}(x)$ with coefficients that are time-dependent and have yet to be determined:

$$
\begin{align*}
\Psi(x, \tau)= & C_{L}(\tau) \exp \left\{i \int \varepsilon(\tau) d \tau\right\} \Psi_{L}(x)+C_{R}(\tau) \\
& \times \exp \left\{-i \int \varepsilon(\tau) d \tau\right\} \Psi_{R}(x) \tag{1}
\end{align*}
$$

Here we have introduced the dimensionless time variable $\tau=\Delta t$, while $\varepsilon(\tau)$ is the ratio of the perturbation matrix element to the transition energy $\hbar \Delta$ and is a periodic function with a dimensionless period $T=2 \pi \Delta / \omega$. We immediately note that $\varepsilon(\tau)$ consists of two parts: the constant part $\bar{\varepsilon}$, which is the value of $\varepsilon(\tau)$ averaged over the period, and the variable part $\widetilde{\varepsilon}(\tau)$, whose average is zero. For convenience the exponential phase factors in the expansion coefficient in (1) are written explicitly.

Although $\Psi_{L}(x)$ and $\Psi_{R}(x)$ are not eigenfunctions of the operator of a physical quantity, we can attach a definite physical meaning to the coefficients $C_{L, R}(\tau)$ (more precisely, to the squares of their absolute values). If we define the probability of finding the electron in the left or right well as the integral

$$
W_{L(R)}=\int_{-\infty(0)}^{0(\infty)} d x|\Psi(x, \tau)|^{2},
$$

we can easily show that, to within terms whose magnitude is determined by the overlap integral $\int \Psi_{L}(x) \Psi_{R}(x) d x$, the probability $W_{L, R}(\tau)$ coincides with the square of theabsolute values of $C_{L, R}(\tau)$. The value of the overlap integral is given by the difference $\chi_{0}^{2}(x)-\chi_{1}^{2}(x)$, which, as shown in Ref. 13, is small in the parameter $\left(\hbar \Delta / E_{2}\right)^{1 / 2}$, and according yo the initial assumptions this ratio is the smallest parameter in the problem. In our future calculations we will ignore quantities of this order.

Plugging (1) into the Schrödinger equation yields a pair of equations describing the evolution of the coefficients $C_{L, R}(\tau)$ :

$$
i \frac{d C_{L}}{d \tau}=-\frac{C_{R}}{2} \exp \left\{-2 i \int \varepsilon(\tau) d \tau\right\}
$$

$$
\begin{equation*}
i \frac{d C_{R}}{d \tau}=-\frac{C_{L}}{2} \exp \left\{2 i \int \varepsilon(\tau) d \tau\right\} \tag{2}
\end{equation*}
$$

Since $\widetilde{\varepsilon}(\tau)$ is a periodic function, we can expand the exponentials in (2) in a Fourier series:

$$
\begin{aligned}
\exp \left\{2 i \int \varepsilon(\tau) d \tau\right\}= & \exp \left\{2 i \int \bar{\varepsilon} d \tau\right\} \sum_{n=-\infty}^{\infty} \mu_{n} \\
& \times \exp \left\{i \psi_{n}\right\} \exp \{-i n \Omega \tau\}
\end{aligned}
$$

where $\Omega=2 \pi / T$, and $\mu_{n}$ and $\psi_{n}$ are the coefficient and phase of the Fourier expansion, which are related by the formula

$$
\mu_{n} \exp \left\{i \psi_{n}\right\}=\frac{1}{T} \int_{0}^{T} d \tau \exp \left\{i\left(n \Omega \tau+2 \int \widetilde{\varepsilon}(\tau) d \tau\right)\right\}
$$

The explicit expressions for the Fourier coefficients $\mu_{n}$ were obtained in Ref. 8 by the method of stationary phase. Here we will not discuss all the calculations done in Ref. 8-we will only mention the main results.

In accordance with their definition, the coefficients $\mu_{n}$ depend only on the amplitude of the variable part of the perturbation (we denote it by $\varepsilon_{0}$ ) and are independent of $\bar{\varepsilon}$. When the amplitude $\varepsilon_{0}$ is large, which is the case in our problem, the $\mu_{n}$ always decrease with increasing $\varepsilon_{0}$ either as a power function (as $\varepsilon_{0}^{-1 / 3}$ or $\varepsilon_{0}^{-1 / 2}$ ) or exponentially. In both cases the Fourier coefficients $\mu_{n}$ turn out to be small, and this fact substantially simplifies the solution of the problem.

Representing the exponentials in Eqs. (2) by Fourier series, we obtain on the right-hand sides of these equations a set of terms with phases of the form $\psi_{n}+\int(2 \bar{\varepsilon}-n \Omega) d \tau$. Obviously, when the difference $2 \bar{\varepsilon}-n \Omega$ is of order $\Omega$, all harmonics in Eqs. (2) are rapidly oscillating functions, and their average effect on the system is essentially nil. But if at $n=l$ the difference $|2 \bar{\varepsilon}-n \Omega|$ is much smaller than $\Omega$, the $l$ th term acquires a "slow" phase and the effect of this $l$ th harmonic may be resonant (see, e.g., Ref. 14., p. 180). The case of resonant excitation of a two-level system is the most interesting one, and we will discuss it later in this paper.

The condition for resonance,

$$
\begin{equation*}
2 \bar{\varepsilon}=l \Omega \tag{3}
\end{equation*}
$$

has a clear physical meaning. The constant component of the perturbation moves the energy levels of stationary states apart by a distance of approximately $2 \bar{\varepsilon}$, provided that $2 \bar{\varepsilon} \gg 1$. Hence to couple these levels in a resonant manner the system needs exactly the same energy as one photon (or several photons) of the external field has. The $l$ th harmonic of the Fourier expansion is in full agreement with this requirement, and it is this harmonic that couples these two levels.

Note, however, that we are speaking of the $l$ th harmonic of the exponential $\exp \left(2 i \int \widetilde{\varepsilon}(\tau) d \tau\right)$ rather than the $l$ th harmonic of the perturbation. When the amplitude of the function $\widetilde{\varepsilon}(\tau)$ is a quantity of order the distance $2 \bar{\varepsilon}$ between the levels or is even greater than this distance, the contribution to the resonant transition is provided not only by one-photon processes with the frequency $l \Omega$ but also by various multiphoton processes with a finite difference in the energies of
the emitted and absorbed photons equal to $l \Omega$. Thus, the Fourier coefficient $\mu_{l}$ appears to be the amplitude of all these resonant processes. In the case of small perturbations $\varepsilon_{0}$ it can easily be verified directly that the coefficient $\mu_{l}$ describes a one-photon process involving the $l$ th harmonic of the perturbation.

Obvious, the system of equations (2) can easily be solved when the average value of the perturbation is close to a resonant value and the condition (3) is met either exactly or at least approximately, i.e., $|2 \bar{\varepsilon}-l \Omega| \ll \Omega$. In this case we need only keep the 'slow"' resonant term on the right-hand sides of Eqs. (2) (the $l$ th harmonic of the Fourier series), the term that makes the main contribution to the evolution of the expansion coefficients $C_{L, R}(\tau)$.

Obviously, knowing the expansion coefficients $C_{L, R}(\tau)$ and hence the wave function only in the vicinity of the $l$ th resonance is not enough to be able to analyze their dependence on $\bar{\varepsilon}$ over the entire range of variation of the constant component of the perturbation. Such analysis requires knowing the laws that govern the transition from one resonance to another through the nonresonant region, and this knowledge cannot be supplied by the one-resonance approximation alone.

Of course, one could solve the system (2) near the $l$ th and $(l+1)$ st resonances and in the nonresonant region. But then the problem arises of combining all these expressions into one expression that would be valid over the entire range under investigation, which probably is impossible from the mathematical viewpoint.

For this reason we will develop an entirely new method of solution, which will be called the two-resonance approximation. The approach is based on the idea of keeping two neighboring harmonics in (2) rather than one harmonic, with frequencies that are closest to the frequency of the transition between the energy levels. For instance, if $l \Omega \leqq 2 \bar{\varepsilon} \leqq(l$ $+1) \Omega$, we must keep the $l$ th and $(l+1)$ st harmonics. Equations (2) then become

$$
\begin{align*}
i \frac{d C_{L}}{d \tau}= & -\frac{C_{R}}{2}\left(\mu_{l} \exp \left\{-i \psi_{l}-i \int(2 \bar{\varepsilon}-l \Omega) d \tau\right\}\right. \\
& \left.+\mu_{l+1} \exp \left\{-i \psi_{l+1}-i \int(2 \bar{\varepsilon}-(l+1) \Omega) d \tau\right\}\right) \\
i \frac{d C_{R}}{d \tau}= & -\frac{C_{L}}{2}\left(\mu_{l} \exp \left\{i \psi_{l}+i \int(2 \bar{\varepsilon}-l \Omega) d \tau\right\}\right. \\
& \left.+\mu_{l+1} \exp \left\{i \psi_{l+1}+i \int(2 \bar{\varepsilon}-(l+1) \Omega) d \tau\right\}\right) \tag{4}
\end{align*}
$$

Clearly, the solution of this system (if it can be obtained) will have all the necessary properties. At values of $2 \bar{\varepsilon}$ close to $l \Omega$ this solution coincides with that obtained in the oneresonance approximation discussed earlier. At values of $2 \bar{\varepsilon}$ close to $(l+1) \Omega$ the solution coincides with that obtained in the one-resonance approximation, but near the $(l+1)$ st resonance. It is also clear that a more general solution of this form yields universal quasienergy functions of the system over the entire region separating the resonances and a complete picture of the dependence of the quasienergies on $\bar{\varepsilon}$.

It is easy to verify that the error of the two-resonance approximation is of the same order of smallness as the error of the ordinary resonance approximation. As in the oneresonance approximation, in deriving (4) from (2) we discarded the nonresonant harmonics with small Fourier coefficients, $\mu_{n} \ll 1$, and this formally determines the order of the error.

Note that in a certain sense allowing for the $(l+1)$ st harmonic near the $l$ th resonance (or for the $l$ th harmonic near the ( $l+1$ ) st resonance) is superfluous, since these harmonics are nonresonant and can be discarded, as well as the other nonresonant harmonics. The only reason for keeping these harmonics in Eqs. (4) is to obtain equations that describe the dynamics of the system in the entire interval between the neighboring resonances. The fact that these harmonics become nonresonant in turn guarantees that in our calculations there will be no significant buildup of error and that the error will become no larger than the Fourier coefficients $\mu_{n}$.

## 3. QUASIENERGY FORMALISM IN THE TWO-RESONANCE APPROXIMATION

We begin by solving Eqs. (4) under the assumption that the average value of the perturbation remains unchanged and hence the system Hamiltonian is strictly periodic in time with a period equal to that of the external field $T=2 \pi / \Omega$. It is well known ${ }^{15}$ that in this case it is convenient to use the formalism of quasienergies and quasienergy functions with the property $U_{\nu}(x, \tau+T)=U_{\nu}(x, \tau) \exp \{-i \nu T\}$, where $\nu$, which is defined to within the frequency $\Omega$ of the external field, is called the quasienergy. The quasienergy functions corresponding to different quasienergies form an orthonormal basis, and the particle wave function can be expanded in this basis. Since in a two-level system the number of quasienergies is equal to two (we will denote them by $\nu_{ \pm}$), the basis of the quasienergy functions is also twodimensional. As a result we arrive at an expansion

$$
\begin{equation*}
\Psi(x, \tau)=A_{+} U_{+}(x, \tau)+A_{-} U_{-}(x, \tau), \tag{5}
\end{equation*}
$$

where $A_{ \pm}$are the expansion coefficients.
Since the wave function $\Psi(x, \tau)$ and the quasienergy functions $U_{ \pm}(x, \tau)$ are assumed normalized, the squares of the absolute values of the expansion coefficients $A_{ \pm}$must sum to unity. Moreover, the coefficients in the expansion in the basis of the quasienergy functions are time-independent, ${ }^{15}$ in contrast to the expansion in any other base functions as, say, in (1). In accordance with the ordinary rules of quantum mechanics, we can attach a definite physical meaning to the squares of the absolute values of the coefficients $A_{ \pm}$: they define the probability of finding the system in a given quasienergy state with the corresponding quasienergy.

We will now consider to the problem of calculating the quasienergy functions and the quasienergies. The quasienergy function $U_{\nu}(x, \tau)$ must be a Bloch-type solution of the Schrödinger equation. In accordance with these requirements and with allowance for the structure of the expansion (1), we seek the coefficients $C_{L, R}(\tau)$ in the form

$$
\begin{align*}
& C_{L}(\tau)=f(\tau) \exp \left\{-i\left(\nu+\frac{\delta}{2}\right) \tau\right\}, \\
& C_{R}(\tau)=g(\tau) \exp \left\{-i\left(\nu-\frac{\delta}{2}\right) \tau\right\}, \tag{6}
\end{align*}
$$

where $\delta=2 \bar{\varepsilon}-l \Omega$. For the sake of definiteness we will assume that the order $l$ of the resonance is even. In this case the functions $f(\tau)$ and $g(\tau)$ (which have yet to be found) must (according to the Floquet theorem) be periodic with a period equal to that of the external field, $T$, and can be expanded in Fourier series:

$$
\begin{aligned}
& f(\tau)=\sum_{n=-\infty}^{\infty} f_{n} \exp \{-i n \Omega \tau\}, \\
& g(\tau)=\sum_{n=-\infty}^{\infty} g_{n} \exp \{-i n \Omega \tau\}
\end{aligned}
$$

Substituting $f(\tau)$ and $g(\tau)$ into (4), we arrive at an infinitedimensional system of algebraic equations for finding the Fourier coefficients $f_{n}$ and $g_{n}$ :

$$
\begin{align*}
&(\nu+\left.\frac{\delta}{2}+n \Omega\right) f_{n}+\frac{\mu_{l} \exp \left\{-i \psi_{l}\right\}}{2} g_{n} \\
&+\frac{\mu_{l+1} \exp \left\{-i \psi_{l+1}\right\}}{2} g_{n+1}=0 \\
&\left(\nu-\frac{\delta}{2}+n \Omega\right) g_{n}+\frac{\mu_{l} \exp \left\{i \psi_{l}\right\}}{2} f_{n} \\
&+\frac{\mu_{l+1} \exp \left\{i \psi_{l+1}\right\}}{2} f_{n-1}=0 \tag{7}
\end{align*}
$$

Generally speaking, solving the system of equations (7) is extremely difficult, since many harmonics contribute to the functions $f(\tau)$ and $g(\tau)$. But if we require that the parameters $\mu_{l}$ and $\mu_{l+1}$ be small, which is the case in a strong variable field, the sequences of the $f_{n}$ and $g_{n}$ decrease rapidly with respect to one of the coefficients, which is the largest, both in the direction of increasing numbers $n$ and in the direction of decreasing numbers $n$. Here keeping only one expansion coefficient (at most two) and discarding all the others turns out to be sufficient.

By solving the system of equations (7) (see the Appendix) we find two quasienergy values $\nu_{ \pm}= \pm \nu$ belonging to the first Brillouin zone, where

$$
\begin{equation*}
\nu=\frac{\delta^{2}-\sqrt{\delta^{2}(\Omega-\delta)^{2}+(2 \delta-\Omega)\left(\mu_{l}^{2}(\delta-\Omega)+\mu_{l+1}^{2} \delta\right)}}{2(2 \delta-\Omega)} \tag{8}
\end{equation*}
$$

One can easily establish that for $|\delta| \ll \Omega$ and $|\delta-\Omega| \ll \Omega$ the quasienergies (8) become the ordinary quasienergies of the one-resonance approximation (the analog of the Rabi frequency):


FIG. 1. Dependence of quasienergies on the average field within the first Brillouin zone for the states " + '" and " - " at $\mu_{l} / \Omega=0.05$ and $\mu_{l+1} / \Omega$ $=0.1$.

$$
\nu_{ \pm}=\left\{\begin{array}{cc} 
\pm \frac{\sqrt{\delta^{2}+\mu_{l}^{2}}}{2}, & |\delta| \ll \Omega,  \tag{9}\\
\pm \frac{\Omega-\sqrt{(\delta-\Omega)^{2}+\mu_{l+1}^{2}}}{2}, & |\delta-\Omega| \ll \Omega
\end{array} .\right.
$$

The complete pattern of the dependence of the quasienergies $\nu_{ \pm}$on $2 \bar{\varepsilon} / \Omega$ corresponding to the general expression (8) is depicted in Fig. 1.

We see that the quasienergy branches are closest at the $l$ th resonance [condition (3)] and are farthest within the first Brillouin zone at values of $\bar{\varepsilon}$ corresponding to the next ( $l$ $+1)$ st resonance. However, such 'repulsion' of quasienergy levels within one zone automatically results in their "attraction'" to the quasienergy levels belonging to the neighboring zones, which are obtained by translation of the first Brillouin zone up or down the quasienergy axis by $\Omega$. Obviously, the minimum distance between the quasienergy branches is achieved at points of resonance and is equal to $\mu_{l}$ or $\mu_{l+1}$.

Note that the fragment of the $\nu_{ \pm}$vs. $2 \bar{\varepsilon}$ dependence depicted in Fig. 1 can easily be continued outside the interval of values of $\bar{\varepsilon}$ for which the calculations were carried out, since the dependence is almost-periodic in $2 \bar{\varepsilon}$ with a period equal to $2 \Omega$. For instance, to continue the function $\nu_{ \pm}(2 \bar{\varepsilon})$ to the second half of the "period," into the region ( $l$ $-1) \Omega \leqslant 2 \bar{\varepsilon} \leqslant l \Omega$, it is enough to replace $\mu_{l+1}$ by $\mu_{l-1}$ and $\delta$ by $-\delta$ in (8). After this we can extend the entire "period" obtained in this way to any interval on the $2 \bar{\varepsilon}$ axis.

Small deviations from periodic behavior will be observed in a small neighborhood of the resonance points $2 \bar{\varepsilon}$ $=n \Omega$, where the quasienergy branches are closest to each other or to the zone boundaries. In these neighborhoods the dependence is determined primarily by the coefficients $\mu_{n}$ and, since generally the $\mu_{n}$ are different, there can be no strict periodicity.

Now we will derive the expressions for the quasienergy functions $U_{ \pm}(x, \tau)$. For this we must first determine the coefficients $f_{0}, f_{-1}, g_{0}$, and $g_{1}$ from the system of equations (A1) and the normalization condition, which we can write as $\left|f_{0}\right|^{2}+\left|f_{-1}\right|^{2}+\left|g_{0}\right|^{2}+\left|g_{1}\right|^{2}=1$. With allowance for the smallness of the coefficients $g_{1}$ and $f_{-1}$ for the branches " + '" and " - ', respectively, we have (at $\nu_{+}=\nu$ )

$$
\begin{align*}
& g_{0}^{(+)}=\left(1+\frac{\mu_{l}^{2}}{(2 \nu+\delta)^{2}}+\frac{\mu_{l+1}^{2}}{(2 \nu+\delta-2 \Omega)^{2}}\right)^{-1 / 2} \equiv G \\
& f_{0}^{(+)}=-G \frac{\mu_{l} \exp \left\{-i \psi_{l}\right\}}{2 \nu+\delta} \\
& f_{-1}^{(+)}=-G \frac{\mu_{l+1} \exp \left\{-i \psi_{l}+1\right\}}{2 \nu+\delta-2 \Omega} \tag{10}
\end{align*}
$$

According to (10), in the interval of values of $\bar{\varepsilon}$ considered here, the coefficient $g_{0}$ always plays an important role: it is close to unity almost everywhere in the interval and only at the interval endpoints rapidly decreases to almost zero. The coefficient $f_{0}$ is important only near the $l$ th resonance and the coefficient $f_{-}$, near the $(l+1)$ st resonance.

Reasoning in a similar manner, we arrive at the following expressions in which $\nu_{-}=-\nu$ :

$$
\begin{equation*}
f_{0}^{(-)}=G, \quad g_{0}^{(-)}=-f_{0}^{(+) *}, \quad g_{1}^{(-)}=-f_{-1}^{(+) *} . \tag{11}
\end{equation*}
$$

Here the asterisk indicates a complex-conjugate quantity. Now the coefficient $f_{0}$ is important in the interval of values of $\bar{\varepsilon}$, while the coefficients $g_{0}$ and $g_{1}$ are important only at the endpoints of the interval.

We substitute the expressions (10) and (11) for the coefficient into (6) and the result in (1). The quasienergy wave functions $U_{ \pm}(x, \tau)$ are specified as follows:

$$
\begin{align*}
U_{+}(x, \tau)= & \exp \{-i \nu \tau\}\left[\left(f_{0}^{(+)}\right.\right. \\
& \left.+f_{-1}^{(+)} \exp \{i \Omega \tau\}\right) \exp \left\{i \phi_{l}(\tau)\right\} \Psi_{L}(x) \\
& \left.+g_{0}^{(+)} \exp \left\{-i \phi_{l}(\tau)\right\} \Psi_{R}(x)\right] . \\
U_{-}(x, \tau)= & \exp \{i \nu \tau\}\left[\left(g_{0}^{(-)}+g_{1}^{(-)} \exp \{-i \Omega \tau\}\right)\right. \\
& \times \exp \left\{-i \phi_{l}(\tau)\right\} \Psi_{R}(x) \\
& \left.+f_{0}^{(-)} \exp \left\{i \phi_{l}(\tau)\right\} \Psi_{L}(x)\right] . \tag{12}
\end{align*}
$$

where $\phi_{l}(\tau)=\int(\widetilde{\varepsilon}(\tau)+l \Omega / 2) d \tau$.
Knowing the quasienergy functions (12) will enable us to determine the dipole moment of an electron in the quasienergy states and follow the dependence of the degree of polarization of the system on the magnitude of the constant external field.

## 4. ELECTRON POLARIZATION IN QUASIENERGY STATES

We will now calculate the dipole moment in quasienergy states. Using the definition of the dipole moment,

$$
d^{( \pm)}=-e\left\langle U_{ \pm}(x, \tau)\right| \hat{x}\left|U_{ \pm}(x, \tau)\right\rangle .
$$

the above expressions for the quasienergy functions, and the normalization condition, we arrive at expressions for the dipole moment in the states " + " and " - ," respectively:

$$
\begin{equation*}
d^{( \pm)}= \pm D= \pm e x_{01}\left(1-2 G^{2}\right) \tag{13}
\end{equation*}
$$

According to (13), the dependence of the dipole moment $D$ on the double value of the constant component of the external field, $2 \bar{\varepsilon}$, is nonmonotonic and, more than that, almostperiodic (as noted earlier, strict periodicity occurs only if all the coefficients $\mu_{n}$ are the same), with the "period" determined by the frequency $\Omega$ of the variable component of the
external field. Here in one 'half-period'" the dipole moment is directed along the constant field and in the other it opposes the field, in both cases reaching maximum values. Thus, in one "half-period" these appears an antipolarization effect develops due to the additional action of the strong variable field on the electron.

Let us discuss the $D$ vs. $2 \bar{\varepsilon}$ dependence in detail by using the quasienergy functions (12). To this end we follow the behavior of the degree of localization of one quasienergy function, e.g., $U_{+}(x, \tau)$, as a function of $\bar{\varepsilon}$. Near the $l$ th resonance the coefficients $f_{0}$ and $g_{0}$ provide a sizable contribution to $U_{+}(x, \tau)$. Here, as we move away from the resonance into the region of smaller values of $2 \bar{\varepsilon}$, the coefficient $g_{0}$ very rapidly decreases to zero on a scale $\delta \sim \mu_{l}$. while the coefficient $f_{0}$ almost equally rapidly becomes almost equal to unity. Thus, for negative values of $\delta$ such that $|\delta| \geqslant \mu_{l}$, the function $U_{+}(x, \tau)$ is almost completely localized in the left well.

As we approach the exact equality $\delta=0$, the degree of localization of the quasienergy function in the left well decreases and a fraction of the wave function goes over to the right well. When the condition for resonance is met exactly, the quasienergy function $U_{+}(x, \tau)$ fills both wells to the same extent. A further increase in $2 \bar{\varepsilon}$ causes a further filling of the right well and depletion of the left well. In the limit $\delta \gg \mu_{l}$, the entire wave function is almost completely localized in the right well.

In the entire range of values of $2 \bar{\varepsilon}$ between neighboring resonances the function $U_{+}(x, \tau)$ undergoes no substantial change as long as $2 \bar{\varepsilon}$ is not too close to the next resonance value $(l+1) \Omega$. But if it is close to the resonance value ( $l$ $+1) \Omega$, the coefficients $g_{0}$ and $f_{-1}$ become important, with the first decreasing and the second increasing as we move closer to resonance. Thus, the weight of the functions $\Psi_{R}(x)$ and $\Psi_{L}(x)$ in the expression for $U_{+}(x, \tau)$ decreases and increases, respectively. At resonance the two wells are filled equally, while as $2 \bar{\varepsilon}$ increases, the quasienergy function becomes completely localized in the left well.

If we use (12) and (11), we can easily see that the function $U_{-}(x, \tau)$ behaves in a manner opposite to that of $U_{+}(x, \tau)$ : when one is localized in the left well, the other is localized in the right well, and vice versa. For this reason the dipole moments of the states " + " and " - " differ only in sign.

Obviously, each time a resonance is passed, the functions $U_{ \pm}(x, \tau)$ change their localization and completely change the polarization of the given quasienergy state.

Thus, we draw the conclusion that for almost all values of $\bar{\varepsilon}$ the quasienergy functions coincide, to within unimportant phase factors, with the functions $\Psi_{L, R}(x)$ localized in the left and right wells, respectively. The exceptions are narrow resonant regions $|2 \bar{\varepsilon}-n \Omega| \sim \mu_{n} \ll \Omega$ where this assertion is violated and the quasienergy functions become delocalized.

On the other hand, as mentioned earlier, the coefficients in the expansion of the wave function in the basis of the quasienergy functions [Eq. (5)] always remain constant. Thus, if initially we prepare a wave function coinciding with one of the quasienergy functions (by setting one of the coef-
ficients in (5) equal to zero and the other equal to unity), we find that such an expansion is retained at all subsequent moments in time and the wave function of the system always corresponds to the chosen quasienergy state. If, in addition, the value of the external field is such that the system is far from a resonance, the particle wave function becomes localized in one well and remains there for an infinitely long time.

But if the value of $2 \bar{\varepsilon}$ lands in a narrow resonant region near an arbitrary $n$th resonance, the spatial distribution of the charge in pure quasienergy states changes significantly. As noted earlier, a characteristic feature of the resonant values of $2 \bar{\varepsilon}$ is that at these points the two quasienergy branches are as close as possible, as shown in Fig. 1. In the zeroth approximation, if we set the coefficient $\mu_{n}$ in the vicinity of the $n$th resonance to zero, the quasienergy branches cross at points $2 \bar{\varepsilon}=n \Omega$, which corresponds to degeneracy of the quasienergies; in this case we speak of a quasienergy resonance. If the finiteness of the $\mu_{n}$ is taken into account, the degeneracy is lifted: the quasienergy levels split, so to speak, which is directly seen from (12), e.g., in the case where $\delta=0$. Obviously, the dipole moment of the system at points of resonance vanishes, a fact that also follows from (13).

Speaking of the antipolarization effect, when the structure is polarized in the direction opposite to the external electric field, we note the analogy between this phenomenon and the effect predicted theoretically by Dakhnovskii and Metiu ${ }^{16}$ and Aguado and Platero ${ }^{17}$ and detected experimentally by Aguado and Platero ${ }^{17}$ and Keay et al., ${ }^{18}$ who called it absolute negative resistance: a current flowing through a double-well (three-barrier) ${ }^{16,17}$ or multiwell ${ }^{18}$ heterostructure was found to be negative when the structure was irradiated by variable laser light, while the constant voltage applied to the structure was kept positive. Obviously, the two effects are similar and are of purely quantum origin, related to electron dynamics in potential wells placed in periodic fields.

Finally, we will briefly discuss the case where all expansion coefficients in (5) are finite and the wave function of the system is a superposition of two quasienergy states. Here the dipole moment is a function of time and can be written

$$
\begin{align*}
d= & \bar{d}-4 e x_{01} a_{+} a_{-} G^{2}\left\{\frac{\mu_{l}}{2 \nu+\delta} \cos \left(\bar{\psi}_{l}+2 \nu \tau\right)\right. \\
& \left.+\frac{\mu_{l+1}}{2 \nu+\delta-2 \Omega} \cos \left(\bar{\psi}_{l+1}+(2 \nu-\Omega) \tau\right)\right\} . \tag{14}
\end{align*}
$$

where $\bar{\psi}_{n}=\psi_{n}-\alpha$, the parameters $a_{+}, a_{-}$, and $\alpha$ are, respectively, the absolute values and phase difference of the coefficients $A_{+}$and $A_{-}$, and $\bar{d}$ is the time average of the dipole moment,

$$
\begin{equation*}
\bar{d}=\left(a_{+}^{2}-a_{-}^{2}\right) D \tag{15}
\end{equation*}
$$

defined by the population difference of the quasienergy levels.

An analysis of (14) shows that the time dependence of the dipole moment does not always manifest itself, doing so only near resonance. For instance, near the $l$ th resonance the dipole moment is a slowly oscillation function of time with a small frequency $2 \nu=\sqrt{\delta^{2}+\mu_{l}^{2}}$, since the coefficient
$G^{2} \mu_{l} /(2 \nu+\delta)$, which determines the amplitude of the first harmonic in (14), is of order unity, while the amplitude of the other harmonic with the frequency $\Omega-2 \nu$ is insignificant due to the smallness of the ratio $G^{2} \mu_{l+1} /(2 \nu+\delta-\Omega)$ $\sim \mu_{l} / \Omega \ll 1$.

Similarly, near the $(l+1)$ st resonance the first harmonic, which becomes a rapidly oscillating function $(2 \nu \approx \Omega)$. has a small amplitude of order $\mu_{l} / \Omega \ll 1$, while the second harmonic becomes a slowly oscillating function with a frequency $\sqrt{\mu_{l+1}^{2}+(\delta-\Omega)^{2}} \ll \Omega$ and an amplitude of order unity.

In the nonresonant region both harmonics are small and the dipole moment is determined entirely by its average value. Here the double quantum is always found to be polarized if the energy levels are not equally populated, and maximum polarization is achieved when only one level is populated. But if the quasienergy levels are equally populated, the dipole moment vanishes.

## 5. ADIABATIC VARIATION OF THE AVERAGE FIELD

In Secs. 3 and 4 it was assumed that the average value of the external field is constant and hence the external field is strictly periodic. This enabled us to develop a quasienergy formalism for describing the time evolution of the wave function and to analyze the dependence of the dipole moment of the system on the constant component of the external field.

In particular, we found that there can be a state with a maximum static dipole moment corresponding to the localization of the electron wave function in one well. One must bear in mind, however, that such a state can form not only due to an external field of a certain type acting on the system but also due to a specific choice of the initial condition. By specifying the wave function at the initial moment as one of the quasienergy functions we can 'lock'" the electron in one well by a strong variable field. Any deviations from the given initial condition cause breakdown of the localization regime and to a flow of charge from one well to the other in accordance with (14).

But can we control the localization of the wave function by changing the well populations to the opposite values solely by adjusting the parameters of the external field? For an example we will take the regime of slow monotonic variation of the average field and follow the time evolution of the electron density in the wells and the dipole moment of the system.

To be definite, we will assume that the average value of the perturbation increases adiabatically and select the origin in time when the value of $2 \bar{\varepsilon}$ is $l \Omega$. Making the coefficient $\mu_{l}$ so small that $\delta$ is much larger than $\mu_{l}$ but still is small compared to $\Omega$, we obtain a solution of Eqs. (2) in the resonance approximation near the $l$ th resonance [see condition (3)]. Discarding in Eqs. (4) all terms corresponding to the $(l+1)$ st resonance and expanding the slowly varying function $\bar{\varepsilon}(\tau)$ up to terms linear in $\tau$, we arrive at a system of equations for the coefficients $C_{L, R}(\tau)$ :

$$
i \frac{d C_{L}}{d \tau}=-\frac{C_{R}}{2} \mu_{l} \exp \left\{-i\left(\psi_{l}-\gamma \tau^{2}\right)\right\}
$$

$$
\begin{equation*}
i \frac{d C_{R}}{d \tau}=-\frac{C_{L}}{2} \mu_{l} \exp \left\{i\left(\psi_{l}+\gamma \tau^{2}\right)\right\} \tag{16}
\end{equation*}
$$

where by $\gamma$ we have denoted the derivative of $\bar{\varepsilon}(\tau)$ with respect to time $\tau$.

We assume that $\gamma$ is the small parameter of the problem. In particular, it must be much smaller that the characteristic frequency scale of $\mu_{l}$, which is equal to the smallest distance between the quasienergy branches at $2 \bar{\varepsilon}=l \Omega$.

Since now the Hamiltonian operator is not a strictly periodic function of time, it is impossible to introduce the concepts of quasienergy and quasienergy wave function, and so other methods and tools should be used to solve the system of equations (16). We reduce the system (16) of two firstorder differential equations to a single second-order equation for, say, the coefficient $C_{L}$ :

$$
\begin{equation*}
\ddot{C}_{L}+2 i \gamma \tau \dot{C}_{L}+\frac{\mu_{l}^{2}}{4} C_{L}=0 \tag{17}
\end{equation*}
$$

where a dot stands for a time derivative. Allowing for the fact that the coefficient of the first-order derivative is a slowly varying function of time, we use the WKB method to solve this equation.

We represent $C_{L}(\tau)$ in the form

$$
C_{L}(\tau)=\rho(\tau) \exp \left\{i \int \sigma(\tau) d \tau\right\}
$$

and arrive at a system of equations for $\rho$ and $\sigma$ :

$$
\begin{align*}
& 2 \sigma \dot{\rho}+\rho \dot{\sigma}+2 \gamma \tau \dot{\rho}=0, \\
& \ddot{\rho}-\rho \sigma^{2}+\frac{\mu_{l}^{2}}{4} \rho-2 \gamma \tau \rho \sigma=0 . \tag{18}
\end{align*}
$$

In the limit $\gamma=0$, the solution of these equations are constants $\rho(\tau)$ and $\sigma(\tau)=$ const. Allowing for the smallness of $\gamma$, we will assume that the functions $\rho(\tau)$ and $\sigma(\tau)$ are slowly varying functions, their first derivatives are first-order quantities, and the second derivative $\ddot{\rho}$ is a second-order quantity.

Ignoring $\ddot{\rho}$ in the second equation in (18), we find two solutions:

$$
\begin{equation*}
\sigma^{( \pm)}(\tau)=-\gamma \tau \pm \sqrt{\gamma^{2} \tau^{2}+\frac{\mu_{l}^{2}}{4}} \tag{19}
\end{equation*}
$$

Substituting these solutions in the first equation in (18) yields

$$
\begin{equation*}
\rho^{( \pm)}(\tau)=\sqrt{\frac{\sqrt{\mu_{l}^{2}+4 \gamma^{2} \tau^{2}} \pm 2 \gamma \tau}{2 \sqrt{\mu_{l}^{2}+4 \gamma^{2} \tau^{2}}}} \tag{20}
\end{equation*}
$$

Estimates show that it is unnecessary to refine the solutions of Eqs. (18) any further, since the corrections obtained in such a process are determined by integral positive powers of the parameter $\gamma$ and hence can be discarded.

The general solution of Eq. (17) and hence the initial system (16), which is a linear combination of the particular solutions (19) and (20), is

$$
\begin{align*}
C_{L}(\tau)= & \left(C_{1} \rho^{(-)} \exp \{-i \varphi\}+C_{2} \rho^{(+)} \exp \{i \varphi\}\right) \\
& \times \exp \left\{-i\left(\frac{\psi_{l}}{2}+\frac{\gamma \tau^{2}}{2}\right)\right\}, \\
C_{R}(\tau)= & \left(C_{2} \rho^{(-)} \exp \{i \varphi\}-C_{1} \rho^{(+)}\right. \\
& \times \exp \{-i \varphi\}) \exp \left\{i\left(\frac{\psi_{l}}{2}+\frac{\gamma \tau^{2}}{2}\right)\right\} . \tag{21}
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants determined by initial conditions, and the phase $\varphi$ is a function of time:

$$
\varphi(\tau)=\frac{\tau}{2} \sqrt{\gamma^{2} \tau^{2}+\frac{\mu_{l}^{2}}{4}}+\frac{\mu_{l}^{2}}{8 \gamma} \ln \frac{\sqrt{\mu_{l}^{2}+4 \gamma^{2} \tau^{2}}+2 \gamma \tau}{\mu_{l}}
$$

The expressions (21) for the coefficients $C_{L, R}(\tau)$ fully define the wave function (1) of the system and make it possible to study the dependence of well populations on time for arbitrary initial conditions. For the 'initial''time it is natural to select the time $\tau \rightarrow-\infty$, where the functions $\rho^{( \pm)}(\tau)$ attain their stationary values.

Strictly speaking, we must take such values $\tau<0$ at which $|\tau|$ is large compared to $\mu_{l} / 2 \gamma$ but at the same time the system is far from the $(l-1)$ st resonance, i.e., $\mu_{l}$ $\ll 2 \gamma|\tau| \ll \Omega$. Similarly, by infinitely large positive values of $\tau$ we mean such values at which the system has left the $l$ th resonance but is still far for the $(l+1)$ st resonance, which is ensured by the same inequality. To simplify notation, we will write $\tau \rightarrow \pm \infty$, having in mind the large positive and negative values $\tau$ in the above sense.

Suppose that at $\tau \rightarrow-\infty$ one well, say the left, is completely populated, i.e., $\left|C_{L}(-\infty)\right|=1$, which means that $C_{R}(-\infty)=0$. Then we have $C_{2}=0$ and the coefficient $C_{1}$ is equal to unity (to within an insignificant phase factor). As noted earlier, the probability of the left or right well being filled is simply the square of the absolute value of the coefficient $C_{L}(\tau)$ or $C_{R}(\tau)$. Hence in this case for $W_{L}(\tau)$ we have

$$
\begin{equation*}
W_{L}(\tau)=\frac{\sqrt{\mu_{l}^{2}+4 \gamma^{2} \tau^{2}}-2 \gamma \tau}{2 \sqrt{\mu_{l}^{2}+4 \gamma^{2} \tau^{2}}} . \tag{22}
\end{equation*}
$$

We see that as we move toward the condition (3) for resonance, at which $\tau=0$, holds, the probability of the left well being populated monotonically decreases, remaining always larger than the probability of population of the other well. At $\tau=0$ both wells are equally populated, and as $\bar{\varepsilon}$ increases further the occupation of the right well exceeds that of the left and finally amounts to $100 \%$. As $\tau \rightarrow+\infty$, the probability $W_{L}$ vanishes, and this stable distribution of electron density continues indefinitely (in real conditions it is retained as long as $2 \bar{\varepsilon}$ does not approach the next resonant value $(l+1) \Omega$, after which the entire charge gradually flows into the left well).

Such behavior of the electron density can be understood if we use (21) and (1) to set up the wave function $\Psi_{1}(x, \tau)$ for this case. Here it occurs that there is no need to write the expression for the wave function explicitly, since the expression coincides with earlier obtained formula for $U_{+}(x, \tau)$ in (12) if we replace the constant parameter $\delta$ with the time-
dependent function $\delta(\tau)=2 \gamma \tau$, the product $\nu \tau$ with $\varphi(\tau)$, and drop the coefficient $f_{-1}^{(+)}$, which is negligible near the $l$ th resonance.

Similarly, when the wave packet is entirely in the right well $(\tau \rightarrow-\infty)$, the wave function $\Psi_{2}(x, \tau)$ coincides, to within notation, with the quasienergy function $U_{-}(x, \tau)$. The time dependence of the wave function $\Psi_{2}(x, \tau)$ qualitatively follows the dependence of $U_{-}(x, \tau)$ on the average value of the external field and hence the shift of the point of resonance when $\bar{\varepsilon}$ varies slowly results in the flow of charge from the right well to the left.

A further increase in $\bar{\varepsilon}$ may bring the system into the region of the $(l+1)$ st resonance, where the dynamics of the two-level system is also described by equations of the form (16) but with a different value of $\gamma$ calculated at the time when $2 \bar{\varepsilon}=(l+1) \Omega$. Obviously, the solution of these equations is exactly the same as in the vicinity of the $l$ th resonance, and the passage of the point of the $(l+1)$ st resonance also gives relocates the wave packet from one well to the other. Hence, if for $2 \bar{\varepsilon}<l \Omega$ the wave packet was in the left well, an increase in $\bar{\varepsilon}$ first shifts it to the right well (after $2 \bar{\varepsilon}$ becomes greater than $l \Omega$ ) and then back to the left well, after the system passes the next $(l+1)$ st resonance.

Generally speaking, to be sure that the above statement is true we should see whether the wave packet remains in the right well all the time that the value of $\bar{\varepsilon}$ belongs to the nonresonant region. For this we must solve the equations of the two-resonance approximation [Eqs. (4)] with a timedependent $\bar{\varepsilon}$, which has not been done due to the complexity of such calculations. It is clear, however, that in the nonresonant region all the harmonics in (2), including those left in (4), are found to be 'rapid' for slow variations of $\bar{\varepsilon}$, and their averaged effect is essentially nil. This means that the coefficients $C_{L, R}(\tau)$ and hence the probabilities $W_{L, R}(\tau)$ will actually retain their values over the entire range of variation of $\bar{\varepsilon}$ between two neighboring resonances.

Thus, a slow variation of the average field in addition to a periodic field of a large amplitude lead to relocation of the electron wave packet from one well to the other as a result of passage of a point of resonance, just as in weak fields there is a transition from one energy level to another under a slow variation of the frequency of the external field. ${ }^{19}$

Finally, if the initial state corresponds to an arbitrary distribution of the electron density in the wells, the wave function is a linear combination of the functions $\Psi_{1}(x, \tau)$ and $\Psi_{2}(x, \tau)$ with the coefficients $C_{1}$ and $C_{2}$ in (21): $\Psi(x, \tau)=C_{1} \Psi_{1}(x, \tau)+C_{2} \Psi_{2}(x, \tau)$. In accordance with the normalization condition, the sum of the squares of the absolute values of the coefficients $C_{1}$ and $C_{2}$ is always equal to unity. The functions $\Psi_{1,2}(x, \tau)$ can be called adiabatic quasienergy functions and the quantity $\nu(\tau)$ $=\sqrt{\gamma^{2} \tau^{2}+\mu_{l}^{2} / 4}$, the adiabatic quasienergy near the $l$ th resonance.

It is well known that an adiabatic perturbation does not cause transitions between stationary states of a quantum system. L. D. Landau (see Ref. 14, p. 237) obtained an estimate for the probability of a transition from one stationary state to another initiated by a slowly varying perturbation, and the probability proved to be exponentially small. In our case, due
to the strong periodic field, there are no stationary states in the system. Here the quantum states are quasienergy states, and the quantum number characterizing the given state is the quasienergy.

The expressions for the wave functions derived in this paper, which are almost the same as the expressions for the quasienergy functions, indicate that the fact that an adiabatic perturbation does not change the quantum state of a system is true not only for stationary states but can also be generalized to quasienergy states, which effectively replace the states with a definite energy in the presence of a periodic external field.

Obviously, the dipole moment of the system is also described by the expressions (13)-(15), where $\bar{\varepsilon}$ should be replaced by a slowly varying function of time. Correspondingly, in view of the assumed monotonic dependence of $\bar{\varepsilon}$ on $\tau$ (for the sake of simplicity and definiteness, we assume that this dependence is strictly linear), the time dependence of the dipole moment in a given adiabatic quasienergy state will follow the dependence on the value of the average field; however, with allowance for the small proportionality coefficient $\gamma$, this dependence will be strongly "elongated", along the time axis.

As noted earlier, the function $D(2 \bar{\varepsilon})$ is almost periodic. Actually, the aperiodicity of this function manifests itself only near the resonant values of $\bar{\varepsilon}$ and is revealed by the fact that the function $D(2 \bar{\varepsilon})$ in the vicinity of each point $2 \bar{\varepsilon}$ $=n \Omega$ has a its own characteristic step width $\mu_{n}$. All the $\mu_{n}$ are small quantities, with the result that all steps in the $D(2 \bar{\varepsilon})$ dependence are very steep. For this reason we can assume that deviations from periodicity also occur within narrow intervals on the $2 \bar{\varepsilon}$ axis near resonance.

Let us write the function $D(2 \bar{\varepsilon})$ as a sum of two terms, $D$ vs. $2 \bar{\varepsilon}=D_{0}(2 \bar{\varepsilon})+\widetilde{D}(2 \bar{\varepsilon})$. One of the terms, $D_{0}(2 \bar{\varepsilon})$, is a strictly periodic function with the period $2 \Omega$. It can be defined by the standard expression for the dipole moment [Eq. (13)], replacing the different coefficients $\mu_{n}$ in this expression by an average value $\mu$, the same for all resonances. The second term, $\widetilde{D}(2 \bar{\varepsilon})$, represents the deviation of $D(2 \bar{\varepsilon})$ from a strictly periodic function, and since this deviation is important only in a near region near a point of resonance, the function $\widetilde{D}(2 \bar{\varepsilon})$ has the shape of a sequence of equidistant bursts, each of which has its own amplitude and characteristic width defined by the small Fourier coefficient $\mu_{n}$.

If we now allow for the time dependence of the average field, the dipole moment becomes a function of time. Here, in view of the linear dependence of $\bar{\varepsilon}$ on $\tau$, the function $D_{0}(\tau)$ is still periodic, but its period is much large than before, $\Omega / \gamma \gg 1$, which corresponds to a frequency

$$
\begin{equation*}
\lambda=\frac{2 \pi \gamma}{\Omega} \tag{23}
\end{equation*}
$$

In view of its irregularity, the aperiodic part of the dipole moment yields a continuous spectrum, which contains all possible frequencies. The bursts of the function $\widetilde{D}(\tau)$ will now have a characteristic width along the time axis equal to $\mu_{l} / \gamma$ and hence will be smooth (recall that $\gamma$ is the smallest parameter in the problem), but their width is still much
smaller than the distance $\Omega / 2 \gamma$ between the bursts. For this reason the amplitudes of the harmonics belonging to the continuous spectrum can be assumed negligible compared to the harmonics of the periodic component.

Thus, the slow linear buildup of the average value of the external field and the permanent periodic field results in a smooth and almost-periodic flow of the electron density from one well to the other. Obviously, such a double-well structure with a periodic flow of charge is a classical dipole capable of emitting electromagnetic energy at its natural frequency. In our case emission of radiation is possible at frequencies that are integral multiples of the frequency (23) of charge oscillations in the wells, since the law of variation of the dipole moment $D_{0}(\tau)$ as a function of time is periodic but not harmonic.

Two remarks are in order. First, Eq. (23) implies that the fundamental frequency $\lambda$ is much smaller than the externalfield frequency or the transition frequency between the levels of the unperturbed system, which in our notation is equal to unity. As shown in Sec. 4 [formula (14)], small oscillations of the dipole can be generated even for a permanent average value of the external field, but the lowest possible frequency is $\mu_{n}$. In our case, however, when the average value of the perturbation is a linear of time, the frequency is determined by the rate $\gamma$ of variation of the average field, which by assumption is much smaller than $\mu_{n}$.

Second, what is important is that the value of the frequency of the emitted radiation can easily be controlled, i.e., can be varied, if necessary, within broad limits by changing the rate $\gamma$ of increase of the average value of the external field.

Hence the action on the system of a variable field of frequency $\Omega$ accompanied by a slow variation of the average field may lead to low-frequency generation of electromagnetic dipole radiation, one of the main parameters of which, the frequency, can be controlled by the external field itself.

## 6. CONCLUSION

Let us summarize the main results of our investigation.
In calculating the quasienergies and quasienergy functions for a particle in a strong periodic external field with a finite average value, we used the novel method of the tworesonance approximation. The method is based on allowing for the effect of two neighboring resonances (rather than one resonance) on the quantum dynamics of a system. The tworesonance approximation made it possible to obtain and analyze the dependence of the electron dipole moment on the size of the average value of the external field in almost the entire range of average values, in contrast to the ordinary resonance approximation valid only near a resonance.

In pure quasienergy states the dipole moment of the system is an almost-periodic function of the constant voltage applied to the system. At all points of resonance, $2 \bar{\varepsilon}=n \Omega$, the dipole moment is found to be zero, while in the nonresonant regions it reaches its maximum possible positive and negative values due to the complete localization of the electron wave function in one well. When the constant external field applied to the system is positive, the polarization of the
double-well structure may oppose the external field, and we have the antipolarization effect.

When the average field varies adiabatically, we used the WKB method of obtain an expression for the electron wave function and found that the problem of the excitation of a system that is in a certain quasienergy state coincides with the problem of the excitation of a system that is in state with a definite energy. ${ }^{14}$ In particular, it was found that an adiabatic increase of the average field does not make the system leave the quasienergy state in which it was initially; it only gradually changes the structure of the wave function of the given state. It was also found that an increase in $\bar{\varepsilon}$ that initiates the passage of a point of resonance "shifts" the region of localization of the quasienergy wave function from the left well to the right, or vice versa, in view of which the electron density can be made to periodically flow from well to well, provided that the particle wave function is chosen at $\tau \rightarrow$ $-\infty$ in the form of one of the quasienergy functions.

## APPENDIX

Let us find the expression for the quasienergy in the interval $l \Omega \leqq 2 \bar{\varepsilon} \leqq(l+1) \Omega$. We will assume that $\delta \ll \Omega$, which corresponds to the $l$ th resonance. Using (7), we can easily see that the coefficients $f_{0}$ and $g_{0}$ provide the main contribution in this range: their values are of order unity. The coefficients $f_{-1}$ and $g_{1}$ are proportional to $m_{l+1}$ (quantities of first order of smallness), the coefficients $f_{1}$ and $g_{-1}$ are determined by the product $\mu_{l} \mu_{l+1}$ (second order of smallness), etc. Near the $(l+1)$ st resonance the principal coefficients are either $f_{0}$ and $g_{1}$ or $g_{0}$ and $f_{-1}$ (depending on the quasienergy branch), while the other coefficients are at the most first-order quantities. In the intermediate region between the resonances the main coefficient is $f_{0}$ or $g_{0}$.

Hence in the interval of variation of $\bar{\varepsilon}$ of interest to us between the $l$ th and $(l+1)$ st resonances and near the resonances proper, all coefficients except the four coefficients $f_{0}, f_{-1}, g_{0}$, and $g_{1}$ always turn out to be small and can be ignored. For this reason, if in Eqs. (7) we discard all the coefficients except the above four, we arrive at a closed system of equations:
$\left(\nu+\frac{\delta}{2}-\Omega\right) f_{-1}+\frac{\mu_{l+1} \exp \left\{-i \psi_{l+1}\right\}}{2} g_{0}=0$,
$\left(\nu+\frac{\delta}{2}\right) f_{0}+\frac{\mu_{l} \exp \left\{-i \psi_{l}\right\}}{2} g_{0}+\frac{\mu_{l+1} \exp \left\{-i \psi_{l+1}\right\}}{2} g_{1}=0$,
$\frac{\mu_{l+1} \exp \left\{i \psi_{l+1}\right\}}{2} f_{-1}+\frac{\mu_{l} \exp \left\{i \psi_{l}\right\}}{2} f_{0}+\left(\nu-\frac{\delta}{2}\right) g_{0}=0$,
$\frac{\mu_{l+1} \exp \left\{i \psi_{l+1}\right\}}{2} f_{0}+\left(\nu-\frac{\delta}{2}+\Omega\right) g_{1}=0$.
If we nullify the determinant of the system (A1) we obtain two quasienergy values that differ only in sign, with each corresponding to its own quasienergy state:

$$
\begin{equation*}
\nu_{ \pm}= \pm \frac{1}{\sqrt{2}} \sqrt{\left(\Omega-\frac{\delta}{2}\right)^{2}+\frac{\mu_{l+1}^{2}}{2}+\frac{\mu_{l}^{2}+\delta^{2}}{4}-\sqrt{\left[\left(\Omega-\frac{\delta}{2}\right)^{2}-\frac{\mu_{l}^{2}+\delta^{2}}{4}\right]^{2}+\Omega^{2} \mu_{l+1}^{2}}} \tag{A2}
\end{equation*}
$$

Plugging (A2) in Eq. (A1), we find that for the state " + " the coefficient $g_{1}$ is small in the entire interval $l \Omega \leq 2 \bar{\varepsilon} \leqq(l$ $+1) \Omega$, while for the state " - " the coefficient $f_{-1}$ is always small. We will use this fact to simplify (A2), since it is rather cumbersome in the present form.

Let us consider the state " + ." If we ignore $g_{1}$ and drop the last equation in (A1), we arrive at the equation

$$
\begin{align*}
\nu^{3}+ & \nu^{2}\left(\frac{\delta}{2}-\Omega\right)-\frac{\nu}{4}\left(\delta^{2}+\mu_{l}^{2}+\mu_{l+1}^{2}\right) \\
& -\left(\frac{\delta}{2}-\Omega\right) \frac{\delta^{2}+\mu_{l}^{2}}{4}-\frac{\mu_{l+1}^{2} \delta}{8}=0 . \tag{A3}
\end{align*}
$$

A simple analysis of (A2) shows that the deviations $\nu(\delta)$ from the linear dependence $\nu_{+}=\delta / 2$ are always small and reach maximum values near resonances, where they amount to quantities of order $\mu_{l}$ and $\mu_{l+1}$, respectively.

Hence, putting $\nu=\delta / 2+\eta$, where $\eta \ll 1$ (of order $\mu_{l}$ or $\mu_{l+1}$ ), in (A3) and ignoring third-order quantities, $\eta^{3}$ $\sim \eta \mu_{l}^{2} \sim \eta \mu_{l+1}^{2}$, we arrive an ordinary quadratic equation for $\eta$ :

$$
\eta^{2}(\Omega-2 \delta)+\eta \delta(\Omega-\delta)+\frac{\mu_{l}^{2}}{4}(\delta-\Omega)+\frac{\mu_{l+1}^{2}}{4} \delta=0
$$

*) E-mail: burdov@phys.unn.runnet.ru

[^1]Solving it and allowing for the fact that for the state " + " the quasienergy differs only in sign, we arrive at (8).
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#### Abstract

The energy level shifts of one-electron atomic particles $\mathrm{H}, \mathrm{He}^{+}, \mathrm{Li}^{++}$, etc. which interact with a metal surface have been investigated. In the approximation of image charges, an operator describing perturbations of atomic levels has been obtained. By numerically solving the Schrödinger equation, we have calculated energy levels of $\mathrm{H}(1 s), \mathrm{H}^{*}(n=2)$, and $\mathrm{C}^{5+}(n)$ as functions of the distance between an atom and surface. Asymptotic behavior of atomic levels at large distances from the surface has been studied. The linear Stark effect for excited states, which was earlier mentioned by A. V. Chaplik, has been found and investigated in detail. © 1999 American Institute of Physics. [S1063-7761(99)01707-2]


## 1. INTRODUCTION

Thermonuclear research has stimulated an interest in studies of collisions of slow ( $\mathrm{V}<10^{8} \mathrm{~cm} / \mathrm{s}$ ), multiply charged ions with metal surfaces. Numerous investigations ${ }^{1-20}$ have revealed that there is a strong probability that slow, multiply charged ions can be neutralized before colliding with a surface (above the surface), and that this neutralization generates "hollow atoms" with vacant internal shells and occupied outer shells. An inverse process, namely, destruction of highly excited Rydberg atoms near a metal surface, was studied in experiments, ${ }^{21-24}$ where Rydberg states were generated by laser radiation. The theoretical description of such effects requires shifts of atomic energy levels due to the presence of metal because the rates of electron exchange between atoms and metal surfaces essentially depend on these shifts. ${ }^{17}$

This paper reports on calculations of energy level shifts in one-electron (hydrogen-like) ions $\mathrm{H}, \mathrm{He}^{+}, \mathrm{Li}^{++}, \ldots$, $\mathrm{A}^{(Z-1)+}$ in the approximation of image charge. The objective is to determine the perturbation operator responsible for these shifts. Earlier ${ }^{8,14-17}$ the problem of hydrogen levels near a metal surface was investigated, but the problem of a correct form of the perturbation operator has not been solved. In order to determine this operator, we will analyze in the next section the image charge approach in the context of calculation of atomic energy levels. This analysis is indispensable because one can hardly find in the classical electrostatic problems ${ }^{25-28}$ a system similar to an atom, when the mass of one particle (electron) is smaller than that of another particle (nucleus) by a factor of almost 2000.

Asymptotic shifts of atomic levels in the limit of large separations between atoms and metal surfaces has been studied. In the case of a hydrogen-like ion with a nonvanishing dipole moment, we have found a linear Stark effect (previously mentioned by Chaplik ${ }^{17}$ ), which is similar to the effect of a uniform electric field or the interaction with an ion. The magnitude of this effect is also finite when a neutral hydrogen atom interacts with a metal surface, even though the atom is acted upon by its neutral image. The correct inter-
pretation of this effect requires a perturbation operator written in a correct form.

## 2. OPERATOR OF ATOMIC LEVEL PERTURBATION

Shifts of atomic levels are determined by a perturbation generated by a metal and acting only on the electron if isotopic effects, which are proportional to $m / M \ll 1$, where $m$ and $M$ are the electron and nucleus masses, respectively, can be ignored. Therefore, potentials of interactions between the metal, on the one hand, and the electron and nucleus, on the other, should be calculated separately. The total energy of the atom in this case is the sum of the energies of the electron and nucleus. The potential energy of a classical pointlike particle is the work done in the process of its movement in vacuum from infinity to a certain point near the metal surface. The potential energy of one isolated particle (electron or nucleus) near a metal surface is well known. ${ }^{25-28}$ The problem is in finding the electron's potential energy in the presence of the nucleus, as well as the potential energy of the nucleus in the presence of an electron. Obviously, the potential energy of each particle is notably affected by the presence of another particle owing to the infinite polarizability of the metal.

The potential energy of a system of charged particles depends on relative coordinates of particles and their positions with respect to the metal surface, and is independent of the trajectories along which they move to the metal. The method of calculating the potential energy which is the most obvious is considering the motion of an atom as a whole to the metal surface with a constant relative radius-vector that connects the nucleus and electron, so that both the electron and nucleus move in the direction perpendicular to the surface.

For a system of two real particles, an electron $e$ and nucleus $Z$, their images $\tilde{e}$ and $\widetilde{Z}$ are introduced in the approximation of image charges, ${ }^{25-28}$ and we have a system of four particles $e, \tilde{e}, Z$, and $\widetilde{Z}$ instead of the atom + metal system. The potential energy $V_{e \tilde{Z}}$ of interaction between the real electron and the nucleus image is equal to the work:


FIG. 1. Coordinates of an electron $e$, nucleus $Z$, and their images for a hydrogen-like ion near a metal surface.

$$
\begin{align*}
& V_{e \tilde{Z}}=-\int_{S_{e}}^{\infty} \mathbf{F}_{e \tilde{Z}} d \mathbf{S}_{e}=-\int_{S_{e}}^{\infty} F_{e \tilde{Z}} \cos \theta d S_{e}, \\
& \cos \theta=\frac{2 S_{e}-z}{|2 \mathbf{R}+\mathbf{r}|}, \quad F_{e \tilde{Z}}=\frac{e^{2} \tilde{Z}}{|2 \mathbf{R}+\mathbf{r}|^{2}}, \tag{1}
\end{align*}
$$

where $S_{e}$ is the distance between the electron and surface (here the vector $\mathbf{S}_{e}$ is turned perpendicular to the surface and is directed towards the electron), $F_{e \tilde{Z}}$ is the magnitude of the repulsive force between the electron and the image of the nucleus, $\theta$ is the angle between the force and electron displacement $d \mathbf{S}_{e}$ along vector $\mathbf{S}_{e}$, i.e., the angle between the vectors $2 \mathbf{R}+\mathbf{r}$ and $\mathbf{S}_{e}$; and $z$ is the component of the vector $\mathbf{r}$ perpendicular to the surface, which defines the direction of the $z$-axis (Fig. 1). In the approximation of image charges, ${ }^{25-28}$ the force $F_{e \tilde{Z}}$ is identical to the Coulomb repulsive force between two charges $e$ and $\widetilde{Z}$.

The integral in Eq. (1) can be transformed to

$$
V_{e \tilde{Z}}=-\frac{e^{2} \tilde{Z}}{4} \int_{S_{e}}^{\infty} \frac{d\left[\left(2 S_{e}^{\prime}-z\right)^{2}\right]}{\left[\left(2 S_{e}^{\prime}-z\right)^{2}+h^{2}\right]^{3 / 2}},
$$

after which it can be calculated analytically. Here $h$ is the component of vector $\mathbf{r}$ perpendicular to vector $\mathbf{R}$. Both $h$ and $z$ are independent of the integration variable $S_{e}^{\prime}$. Note that this transformation does not apply if vector $\mathbf{r}$ is not constant when the atom is driven towards the surface. The interaction energy between the real nucleus and electron image, $V_{Z \tilde{e}}$ can be written in a similar form, and after elementary integration we have both these energies:

$$
\begin{equation*}
V_{e \tilde{Z}}=\frac{Z e^{2}}{2|2 \mathbf{R}+\mathbf{r}|}, \quad V_{Z \tilde{e}}=\frac{Z e^{2}}{2\left|2 \mathbf{R}-\mathbf{r}^{\prime}\right|} \tag{2}
\end{equation*}
$$

In general, integration in Eq. (1) should be performed separately for specific values of vector $\mathbf{r}$. Since the calculation scheme under discussion is applicable for arbitrary $\mathbf{r}$ values, Eq. (2) and subsequent formulas (3)-(6) are valid for arbitrary $\mathbf{r}$.

Adding to Eq. (2) the energies of interaction between the electron and nucleus, on the one hand, and their images, on the other,

$$
\begin{equation*}
V_{e \tilde{e}}=-\frac{e^{2}}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|}, \quad V_{Z \tilde{Z}}=-\frac{Z^{2} e^{2}}{4 R} \tag{3}
\end{equation*}
$$

which are calculated similarly, we obtain the total energies of interaction between the metal, on the one hand, and the electron, $V_{\mathrm{el}}(\mathbf{r}, \mathbf{R})$, and nucleus, $V_{\mathrm{nuc}}(\mathbf{r}, \mathbf{R})$, on the other:

$$
\begin{align*}
& V_{\mathrm{el}} \equiv V_{e \tilde{e}}+V_{e \tilde{Z}}=-\frac{e^{2}}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|}+\frac{Z e^{2}}{2|2 \mathbf{R}+\mathbf{r}|},  \tag{4}\\
& V_{\mathrm{nuc}} \equiv V_{Z \tilde{Z}}+V_{Z \tilde{e}}=-\frac{Z^{2} e^{2}}{4 R}+\frac{Z e^{2}}{2\left|2 \mathbf{R}-\mathbf{r}^{\prime}\right|} \tag{5}
\end{align*}
$$

Each term in Eqs. (4) and (5) is half of the similar term for interaction between two real particles, because in calculating the work needed to drive a particle one should perform integration over the distance through which it has been driven to the surface, but not over the distance between the particle and its image. If an atom is driven to a surface, its image also moves from the metal depth to its surface. When the distance between an atom and surface changes by $\Delta R$, the distance between the atom and its image varies by $2 \Delta R$.

The full energy of interaction between the atom and metal surface should be written in the form

$$
\begin{align*}
V_{\mathrm{tot}} & =V_{\mathrm{el}}+V_{\mathrm{nuc}} \\
& =-\frac{Z^{2} e^{2}}{4 R}-\frac{e^{2}}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|}+\frac{Z e^{2}}{2|2 \mathbf{R}+\mathbf{r}|}+\frac{Z e^{2}}{2\left|2 \mathbf{R}-\mathbf{r}^{\prime}\right|} \tag{6}
\end{align*}
$$

Owing to the symmetry between an object and its mirror image, the following equality applies: $|2 \mathbf{R}+\mathbf{r}|=\left|2 \mathbf{R}-\mathbf{r}^{\prime}\right|$; therefore, interaction energies $V_{e \tilde{Z}}$ and $V_{Z \tilde{e}}$ have identical magnitudes and signs: $V_{e \tilde{Z}}=V_{Z \tilde{e}}$, but these are interactions between the metal and different particles, namely, the electron and nucleus, respectively. An important point is that these cross terms describe interactions of the electron and nucleus with the metal, namely, with electrons and ions of the metal. The atomic electron generates on the metal surface a positive charge composed of particles inherent to the metal. The nucleus interacts with this charge, and the term $V_{Z \tilde{e}}$ describes this interaction. Using the symmetry between the particles and their mirror images, one can formally express the function $V_{Z \tilde{e}}\left(\mathbf{R}, \mathbf{r}^{\prime}\right)$ in terms of the electron coordinates, but this expression would not mean that it is the energy of the atomic electron. The term $V_{z} \tilde{e}$ is calculated by integrating the force acting between the metal and atomic nucleus. In the same way, the term $V_{e \tilde{Z}}$ is calculated by integrating the force acting between the metal and atomic electron; therefore, it is a part of the electron potential energy, although it is a function of the nuclear coordinates.

Let us discuss an alternative way of the motion of an atom from infinity to the surface and demonstrate that the potential energies of the electron and nucleus, given by Eqs. (4) and (5), are the same. First, let the nucleus move towards the surface and be fixed at finite distance $R$ from the surface (Fig. 1). Then we have only the interaction between the nucleus and its image, $V_{Z \tilde{Z}}$, given by the second part of Eq. (3), and the electric field outside the metal is that generated by the dipole $\{Z, \widetilde{Z}\}$. If the electron is moved to the surface at a very high velocity, $v \gg 10^{8} \mathrm{~cm} / \mathrm{s}$, there is not enough time to generate the electron image charge on the metal surface. In this case (and only in this case) the electron interacts with the dipole field $\{Z, \widetilde{Z}\}$ and its interaction with the metal is determined by the interaction with the nucleus at rest. This
interaction is $e^{2} Z /|2 \mathbf{R}+\mathbf{r}|$, i.e., it coincides with the last term in Eq. (6). By analogy with the physics of atomic collisions, this approximation for interaction between an electron and metal can be called static potential approximation. In the case of adiabatically slow motion of the electron to the metal surface, this approximation is very rough because the metal polarizability is infinite.

If the electron approaches the metal + fixed nucleus system adiabatically slowly, there is enough time to generate on the metal surface the charge due to the electron image. In this case, two charges simultaneously approach the surface, instead of one. Concurrently with the real electron, its image moves to the surface from the metal bulk. Then the work done to drive the electron to the surface not only changes its potential energy, but also changes the potential energy of the nucleus due to the interaction between the nucleus and electron image. The total work is $e^{2} Z /|2 \mathbf{R}+\mathbf{r}|$, as in the case of fast electron motion, but it should be divided between two components, the electronic and nuclear ones. Owing to the symmetry of the mirror image discussed above, these two components are equal; i.e., the electronic and nuclear potential energies each equal half the total work. This means that Eqs. (4) and (5) are also valid, as was expected, in the case of sequential approach of the nucleus and then the electron to the surface.

Equations (4) and (5) describe the potential energies of two parts of one system, namely, the electron and nucleus of one atom that interacts with the metal surface. They can be easily generalized to the case of a larger number of particles. Consider one simple case of such a generalization. Imagine a nucleus with an atomic number $Z$ as a system of $Z$ protons concentrated at one point (the presence of neutrons does not affect its interaction with the metal). According to Eqs. (3), (4), and (5), the energies of attraction between each proton and its image, and with images of other protons, are equal to $-1 / 4 R$. Thus, the energy of attraction of one proton to all $Z$ proton images is $-Z e / 4 R$, and the total energy of attraction between the nucleus and metal is the sum of all proton energies. The summation reduces to multiplication of one proton energy by the total number of protons, i.e., the total energy is $-Z^{2} e^{2} / 4 R$, as was expected. This calculation justifies Eqs. (4) and (5).

Classical equations describing the motion of the atom's center of mass and interatomic motion can be written in the general form

$$
\begin{aligned}
& (M+m) \ddot{\mathbf{R}}_{\mathrm{CM}}=\mathbf{F}_{Z \tilde{e}}+\mathbf{F}_{Z \tilde{Z}}+\mathbf{F}_{e \tilde{Z}}+\mathbf{F}_{e \tilde{e}}, \\
& \mu \ddot{\mathbf{r}}=\mathbf{F}_{e Z}+\frac{M}{M+m}\left(\mathbf{F}_{e \tilde{Z}}+\mathbf{F}_{e \tilde{e}}\right)-\frac{m}{M+m}\left(\mathbf{F}_{Z \tilde{Z}}+\mathbf{F}_{Z \tilde{e}}\right),
\end{aligned}
$$

where $\mathbf{F}_{i}$ is the force due to the $i$ th interaction introduced previously, and $\mu=m M /(M+m)$. Ignoring the small terms of the order of $m / M \ll 1$, we obtain the equation for the interatomic motion:

$$
m \ddot{\mathbf{r}}=-\mathbf{F}_{e Z}-\mathbf{F}_{e \tilde{Z}}+\mathbf{F}_{e \tilde{e}}+O(m / M)
$$

the right-hand side of which is the sum of forces acting only on the electron. These classical equations clearly indicate that, in calculating interatomic energies to within the ratio
$m / M \sim 5.45 \times 10^{-4}$, one can ignore the forces acting on the nucleus, whereas all forces should be taken into account in calculating the total energy of the atom.

In earlier works ${ }^{8,14-17}$ the nucleus potential energy was equated to the energy of its attraction to its image, $-Z^{2} e^{2} / 4 R$, both in the presence and in the absence of an electron, whereas the electron energy consisted of three terms: $V_{e \tilde{e}}, V_{e \tilde{Z}}$, and $V_{Z \tilde{e}}$. In other words, the interaction ${ }^{8,14-17}$ between the nucleus and electron image, $V_{Z e} \tilde{e}\left(\mathbf{r}^{\prime}, \mathbf{R}\right)$, was attributed to the electronic component. It follows from the analysis given above that this incorrect interpretation can be attributed to the highly nontrivial subtlety of the issue under discussion: owing to the infinite metal polarizability, the interaction of any charged particle with the metal surface is essentially modified by the presence of other particles near the surface.

## 3. WAVE EQUATION FOR A HYDROGEN-LIKE ION PERTURBED BY A METAL SURFACE

In accordance with Eq. (4), the wave equation for determination of electron levels in the adiabatic approximation, i.e., at low atom velocities, is

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{at}}+\hat{V}_{e \tilde{e}}(\mathbf{r}, \mathbf{R})+V_{e \tilde{Z}}(\mathbf{r}, \mathbf{R})-E(R)\right] \psi(R, \mathbf{r})=0 \tag{7}
\end{equation*}
$$

where $\hat{H}_{\mathrm{at}}$ is the Hamiltonian of the isolated atom:

$$
\begin{equation*}
\hat{H}_{\mathrm{at}}=-\frac{\nabla^{2}}{2}-\frac{Z}{r} . \tag{8}
\end{equation*}
$$

Below we will use the system of atomic units, unless stated otherwise, such that $e^{2}=\hbar=m=1$.

We treat the heavy atomic nucleus as a classical pointlike particle, whereas the atom's electron has an extended wave function, and hence an extended distribution of its charge density, while the image of this density generated in the metal also has an extended distribution:

$$
\begin{equation*}
\tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right)=\operatorname{image}\left\{\varrho_{e}(\mathbf{r})\right\}, \quad \varrho_{e}(\mathbf{r}) \equiv|\psi(\mathbf{r})|^{2} . \tag{9}
\end{equation*}
$$

Here we have normalization conditions

$$
\int \varrho_{e}(\mathbf{r}) d^{3} r=\int\left|\widetilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right)\right| d^{3} r^{\prime}=1
$$

The simple functional relation (9) uniquely determines the image charge distribution inside the metal, given the real charge distribution outside the metal volume. The total electric field component parallel to the metal surface equals zero if each element of the real charge, $d q(\mathbf{r})=\varrho_{e}(\mathbf{r}) d^{3} r$, at point $\mathbf{r}$ has its counterpart of the equal magnitude but opposite sign, $d \tilde{q}\left(\mathbf{r}^{\prime}\right)=\tilde{\varrho}_{e}\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}$, at point $\mathbf{r}^{\prime}$, which is a mirror reflection of point $\mathbf{r} .{ }^{25-28}$ Calculation of the interaction energy between real and image charges, however, requires a more complicated mathematical procedure. The interaction between the nucleus and its image in the metal was calculated in the previous section as a sum of interactions between all protons and all their images. In the case of an extended charge distribution, summation is replaced with integration. The potential $\hat{V}_{e \tilde{e}}(\mathbf{R}, \mathbf{r})$ in Eq. (7) generated at point $\mathbf{r}$ outside the metal by the entire charge of the electron image is

$$
\begin{equation*}
\hat{V}_{e \tilde{e}}(\mathbf{R}, \mathbf{r})=-\int \frac{\tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime}}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{10}
\end{equation*}
$$

It thus follows that Eq. (7) is, in general, a nonlinear integraldifferential equation. The image charge density in Eqs. (7) and (10) is uniquely related to the real charge density [Eq. (9)], and the latter equals the absolute value of the wave function squared. The total energy of interaction between the electron and its image is

$$
\begin{align*}
W_{e \tilde{e}} \tilde{(R)} & =\int \hat{V}_{e \tilde{e}}(R, \mathbf{r}) \varrho_{e}(\mathbf{r}) d^{3} r \\
& =-\iint \frac{\varrho_{e}(\mathbf{r}) \tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right) d^{3} r^{\prime} d^{3} r}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|}, \tag{11}
\end{align*}
$$

so that each charge element $d q_{e}(\mathbf{r})$ of the real electron interacts with the full charge of the electron image (as should be in accordance with the electrostatic laws ${ }^{25-28}$ ), but not only with its own image $d \tilde{q}_{e}\left(\mathbf{r}^{\prime}\right)$. The vectors $\mathbf{r}$ and $\mathbf{r}^{\prime}$ in Eq. (11) should be treated as independent variables unrelated by the laws of mirror reflection. The approximation based on the wave equation (7) and Eq. (10) is a usual Hartree approximation, which is commonly used in calculations of parameters of atomic and molecular systems. ${ }^{25}$ In our specific case, this approximation is applied to the system of an atom + its image with the reflection conditions (9).

The interaction between the atomic nucleus and metal is determined by Eq. (5) integrated over the charge density distribution inside the metal due to the electron image, $\widetilde{\varrho}_{e}\left(\mathbf{r}^{\prime}\right)$ :

$$
\begin{equation*}
\bar{V}_{\mathrm{nuc}}(R)=-\frac{Z^{2}}{4 R}+\frac{Z}{2} \int \frac{\tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}}{\left|2 \mathbf{R}-\mathbf{r}^{\prime}\right|} \tag{12}
\end{equation*}
$$

The integral-differential equation (7) is unlikely to be solved analytically. In the case of multiply charged ions, $Z \gg 1$, discussed in this paper, the total interaction energy between the electron and its image, $W_{e} \tilde{e}$, is a small parameter since it is independent of $Z$. Then we can use in the zeroth-order approximation, instead of Eq. (7), the equation

$$
\begin{equation*}
\left(-\frac{\Delta}{2}-\frac{Z}{r}+\frac{Z_{\mathrm{eff}}}{r_{2}}-E_{0}(R)\right) \psi_{0}=0 \tag{13}
\end{equation*}
$$

where $r_{2}=|2 \mathbf{R}+\mathbf{r}|$ is the distance between the real electron and the image of the nucleus, and $Z_{\text {eff }}$ is defined as

$$
\begin{equation*}
Z_{\mathrm{eff}} \equiv Z / 2 \tag{14}
\end{equation*}
$$

The functions $\psi_{0}$ and $E_{0}(R)$ are zeroth-order parameters in the perturbation theory applied to this specific case. In the first order of the perturbation theory, the electron energy is

$$
\begin{equation*}
E(R) \simeq E_{0}(R)+W_{e e}^{0}-(R)+\cdots \tag{15}
\end{equation*}
$$

Here $W_{e}^{0}-(R)$ is given by Eq. (11), where charge densities due to the real electron, $\varrho_{e}^{0}$, and its image, $\widetilde{\varrho}_{e}^{0}$, calculated in the zeroth-order approximation should be substituted.

In the elliptic coordinates $\xi, \eta$, and $\varphi$ :

$$
\xi=\frac{r_{2}+r}{2 R}, \quad \eta=\frac{r_{2}-r}{2 R}, \quad 1 \leqslant \xi \leqslant \infty
$$

$$
\begin{equation*}
-1 \leqslant \eta \leqslant 1, \quad 0 \leqslant \varphi \leqslant 2 \pi, \tag{16}
\end{equation*}
$$

where $\varphi$ is the angle of rotation around the $Z \widetilde{Z}$ axis, the variables can be separated in Eq. (13), and we have the system of two ordinary differential equations ${ }^{29}$
$\psi_{0}(\xi, \eta, \varphi)=\frac{N U(\xi) V(\eta)}{\sqrt{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)}} \frac{e^{i m \varphi}}{\sqrt{2 \pi}}$,
$\frac{d^{2} U}{d \xi^{2}}+\left[\frac{2 R^{2} E_{0} \xi^{2}+2\left(Z-Z_{\text {eff }}\right) R \xi+A}{\xi^{2}-1}-\frac{m^{2}-1}{\left(\xi^{2}-1\right)^{2}}\right] U=0$,
$\frac{d^{2} V}{d \eta^{2}}+\left[\frac{-2 R^{2} E_{0} \eta^{2}+2\left(Z+Z_{\mathrm{eff}}\right) R \eta-A}{1-\eta^{2}}-\frac{m^{2}-1}{\left(1-\eta^{2}\right)^{2}}\right] V=0$,
where $A$ is the separation constant, and $N$ is the normalization constant.

In order to obtain a wave function $\psi_{0}$ that would behave in a regular manner at infinity and at the atomic nucleus, we should satisfy the boundary conditions ${ }^{29}$

$$
\begin{equation*}
U(\xi=1)=0, \quad U(\xi=\infty)=0, \quad V(\eta=1)=0 . \tag{20}
\end{equation*}
$$

In the case of two real Coulomb centers, the wave function should also tend to zero near the second center, so the condition $V(\eta=-1)=0$ should also be satisfied. ${ }^{29}$ In the case of interaction with a metal surface, the second Coulomb center with charge $Z_{\text {eff }}$ is fictitious. The real screening charge is distributed over the metal surface. ${ }^{25-28}$ On the metal surface at $\eta=0$ and inside the metal, $\eta<0$, we set the wave function to zero:

$$
\begin{equation*}
V(\eta \leqslant 0)=0 \tag{21}
\end{equation*}
$$

This condition forbids the atom's electron to penetrate inside the metal. If the electron energy is in a band gap of the metal, condition (21) holds. But if $E(R)$ coincides with a band of electron states in the metal, and this energy is below the Fermi level in the metal, $E(R)<\varepsilon_{\mathrm{F}}$, then the atom's electrons cannot move inside the metal in accordance with the Pauli principle because all the states below the Fermi energy are occupied by metal's electrons. Suppose that the metal temperature is zero or, at least, much smaller than the Fermi energy. Formally, one should substitute in Eq. (7) the metal potential for the electron image potential, then the solution of this equation should be nonvanishing but equal to the wave function of a metal electron of the same energy. Since these two functions are identical, we determine the full wave function symmetrized with respect to exchanges between the electrons of the atom and metal in the form of the Slater determinant, which is zero because two columns of this determinant are identical. Hence follows condition (21) for this case. The validity of boundary condition (21) will be discussed in detail in Sec. 6.

We have solved the system of equations (17)-(19) with boundary conditions (20) and (21) using the predictorcorrector numerical technique ${ }^{30}$ for a hydrogen atom in the ground state, $\mathrm{H}(1 s)$, and in the lowest excited state, $\mathrm{H}(n$ $=2)$, and also for a carbon ion with charge five, $\mathrm{C}^{5+}(n$ $=9$ ), with one electron excited to level $n=9$. The electron


FIG. 2. Energy of the hydrogen ground state $\mathrm{H}(1 s)$ as a function of the distance to the surface. The results of the zeroth-order approximation, $E_{0}(R)$ [without interaction between the electron and its image, $\left.W_{e} \tilde{e}(R)\right]:(1)$ our numerical calculations; (2) asymptotic expression (34) for $Z=1$ : $E_{0}(R)=-0.5+1 / 4 R$. The results of the first-order approximation, $E(R)$ $=E_{0}(R)+W_{e} \tilde{e}(R)$ : (3) our numerical calculations; (4) asymptotic value from Eq. (41): $E(R)=-0.5$. The results reported by other authors: crosses from Ref. 8, rhombi from Ref. 16, and squares from Ref. 14.
binding energy of this level (the ionization potential), which equals 6.047 eV , is very close to the work function for most metals, so a $\mathrm{C}^{5+}(n=9)$ ion can be formed with a high probability as a result of a collision of a bare $\mathrm{C}^{6+}$ nucleus with a metal surface through capture of a band electron in the metal. The probability of this process essentially depends on the location of $E(R)$ levels (which is the reason for calculating these levels). The energy eigenvalue $E_{0}(R)$ and separation constant $A$ were derived from the condition of compatibility between Eqs. (18) and (19), i.e., by finding the values of $E_{0}(R)$ and $A$ at which both the solution of Eq. (18) and that of Eq. (19) satisfy boundary conditions (20) and (21) (Ref. 29). The calculations are plotted in Figs. $2-6$ and will be discussed in the following sections.

In order to calculate the electron energy in the first order of the perturbation theory using Eq. (15), which takes into account the interaction between the electron and its image, one should determine the image charge density as a function of coordinates. The reflection of each point outside the metal with elliptic coordinates $(\xi, \eta, \phi)$ is a point with elliptic


FIG. 3. Energies $E_{0}(R)$ of the excited state $n=2$ of the hydrogen atom in the zeroth-order approximation [without $W_{e} \tilde{e}(R)$ ] as functions of the distance to the surface. Term $n_{1}=1, n_{2}=0$ : (1) our numerical calculations; (2) asymptotic expression from Eq. (34): $E_{0}^{\text {as }}(R)=-0.125+1 / 4 R-3 / 8 R^{2}$ $+3 / 8 R^{3}+\cdots$ Term $n_{1}=0, n_{2}=1$ : (3) our numerical calculations; (4) asymptotic expression (34): $E_{0}(R)=-0.125+1 / 4 R+3 / 8 R^{2}+3 / 8 R^{3}+\cdots$ The size of the lowest excited orbit $n=2$ in the unperturbed hydrogen atom is about 8 a.u. As $R \rightarrow \infty$, the energies of $n=2$ terms tend to -0.125 a.u.


FIG. 4. Energies $E(R)$ of the excited $n=2$ states of the hydrogen atom in the first-order approximation, $E(R)=E_{0}(R)+W_{e e}-(R)$, as functions of the distance to the surface. Term $n_{1}=1, n_{2}=0$ : (1) our numerical calculations; (2) asymptotic expression (41b): $E(R)=-0.125+3 / 8 R^{2}-3 / 2 R^{3}+\cdots$ Term $n_{1}=0, n_{2}=1$ : (3) our numerical calculations; (4) asymptotic expression (41b): $E(R)=-0.125-3 / 8 R^{2}-3 / 2 R^{3}+\cdots$ The orbit size in the lowest excited term $n=2$ in the unperturbed atom is about 8 a.u. As $R \rightarrow \infty$, the energy of the $n=2$ terms tends to -0.125 a.u.
coordinates $(\xi,-\eta, \phi)$ inside the metal. In accordance with the image charge approximation, ${ }^{25-28}$ the densities of the real electron charge and of its image at these two points should be equal:

$$
\begin{equation*}
\tilde{\varrho}_{e}-(\xi,-\eta, \phi)=\varrho_{e}(\xi, \eta, \phi) \quad(0 \leqslant \eta \leqslant 1) . \tag{22}
\end{equation*}
$$

This condition unambiguously determines the electron image charge density; therefore, we can write

$$
\begin{align*}
& \varrho_{e}(\xi, \eta)=\frac{N^{2}}{2 \pi} \frac{U^{2}(\xi) V^{2}(\eta)}{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)} \quad(0 \leqslant \eta \leqslant 1)  \tag{23}\\
& \tilde{\varrho}_{e}\left(\xi^{\prime}, \eta^{\prime}\right)=\frac{N^{2}}{2 \pi} \frac{U^{2}\left(\xi^{\prime}\right) V^{2}\left(-\eta^{\prime}\right)}{\left(\xi^{\prime 2}-1\right)\left(1-\eta^{\prime 2}\right)} \quad\left(-1 \leqslant \eta^{\prime} \leqslant 0\right) \tag{24}
\end{align*}
$$

In accordance with the boundary condition (21), the function $V(\eta)$ is nonzero only at the positive values of its argument.


FIG. 5. Energies $E_{0}(R)$ of the extreme components of the excited $n=9$ state of carbon ion $\mathrm{C}^{5+}(Z=6)$ in the zeroth-order approximation [without $\left.W_{e e} \tilde{e}(R)\right]$ as functions of the distance $R$ to the surface. Term $n_{1}=8, n_{2}$ $=0$ : (1) our numerical calculations; (2) asymptotic expression (34): $E_{0}(R)=-0.22(2)+1.5 / R-13.5 / R^{2}+128.25 / R^{3}+\cdots \quad$ Term $\quad n_{1}=0, \quad n_{2}$ $=8$ : (3) our numerical calculations; (4) asymptotic expression (34): $E_{0}(R)=-0.22(2)+1.5 / R-13.5 / R^{2}+128.25 / R^{3}+\cdots$ The orbit size in the $n=9$ term of the carbon ion is $\sim 27$ a.u. As $R \rightarrow \infty$, the energies of these terms tend to $-2 / 9=-0.22$ (2) a.u.

The real electron charge density $\varrho_{e}$ in this case is nonzero only outside the metal, and the charge density of its image, $\tilde{\varrho}_{\tilde{e}}$, is nonzero only inside the metal.

The volume element expressed in the elliptic coordinates defined by Eq. (16) is $d \tau=R^{3}\left(\xi^{2}-\eta^{2}\right) d \xi d \eta d \varphi$, and the interaction between the electron and its image is described by the formula

$$
\begin{align*}
& W_{e e}^{0}-(R) \\
& =-\frac{N^{4} R^{6}}{4 \pi} \int_{0}^{1} d \eta \int_{0}^{1} d \eta^{\prime} \int_{1}^{\infty} d \xi \int_{1}^{\infty} d \xi^{\prime} \int_{0}^{2 \pi} d \phi \\
& \quad \times \frac{U^{2}(\xi) U^{2}\left(\xi^{\prime}\right) V^{2}(\eta) V^{2}\left(\eta^{\prime}\right)\left(\xi^{2}-\eta^{2}\right)\left(\xi^{\prime 2}-\eta^{\prime 2}\right)}{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)\left(\xi^{\prime 2}-1\right)\left(1-\eta^{\prime 2}\right) r_{12}\left(\xi, \xi^{\prime}, \eta, \eta^{\prime}, \phi\right)}, \tag{25}
\end{align*}
$$

where

$$
\begin{align*}
r_{12}= & R\left[\xi^{2}+\xi^{\prime 2}+\eta^{2}+\eta^{\prime 2}-2\left(1-\xi \eta \xi^{\prime} \eta^{\prime}\right)\right. \\
& \left.+2 \cos (\phi) \sqrt{\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)\left(\xi^{\prime 2}-1\right)\left(1-\eta^{\prime 2}\right)}\right]^{1 / 2} \tag{26}
\end{align*}
$$

is the distance between two arbitrary points $(\xi, \eta, \varphi)$ and $\left(\xi^{\prime}, \eta^{\prime}, \varphi^{\prime}\right)$ located inside and outside the metal, respectively, and these points are not related by the rules of mirror reflection in the metal surface; $\phi=\varphi-\varphi^{\prime}$, and the variable substitution $\eta^{\prime} \rightarrow-\eta^{\prime}$ has been performed in the integrand in Eq. (25). The function $W_{e e}^{0}-(R)$ was calculated by formula (25) with functions $U$ and $V$ found by solving numerically the system of equations (18) and (19).

## 4. ASYMPTOTIC EXPANSION

At large distances $R$ between the atom and metal surface, the energy $E(R)$ of the atom's electron can be expanded in inverse powers of $R$. The distance $R$ should be much larger than the average size of the electron orbit in question. The


FIG. 6. Energies $E(R)$ of the extreme components of the excited $n=9$ state of carbon ion $\mathrm{C}^{5+}(Z=6)$ in the first-order approximation $E(R)=E_{0}(R)$ $+W_{e e}-(R)$. Term $n_{1}=8, \quad n_{2}=0$ : (1) our numerical calculations; (2) asymptotic expression (41): $E(R)=-0.22(2)+1.25 / R-9 / R^{2}+45 / R^{3}+\cdots$ Term $n_{1}=0, n_{2}=8$ : (3) our numerical calculations; (4) asymptotic expression (41): $E(R)=-0.22(2)+1.25 / R+9 / R^{2}+45 / R^{3}+\cdots$ The orbit size in the $n=9$ term of the carbon ion is $\simeq 27$ a.u. As $R \rightarrow \infty$, the energies of these terms tend to $-2 / 9=-0.22(2)$ a.u.
interaction between the atom and metal surface is weak at such distances and can be treated by the perturbation theory.

At large $R$ the elliptic coordinates near the atom can be approximated by parabolic coordinates ${ }^{29} \mu, \nu$, and $\varphi$ :

$$
\begin{equation*}
\mu=r(1+\cos \theta), \quad \nu=r(1-\cos \theta), \tag{27}
\end{equation*}
$$

where $\theta$ is the angle between the vectors $\mathbf{r}$ and $\mathbf{R}$ (the azimuthal angle $\varphi$ is the same for both coordinate systems), and the atom is described in terms of the zero-order wave functions $\psi_{00}$ in the parabolic coordinates ${ }^{31}$

$$
\begin{equation*}
\psi_{00}=\frac{\sqrt{2} Z^{3 / 2}}{n^{2}} f_{n_{1} m}\left(\frac{Z \mu}{n}\right) f_{n_{2} m}\left(\frac{Z \nu}{n}\right) \frac{e^{i m \phi}}{\sqrt{2 \pi}} \tag{28}
\end{equation*}
$$

where
$f_{p m}(\rho)=\frac{1}{|m|!} \sqrt{\frac{(p+|m|)!}{p!}} F(-p,|m|+1, \rho) e^{-\rho / 2} \rho^{|m| / 2}$,
where $F$ is the degenerate hypergeometric function. ${ }^{25}$ An important point for further analysis is that the electron in these states has constant dipole, $d$, and quadrupole, $Q$, moments ${ }^{1)}$ (Refs. 29 and 31):

$$
\begin{align*}
d \equiv & -\int\left|\psi_{00}(\mathbf{r})\right|^{2} r \cos \theta d^{3} r=-\frac{3 n\left(n_{1}-n_{2}\right)}{2 Z},  \tag{30}\\
Q \equiv & -\int\left|\psi_{00}(\mathbf{r})\right|^{2} r^{2}\left(3 \cos ^{2} \theta-1\right) d^{3} r=-\frac{n}{2 Z^{2}}\{(m+2) \\
& \times(m+3)\left[n+5\left(n_{1}+n_{2}\right)\right]+15(m+3)\left(n_{1}^{2}-n_{1}\right. \\
& \left.+n_{2}^{2}-n_{2}\right)+10\left(n_{1}^{3}-3 n_{1}^{2}+2 n_{1}+n_{2}^{3}-3 n_{2}^{2}+2 n_{2}\right) \\
& \left.-3 n\left[6 n_{1} n_{2}+(m+1)(3 n-2 m-1)\right]\right\} \tag{31}
\end{align*}
$$

In Eq. (31) $m$ is the absolute value of the magnetic quantum number, i.e., $|m|$.

In the first order of the perturbation theory, we have

$$
\begin{equation*}
E(R) \simeq E_{00}+\left(V_{e 1}\right)_{00}=E_{00}+\left\langle\psi_{00}^{*}(\mathbf{r})\right| \hat{V}_{e e}+\hat{V}_{e \tilde{Z}}\left|\psi_{00}(\mathbf{r})\right\rangle, \tag{32}
\end{equation*}
$$

where the energy of the unperturbed atom $E_{00}=-Z^{2} / 2 n^{2}$. The interaction between the atom and metal, i.e., the interaction between the atom and its image on the metal surface, has features that distinguish it from the interaction between an atom and a real particle, i.e., another atom or a molecule. For this reason, a detailed analysis of the resulting asymptotic expansion is given below.

The interaction between the real electron and the nucleus image, $\hat{V}_{e \tilde{Z}}$, does not explicitly depend on the electron image coordinates. At large $R$ this interaction can be expanded as follows:

$$
\begin{align*}
\hat{V}_{e \tilde{Z}} & =\frac{Z}{2} \frac{1}{|2 \mathbf{R}+\mathbf{r}|} \\
& =\frac{Z}{2}\left(\frac{1}{2 R}-\frac{r \cos \theta}{(2 R)^{2}}+\frac{r^{2}}{(2 R)^{3}} \frac{3 \cos ^{2} \theta-1}{2}+\cdots\right) . \tag{33}
\end{align*}
$$

Multiplication of Eq. (33) by the probability density $\varrho_{e}(\mathbf{r})$ for the real electron and integration yield an expansion of energy $E_{0}(R)$ in the zeroth-order approximation (without the interaction between the electron and its image, see the previous section):

$$
\begin{align*}
E_{0}(R) & =E_{00}+\left\langle\psi_{00}^{*}(\mathbf{r})\right| \hat{V}_{e \tilde{Z}}\left|\psi_{00}(\mathbf{r})\right\rangle \\
& =-\frac{Z^{2}}{2 n^{2}}+\frac{Z}{4 R}+\frac{Z d}{8 R^{2}}-\frac{Z Q}{32 R^{3}}+\cdots . \tag{34}
\end{align*}
$$

The interaction between the electron and its image has the following expansion:

$$
\begin{align*}
-\frac{1}{2\left|2 \mathbf{R}+\mathbf{r}-\mathbf{r}^{\prime}\right|} \simeq & -\frac{1}{4 R}+\frac{r \cos \theta}{8 R^{2}}-\frac{r^{2}\left(3 \cos ^{2} \theta-1\right)}{32 R^{3}} \\
& -\cdots-\frac{r^{\prime} \cos \theta^{\prime}}{8 R^{2}}-\frac{r^{\prime 2}\left(3 \cos ^{2} \theta^{\prime}-1\right)}{32 R^{3}} \\
& -\cdots-\frac{\mathbf{r r}^{\prime}-3 r r^{\prime} \cos \theta \cos \theta^{\prime}}{16 R^{3}}+\cdots, \tag{35}
\end{align*}
$$

where $\theta$ and $\theta^{\prime}$ are the polar angles of the vectors $\mathbf{r}$ and $\mathbf{r}^{\prime}$. Expansion (35) is a function of the coordinates of the real electron and its image. In order to calculate the matrix element of this operator, one should determine the electron image charge distribution $\tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right)$, given the charge distribution of the real electron in the parabolic coordinate system. Accordingly, we consider a second parabolic coordinate system with the origin at the nucleus image:

$$
\begin{equation*}
\mu^{\prime}=r^{\prime}\left(1+\cos \theta^{\prime}\right), \quad \nu^{\prime}=r^{\prime}\left(1-\cos \theta^{\prime}\right), \tag{36}
\end{equation*}
$$

such that the angle $\theta^{\prime}$ is measured with respect to the vector $\mathbf{R}$, as in the case of the first parabolic coordinate system introduced for the real electron, and the azimuthal angle $\varphi$ is the same for both coordinate systems. The mirror reflection transforms lines $\mu=$ const $_{1}$ and $\nu=$ const $_{2}$ to lines $\nu^{\prime}=$ const $_{1}$ and $\mu^{\prime}=$ const $_{2}$. This means that the point with coordinates $(\mu, \nu, \varphi)$ in the first coordinate system is reflected into the point with coordinates $(\nu, \mu, \varphi)$ in the second coordinate system. For the wave functions (28) and (29) in the parabolic coordinates, the permutation $\mu \leftrightarrow \nu$ is equivalent to the exchange of indices $n_{1} \leftrightarrow n_{2}$. This means that the charge distribution in the electron image is determined by the same function as that of the real electron, but with the interchanged parabolic quantum numbers:
$\tilde{\varrho}_{\tilde{e} ;(n, n 1, n 2,|m|)}\left(\mu^{\prime}, \nu^{\prime}, \varphi^{\prime}\right)=\varrho_{e ;(n, n 2, n 1,|m|)}\left(\mu^{\prime}, \nu^{\prime}, \varphi^{\prime}\right)$,
where $\varrho_{e}$ is the absolute value of the wave function (31) squared.

Since the charges of the electron and nucleus change their signs as a result of the mirror reflection, there is the plus sign in front of the integrals in definitions of the image dipole and quadrupole moments:

$$
\begin{equation*}
\tilde{d} \equiv \int \tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right) r^{\prime} \cos \theta^{\prime} d^{3} r^{\prime}=d \tag{38}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{Q} \equiv \int \tilde{\varrho}_{\tilde{e}}\left(\mathbf{r}^{\prime}\right) r^{\prime 2}\left(3 \cos ^{2} \theta^{\prime}-1\right) d^{3} r^{\prime}=-Q \tag{39}
\end{equation*}
$$

whereas the sign in front of the integrals in definitions for the real electron is minus [see Eqs. (30) and (31)].

Since the integral in Eq. (38) is antisymmetrical with respect to the permutation $n_{1} \leftrightarrow n_{2}$ [see Eq. (30)], we can see that $\widetilde{d}=d$, i.e., the dipole moment of the electron whose state is determined by the parabolic wave functions (28) does not change after its mirror reflection from the metal surface. ${ }^{25}$ Note that in the states described by Eqs. (28) and (29) only the $z$-component of the dipole moment is nonzero: $d_{z} \neq 0$, but $d_{x}=d_{y}=0$. In general, the parallel components of the dipole moment, if they do not equal zero, change their signs as a result of the mirror reflection: $\widetilde{d}_{x}=-d_{x}, \widetilde{d}_{y}=-d_{y}$ (Ref. 25). The quadrupole moment changes its sign after reflection: $\widetilde{Q}=-Q$, since the integral in Eq. (39) is symmetrical with respect to the permutation $n_{1} \leftrightarrow n_{2}$ [Eq. (31)].

By substituting expansion (35) in the integral in Eq. (11), we obtain an expansion of the full interaction between the electron and its image

$$
\begin{equation*}
W_{e \tilde{e}}(R) \simeq-\frac{1}{4 R}-\frac{2 d}{8 R^{2}}+\frac{2 Q-4 d^{2}}{32 R^{3}}+\cdots \quad(R \rightarrow \infty) \tag{40}
\end{equation*}
$$

Adding Eqs. (34) and (40), we obtain an expansion for the electron energy

$$
\begin{align*}
E(R)= & -\frac{Z^{2}}{2 n^{2}}+\frac{Z-1}{4 R}-\frac{3 n\left(n_{1}-n_{2}\right)}{8 R^{2}}\left(\frac{Z-2}{2 Z}\right) \\
& -\frac{(Z-2) Q+4 d^{2}}{32 R^{3}}+\cdots \quad(R \rightarrow \infty) \tag{41}
\end{align*}
$$

Let us discuss the results. Recall that in the expansion of the interaction between the two charge distributions the main term of the Coulomb interaction is due to the direct intercharge interaction $\left(\propto R^{-1}\right)$; then follow the terms describing the interactions between the real charge and image dipole, and the image charge and real dipole ( $\propto R^{-2}$ ), etc. First, let us consider the interaction between the electron and its image [Eq. (40)]. Only this interaction depends on the charge distributions due to the electron and its image.

The first term on the right-hand side of Eq. (40), $-1 / 4 R$, is due to the Coulomb attraction between the total charges of the electron and its image. The second term in Eq. (40) is due to two interactions: between the real charge and image dipole, and between the image charge and real dipole. It is clear that since both the magnitudes and signs of these terms are equal, they are added, but are not canceled out. The image charge has the sign opposite to that of the real charge; therefore, the electric fields generated by these charges have the same direction on the connecting line. For a negative charge, both these fields are directed from the metal to the charge, and for a positive charge both fields are directed towards the metal surface. In both cases, these field really exist only in the space outside the metal. In the electric field $\mathbf{F}$, the dipole energy is $\mathbf{- d F}$; therefore, both terms due to the charge-dipole interaction are identical: their magnitudes and
signs are equal. The same result can be obtained for the two interactions between the charge and the quadrupole, which also are added. ${ }^{2)}$

The first term in the expansion of the total electron energy (41) is the electronic energy of the unperturbed atom. The second term in Eq. (41) is due to the interaction between the real electron and image $\tilde{q}$ of the total charge of the ion, $q \equiv Z-1$. Since $\tilde{q}=-q$ and $q>0$, this interaction is repulsive and drives the electron level in the ion towards the continuum states.

Of the greatest interest is the third term in Eq. (41), which is due to the sum of the charge-dipole interaction. It can be expressed as a sum of two terms:

$$
\begin{equation*}
\frac{(Z-2) d}{8 R^{2}}=\frac{q d}{8 R^{2}}-\frac{d}{8 R^{2}} \quad(q \equiv Z-1) \tag{41a}
\end{equation*}
$$

where the first term is due to the interaction between the real dipole and the full ion charge image, and the second is due to the interaction between the real electron and image dipole. The third term in Eq. (41) can be interpreted as a linear Stark effect of a hydrogen-like ion in an electric field generated by the ion image. An interesting point, however, is that this effect does not vanish in the case of the neutral hydrogen atom, $Z=1$. It follows from Eq. (41a) that at $Z=1$ only the first term turns to zero, whereas the second term does not vanish and, moreover, is independent of $Z$. For the neutral hydrogen atom, $Z=1$, Eq. (41) takes the form

$$
\begin{align*}
E(R)= & -\frac{1}{2 n^{2}}+\frac{3 n\left(n_{1}-n_{2}\right)}{16 R^{2}} \\
& -\frac{9 n^{2}\left(n_{1}-n_{2}\right)^{2}-Q\left(n, n_{1}, n_{2}\right)}{32 R^{3}}+\cdots \quad(R \rightarrow \infty), \tag{41b}
\end{align*}
$$

where $Q\left(n, n_{1}, n_{2}\right)$ is given by Eq. (31). The second term on the right-hand side of Eq. (41b) is the same as for a hydrogen atom in a uniform electric field with the strength proportional to $R^{-2}$ or for interaction with a positively charged ion at distance $R$. The possibility of this effect for a neutral atom near a metal surface was first indicated by Chaplik, ${ }^{17}$ who studied tunneling of an electron from a highly excited atom into a metal. The numerical factor in the second term on the right of Eq. (41b) is a factor of 2 smaller than the respective factor in Chaplik's formula, ${ }^{17}$ since the perturbation operator [Eq. (3) in Ref. 17] is twice as large as that in our equations.

An interesting question is why the linear Stark effect takes place when a neutral atom interacts with its own neutral image, similarly to the case of an atom in a homogeneous electric field or when it interacts with a charged particle such as an ion. When an excited hydrogen atom interacts with a real particle equipped with a constant dipole moment, the second term on the right of Eq. (41b) also takes place, but it is a function of the dipole moment of the second particle, which is independent of the hydrogen dipole moment. In this case, the interaction between the full charge of the hydrogen electron and the dipole (and the other moments of the second particle) is independent of all quantum param-
eters of the hydrogen atom; therefore, the states of the latter are not mixed up. On the other hand, the image dipole generated by interaction with metal is fully determined by the real dipole. Any change in the real dipole also changes the image dipole. Because of this strong correlation between the real and image dipoles, the asymptotic expansion of the energy of an atom interacting with a metal surface [Eq. (41)] has a character radically different from that of two interacting real particles, namely, all coefficients in expansion (41) depend only on quantum parameters of the real atom since it is acted upon by its own image generated on the metal surface. As a result, the interaction between the zeroth-order moment or the total charge of the real electron (which is the same for all real states $\left|n, n_{1}, n_{2}, m\right\rangle$, i.e., independent of the quantum numbers $n, n_{1}, n_{2}$, and $m$ ) and the image dipole moment depends on the quantum numbers $n, n_{1}, n_{2}$, and $m$ because the parameters of the image dipole depend on these numbers. This interaction brings about transitions between different hydrogen states. Thus, the correlation between the real and image moments is the cause of the linear Stark effect in a neutral hydrogen atom near a metal surface.

Equation (41) clearly shows that the level splitting due to the Stark effect has a nontrivial dependence on the atomic number $Z$. In the helium ion $\mathrm{He}^{+}(n)(Z=2)$ there is no such effect since the factor in front of the third term on the righthand side of Eq. (41) vanishes. For the neutral hydrogen atom $(Z=1)$ and hydrogen-like ions $\mathrm{Li}^{2+}, \mathrm{Be}^{3+}, \ldots(Z$ $=3,4, \ldots$ ) the factor in front of the third term in Eq. (41) is nonzero, so the effect should take place. Note that in the neutral hydrogen atom Stark components with $n_{1}>n_{2}$ have higher energies than components with $n_{1}<n_{2}$, whereas in ions with $Z>2$ the arrangement of levels is different: components with $n_{1}>n_{2}$ are lower than those with $n_{1}<n_{2}$.

The existence of the Stark effect in hydrogen-like ions placed close to metal surfaces is important for applications. In many experiments, beams of atoms in Rydberg states moving near metal surfaces are used. Interaction with metal leads to transitions between Rydberg sublevels. The chargedipole interaction responsible for these transitions [the third term in Eq. (41)] decreases with the distance to the surface fairly slowly, $\propto R^{-2}$, and can lead to a notable mixing between Rydberg states (see the next section).

The fourth term on the right-hand side of Eq. (41) is for the same reason (correlation between real and image dipoles) different from a similar term for the case of interaction between two real (therefore independent) atoms. The dipoledipole interaction, which is proportional to the product of two dipole moments, $\mathbf{d}_{1} \mathbf{d}_{2}-3\left(\mathbf{n d}_{1}\right)\left(\mathbf{n d}_{2}\right)$, is proportional in Eq. (41) to the atom's dipole moment squared, $d^{2}$. The total charge-quadrupole interaction, $(Z-2) Q / 32 R^{3}$, is also a function of only one quadrupole moment $Q$. This interaction is zero for $\mathrm{He}^{+}(Z=2)$ and nonvanishing for the neutral hydrogen atom and $\mathrm{Li}^{2+}, \mathrm{Be}^{3+}, \ldots$ ions, just as in the case of the dipole-charge interaction.

The asymptotic expansion of the energy of interaction between the nucleus and the metal surface averaged over the spatial charge distribution in the electron image is

$$
\begin{align*}
E_{\text {nuc }}(R) & =-\frac{Z^{2}}{4 R}+\left\langle\psi_{00}^{*}\right| \hat{V}_{Z \tilde{e}}\left|\psi_{00}\right\rangle \\
& =-\frac{Z(Z-1)}{4 R}+\frac{Z d}{8 R^{2}}-\frac{Z Q}{32 R^{3}}+\cdots \tag{42}
\end{align*}
$$

The first term on the right describes the Coulomb interaction between the nuclear charge $Z$ and that of the ion image $-(Z-1)$. The two following terms are due to the interaction of the nucleus with image dipole and quadrupole moments.

The expansion of the energy of interaction between the entire atom, which consists of the electron and the nucleus, and the metal is

$$
\begin{align*}
E_{\mathrm{tot}}(R)= & E(R)+E_{\mathrm{nuc}}(R) \\
= & -\frac{Z^{2}}{2 n^{2}}-\frac{(Z-1)^{2}}{4 R}+\frac{(Z-1) d}{4 R^{2}} \\
& -\frac{(Z-1) Q+2 d^{2}}{16 R^{3}}+\cdots \tag{43}
\end{align*}
$$

It is clear that for the neutral atom $(Z=1)$ the second and third terms on the right of Eq. (43) turn to zero. The only nonzero term in Eq. (43) in this case is that due to the dipole-dipole interaction, $-d^{2} / 8 R^{3}$ if the dipole moment $d \neq 0$.

## 5. MIXING OF HYDROGEN-LIKE RYDBERG STATES NEAR A METAL SURFACE

Many experiments deal with beams of metastable hydrogen atoms $\mathrm{H}(2 s)$. Near a metal surface, the hydrogen atom can transfer from state $2 s$ to state $2 p$, which rapidly relaxes to the ground state $1 s$ with emission of a photon. Let us investigate in detail the rate of $2 s \leftrightarrow 2 p$ transitions in the hydrogen atom near the metal surface.

Let a metastable hydrogen atom $\mathrm{H}(2 s)$ start its motion along the metal surface at large distance $R$ at the time $t=0$, so that we could use the asymptotic expressions for the energies of atomic levels given in the previous section. The wave functions of atomic steady states near the metal surface are described by the functions in the parabolic coordinates $\psi_{n_{1}, n_{2}, m}(\mu, \nu, \varphi)$. The coordinate wave functions in spherical coordinates, $\psi_{2 s}(\mathbf{r})$ and $\psi_{2 p}(\mathbf{r})$, for the states with the principal quantum number $n=2$ are expressed as linear combinations of the coordinate functions in the parabolic coordinates:

$$
\begin{equation*}
\psi_{2 s}=\frac{1}{\sqrt{2}}\left(\psi_{010}+\psi_{100}\right), \quad \psi_{2 p}=\frac{1}{\sqrt{2}}\left(\psi_{010}-\psi_{100}\right) \tag{44}
\end{equation*}
$$

If the atom is in the state $2 s$ at $t=0$, then at the time $t \geqslant 0$ its state is described by the function

$$
\begin{align*}
\Psi(\mathbf{r}, t)= & \frac{1}{\sqrt{2}}\left[\psi_{100} \exp \left(-i \int_{0}^{t} E_{10} d t^{\prime}\right)\right. \\
& \left.+\psi_{010} \exp \left(-i \int_{0}^{t} E_{01} d t^{\prime}\right)\right] \tag{45}
\end{align*}
$$

where $E_{10}$ and $E_{01}$ are the energies of states $\left|n_{1}=1, n_{2}=0\right\rangle$ and $\left|n_{1}=0, n_{2}=1\right\rangle$, respectively [see Eq. (41)]. The probabilities of detecting the atom in states $2 s$ and $2 p$ at $t \geqslant 0$ are

$$
\begin{align*}
& P_{2 p}(t)=\left|\left\langle\psi_{2 p} \mid \Psi(\mathbf{r}, t)\right\rangle\right|^{2}=\sin ^{2} \frac{\Delta(t)}{2},  \tag{46}\\
& P_{2 s}(t)=\left|\left\langle\psi_{2 s} \mid \Psi(\mathbf{r}, t)\right\rangle\right|^{2}=\cos ^{2} \frac{\Delta(t)}{2}, \tag{47}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta(t) \equiv \int_{0}^{t}\left(E_{10}-E_{01}\right) d t^{\prime} \tag{48}
\end{equation*}
$$

Probabilities (46) and (47) vary with time as a result of interference between states $|1,0,0\rangle$ and $|0,1,0\rangle$, which have different energies. According to Eq. (41), for $n=2$ the difference between energies of Stark components is $E_{10}-E_{01}$ $=3 / 4 R^{2}$. If the atom travels along the surface, $R=\operatorname{const}(t)$ and $\Delta(t)=3 t / 4 R^{2}=3 L / 4 R^{2} \mathrm{v}$, where $L$ is the distance through which the atom has moved along the surface and v is its velocity. For the complete $2 s \rightarrow 2 p$ transition we need $\Delta=\pi$, and the distance through which the atom should travel in order to complete its transition is $L_{\pi}=(4 \pi / 3) \vee R^{2}$ (in atomic units). Equation (41) yields correct parameters of the Stark splitting as long as it is larger than the fine structure splitting. For $n=2$ the splitting $\Delta E_{0}$ between levels $2 p_{3 / 2}$ and $2 p_{1 / 2}$ in an unperturbed hydrogen atom is $\Delta E_{0}$ $=0.365 \mathrm{~cm}^{-1}=4.53 \times 10^{-5} \mathrm{eV}=1.66 \times 10^{-6}$ a.u. (Ref. 32). The distance at which the Stark splitting is equal to $\Delta E_{0}$ is

$$
R_{0}=\sqrt{\frac{3}{4 \Delta E_{0}}} \simeq 3.5 \times 10^{-6} \mathrm{~cm} \simeq 670 \mathrm{a} . \mathrm{u}
$$

At $R>R_{0}$ the Stark effect becomes quadratic, $E_{10}-E_{01}$ $\propto R^{-4}$. If the atom velocity is $\mathrm{v}=10^{8} \mathrm{~cm} / \mathrm{s}$ and the distance to the surface is $R=R_{0}$, then the required travel distance is $L_{\pi}=5 \times 10^{-5} \mathrm{~cm}$. The time of this travel is $\tau_{\pi}=L_{\pi} / \mathrm{v}=5$ $\times 10^{-11} \mathrm{~s}$, which is much shorter than the radiation lifetime of the $2 p$-state: $\tau_{2 p-1 s} \simeq 1.6 \times 10^{-9} \mathrm{~s}$. We can conclude that an atom in the $2 s$-state moving a distance of $\sim 600 a_{0}$ from the surface should travel through half a micrometer (5 $\times 10^{-5} \mathrm{~cm}$ ) to complete its transition to the $2 p$-state. If an atom travels along the surface through a distance much larger than half a micrometer, then $\Delta[t(L)] \gtrdot \pi$ and the atom undergoes multiple $2 s \rightarrow 2 p \rightarrow 2 s$ transitions.

## 6. DISCUSSION

The boundary condition (21) used in our calculations is approximate. Calculations based on this condition can be accurate if the surface region makes a small contribution to the energies of levels under discussion. This condition is valid a fortiori if the electron orbit size is much larger than the surface region thickness, which is usually within two to three Bohr radii in different metals. Such is the situation, for example, in case of collisions between excited atomic particles and a metal surface. For example, the sizes of electron orbits of $\mathrm{C}^{5+}(n=9)$ and $\mathbf{H}(n=2)$ are $\sim 27 a_{0}$ and $\sim 8 a_{0}$, respectively. Note that in this case condition (21) leads to a correct description of atomic levels even though the electron orbit is
strongly deformed by the interaction with metal. If the orbit size is of order of the surface layer thickness, which is the case in the hydrogen ground state, $\mathrm{H}(1 s)$, the distance between the atom and surface should be larger than the orbit size. In this case, the electron wave function is exponentially small near the surface because of the large barrier that separates the atom and metal, and the surface layer has little effect on the energy of the atomic electron. If the electron energy is higher than the Fermi level, condition (21) is also satisfied at large distances between the atom and metal for the same reason.

The approximation of image charge applies to the case of large distances between the atom and metal. Usually the condition $R \gg R_{D}$ is discussed; here $R_{D}$ is the Debye radius, which equals the Bohr radius $a_{0}$ times a factor of 1 or 2. A more restrictive condition, however, is the smallness of the perturbation of the metal conduction electrons, namely, the additional density of the image charge on the surface should be much smaller than the charge density in the unperturbed metal. The density of degenerate conduction electrons can be estimated using the formula ${ }^{33-35} n_{0}\left(\varepsilon_{F}\right)=2 \sqrt{2} \varepsilon_{F}^{3 / 2} / 3 \pi^{2}$. For an isolated charge $Z$ the image charge density on the surface ${ }^{25-28}$ is $\Delta n(\varrho, R)=-\left(Z R / 2 \pi R_{D}\right) /\left(\varrho^{2}+R^{2}\right)^{3 / 2}$, where $\varrho$ is the distance measured along the surface from the perpendicular line drawn through the charge. Using the maximum value of this density at $\varrho=0$, we obtain the condition

$$
\begin{equation*}
R \gtrdot R_{0} \sqrt{Z}, \quad R_{0} \equiv 1.5 \varepsilon_{F}^{-5 / 8} \tag{49}
\end{equation*}
$$

For most metals, $R_{0}$ is within $\simeq(4-10) a_{0}$. For cesium (or any metal whose surface more than $60 \%$ is coated with cesium) the Fermi energy $\varepsilon_{F}=1.5 \mathrm{eV}=0.055$ a.u., so we have $R_{0}=9.2 a_{0}$. This value is six times the Debye radius for metallic cesium, $R_{D}^{\mathrm{Cs}} \simeq 1.54 a_{0}$. For the carbon ion with $Z=6$ the distance from the cesium surface should be larger than $22.5 a_{0}$, which is a factor of 14.6 larger than $R_{D}^{\mathrm{Cs}}$.

If $R \sim R_{0} \sqrt{Z}$, the perturbation in the electron density in the metal cannot be ignored. The potential barrier between the atom and surface is lowered, and electrons from the metal can transfer to the atomic ion more easily. This effect was previously studied in detail, ${ }^{2}$ and it turned out that, owing to this neutralization effect, the acceleration of the atomic ion near the surface caused by its attraction to the image charge is terminated at distances much larger than the Debye radius and equal to approximately $2 R_{0} \sqrt{Z}$.

The result of our calculations are plotted in Figs. 2-6. Figure 2 shows the ground-state level $1 s$ of hydrogen in comparison with calculations by other authors. Our calculations for the $1 s$ level are close to the unperturbed value $E_{00}=13.6 \mathrm{eV}$ at distances $R \geqslant 4 a_{0}$. On the other hand, the $1 s$ energy level calculated by other authors ${ }^{8,14-16}$ follows the function $E_{1 s}(R) \simeq E_{00}(\infty)+1 / 4 R$ at large distances and rises to 1.90 eV above $E_{00}$ at $R=4 a_{0}$. It follows from our calculations [Eq. (41)] that deviation of the level $E(R)-E_{00}$ $\simeq 1 / 4 R$ is possible for an atomic ion with unit charge, for example, $\mathrm{He}^{+}$. But for a neutral atom, $Z=1$, the Coulomb term $(Z-1) / 4 R$ is zero. The image of a neutral particle in a metal is a neutral particle, and interaction between two neutral particles cannot contribute a Coulomb term to the level
energy. In the earlier calculations, ${ }^{8,14-16}$ a fraction of the potential energy of the nucleus due to its interaction with the electron image, $V_{Z \tilde{e}}$, was attributed to the electron energy. At larger distances, this interaction has an asymptotic behavior $1 / 4 R$, and it is precisely this term that causes the Coulomb rise of the hydrogen ground level proportional to $1 / 4 R$ found in Refs. 8 and $14-16$ for $Z=1$.

Figure 2 also shows the results of our calculations of the energy $E_{0}(R)$ for the hydrogen ground state $1 s$ in the zerothorder approximation. This energy does not include interaction between the electron and its image and was calculated by numerically solving the system of equations (18) and (19). The asymptotic expansion of energy (34) at $Z=1$ contains the Coulomb term $1 / 4 R$ due to the repulsion between the electron and proton image. For $R>4 a_{0}$, our calculations of $E_{0}(R)$ are in good agreement with calculations ${ }^{8,14-16}$ for the total $1 s$ level. Previously ${ }^{8}$ the energy of the $1 s$ level was calculated using the electric potential on the metal surface, whereas our calculations are based on condition (21). The agreement between these calculations indicates that the surface layer contributes little to the electron energy of the hydrogen atom in the $1 s$ state at distances from the surface larger than $4 a_{0}$.

Figures 3 and 4 show energies of excited states of the hydrogen atom $(n=2)$. One can see that the calculations in the zeroth order and first order of the perturbation theory (shown in Figs. 3 and 4, respectively) differ considerably. The energies of the electron interaction with its image and with the nucleus image are values of the same order for both the ground state $1 s$ and the excited states with $n=2$ of the hydrogen atom.

Figures 4-6 show the results of our calculations for the excited state of the $\mathrm{C}^{5+}(n=9)$ ion. Figure 5 shows electronic energies calculated in the zeroth-order approximation, and Fig. 6 shows these energies calculated in the first order of the perturbation theory. The differences between the energies plotted in these graphs are small because the energy of electron interaction with its image is small in comparison with its interaction with the nucleus image. The numerical calculations are compared in these graphs with asymptotic expansions in the limit of large distances from the surface. It is clear that the asymptotic expressions are close to numerical calculations at distances down to the orbit size; hence asymptotic formulas can be used in calculating energies of other $\mathrm{C}^{5+}$ levels, as well as levels of other $\mathrm{A}^{Z+}$ ions. The levels in Figs. 4-6 are driven upwards, and this tendency is due to the repulsion between the electron and nucleus image, whose energy at large distances is $(Z-1) / 4 R$. Since the second Coulomb center, which is the nucleus image, has an effective charge $Z_{\text {eff }}=Z / 2$ in Eq. (13), in the limit $R \rightarrow 0$ the total charge of two centers is equal to $-Z / 2$ and all states are bound. From the levels that are above the Fermi energy, an electron can tunnel into the metal. ${ }^{17,19}$ At the same time, an atomic ion approaching the metal surface cannot capture a resonant electron to these levels. This capture of an electron from the conduction band requires that additional energy be imparted to the electron. ${ }^{36}$

We have calculated the energies of the $\mathrm{C}^{5+}$ ion for $R \geqslant 50 a_{0}$ (Figs. 4-6). According to the condition (52) and
the calculations of Ref. 2, the distances to the metal surface should satisfy the condition $R \geqslant 2 R_{0} \sqrt{Z}$, which means in the case of cesium (see above) that $R>45 a_{0}$.

The Rydberg states of hydrogen-like ions and of the neutral hydrogen atom are strongly mixed near a metal surface. At large distances from the surface, the amplitude of this mixing is approximately the same as the mixing caused by a charged atomic ion, ${ }^{17}$ when the splitting between Stark components is proportional to $R^{-2}$. This effect is caused by interactions of two types: 1) the interaction between the constant dipole moment of the real atom with the image of the total ion charge generated on the metal surface; 2) the interaction between the real electron charge and the dipole moment of the atom image. For the neutral hydrogen atom, the former interaction is zero, but the latter is nonvanishing and responsible for the Stark effect under discussion. The sign of each interaction is opposite for all $Z>1$, and the magnitudes depend on $Z$. Since for the $\mathrm{He}^{+}$ion the magnitudes of these two interactions are equal, the Stark effect in this ion is zero.
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The axion vertex $a \gamma \gamma \gamma$, the probability of three-photon axion decay in an external magnetic field, and the cross section of the crossing process $a \gamma \rightarrow 2 \gamma$, which $C P$ invariance forbids in vacuum, are calculated for the first time. It is shown that in superstrong magnetic fields $B \gg F_{0}=m^{2} /|e|=4.41 \cdot 10^{13} \mathrm{G}$ the probability of three-photon decay is greater than the probability of two-photon decay. The astrophysical aspects of the questions examined are discussed.
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## 1. INTRODUCTION

The necessity of the existence of an axion as a pseudoscalar goldstone boson, explaining the $C P$ invariance of strong interactions, ${ }^{1}$ is now generally accepted. To give the axion real standing laboratory experiments are now being conducted or planned, ${ }^{2,3}$ while previously the axion parameters were estimated only on the basis of astrophysical and cosmological considerations. Thus, the first laboratory estimate of the upper limit of the axion-photon coupling constant in an experiment based on the Primakov effect with conversion of solar axions into photons in a coherent interaction with a crystal lattice was given in Ref. 2 as $g_{a \gamma \gamma}$ $<2.7 \cdot 10^{-9} \mathrm{GeV}^{-1}$. The limit on $g_{a \gamma \gamma}$ was obtained irrespectively of the axion mass $m_{a}$ right up to the upper limit $\sim 1 \mathrm{keV}$. An experiment on the conversion of solar axions into x-ray photons in a system of strong magnetic fields could be realized in the very near future. ${ }^{3}$

The most reliable data on the values of the axion parameters are still based on cosmological and astrophysical results. For example, the possible axion mass range is predicated on existing ideas about the rate at which stars lose energy (upper mass limit) remaining unchanged and on the axion contribution to the nonbaryonic component of the invisible mass of the universe (lower limit): ${ }^{4}$

$$
\begin{equation*}
10^{-6} \mathrm{eV} \leqq m_{a} \lesssim 10^{-3} \mathrm{eV} \tag{1}
\end{equation*}
$$

The main axion production channel in the interior regions of stars and collapsed objects could be the Primakov effect ${ }^{5}$ and possibly a synchrotron mechanism due to the presence of strong magnetic fields. However, the only decay channel is considered to be the two-phonon channel $a \rightarrow 2 \gamma$ with the decay probability per unit time ${ }^{7}$

$$
\begin{equation*}
W_{2 \gamma}=\frac{g_{a \gamma \gamma}^{2} m_{a}^{4}}{64 \pi q_{0}}, \quad g_{a \gamma \gamma}=\frac{e^{2} c_{\gamma}}{2 \pi f}, \tag{2}
\end{equation*}
$$

where $e^{2}=\alpha=1 / 137, q_{0}$ is the axion energy, $c_{\gamma}$ is a constant depending on the model and is of the order of 1 , and $f$ is the energy scale for breaking of the Peccei-Quinn symmetry. ${ }^{1}$ However, strong magnetic fields of the order of and greater than the characteristic Schwinger field ${ }^{8} F_{0}=m^{2} /|e|=4.41$ $\times 10^{13} \mathrm{G}$ ( $m$ - electron mass) can exist in extreme astro-
physical situations (the Big Bang, neutron stars), where the axion component of the invisible mass was mainly formed. Such fields can fundamentally change the characteristics of decays by influencing the propagator factors of the electron loop, which makes the main contribution to the amplitude because of the very small mass of the charged fermion. Specifically, three-photon decay $a \rightarrow 3 \gamma$ (see Fig. 1), which $C P$ invariance forbids in vacuum, becomes possible. The structure of the axion vertex in the diagrams is determined by the adopted form of the axion-electron interaction Lagrangian ${ }^{9}$

$$
\begin{equation*}
\mathscr{C}_{a e}=\frac{c_{e}}{2 f}\left(\bar{\Psi} \gamma_{\mu} \gamma^{5} \Psi\right) \frac{\partial a}{\partial x_{\mu}}, \tag{3}
\end{equation*}
$$

where $c_{e} \sim 1$ is a constant.
In the present paper the amplitude and probability of three-photon axion decay in a magnetic field and the cross section of the crossing process $a \gamma \rightarrow 2 \gamma$ are calculated for the first time, and it is shown that in fields with induction $B \gtrdot F_{0}$ the probability of three-photon decay of relativistic axions is greater than the probability of two-photon decay.

The exposition is organized as follows. The form of the Green's function for the Dirac equation in a magnetic field, including the asymptotic limit of superstrong fields, is presented together with a discussion of the algebra of $\tilde{\gamma}$ matrices in two-dimensional space, in Sec. 2. The form of the ( $a \gamma \gamma \gamma$ ) vertex in a magnetic field is obtained in Sec. 3, and the probability of the decay $a \rightarrow 3 \gamma$ and the cross section of the inelastic process $a \gamma \rightarrow \gamma \gamma$ are obtained in Sec. 4. The results obtained, including the astrophysical aspects, are analyzed in the last section.

## 2. GREEN'S FUNCTION FOR THE DIRAC EQUATION IN AN EXTERNAL MAGNETIC FIELD AND THE ALGEBRA OF $2 \times 2 \tilde{\gamma}$ MATRICES

The solution of the singular Dirac equation

$$
\begin{equation*}
(i \hat{\partial}-e \hat{A}-m) G(x, y)=\delta(x-y) \tag{4}
\end{equation*}
$$

in an external constant and uniform magnetic field with induction $B$ in the special gauge of the $A$ potential can be written as


FIG. 1.

$$
\begin{equation*}
G(x, y)=\exp \left[-\frac{i \gamma}{2}\left(x_{1}+y_{1}\right)\left(x_{2}-y_{2}\right)\right] G(x-y) \tag{5}
\end{equation*}
$$

where $\gamma=|e B|$ and the 3 axis is oriented along the vector $\mathbf{B}$. It is convenient to use for the Fourier transform $G(p)$ of the function $G(x-y)$, which depends only on the coordinate difference, the representation

$$
\begin{align*}
G(p)= & \frac{1}{\gamma \eta} \int_{0}^{1} d t\left(\frac{1+t}{1-t}\right)^{\eta} \exp (-\delta t)\left\{\left(\hat{p}_{\|}+m\right)\right. \\
& \left.\times\left[\Pi_{-}(1-\delta t)-\frac{\eta}{1+t}\right]-\eta \hat{p}_{\perp}\right\} \tag{6}
\end{align*}
$$

obtained in Ref. 10. Here

$$
\begin{align*}
& \eta=\left(p_{\|}^{2}-m^{2}\right) / 2 \gamma, \quad p_{\|}^{2}=p_{0}^{2}-p_{3}^{2}, \\
& \delta=p_{\perp}^{2} / \gamma, \quad p_{\perp}^{2}=p_{1}^{2}+p_{2}^{2}, \quad \hat{p}_{\|}=\gamma^{0} p_{0}+\gamma^{3} p_{3},  \tag{7}\\
& \hat{p}_{\perp}=\gamma^{1} p_{1}+\gamma^{2} p_{2},
\end{align*}
$$

and $\Pi_{-}=\left(1-i \gamma_{1} \gamma_{2}\right) / 2$ is the operator projecting spin on a direction opposite to the field. The expansion of the function (6) in the field in an invariant form in terms of the field tensor $F$ has the form

$$
\begin{align*}
& G(p)=G_{0}-\frac{i e}{2} G_{0}\left(\gamma F \frac{\partial}{\partial p}\right) G_{0}+\ldots, \\
& G_{0}=\frac{\hat{p}+m}{p^{2}-m^{2}} \tag{8}
\end{align*}
$$

In the strong-field limit $B \gtrdot F_{0}$, the integrand in the expression (6) must be formally expanded into powers of $\eta$ (in the inverse field). This expansion is valid if the integrals over the two-dimensional momentum in the subspace $(0,3)$ on the electron mass $m$ converges. The leading term, employed below, of the expansion is

$$
\begin{equation*}
G(p)=2 e^{-\delta} \Pi_{-} \frac{\hat{p}_{\|}+m}{p_{\|}^{2}-m^{2}} . \tag{9}
\end{equation*}
$$

As noted in Ref. 11, this procedure actually 'twodimensionalizes'" the mathematical apparatus of the theory. Specifically, for loop diagrams, the expression remaining after Gaussian-type integrals over $p_{\perp}$ are performed reduces to a two-dimensional expression in the subspace $(0,3)$, since vertex factors of the form $\Pi_{-} \gamma_{\alpha} \Pi_{-}$and $\Pi_{-} \gamma_{\alpha} \gamma^{5} \Pi_{-}$are different from zero only for $\alpha=0$ and $3, \gamma^{0} \gamma^{3}$ playing the role of the matrix $\gamma^{5}$ since $\Pi_{-} \gamma^{5} \Pi_{-}=\Pi_{-} \gamma^{0} \gamma^{3}$. Finally, the presence of the operator $\Pi_{-}$decreases the dimension of the $\gamma$ matrices to $2 \times 2$, after which $\Pi_{-}$can be dropped, denoting the $2 \times 2$ matrices by the symbol $\tilde{\gamma}_{\alpha}(\alpha=0,3)$, while $\tilde{\gamma}^{5}$ $=\tilde{\gamma}^{0} \widetilde{\gamma}^{3}$. The function

$$
\begin{equation*}
G_{s}(p)=\frac{\check{p}+m}{p_{\|}^{2}-m^{2}}, \quad \check{p}=\tilde{\gamma}^{0} p_{0}+\tilde{\gamma}^{3} p_{3}, \tag{10}
\end{equation*}
$$

plays the role of the Green's function in two-dimensional space. It enters in the matrix elements of the corresponding diagrams (see Sec. 3).

It can be shown ${ }^{11}$ that an expanded variant of Furry's theorem holds in two-dimensional space - the matrix elements of loop diagrams with an odd number of vertices vanish irrespective of their $P$ classification (vector of pseudovector). As a result, diagrams with an even number of vertices are linear functions of the field, ${ }^{12}$ whereas diagrams with odd number of vertices (even beyond the two-dimensional approximation) approach a constant, indicating that the former predominate in fields $B \gtrdot F_{0}$.

We note also that the maximum divergence in twodimensional expressions of the vacuum diagrams is logarithmic, and in all cases which we have considered previously it cancels in accordance with the condition for applicability of the expansion (9) (the only exception arises in the calculation of the electron mass operator, ${ }^{13}$ where the method works to logarithmic accuracy in the field).

The two-dimensionalization of the mathematical apparatus can be explained physically by the suppression of the transverse excitations of virtual electrons in fields $B \gg F_{0}$ with the Landau ground state making the dominant contribution.

The algebraic relations used below for the $\tilde{\gamma}$ matrices follow from their basic reduction property:

$$
\begin{equation*}
\tilde{\gamma}^{\alpha} \tilde{\gamma}^{\beta}=\tilde{g}^{\alpha \beta}+\tilde{\gamma}^{5} \varepsilon^{\alpha \beta}, \quad\left(\tilde{\gamma}^{5}\right)=1, \tag{11}
\end{equation*}
$$

where $\widetilde{g}^{\alpha \beta}=(1,-1)$ is the metric tensor in the subspace $(0$, 3 ), and $\varepsilon^{\alpha \beta}$ is the absolutely antisymmetric tensor in $(0,3)$ with the values $\varepsilon^{03}=-\varepsilon^{30}=1$ and $\varepsilon^{00}=\varepsilon^{33}=0$. The identities

$$
\begin{align*}
& \varepsilon^{\alpha \beta} \varepsilon^{\rho \sigma}=\tilde{g}^{\alpha \sigma} \tilde{g}^{\beta \rho}-\tilde{g}^{\alpha} \tilde{g}^{\beta \sigma},  \tag{12a}\\
& \tilde{g}^{\alpha \beta} \varepsilon^{\rho \sigma}+\varepsilon^{\alpha \beta} \tilde{g}^{\rho \sigma}=\tilde{g}^{\beta \rho} \varepsilon^{\alpha \sigma}+\varepsilon^{\rho \beta} \widetilde{g}^{\alpha \sigma},  \tag{12b}\\
& \tilde{\gamma}_{a}\left(\tilde{\gamma}_{\alpha_{1}} \ldots \tilde{\gamma}_{\alpha_{2 n+1}}\right) \tilde{\gamma}^{\alpha}=0 \tag{12c}
\end{align*}
$$

greatly simplifies the procedure for calculating the traces:

$$
\begin{align*}
& \frac{1}{2} \operatorname{Tr}\left(\tilde{\gamma}^{\alpha} \tilde{\gamma}^{\beta} \tilde{\gamma}^{\rho} \tilde{\gamma}^{\sigma}\right)=\tilde{g}^{\alpha \beta} \widetilde{g}^{\rho \sigma}+\tilde{g}^{\alpha \sigma} \widetilde{g}^{\beta \rho}-\tilde{g}^{\alpha \rho} \tilde{g}^{\beta \sigma}, \\
& \frac{1}{2} \operatorname{Tr}\left(\tilde{\gamma}^{5} \tilde{\gamma}^{\alpha} \tilde{\gamma}^{\beta} \tilde{\gamma}^{\rho} \tilde{\gamma}^{\sigma}\right)=\tilde{g}^{\alpha \beta} \varepsilon^{\rho \sigma}+\varepsilon^{\alpha \beta} \tilde{g}^{\alpha \beta} \tilde{g}^{\rho \sigma} \tag{12~d}
\end{align*}
$$

and so on.

## 3. THE $a \gamma \gamma \gamma$ VERTEX IN A CONSTANT AND UNIFORM MAGNETIC FIELD

The $a \gamma \gamma \gamma$ vertex corresponds to the three diagrams in Fig. 1, and the complete interaction Lagrangian is a sum of the expression (3) and the electrodynamic part $e\left(\bar{\Psi} \gamma^{\alpha} \Psi\right) A_{\alpha}$ with the operators represented in the Furry picture and the electron loop making the dominant contribution. Noting that the phase factor in Eq. (5) in a loop with an even number of vertices cancels, we shall determine the matrix element of the process $a \rightarrow 3 \gamma$ in terms of the $S$-matrix element as

$$
\begin{align*}
& \langle f| S|i\rangle=\frac{(2 \pi)^{4} \delta\left(q-k-k^{\prime}-k^{\prime \prime}\right)}{2 q_{0} 2 k_{0} 2 k_{0}^{\prime} 2 k_{0}^{\prime \prime}} M,  \tag{13}\\
& M=M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}} e^{* \alpha} e^{* \alpha^{\prime}} e^{* \alpha^{\prime \prime}}, \tag{13a}
\end{align*}
$$

where $q$ is the momentum of the axion, $k, k^{\prime}, k^{\prime \prime}$ and $e, e^{\prime}$, $e^{\prime \prime}$ are the momenta and polarization vectors of the photons, and the pseudotensor $M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ has the form

$$
\begin{align*}
M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}= & \frac{-i e c_{e}(4 \pi)^{3 / 2}}{6 f} \int d^{4} y \int d^{4} x \int d^{4} x^{\prime} \\
& \times \exp \left[i\left(k x+k^{\prime} x^{\prime}-q y\right)\right] \operatorname{Tr}\left[\gamma_{\alpha} G(x\right. \\
& \left.\left.-x^{\prime}\right) \gamma_{\alpha^{\prime}} G\left(x^{\prime}\right) \gamma_{\alpha^{\prime \prime}} G(-y) \hat{q} \gamma^{5} G(y-x)\right] \\
& + \text { two photon permutations. } \tag{14}
\end{align*}
$$

For fields $B \ll F_{0}$, in the low-energy approximation with respect to the momenta of the external lines (as compared with the electron mass $m$ ), the nonzero contribution according to the "standard" Furry theorem corresponds to an odd number of interactions with the field in the loop. From gauge and Lorentz invariance considerations the pseudotensor $M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ is, to within numerical factors, in first orders in the field

$$
\begin{align*}
M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}= & \frac{e^{4} c_{e}}{f m^{4}}\left[\left\{F \otimes e \otimes k^{3}\right\}_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}+\frac{1}{F_{0}^{2}}\right. \\
& \left.\times\left\{F^{3} \otimes e \otimes k^{3}\right\}_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}+\ldots\right], \tag{15}
\end{align*}
$$

where in the brackets $e \equiv e_{\mu \nu \alpha \beta}$ is the absolutely antisymmetric tensor, and the direct-product symbols in the braces denote gauge-invariant combinations of the form

$$
\begin{aligned}
& \left(k^{\prime \prime} \widetilde{F}\right)_{\alpha^{\prime \prime}}\left[k_{\alpha^{\prime}} k_{\alpha}^{\prime}-g_{\alpha \alpha^{\prime}}\left(k k^{\prime}\right)\right], \\
& \left(k^{\prime \prime} F\right)_{\alpha^{\prime \prime}} e_{\mu \nu \alpha \alpha^{\prime}} k^{\mu} k^{\prime},
\end{aligned}
$$

in the first term and
$\left(k^{\prime \prime} \widetilde{F}\right)_{\alpha^{\prime \prime}}\left(k^{\prime} F\right)_{\alpha^{\prime}}(k F)_{\alpha}$,
$\left(k^{\prime \prime} \widetilde{F} F^{2}\right)_{\alpha^{\prime \prime}}\left[k_{\alpha^{\prime}} k_{\alpha}^{\prime}-g_{\alpha \alpha^{\prime}}\left(k k^{\prime}\right)\right]$,
in the second term, and so on ( $\widetilde{F}-$ dual tensor). In this approximation there is no need to calculate the tensor $M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ exactly, since the corresponding decay probability $W_{3 \gamma}$ in any case is small compared with the probability $W_{2 \gamma}$ (see Sec. 4).

The situation is completely different in the strong-field limit $B \geqslant F_{0}$. Here detailed calculations are required. Substituting into Eq. (14) the expression

$$
G(z)=\frac{1}{(2 \pi)^{4}} \int d^{4} p G(p) \exp [-i(p z)]
$$

with $G(p)$ from Eq. (9) and integrating the loop over all variables except for the two-dimensional momentum using the two-dimensional representation of the Green's function (10) in accordance with the method described in Sec. 2, we obtain

$$
\begin{align*}
M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}= & \frac{2 e^{3} c_{e} \gamma}{3 \sqrt{\pi} f} J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}},  \tag{16}\\
J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}= & I_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}\left(k, k^{\prime}, k^{\prime \prime}\right)+I_{\alpha^{\prime} \alpha \alpha^{\prime \prime}}\left(k^{\prime}, k, k^{\prime \prime}\right) \\
& +I_{\alpha \alpha^{\prime \prime} \alpha^{\prime}}\left(k, k^{\prime \prime}, k^{\prime}\right),  \tag{16a}\\
I_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}\left(k, k^{\prime}, k^{\prime \prime}\right)= & \frac{i}{\pi} \int d^{2} p \cdot \frac{1}{2} \operatorname{Tr}\left[\tilde{\gamma}^{5} q G_{s}(p) \tilde{\gamma}_{\alpha} G_{s}\right. \\
& \times(p+k) \tilde{\gamma}_{\alpha^{\prime}} G_{s}\left(p+k+k^{\prime}\right) \tilde{\gamma}_{\alpha^{\prime \prime}} G_{s} \\
& \times(p+q)] ;
\end{align*}
$$

$$
\begin{equation*}
q=k+k^{\prime}+k^{\prime \prime} ; \quad \alpha, \alpha^{\prime}, \alpha^{\prime \prime}=0,3 . \tag{16b}
\end{equation*}
$$

The symmetrized expression $J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ vanishes to first order of the expansion of $I_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ in terms of the momenta, as should happen because of gauge invariance.

The exact result for the two-dimensional rank-2 pseudotensor $I_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ in the form of a triple integral over the Feynman parameters is
$I_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}\left(k, k^{\prime}, k^{\prime \prime}\right)$

$$
=2 \int_{0}^{1} d x_{1} \int_{0}^{x_{1}} d x_{2} \int_{0}^{x_{2}} d x_{3}\left\{-\frac{m^{4}}{\left(m^{2}-\tilde{m}^{2}\right)^{3}}\left[q_{\alpha} \varepsilon_{\alpha^{\prime} \alpha^{\prime \prime}}\right.\right.
$$

$$
\left.+(q \varepsilon)_{\alpha} \tilde{g}_{\alpha^{\prime} \alpha^{\prime \prime}}\right]+\frac{m^{2}}{\left(m^{2}-\tilde{m}^{2}\right)^{2}}(q \varepsilon)_{\alpha^{\prime}} \tilde{g}_{\alpha \alpha^{\prime \prime}}-\frac{m^{2}}{\left(m^{2}-\tilde{m}^{2}\right)^{3}}
$$

$$
\times\left[-\varepsilon_{\alpha \alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(2)}\left(\kappa^{(3)} q\right)-\tilde{g}_{\alpha \alpha^{\prime}}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime \prime}}\left(\kappa^{(3)} q\right)\right.
$$

$$
-\tilde{g}_{\alpha \alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(2)}\left(\kappa^{(3)} \varepsilon q\right)-\varepsilon_{\alpha \alpha^{\prime}}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime \prime}}\left(\kappa^{(3)} \varepsilon q\right)
$$

$$
+(q \varepsilon)_{\alpha} \kappa_{\alpha^{\prime}}^{(1)} \kappa_{\alpha^{\prime \prime}}^{(2)}+q_{\alpha}\left(\kappa^{(1)} \varepsilon\right)_{\alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(2)}+q_{\alpha} \kappa_{\alpha^{\prime}}^{(1)}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime \prime}}
$$

$$
+(q \varepsilon)_{\alpha}\left(\kappa^{(1)} \varepsilon\right)_{\alpha^{\prime}}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime \prime}}-q^{2}\left(\kappa^{(1)} \varepsilon\right)_{\alpha} \tilde{g}_{\alpha^{\prime} \alpha^{\prime \prime}}
$$

$$
+q^{2} \kappa_{\alpha}^{(1)} \varepsilon_{\alpha^{\prime} \alpha^{\prime \prime}}+2(q \varepsilon \kappa) \kappa_{\alpha}^{(1)} \tilde{g}_{\alpha^{\prime} \alpha^{\prime \prime}}-2(q \varepsilon \kappa)
$$

$$
\times\left(\kappa^{(1)} \varepsilon\right)_{\alpha} \varepsilon_{\alpha^{\prime} \alpha^{\prime \prime}}+(q \varepsilon \kappa) \tilde{g}_{\alpha \alpha^{\prime}}\left(\kappa^{(2)}+\kappa^{(3)}\right)_{\alpha^{\prime \prime}}
$$

$$
+(q \kappa) \varepsilon_{\alpha \alpha^{\prime}}\left(\kappa^{(2)}+\kappa^{(3)}\right)_{\alpha^{\prime \prime}}+(q \kappa) \tilde{g}_{\alpha \alpha^{\prime}}\left(k^{\prime \prime} \varepsilon\right)_{\alpha^{\prime \prime}}
$$

$$
\left.+(q \varepsilon \kappa) \varepsilon_{\alpha \alpha^{\prime}}\left(k^{\prime \prime} \varepsilon\right)_{\alpha^{\prime \prime}}\right]
$$

$$
-\frac{1}{\left(m^{2}-\tilde{m}^{2}\right)^{3}}\left[( q \varepsilon \kappa ) \left(\boldsymbol{\kappa}_{\alpha}^{(1)} \boldsymbol{\kappa}_{\alpha^{\prime}}^{(2)} \boldsymbol{\kappa}_{\alpha^{\prime \prime}}^{(3)}\right.\right.
$$

$$
+\kappa_{\alpha}^{(1)}\left(\kappa^{(2)}\right) \varepsilon_{\alpha^{\prime}}\left(\kappa^{(3)} \varepsilon\right)_{\alpha^{\prime \prime}}+\left(\kappa^{(1)} \varepsilon\right)_{\alpha} \kappa_{\alpha^{\prime}}^{(2)}\left(\kappa^{(3)} \varepsilon\right)_{\alpha^{\prime \prime}}
$$

$$
\left.+\left(\kappa^{(1)} \varepsilon\right)_{\alpha}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(3)}\right)-(q \kappa)\left(\left(\kappa^{(1)} \varepsilon\right)_{\alpha} \kappa_{\alpha^{\prime}}^{(2)} \kappa_{\alpha^{\prime \prime}}^{(3)}\right.
$$

$$
+\kappa_{\alpha}^{(1)}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(3)}+\kappa_{\alpha}^{(1)} \kappa_{\alpha^{\prime}}^{(2)}\left(\kappa^{(3)} \varepsilon\right)_{\alpha^{\prime \prime}}
$$

$$
\begin{equation*}
\left.\left.\left.+\left(\kappa^{(1)} \varepsilon\right)_{\alpha}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime}}\left(\kappa^{(3)} \varepsilon\right)_{\alpha^{\prime \prime}}\right)\right]\right\} \tag{17}
\end{equation*}
$$

In Eq. (17) and below in this section all contractions and scalar products are two-dimensional in the space $(0,3)$. For brevity, the following notation has been introduced:

$$
\begin{align*}
\tilde{m}^{2}= & k^{2}\left(1-x_{2}+x_{3}\right)\left(x_{2}-x_{3}\right)+\left(q+k^{\prime \prime}\right)^{2}\left(1-x_{1}+x_{2}\right) \\
& \times\left(x_{1}-x_{2}\right)+q^{2} x_{1}\left(1-x_{1}\right)-2 k\left(q-k^{\prime \prime}\right)\left(x_{2}-x_{3}\right) \\
& \times\left(x_{1}-x_{2}\right)-2(k q)\left(x_{2}-x_{3}\right)\left(1-x_{1}\right)-2 q\left(q-k^{\prime \prime}\right) \\
& \times\left(x_{1}-x_{2}\right)\left(1-x_{1}\right),  \tag{17a}\\
\kappa= & k\left(x_{2}-x_{3}\right)+\left(q-k^{\prime \prime}\right)\left(x_{1}-x_{2}\right)+q\left(1-x_{1}\right), \\
\kappa^{(1)}= & \kappa-k, \quad \kappa^{(2)}=\kappa-q+k^{\prime \prime}, \quad \kappa^{(3)}=\kappa-q .
\end{align*}
$$

In principle the expressions (16) and (17) hold in the entire region $\gamma \gg q_{0}^{2}, m^{2}$, but in practice it is possible only to study the low-energy approximation, where all momenta are much less than the electron mass. In this case the simple result

$$
\begin{equation*}
J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}=\frac{4 q^{2}}{15 m^{6}}(k \varepsilon)_{\alpha}\left(k^{\prime} \varepsilon\right)_{\alpha^{\prime}}\left(k^{\prime \prime} \varepsilon\right)_{\alpha^{\prime \prime}} \tag{18}
\end{equation*}
$$

is obtained from Eqs. (17) and (16a) after complicated calculations. This expression is explicitly gauge-invariant

$$
\begin{equation*}
J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}} k^{\alpha}=J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}} k^{\prime \alpha^{\prime}=}=J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}} k^{\prime \prime \alpha^{\prime \prime}}=0 \tag{18a}
\end{equation*}
$$

We note that $J_{\alpha \alpha^{\prime} \alpha^{\prime \prime}}$ is proportional to the fifth power of the momenta, though in principle the condition (18a) does not rule out a cubic combination, which, however, vanishes identically in a specific calculation.

If the state of linear polarization of a photon is characterized by the vector

$$
\begin{equation*}
e_{\alpha}=(k \varepsilon)_{\alpha} / \sqrt{k^{2}} \tag{19}
\end{equation*}
$$

and the orthogonal vector, then the latter does not contribute at all because of the two-dimensionality of the contractions. Thus for 'nonsterile"' polarization states the matrix element is

$$
\begin{align*}
M & =M_{\alpha \alpha^{\prime} \alpha^{\prime \prime}} \frac{(k \varepsilon)^{\alpha}}{\sqrt{k^{2}}} \frac{\left(k^{\prime} \varepsilon\right)^{\alpha^{\prime}}}{\sqrt{k^{\prime 2}}} \frac{\left(k^{\prime \prime} \varepsilon\right)^{\alpha^{\prime \prime}}}{\sqrt{k^{\prime \prime 2}}} \\
& =-\frac{8 e^{3} c_{e}\left(B / F_{0}\right)}{45 \sqrt{\pi} m^{4} f} q^{2} k_{\perp} k_{\perp}^{\prime} k_{\perp}^{\prime \prime} . \tag{20}
\end{align*}
$$

Here the relation (12a) was used and the fact that $\sqrt{k^{2}}$ $=k_{\perp}$, where $k_{\perp}$ is the component of the photon momentum transverse to the field, is taken into account. As indicated in Sec. 2, $M$ increases linearly with the field.

## 4. THREE-PHOTON AXION DECAY AND THE INELASTIC PROCESS $\gamma a \rightarrow \gamma \gamma$ IN A MAGNETIC FIELD

In the region $F \ll F_{0}$ ( $F$ - field amplitude) it is easy to obtain, using the expressions (13) and (15), to within numerical factors and taking account of the significant powers of the small parameters the probability of three-photon axion decay summed over the polarization states of the photons

$$
\begin{align*}
W_{3 \gamma} \simeq & \frac{\alpha^{3} c_{e}^{2} m_{a}^{2} m^{2}}{f^{2} q_{0}}\left[a_{1}\left(\frac{F}{F_{0}}\right)^{2}\left(\frac{m_{a}}{m}\right)^{6}+a_{2} \chi^{2}\left(\frac{m_{a}}{m}\right)^{4}\right. \\
& \left.+a_{3} \chi^{4}\left(\frac{m_{a}}{m}\right)^{2}+a_{4} \chi^{6}\right], \tag{21}
\end{align*}
$$

where $a_{i}$ are numerical coefficients and

$$
\begin{equation*}
\chi=\frac{\sqrt{e^{2}\left(q F^{2} q\right)}}{m^{3}} \ll 1 . \tag{22}
\end{equation*}
$$

Comparing the expressions (21) and (2) shows that only the contribution of the last term in Eq. (21) can compete with the probability of two-photon decay, but it is less than the corresponding field corrections to $W_{2 \gamma}$.

If the tensor (15), just as in the two-dimensional variant (18), is proportional to the fifth power of the momenta, then this result only becomes stronger, since additional small factors will appear in the expression (21).

We now consider the case of superstrong fields, where the matrix element is determined by the expression (20). The integral over $k^{\prime \prime}$ removes the $\delta$ function, and to integrate over $k^{\prime}$ it is convenient to orient the axis of the spherical coordinate system along the vector $\mathbf{p}=\mathbf{q}-\mathbf{k}$. The calculations yield the following expression for the probability of three-photon axion decay per unit time as a distribution over the momentum of a single photon:

$$
\begin{align*}
W_{3 \gamma}= & \frac{4 \alpha^{3} c_{e}^{2}\left(q^{2}\right)^{2}}{45^{3}(2 \pi)^{5} f^{2} m^{8} q_{0}}\left(\frac{B}{F_{0}}\right)^{2} \int \frac{d^{3} k}{2 k_{0}} k_{\perp}^{2} \\
& \times\left[\left(p^{2}\right)^{2}+p^{2} p_{\perp}^{2}+p_{\perp}^{4}\right] . \tag{23}
\end{align*}
$$

Here the index $\perp$ once again denotes the vector components that are perpendicular to the field, $q^{2}$ and $p^{2}$ are squares in the subspace $(0,3)$, and the expression for $W_{3 \gamma}$ is additionally divided by 3 ! because the photons are indistinguishable.

Next, orienting the axis of the spherical coordinate system along the vector $\mathbf{q}$, the limits of integration over the photon energy are determined by the relation

$$
\begin{equation*}
0 \leqslant k_{0} \leqslant \frac{m_{a}^{2}}{2\left(q_{0}-|\mathbf{q}| \cos \theta\right)}, \tag{24}
\end{equation*}
$$

and the final result is

$$
\begin{align*}
W_{3 \gamma}= & \frac{\alpha^{3} c_{e}^{2} m_{a}^{2}\left(q_{\perp}^{2}+m_{a}^{2}\right)^{2}}{84 \cdot 90^{3}(2 \pi)^{4} f^{2} m^{8} q_{0}}\left(\frac{B}{F_{0}}\right)^{2}\left(4 q_{\perp}^{6}+6 q_{\perp}^{4} m_{a}^{2}\right. \\
& \left.+8 q_{\perp}^{2} m_{a}^{4}+3 m_{a}^{6}\right) . \tag{25}
\end{align*}
$$

In the limiting cases of an axion at rest $\left(q_{\perp}=0\right)$ and an ultrarelativistic axion $\left(q_{\perp} \gg m_{a}\right)$ the corresponding probabilities are

$$
\begin{align*}
& W_{3 \gamma}=\frac{\alpha^{3} c_{e}^{2} m_{a}^{12}\left(B / F_{0}\right)^{2}}{28 \cdot 90^{3}(2 \pi)^{4} f^{2} m^{8} q_{0}},  \tag{25a}\\
& W_{3 \gamma}=\frac{\alpha^{3} c_{e}^{2} m_{a}^{2} q_{\perp}^{10}\left(B / F_{0}\right)^{2}}{21 \cdot 90^{3}(2 \pi)^{4} f^{2} m^{8} q_{0}}, \tag{25b}
\end{align*}
$$

The cross section of the inelastic process $a \gamma \rightarrow \gamma \gamma$ can be easily found using the expressions (20) and (23) and is

$$
\begin{equation*}
\sigma=\frac{\alpha^{3} c_{e}^{2} k_{\perp}^{2}\left(m_{a}^{2}+q_{\perp}^{2}\right)^{2}\left(B / F_{0}\right)^{2}}{9 \cdot 15^{3}(2 \pi)^{2} f^{2} m^{8}\left(q_{0} k_{0}-\mathbf{q} \cdot \mathbf{k}\right)}\left[\left(p^{2}\right)^{2}+p^{2} p_{\perp}^{2}+p_{\perp}^{4}\right], \tag{26}
\end{equation*}
$$

where $p=q+k$.

## 5. DISCUSSION

It was shown in Ref. 14 that for $B \geqslant F_{0}$ the two-photon decay probability $W_{2 \gamma}$ no longer depends on the field, differing from the probability (2) in the absence of a field by the formal substitution $c_{\gamma} \rightarrow c_{e}$. In other words, a superstrong field restores the isotropy of the space with respect to the decay $a \rightarrow 2 \gamma$, as a result of which the relativistic factor $q_{\perp}^{n}$ is absent in the expression for $W_{2 \gamma}$, in contrast to Eq. (25b). This and the proportionality of $W_{3 \gamma}$ to the square of the field together make it possible for the three-photon axion decay channel to predominate over the two-photon channel. On the basis of these remarks and Eqs. (2) and (25b) we obtain

$$
\begin{equation*}
\frac{W_{3 \gamma}}{W_{2 \gamma}} \simeq 2.5 \cdot 10^{-9}\left(\frac{q_{\perp}}{m}\right)^{10}\left(\frac{m}{m_{a}}\right)^{2}\left(\frac{B}{F_{0}}\right)^{2} . \tag{27}
\end{equation*}
$$

As one can see, $W_{3 \gamma} / W_{2 \gamma} \gtrsim 1$ for hard axions ( $q_{\perp}$ $\leq m$ ) in the assumed mass range (1). For example,
$W_{3 \gamma} / W_{2 \gamma} \sim 10$ for $q_{\perp}=0.1 m, m_{a}=10^{-3} \mathrm{eV}$, and $B=10 F_{0}$, not to mention smaller values of $m_{a}$ from the "window" (1) or large values of the magnetic induction.

Of course, here there is no contradiction with perturbation theory, since the probabilities $W_{(2 n+1) \gamma}$ and $W_{2 n \gamma}$ of decay into odd and even numbers of photons, respectively, decrease with increasing $n$, but because of the specific nature of the decays in superstrong fields $W_{(2 n+1) \gamma}>W_{2 n \gamma}$ can hold for all $n$ for the indicated values of the parameters.

As is well known, ${ }^{9}$ the axion lifetime with respect to two-photon decay is greater than the age of the Universe, and this also holds in superstrong magnetic fields. ${ }^{14}$ For this reason, the process $a \rightarrow 2 \gamma$ plays no role on the astrophysical level. Using Eq. (25b), we represent the lifetime with respect to three-photon decay as

$$
\begin{equation*}
\tau_{3 \gamma} \simeq\left(\frac{f / c_{e}}{10^{10} \mathrm{GeV}}\right)^{2}\left(\frac{10^{-3} \mathrm{eV}}{m_{a}}\right)^{2}\left(\frac{m}{q_{\perp}}\right)^{9}\left(\frac{F_{0}}{B}\right)^{2} \cdot 3 \cdot 10^{33} \mathrm{~s} \tag{28}
\end{equation*}
$$

If $\tau_{3 \gamma}$ is to be comparable to the time of existence of superstrong magnetic fields during the epoch of the Big Bang, then $B \gtrsim 10^{15} F_{0}$ for hard axions $q_{\perp} \sim m$, which is hardly possible. Therefore the astrophysical aspects of the three-photon axion decay process are quite problematic. Careful estimates show that this is also true for the other channel, whose cross section is given by Eq. (26), for "vanishing', of an axion.

I thank Yu. O. Yakovlev for technical assistance.
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Approximating the shape of the magneto-thermoelectric power (TEP) $\Delta S(T, H)$ measured in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$ by an asymmetric linear triangle of the form $\Delta S(T, H) \simeq S_{p}(H) \pm B^{ \pm}(H)\left(T_{c}-T\right)$ with positive $B^{-}(H)$ and $B^{+}(H)$ defined below and above $T_{c}$, we observe that $B^{+}(H)$ $\simeq 2 B^{-}(H)$. To account for this asymmetry, we explicitly introduce the field-dependent chemical potential $\mu(H)$ of holes into the Ginzburg-Landau theory and calculate both an average $\Delta S_{\mathrm{av}}(T, H)$ and fluctuation contribution $\Delta S_{\mathrm{fl}}(T, H)$ to the total magneto-TEP $\Delta S(T, H)$. As a result, we find a rather simple relationship between the field-induced variation of the chemical potential in this material and the above-mentioned magneto-TEP data around $T_{c}$, viz. $\Delta \mu(H) \propto S_{p}(H)$. © 1999 American Institute of Physics. [S1063-7761(99)01807-7]

As is well-known, ${ }^{1,2}$ the variation of the chemical potential $\mu$ of free carriers in an applied magnetic field $H$ provides direct information about the magnetization structure inside a superconducting sample. Namely, the field-induced change of the chemical potential in superconducting state reads ${ }^{3}$ $\Delta \mu(H) \equiv \mu(H)-\mu(0)=-M(H) H / n$, where $M(H)$ is the field-induced magnetization and $n$ is the carrier number density. At the same time, due to the existence of the so-called compensation effect, ${ }^{4}$ it is rather difficult to observe fieldinduced modulations of $\mu$ in bulk samples, since in equilibrium any field-induced variations of $\mu$ will be completely canceled by similar variations caused by the magnetostrictive changes of the volume. However, this compensation does not occur in thin films ${ }^{1,2}$ and oriented powders. ${ }^{5}$ Thus we can expect to see significant changes of $\mu(H)$ in layered (anisotropic) structures as well. On the other hand, in view of their carrier-sensitive nature, thermopower (TEP) measurements seem to be the most adequate tool for probing the fieldinduced changes of the chemical potentials. Indeed, TEP results have already proved to be useful for providing reasonable estimates for such important physical parameters as the Fermi energy, Debye temperature, interlayer spacing etc. ${ }^{6,7}$ Studying the observable magneto-TEP $\Delta S(T, H)=S(T, H)$ $-S(T, 0)$ also provides important insights into different aspects of the material in the mixed state ${ }^{7-9}$ (when $H_{c 1} \ll H$ $\ll H_{c 2}$ ). When experimental results are presented in the form of $\Delta S(T, H)$ one observes that its temperature dependence has a $\Lambda$-like shape asymmetric around $T_{c}$ where it reaches its magnetic field-dependent peak value $S_{p}(H) \equiv \Delta S\left(T_{c}, H\right)$. Then for small fields, approximating the shape of $\Delta S(T, H)$ by the asymmetric linear triangle of the form ${ }^{8}$

$$
\begin{equation*}
\Delta S(T, H) \simeq S_{p}(H) \pm B^{ \pm}(H)\left(T_{c}-T\right) \tag{1}
\end{equation*}
$$

with positive slopes $B^{-}(H)$ and $B^{+}(H)$ defined for $T<T_{c}$ and $T>T_{c}$, respectively, one finds (see Fig. 1) that $B^{+}(H)$ $\simeq 2 B^{-}(H)$ in the vicinity of $T_{c}$.

In the present paper, using the Ginzburg-Landau theory and utilizing some typical magneto-TEP data ${ }^{7,8}$ on textured $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$, we discuss the mixed-state behavior of the magneto-TEP [and in particular the origin of the asymmetry given by Eq. (1)] in terms of the corresponding behavior of the chemical potential in applied magnetic field.

It is well-known ${ }^{7-9}$ that for external fields $H$ such that $H_{c 1} \ll H \ll H_{c 2}$ and for the Ginzburg-Landau parameter $\kappa \gg 1$, the magneto-TEP $\Delta S(T, H)$ is proportional to the strength of the external field. To describe the observed behavior of the magneto-TEP both below and above $T_{c}$, we can roughly present it in a two-term contribution form ${ }^{7}$

$$
\begin{equation*}
\Delta S(T, H)=\Delta S_{\mathrm{av}}(T, H)+\Delta S_{\mathrm{fl}}(T, H), \tag{2}
\end{equation*}
$$

where the average term $\Delta S_{\mathrm{av}}(T, H)$ is assumed to be nonzero only below $T_{c}$ (since in the normal state the TEP of high- $T_{c}$ superconductors (HTSCs) is found to be very small ${ }^{8,9}$ ) while the fluctuation term $\Delta S_{\mathrm{fl}}(T, H)$ should contribute to the observable $\Delta S(T, H)$ for $T \simeq T_{c}$. In what follows, we shall discuss these two contributions separately within the mean-field theory approximation.

## MEAN VALUE OF THE MAGNETO-TEP: $\Delta \boldsymbol{S}_{\mathrm{av}}(\boldsymbol{T}, \boldsymbol{H})$

Assuming that the net result of the magnetic field is to modify the chemical potential (Fermi energy) $\mu$ of quasiparticles, we can write the generalized GL free energy functional $\mathscr{G}$ of a superconducting sample in the mixed state as

$$
\begin{equation*}
\mathscr{C}[\psi]=a(T)|\psi|^{2}+\frac{\beta}{2}|\psi|^{4}-\mu|\psi|^{2} . \tag{3}
\end{equation*}
$$



FIG. 1. A typical pattern of the observed ${ }^{8}$ magneto-TEP $\Delta S(T, H)$ of $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$ at $H=0.12 \mathrm{~T}$. The best fit to the data points according to Eq. (1) yields $S_{p}(H)=0.16 \pm 0.01 \mu \mathrm{~V} / \mathrm{K}$ for the peak, and $B^{-}(H)=0.012$ $\pm 0.001 \mu \mathrm{~V} / \mathrm{K}^{2}$ and $B^{+}(H)=0.027 \pm 0.003 \mu \mathrm{~V} / \mathrm{K}^{2}$ for the slopes.

Here $\psi=|\psi| e^{i \phi}$ is the superconducting order parameter, $\mu(H)$ stands for the field-dependent in-plane chemical potential of the quasiparticles; $a(T, H)=\alpha(H)\left(T-T_{c}\right)$ and the GL parameters $\alpha(H)$ and $\beta(H)$ are related to the critical temperature $T_{c}$, the zero-temperature BCS gap $\Delta_{0}$ $=1.76 k_{B} T_{c}$, the out-of-plane chemical potential (Fermi energy) is $\mu_{c}(H)$, and the total particle number density $n$ as $\alpha(H)=\beta(H) n / T_{c}=2 \Delta_{0} k_{B} / \mu_{c}(H)$. In fact, in layered superconductors, $\mu=\mu_{c} / \gamma^{2} \simeq m_{a b}^{*}\left(J_{c} d / 2 \hbar\right)^{2}$, where $d$ and $J_{c}$ are the interlayer distance and coupling energy within the Lawrence-Doniach model, and $\gamma=m_{c}^{*} / m_{a b}^{*}$ is the mass anisotropy ratio. The magnetic field is applied normally to the $a b$-plane where the strongest magneto-TEP effects are expected. ${ }^{9}$ In what follows, we ignore the field dependence of the critical temperature since for all fields under discus$\operatorname{sion} T_{c}(H)=T_{c}(0)\left(1-H / H_{c 2}\right) \simeq T_{c}(0) \equiv T_{c}$.

As usual, the equilibrium state of such a system is determined from the minimum-energy condition $\partial \mathscr{G} / \partial|\psi|=0$ which yields for $T<T_{c}$

$$
\begin{equation*}
\left|\psi_{0}\right|^{2}=\frac{\alpha(H)\left(T_{c}-T\right)+\mu(H)}{\beta(H)} . \tag{4}
\end{equation*}
$$

Substituting $\left|\psi_{0}\right|^{2}$ into Eq. (3) we obtain for the average free energy density

$$
\begin{equation*}
\Omega(T, H) \equiv \mathscr{G}\left[\psi_{0}\right]=-\frac{\left[\alpha(H)\left(T_{c}-T\right)+\mu(H)\right]^{2}}{2 \beta(H)} \tag{5}
\end{equation*}
$$

In turn, the magneto-TEP $\Delta S(T, H)$ can be related to the corresponding difference of the transport entropies, ${ }^{7,8} \Delta \sigma$ $\equiv \partial \Delta \Omega / \partial T$, as $\Delta S(T, H)=\Delta \sigma(T, H) / e n$, where $e$ is the charge of the quasiparticles. Finally the mean value of the mixed-state magneto-TEP reads (below $T_{c}$ )

$$
\begin{equation*}
\Delta S_{\mathrm{av}}(T, H)=S_{p, \mathrm{av}}(H)-B_{\mathrm{av}}(H)\left(T_{c}-T\right) \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{p, \mathrm{av}}(H)=\frac{\Delta \mu(H)}{e T_{c}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{\mathrm{av}}(H)=\frac{8 \Delta_{0} k_{B} \Delta \mu(H)}{e T_{c} \gamma^{2} \mu^{2}(0)} . \tag{8}
\end{equation*}
$$

Before we proceed to compare the above theoretical findings with the available experimental data, we first have to estimate the corresponding fluctuation contributions to the observable magneto-TEP, both above and below $T_{c}$.

## MEAN-FIELD GAUSSIAN FLUCTUATIONS OF THE MAGNETO-TEP: $\Delta S_{\mathrm{fl}}(\boldsymbol{T}, \boldsymbol{H})$

The influence of superconducting fluctuations on the transport properties of HTSCs (including TEP and electrical conductivity) has been extensively studied for the past few years (see, e.g., Refs. 10-14 and further references therein). In particular, it was found that the fluctuation-induced behavior may extend to temperatures more than 10 K higher than the corresponding $T_{c}$. Let us consider now the region near $T_{c}$ and discuss the Gaussian fluctuations of the mixed-state magneto-TEP $\Delta S_{\mathrm{fl}}(T, H)$. Recall that according to the theory of Gaussian fluctuations, ${ }^{15}$ the fluctuations of any observable, which is conjugate to the order parameter $\psi$ (such as heat capacity, susceptibility, etc.) can be presented in terms of the statistical average of the square of the fluctuation amplitude $\left\langle(\delta \psi)^{2}\right\rangle$ with $\delta \psi=\psi-\psi_{0}$. Then the TEP above ( + ) and below $(-) T_{c}$ have the form

$$
\begin{equation*}
S_{\mathrm{fl}}^{ \pm}(T, H)=A\left\langle(\delta \psi)^{2}\right\rangle_{ \pm}=\frac{A}{Z} \int d|\psi|(\delta \psi)^{2} e^{-\Sigma[\psi]}, \tag{9}
\end{equation*}
$$

where $Z=\int d|\psi| e^{-\Sigma[\psi]}$ is the partition function with $\Sigma[\psi]$ $\equiv\left(\mathscr{G}[\psi]-\mathscr{G}\left[\psi_{0}\right]\right) / k_{B} T$, and $A$ is a coefficient to be defined below. Expanding the free energy density functional $\mathscr{G}[\psi]$

$$
\begin{equation*}
\mathscr{G}[\psi] \approx \mathscr{G}\left[\psi_{0}\right]+\frac{1}{2}\left[\frac{\partial^{2} \mathscr{G}}{\partial \psi^{2}}\right]_{|\psi|=\left|\psi_{0}\right|}(\delta \psi)^{2}, \tag{10}
\end{equation*}
$$

around the mean value of the order parameter $\psi_{0}$, which is defined as a stable solution of equation $\partial \mathscr{G}|\partial| \psi \mid=0$, we can explicitly calculate the Gaussian integrals. Because $\left|\psi_{0}\right|^{2}$ is given by Eq. (4) below $T_{c}$ and vanishes at $T \geqslant T_{c}$, we obtain finally

$$
\begin{equation*}
S_{\mathrm{fl}}^{-}(T, H)=\frac{A k_{B} T_{c}}{4 \alpha(H)\left(T_{c}-T\right)+4 \mu(H)}, \quad T \leqslant T_{c} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathrm{fl}}^{+}(T, H)=\frac{A k_{B} T_{c}}{2 \alpha(H)\left(T-T_{c}\right)-2 \mu(H)}, \quad T \geqslant T_{c} . \tag{12}
\end{equation*}
$$

As we shall see below, for the experimental range of parameters under discussion. $\mu(H) / \alpha(H) 刃\left|T_{c}-T\right|$. Hence, with a good accuracy we can linearize Eqs. (11) and (12) and obtain for the fluctuation contribution to the magneto-TEP

$$
\begin{equation*}
\Delta S_{\mathrm{fl}}^{ \pm}(T, H) \simeq S_{p, \mathrm{fi}}^{ \pm}(H) \pm B_{\mathrm{fl}}^{ \pm}(H)\left(T_{c}-T\right), \tag{13}
\end{equation*}
$$

where
$S_{p, \mathrm{fl}}^{-}(H)=-\frac{A k_{B} T_{c} \Delta \mu(H)}{4 \mu^{2}(0)}, \quad S_{p, \mathrm{fl}}^{+}(H)=-2 S_{p, \mathrm{fl}}^{-}(H)$,
and

$$
\begin{equation*}
B_{\mathrm{fl}}^{-}(H)=-\frac{3 A k_{B}^{2} T_{c} \Delta_{0} \Delta \mu(H)}{\gamma^{2} \mu^{4}(0)}, \quad B_{\mathrm{fl}}^{+}(H)=-2 B_{\mathrm{fl}}^{-}(H) \tag{15}
\end{equation*}
$$

Furthermore, it is quite reasonable to assume $S_{p}^{-}=S_{p}^{+} \equiv S_{p}$, where $S_{p}^{-}=S_{p, \mathrm{av}}+S_{p, \mathrm{fl}}^{-}$and $S_{p}^{+}=S_{p, \mathrm{fl}}^{+}$. Then the above equations yield an explicit expression for the constant parameter $A$, namely $A=4 \mu^{2}(0) / 3 e k_{B} T_{c}^{2}$. This in turn leads to the following expressions for the fluctuation contribution to peaks and slopes through their average counterparts [see Eqs. (7) and (8)]: $S_{p, \mathrm{fi}}^{+}(H)=(2 / 3) S_{p \text {,av }}(H), S_{p, \text { f. }}^{-}(H)$ $=-(1 / 3) S_{p, \mathrm{av}}(H), \quad B_{\mathrm{fl}}^{-}(H)=-(1 / 2) B_{\mathrm{av}}(H)$, and $B_{\mathrm{fl}}^{+}(H)$ $=B_{\mathrm{av}}(H)$. Finally, the total contribution to the observable magneto-TEP reads [cf. Eq. (1)]

$$
\begin{equation*}
\Delta S(T, H)=S_{p}(H) \pm B^{ \pm}(H)\left(T_{c}-T\right) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{p}(H)=\frac{2 \Delta \mu(H)}{3 e T_{c}}, \quad B^{+}(H) \equiv B_{\text {fl }}^{+}(H)=2 B^{-}(H) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{-}(H) \equiv B_{\mathrm{av}}(H)+B_{\mathrm{fl}}^{-}(H)=\frac{4 \Delta_{0} k_{B} \Delta \mu(H)}{e T_{c} \gamma^{2} \mu^{2}(0)} . \tag{18}
\end{equation*}
$$

Let us compare now these theoretical expressions with typical experimental data ${ }^{8}$ on textured $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$ for the slopes $B^{ \pm}(H)$ and the peak $S_{p}(H)$ values for $H=0.12 \mathrm{~T}$ (see Fig. 1): $S_{p}=0.16 \pm 0.01 \mu \mathrm{~V} / \mathrm{K}, \quad B^{-}=0.012 \pm 0.001 \mu \mathrm{~V} / \mathrm{K}^{2}$ and $B^{+}=0.027 \pm 0.003 \mu \mathrm{~V} / \mathrm{K}^{2}$. First we notice that the calculated slopes $B^{+}(H)$ above $T_{c}$ are twice their counterparts below $T_{c}$, i.e., $B^{+}(H)=2 B^{-}(H)$ in a good agreement with the observations. Using $\gamma \simeq 55$ and $d=1.2 \mathrm{~nm}$ for the anisotropy ratio and interlayer distance in this material, ${ }^{9,13,16}$ we obtain reasonable estimates of the field-induced changes of the in-plane chemical potential (Fermi energy) $\Delta \mu(H)$ [along with its zero-field value $\mu(0)$ ] and the interlayer coupling energy $J_{c}, \quad$ namely, $\quad \mu(0) \simeq 1.6 \mathrm{meV}, \quad \Delta \mu(H)$ $\simeq 0.02 \mathrm{meV}$, and $J_{c} \simeq 4 \mathrm{meV}$. Furthermore, relating the fieldinduced variation of the in-plane chemical potential to the change of the corresponding magnetization $M(H)$, viz.,

$$
\begin{equation*}
\Delta \mu(H)=-\frac{M(H) H}{n_{h}} \tag{19}
\end{equation*}
$$

where $M(H)$ for $H_{c 1} \ll H \ll H_{c 2}$ has the form ${ }^{3}$ (recall that the lower critical field for this material is $H_{c 1}$ $=\left(\phi_{0} / 4 \pi \lambda_{a b}^{2}\right) \ln \kappa \simeq 40 G \quad$ with $\quad \lambda_{a b} \simeq 250 \mathrm{~nm}, \quad \xi_{a b} \simeq 1 \mathrm{~nm}$, and $\kappa \simeq 250$ )

$$
\begin{equation*}
\mu_{0} M(H)=\frac{2 \phi_{0}}{\sqrt{3} \lambda_{a b}^{2}}-\left\{\ln \left[\frac{3 \phi_{0}}{4 \pi \lambda_{a b}^{2}\left(H-H_{c 1}\right)}\right]\right\}^{-2}-H, \tag{20}
\end{equation*}
$$

we obtain $n_{h} \simeq 2.5 \cdot 10^{27} \mathrm{~m}^{-3}$ for the hole number density in this material, in reasonable agreement with the other esti-


FIG. 2. The change of the chemical potential $\Delta \mu(H)$ in applied magnetic field calculated according to Eq. (19). The experimental points are deduced from the magneto-TEP data ${ }^{7}$ on $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$ and related to $\Delta \mu(H)$ via Eq. (17).
mates of this parameter. ${ }^{17}$ Figure 2 shows $\Delta \mu(H)$ calculated according to Eq. (19) with the experimental data points deduced [via Eq. (17)] from the magneto-TEP measurements on the same sample. ${ }^{7}$ As is seen, the data are in a good agreement with the model predictions. Finally, using the above parameters (along with the critical temperature), we find that $\mu(H) / \alpha(H) \simeq 100 \mathrm{~K}$ which justifies the use of the linearized Eq. (13) since, as is seen in Fig. 1, the observed magneto-TEP practically vanishes for $\left|T_{c}-T\right| \geqslant 15 \mathrm{~K}$.

To summarize, to probe the variation of the chemical potential $\Delta \mu(H)$ of quasiparticles in anisotropic materials in an applied magnetic field, we calculated the mixed-state magneto-thermopower $\Delta S(T, H)$ in the presence of fieldmodulated charge effects near $T_{c}$. Using the available magneto-TEP experimental data on textured $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{CaCu}_{2} \mathrm{O}_{y}$, the field-induced behavior of the in-plane $\Delta \mu(H)$ was obtained along with reasonable estimates for its zero-field value (Fermi energy) $\mu(0)$, interlayer coupling energy $J_{c}$, and the hole number density $n_{h}$ in this material.
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We study the resonance structure of the conductance (transmissivity) of a quasi-one-dimensional channel that contains an attractive impurity of finite dimensions and derive an exact expression for the scattering matrix. We show that an impurity of finite dimensions may cause a set of Fano resonances to appear in the transmissivity. We also find that due to the coherent interaction the Fano resonances can collapse and discrete levels may appear in the continuum. Finally, we establish the wave function of the discrete levels and study the channel transmissivity in the critical regime. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

Lately nanotechnology methods have been used to produce quasi-one-dimensional channels, or electron waveguides. ${ }^{1}$ A remarkable property of such channels is the quantization of conductance. ${ }^{2,3}$ This means, for instance, that the dependence of conductivity on the electron Fermi energy acquires steps. In such channels artificial scatterers or impurities can be created, which makes it possible to control the transmissivity of the waveguide. ${ }^{4}$ The effect of short-range impurities on the transmissivity was studied earlier and it was found that such impurities lead to quantum erosion of transmissivity. Chu and Sorbello, ${ }^{5}$ Bagwell, ${ }^{6}$ and Tekman and $\mathrm{Ciraci}^{7}$ found that short-range impurities generate dips in the transmissivity, while impurities of finite dimensions in the transverse direction may lead to the appearance of asymmetric resonances. ${ }^{8}$

In the present paper we study the scattering of electron waves in a quasi-one-dimensional waveguide by an impurity of finite dimensions. We derive an exact expression for the scattering matrix. If the impurity is short-range in the longitudinal direction, it gives rise to an asymmetric resonance (Fano resonance) related to the existence of a virtual level in the low-lying bands continuum. ${ }^{9}$ For the first time we study a situation where the impurity generates a large number of levels. New coherent effects may arise in the process: the interaction of levels immersed in the continuum, and collapse of resonances. The physics of Fano resonances differs substantially from that of ordinary Breit-Wigner resonances. We show that Fano resonance may disappear at certain (critical) parameters of the system. Here the collapse of resonances is accompanied by the appearance of discrete levels in the continuum, for which levels we find the wave function and show that it is normalizable.

## 2. MODEL OF IMPURITY AND THE SCATTERING MATRIX

We examine the scattering of electron waves in a quantum waveguide of width $W$ aligned with the $x$ axis. Suppose that the confinement potential acting in the transverse (lateral) direction is described by a function $V_{c}(y)$ and the impurity potential by a function $V(x, y)$. The electron wave function is found by solving the Schrödinger equation

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 m}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \Psi(x, y)+V_{c}(y) \Psi(x, y) \\
& +V(x, y) \Psi(x, y)=E \Psi(x, y) \tag{1}
\end{align*}
$$

where $m$ is the effective electron mass.
Let us derive the exact expression for the scattering matrix of an electron in a waveguide containing an impurity of finite size. Here we use the model of a two-dimensional well, examined earlier in Refs. 10 and 11 (Fig. 1). The impurity potential can be written

$$
\begin{equation*}
V\left(x, y-Y_{s}\right)=-V_{\mathrm{att}} \theta\left(\frac{L_{a}}{2}-|x|\right) \theta\left(\frac{W_{a}}{2}-\left|y-Y_{s}\right|\right) \tag{2}
\end{equation*}
$$

where $\theta(x)=0$ for $x<0$ and $\theta(x)=1$ for $x>1, X_{s}=0$ and $Y_{s}$ are the coordinates of the center of the well, and $V_{\text {att }}$ is its depth.

In calculating the scattering matrix it is convenient to use two different bases: the wave functions $\varphi_{n}(y)$ of a perfect waveguide $(V(x, y)=0)$, which can be found by solving the equation

$$
\begin{equation*}
\left\{-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial y^{2}}+V_{c}(y)\right\} \varphi_{n}(y)=E_{n} \varphi_{n}(y) \tag{3}
\end{equation*}
$$

( $E_{n}$ is the energy of traverse motion), and the wave function in the potential $V_{\mathrm{tr}}(y)=-V_{\mathrm{att}} g(y)+V_{c}(y)$; we denote the


FIG. 1. Schematic of a quantum waveguide containing an attractive impurity.
wave functions and energy levels of an electron in the potential $V_{\mathrm{tr}}(y)$ by $\chi_{j}(y)$ and $E_{j}^{\mathrm{tr}}$, respectively. The base functions $\varphi_{n}(y)$ and $\chi_{j}(y)$ are related by a matrix $\mathbf{U}$ defined as follows:

$$
\begin{equation*}
U_{n, j}=\int \varphi_{n}(y) \chi_{j}(y) d y . \tag{4}
\end{equation*}
$$

The solution of Eq. (1) can be written

$$
\begin{align*}
\psi(x, y)= & \sum\left[A_{n} \exp \left\{i k_{n}\left(x+\frac{L_{a}}{2}\right)\right\}\right. \\
+ & \left.B_{n} \exp \left\{-i k_{n}\left(x+\frac{L_{a}}{2}\right)\right\}\right] \varphi_{n}(y) \\
& \text { for } x<-L_{a} / 2, \tag{5}
\end{align*}
$$

$$
\psi(x, y)=\sum\left[a_{j} \exp \left\{i q_{j} x\right\}+b_{j} \exp \left\{-i q_{j} x\right\}\right] \chi_{j}(y)
$$

$$
\begin{equation*}
\text { for }-L_{a} / 2<x<L_{a} / 2, \tag{6}
\end{equation*}
$$

$\psi(x, y)=\sum C_{n} \exp \left\{i k_{n}\left(x-L_{a} / 2\right) \varphi_{n}(y)\right\} \quad$ for $x>L_{a} / 2$,
where the quantities $k_{n}=\sqrt{2 m\left(E-E_{n}\right) / \hbar^{2}}$ and $q_{j}$ $=\sqrt{2 m\left(E-E_{j}^{\mathrm{tr}}\right) / \hbar^{2}}$ act as the wave vectors of the particle outside and inside the region occupied by the impurity, respectively.

Note that solutions with real $k_{n}$ and $q_{j}$ correspond to propagating waves, while solutions with imaginary $k_{n}$ $=i\left|k_{n}\right|$ and $q_{j}=i\left|q_{j}\right|$ represent nonuniform waves. The boundary conditions give rise to equations for the wave amplitudes, which can be conveniently written in matrix form:

$$
\begin{align*}
& \mathbf{d}^{-1} \mathbf{a}+\mathbf{d b}=\mathbf{U}(\mathbf{A}+\mathbf{B}), \\
& \mathbf{q}\left(\mathbf{d}^{-1} \mathbf{a}-\mathbf{d b}\right)=\mathbf{U k}(\mathbf{A}-\mathbf{B}), \\
& \mathbf{d a}+\mathbf{d}^{-1} \mathbf{b}=\mathbf{U C}, \\
& \mathbf{q}\left(\mathbf{d a}-\mathbf{d}^{-1} \mathbf{b}\right)=\mathbf{U k C}, \tag{8}
\end{align*}
$$

where we used matrices with elements

$$
\begin{align*}
& (\mathbf{k})_{n, n^{\prime}}=k_{n} \delta_{n n^{\prime}}, \quad(\mathbf{q})_{n, n^{\prime}}=q_{n} \delta_{n n^{\prime}}, \\
& (\mathbf{d})_{n, n^{\prime}}=\exp \left\{i \theta_{n}\right\} \delta_{n n^{\prime}}, \tag{9}
\end{align*}
$$

and $\theta_{n}=q_{n} L_{a} / 2$ are the phases of the waves; the wave amplitudes $\mathbf{a}, \mathbf{b}, \mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ are considered infinite vectors.

After excluding the intermediate amplitude $\mathbf{a}$ and $\mathbf{b}$ from (8), we can find the elements of the scattering matrix. We introduce the amplitude transmission matrix by $\mathbf{C}=\mathbf{t A}$. Then Eqs. (8) yield

$$
\begin{equation*}
\mathbf{M C}=\mathbf{A} . \tag{10}
\end{equation*}
$$

The matrix $\mathbf{M}$ has the form

$$
\begin{align*}
\mathbf{M}= & \frac{1}{4} \mathbf{U}^{-1}\left[\left(1+\hat{\mathbf{k}}^{-1} \mathbf{q}\right) \mathbf{D}^{-1}\left(1+\mathbf{q}^{-1} \hat{\mathbf{k}}\right)+\left(1-\hat{\mathbf{k}}^{-1} \mathbf{q}\right)\right. \\
& \left.\times \mathbf{D}\left(1-\mathbf{q}^{-1} \hat{\mathbf{k}}\right)\right] \mathbf{U} \tag{11}
\end{align*}
$$

where $\hat{\mathbf{k}}=\mathbf{U k} \mathbf{U}^{-1}$, and $\mathbf{D}=\mathbf{d}^{2}$. The way in which matrix $\mathbf{M}$ is written clearly shows that $\mathbf{M}$ is similar to the corresponding amplitude in the one-dimensional case. ${ }^{12}$ It is convenient to write the transmission matrix as

$$
\begin{equation*}
\mathbf{t}=\mathbf{M}^{-1}=\frac{\mathbf{M}_{C}^{T}}{\operatorname{det}(\mathbf{M})} \tag{12}
\end{equation*}
$$

where $\mathbf{M}_{C}$ is the cofactor (adjoint) of $M$.
It is well known that the poles of the scattering matrix $t_{n, n^{\prime}}(E)$, obtained as a result of analytic continuation in the energy $E$, determine the bound states or resonances in the system. The total conductance $G$ of the electron waveguide is expressed in terms of the channel transmissivity $T$ by the Büttiker-Landauer formula ${ }^{13,14}$

$$
\begin{equation*}
G=\frac{2 e^{2}}{h} T, \quad T=\sum_{n, n^{\prime}} \frac{k_{n}}{k_{n^{\prime}}}\left|t_{n, n^{\prime}}\right|^{2}, \tag{13}
\end{equation*}
$$

where the sum is over all open channels. Equation (12) suggests that the analytic properties of the transmission amplitude as a function of energy are fully determined (in the given problem) by the structure of the matrix $\mathbf{M}$. Here the poles of $\mathbf{t}$ can be found from

$$
\begin{equation*}
\operatorname{det}(\mathbf{M})=0 \tag{14}
\end{equation*}
$$

and the zeros follow from the equations

$$
\begin{equation*}
\left[\mathbf{M}_{C}\right]_{n, m}=0, \quad n, m=1,2, \ldots, \tag{15}
\end{equation*}
$$

The inversion symmetry of the adopted impurity potential makes it possible to factorize $\mathbf{M}$ :

$$
\begin{equation*}
\mathbf{M}=\mathbf{U}^{-1} \mathbf{M}_{a} \mathbf{M}_{s} \mathbf{U} \tag{16}
\end{equation*}
$$

where we have introduced the matrices

$$
\begin{align*}
& \mathbf{M}_{s}=\frac{1}{2}\left[-\left(\mathbf{d}-\mathbf{d}^{-1}\right)+\left(\mathbf{d}+\mathbf{d}^{-1}\right) \mathbf{q}^{-1} \hat{\mathbf{k}}\right],  \tag{17}\\
& \mathbf{M}_{a}=\frac{1}{2}\left[-\left(\mathbf{d}-\mathbf{d}^{-1}\right)+\hat{\mathbf{k}}^{-1} \mathbf{q}\left(\mathbf{d}+\mathbf{d}^{-1}\right)\right] . \tag{18}
\end{align*}
$$

Hence we can write Eq. (14) as two equations:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{M}_{s}\right)=0 \tag{19}
\end{equation*}
$$

for poles in the case of symmetric states, and

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{M}_{a}\right)=0 \tag{20}
\end{equation*}
$$

for poles in the case of antisymmetric states.

## 3. BREIT-WIGNER AND FANO RESONANCES IN A QUANTUM CHANNEL

We begin with the limit where $W_{a}=W$. From (4) it follows that $\mathbf{U}=\mathbf{I}$, where $\mathbf{I}$ is the identity matrix. This means that in this limit the problem becomes one-dimensional, since $\mathbf{M}$ is diagonal. Equation (11) can be written

$$
\begin{align*}
(\mathbf{M})_{n, n^{\prime}}= & \frac{1}{4}\left[\left(1+\frac{q_{n}}{k_{n}}\right)\left(1+\frac{k_{n}}{q_{n}}\right) \exp \left\{-2 i \theta_{n}\right\}+\left(1-\frac{q_{n}}{k_{n}}\right)\right. \\
& \left.\times\left(1-\frac{k_{n}}{q_{n}}\right) \exp \left\{2 i \theta_{n}\right\}\right] \delta_{n n^{\prime}} \tag{21}
\end{align*}
$$

where $\theta_{n}=q_{n} L_{a} / 2$. This equation can easily be used to find the transmission matrix $t_{n, n^{\prime}}(E)=t_{n}(E) \delta_{n n^{\prime}}$. It is convenient to write the amplitude $t_{n}(E)$ as

$$
\begin{align*}
& t_{n}(E) \\
& \qquad=\frac{i k_{n} / q_{n}}{\left(\sin \theta_{n}+i\left(k_{n} / q_{n}\right) \cos \theta_{n}\right)\left(-\cos \theta_{n}+i\left(k_{n} / q_{n}\right) \sin \theta_{n}\right)} \tag{22}
\end{align*}
$$

For $E>E_{n}$, the wave vectors $k_{n}$ and $q_{n}$ are real. Suppose that the well is deep: $V_{\text {att }} \gg E_{n}$ and $k_{n} / q_{n} \ll 1$. In this case the zeros of the denominator are approximately determined by

$$
\begin{equation*}
\sin \theta_{n, j}=0, \quad \theta_{n, j}=\pi j, \quad j=1,2, \ldots \tag{23}
\end{equation*}
$$

or by

$$
\begin{equation*}
\cos \theta_{n, j}=0, \quad \theta_{n, j}=\frac{\pi}{2}(2 j+1), \quad j=0,1, \ldots \tag{24}
\end{equation*}
$$

The first equation has the solution

$$
\begin{equation*}
E_{n, j}=E_{n}-V_{\mathrm{att}}+\left(\frac{2 \pi}{L_{a}}\right)^{2} \frac{\hbar^{2} j^{2}}{2 m} \tag{25}
\end{equation*}
$$

Near $E_{n, j}$ we expand the denominator of $t_{n, n^{\prime}}$ approximately (for symmetric states), assuming that $E=E_{n, j}+\varepsilon$ in (22):

$$
\begin{equation*}
\sin \theta_{n}+i\left(k_{n} / q_{n}\right) \cos \theta_{n} \approx \theta_{n j}^{\prime}\left(\varepsilon+i \Gamma_{n j}\right) \cos \theta_{n}, \tag{26}
\end{equation*}
$$

where

$$
\Gamma_{n j}=\frac{k_{n}\left(E_{n, j}\right)}{q_{n}\left(E_{n, j}\right) \theta_{n j}^{\prime}}, \quad \theta_{n j}^{\prime}=\left.\frac{\partial \theta_{n}(E)}{\partial E}\right|_{E=E_{n, j}}, \quad \cos \theta_{n} \approx \pm 1 .
$$

An expansion near the second solution of Eq. (24) yields a similar expression for the denominator of the amplitude. Hence for $E>E_{n}$ the poles of the scattering amplitude lie in the complex plane, and near the poles the amplitude has the structure of a Breit-Wigner resonance:

$$
\begin{equation*}
t_{n, n}(E)=\frac{i \Gamma_{n j}}{E-E_{n j}+i \Gamma_{n j}} . \tag{27}
\end{equation*}
$$

We now continue the amplitude into the complex energy plane. If the energy is in the interval $E_{n}-V_{\text {att }}<E<E_{n}$ (for the sake of definiteness we assume that $\left.V_{\text {att }}<E_{n}-E_{n-1}\right)$, $k_{n}=i\left|k_{n}\right|$ is imaginary and $q_{n}$ is real. In this case the amplitude has poles on the real energy axis, and their positions are determined by (19) and (20) for symmetric and antisymmetric states, respectively:

$$
\begin{equation*}
\tan \theta_{n}=-i \frac{k_{n}}{q_{n}}, \quad \cot \theta_{n}=i \frac{k_{n}}{q_{n}} . \tag{28}
\end{equation*}
$$

Thus, as Eq. (28) implies, we can find two types of pole. For $E<E_{n}$ the amplitude $t_{n}(E)$ has poles at real energies. When the energy is below the subband with $n \geqslant 1$, these poles land in the continuum of the lowest subbands. Below we will see that in the quasi-one-dimensional regime, when $W_{a}<W$ holds, the interaction between the discrete levels and the continuum is the reason for the formation for Fano resonances. At the same time, due to the interaction with the states of the continuum, the Breit-Wigner resonances shift in the complex plane.

Now we examine the situation where the size of the impurity, $L_{a}$, is smaller than the electron wavelength along the channel, $L_{a} \ll q_{n}^{-1}$. Expanding Eq. (11) in the parameter $L_{a} q_{n}^{-1}$, we easily find that

$$
\begin{equation*}
\mathbf{M}=(i \mathbf{k})^{-1}[i \mathbf{k}+\mathbf{v}], \tag{29}
\end{equation*}
$$

where $\mathbf{v}=\left(L_{a} / 2\right) \mathbf{U}^{-1} \mathbf{q}^{2} \mathbf{U}$. This case can be analyzed both by perturbation techniques and by numerical methods (the details of calculations can be found in Ref. 8). Here are the conclusions important for our analysis below. If we allow only for the diagonal elements of $\mathbf{v}$, we arrive at a set of poles that split off each subband of size quantization. Allowance for off-diagonal elements leads to the interaction of the levels that have split off the subbands with $n>1$ with the continuum of the low-lying bands and to a shift of the levels in the complex plane. However, in contrast to the onedimensional case, the scattering amplitude has zeros (in addition to poles), and in the weak coupling regime a zero and a pole lie close to each other in the complex plane. In particular, for $E_{1}<E<E_{2}$, near a zero and pole the amplitude can be represented as

$$
\begin{equation*}
t_{11}(E) \sim \frac{E-E_{0}}{E-E_{R}+i \Gamma} \tag{30}
\end{equation*}
$$

where $E_{0}, E_{R}$, and $\Gamma$ are the parameters of a Fano resonance. ${ }^{9}$ According to Nöckel and Stone, ${ }^{15}$ for a system with inversion symmetry, the transmissivity $T_{11}=\left|t_{11}\right|^{2}$ can be written

$$
\begin{equation*}
T_{11}(E)=\frac{1}{1+q^{2}} \frac{(\varepsilon+q)^{2}}{\varepsilon^{2}+1} \tag{31}
\end{equation*}
$$

where $\varepsilon=\left(E-E_{R}\right) / \Gamma$, and $q=\left(E_{R}-E_{0}\right) / \Gamma$. Depending on the parameters of the system, the dimensionless asymmetry parameter $q$, which is the ratio of the distance $\left|E_{0}-E_{R}\right|$ between zero and pole to the resonance width $\Gamma$ can be much larger or much smaller than unity. In the limit $q \ll 1$ formula (31) yields a dip, while in the opposite case $q \gg 1$ it yields a peak in the transmissivity, with the transmissivity probability at the peak being exactly unity.

Thus, when the electron is scattered by a short-range attractive impurity, the scattering amplitude near virtual levels has the structure of a Fano resonance.

## 4. COLLAPSE OF FANO RESONANCES

It is well known that the interaction of discrete levels with the continuum in multichannel atomic systems gives rise to a universal resonance curve for the lifetime of quasibound states and excitations. ${ }^{9}$ In Ref. 8 we showed that this happens in the case of the transmission amplitude in a quantum channel with a short-range impurity. An impurity of finite dimensions generates a large number of levels in the continuum. One should expect nontrivial interactions between levels and nontrivial behavior of asymmetric resonances. In atomic systems the interaction between levels results in an overlap of resonances. Earlier Mies ${ }^{16}$ discussed such effects by using a phenomenological approach. Our goal is to study the effect of the interaction of resonances on the tunneling of electrons though multilevel configurations. We limit ourselves to the energy interval $E_{1}<E<E_{2}$, since earlier we found ${ }^{8}$ that it is in this energy interval that total reflection of electrons is possible when the particle energy coincides with the energy of the zero of a Fano resonance.

Qualitative reasoning suggests that a deep impurity can yield dramatically new effects. Clearly, a two-dimensional well generates a set of levels in the interval $E_{1}<E<E_{2}$, and in the case of a well of finite depth these levels lie in the interval ( $E_{2}-V_{\text {att }}, E_{2}$ ). If we ignore the interaction between the electronic states belonging to different channels, Eq. (28) implies that the levels corresponding to symmetric and antisymmetric states are determined, respectively, by the equations

$$
\begin{equation*}
\tan \theta_{n}=\frac{\left|k_{n}\right|}{q_{n}}, \quad \cot \theta_{n}=-\frac{\left|k_{n}\right|}{q_{n}} . \tag{32}
\end{equation*}
$$

Since in this case we have $E_{2}^{\mathrm{tr}}<E_{2}$, the levels lie in the interval $\left(E_{2}^{\mathrm{tr}}, E_{2}\right)$ and their interaction with the continuum gives rise to a set of Fano resonances. Obviously, these resonances can interact with each other. Such interaction is also present for Breit-Wigner resonances, with the resonances repelling each other. What makes the case of Fano resonances so different is that the zeros, while moving in the complex plane, may collide with poles. Below we will see that this leads to two interesting consequences. First, the resonances narrow, which means that the regime $q \ll 1$ in (31) may be replaced by $q \gg 1$. This is accompanied by the appearance of a peak in transmissivity, with the transmissivity probability at the peak being exactly unity. Second, there are critical values of the parameters of the system at which the resonances disappear entirely, accompanied by the appearance of discrete levels in the continuum.

To illustrate the predicted effect, we analyze the simplest situation where the well size in the transverse direction, $W_{a}$, is much smaller than $L_{a}$ :

$$
\begin{equation*}
V_{\mathrm{tr}}(y)=-\frac{\hbar^{2} u}{m} \delta\left(y-Y_{s}\right)+V_{c}(y), \tag{33}
\end{equation*}
$$

with $u=m V_{\text {att }} W_{a} / \hbar^{2}$. For such a model the energy of transverse motion can be found by solving the equation

$$
\begin{equation*}
\sin \kappa W=2 \frac{u}{\kappa} \sin \kappa Y_{s} \sin \kappa\left(W-Y_{s}\right), \tag{34}
\end{equation*}
$$



FIG. 2. Transmissivity of a channel with a finite impurity (the impurity parameters are $V_{\text {att }}=6.37 E_{1}$ and $W_{a}=0.1 W$ ). The Fano resonances are clearly visible for $3.19 E_{1}<E<4.0 E_{1}$ and the Breit-Wigner resonances, for $1.0 E_{1}<E<3.19 E_{1}$.
where $\kappa=\sqrt{2 m E / \hbar^{2}}$. From (34) it follows that when the coupling parameter $u$ is zero, we have the solution $E_{j}^{\text {tr }}$ $=E_{j}$, with $E_{j}=\pi^{2} \hbar^{2} /\left(2 m W^{2}\right)$, but when $u$ is finite, we have a set of levels with energies $E_{j}^{\mathrm{tr}}<E_{j}$. Below we list the results of numerical calculations for which the the impurity parameters were taken to be $W_{a}=0.1 \mathrm{~W}$ and $V_{\mathrm{att}}=6.37 E_{1}$. For the sake of orientation we give only the first three levels of transverse motion determined by the numerical solution of Eq. (34): $E_{1}^{\mathrm{tr}}=-0.60 E_{1}, E_{2}^{\mathrm{tr}}=3.19 E_{1}$, and $E_{3}^{\mathrm{tr}}=8.99 E_{1}$. Hence, we should expect Fano resonances in the energy interval $3.19 E_{1}<E<4.0 E_{1}$ and Breit-Wigner resonances, in the interval $1.0 E_{1}<E<3.19 E_{1}$. Figure 2 depicts the transmissivity of a channel with an attractive impurity. The Fanoresonance structure in the transmissivity is clearly visible in the interval $E_{2}^{\mathrm{tr}}<E<E_{2}$, while the Breit-Wigner resonances are clearly visible in the interval $E_{1}<E<E_{2}^{\text {tr }}$.

Now we study the transmissivity analytically, and for $E_{2}^{\mathrm{tr}}<E<E_{2}$ we keep to resonantly interacting channels. In the region $|x|<L_{a} / 2$ we leave two propagating modes with wave vectors $\quad q_{1}=\sqrt{2 m\left(E-E_{1}^{\mathrm{tr}}\right) / \hbar^{2}}$ and $q_{2}$ $=\sqrt{2 m\left(E-E_{2}^{\mathrm{tr}}\right) / \hbar^{2}}$. In the region $|x|>L_{a} / 2$ (outside the impurity) we leave a propagating solution with $k_{1}$ $=\sqrt{2 m\left(E-E_{1}\right) / \hbar^{2}}$ and a nonuniform solution with $k_{2}$ $=i\left|k_{2}\right|,\left|k_{2}\right|=\sqrt{2 m\left(E_{2}-E\right) / \hbar^{2}}$.

An approximate expression for the scattering matrix can be obtained from (12). The transmission amplitude $t_{11}$ between the open channels can be written

$$
\begin{equation*}
t_{11}=\frac{\left[\mathbf{M}_{C}\right]_{11}}{\operatorname{det}\left(\mathbf{M}_{s}\right) \operatorname{det}\left(\mathbf{M}_{a}\right)} . \tag{35}
\end{equation*}
$$

The poles of symmetric states can be found from
$\operatorname{det}\left(\mathbf{M}_{s}\right)$

$$
\begin{aligned}
& =i\left(-i \sin \theta_{1}+\frac{k_{1}}{q_{1}} \cos \theta_{1}\right)\left(-\sin \theta_{2}+\frac{\left|k_{2}\right|}{q_{2}} \cos \theta_{2}\right) \\
& \times U_{11} U_{22}-i\left(-i \sin \theta_{2}+\frac{k_{1}}{q_{2}} \cos \theta_{2}\right)
\end{aligned}
$$



FIG. 3. Energy dependence of the cofactor for the characteristic impurity sizes: $L=1.27 \mathrm{~W}$ (dotted curve), $L=7.64 \mathrm{~W}$ (solid curve), and $L=11.46 \mathrm{~W}$ (dashed curve). The zeros of the cofactor determine the zeros of the transmission amplitude. The other parameters of the impurity are the same as in Fig. 2.

$$
\begin{equation*}
\times\left(-\sin \theta_{1}+\frac{\left|k_{2}\right|}{q_{1}} \cos \theta_{1}\right) U_{12}^{2}=0 \tag{36}
\end{equation*}
$$

and those of antisymmetric states, from

$$
\begin{align*}
& \operatorname{det}\left(\mathbf{M}_{a}\right) \\
& \quad=i\left(-i \sin \theta_{1}+\frac{q_{1}}{k_{1}} \cos \theta_{1}\right)\left(\sin \theta_{2}+\frac{q_{2}}{\left|k_{2}\right|} \cos \theta_{2}\right) \\
& \quad \times\left(U^{-1}\right)_{11}\left(U^{-1}\right)_{22}-i\left(-i \sin \theta_{2}+\frac{q_{2}}{k_{1}} \cos \theta_{2}\right) \\
& \quad \times\left(\sin \theta_{1}+\frac{q_{1}}{\left|k_{2}\right|} \cos \theta_{1}\right)\left(U^{-1}\right)_{12}\left(U^{-1}\right)_{21}=0 . \tag{37}
\end{align*}
$$

An analysis of the equations for the poles shows that generally these equations have two sets of complex-valued solutions, which is similar to the one-dimensional case. However, in the quasi-one-dimensional case the amplitudes have zeros, which can be found by solving the equation $\left[\mathbf{M}_{C}\right]_{11}$ $=0$ or, in greater detail,

$$
\begin{align*}
& q_{2} \sin 2 \theta_{2}\left(-\tan \theta_{2}+\frac{\left|k_{2}\right|}{q_{2}}\right)\left(\cot \theta_{2}+\frac{\left|k_{2}\right|}{q_{2}}\right) U_{22}\left(U^{-1}\right)_{22} \\
& \quad-q_{1} \sin 2 \theta_{1}\left(-\tan \theta_{1}+\frac{\left|k_{2}\right|}{q_{1}}\right)\left(\cot \theta_{1}+\frac{\left|k_{2}\right|}{q_{1}}\right) \\
& \quad \times U_{12}\left(U^{-1}\right)_{21}=0 . \tag{38}
\end{align*}
$$

Since the coefficients of these equations are real for $E_{2}^{\operatorname{tr}}<E$ $<E_{2}$, the equations have real-valued solutions. Here the transmission amplitude vanishes. Figure 3 depicts the energy dependence of the cofactor for three characteristic impurity sizes: $L=1.27 W, 7.64 W$, and $11.46 W$. Hence Eqs. (36) and (37) determine the poles and the solutions of Eq. (38) determine the zeros (or dips) in the transmission. For the energy interval $E_{1}<E<E_{2}^{\mathrm{tr}}$ we must rewrite (38), assuming that $q_{2}$ $=i\left|q_{2}\right|$. Clearly, in this case the zeros are shifted into the complex plane.


FIG. 4. The characteristic function. The critical parameters are determined by the zeros of the characteristic function.

An important observation is that Eq. (36) [or (37)] can have a solution for a real energy simultaneously with (38). In the symmetric case this occurs when

$$
\begin{align*}
& \tan \theta_{2}=\frac{\left|k_{2}\right|}{q_{2}},  \tag{39}\\
& \tan \theta_{1}=\frac{\left|k_{2}\right|}{q_{1}} \tag{40}
\end{align*}
$$

Thus, Eqs. (39) and (40) should have a simultaneous solution in the energy interval $E_{2}^{\mathrm{tr}}<E<E_{2}$. Here we have a twoparameter spectral problem. For the spectral parameters it is convenient to take the energy $E$ and the impurity size $L_{a}$, or the spectral pair $\left(E, L_{a}\right)$. Note that for an arbitrary value of the parameter $L_{a}$, Eq. (39) determines the levels in a onedimensional well, ${ }^{13}$ but these levels lie below $E_{2}$. Hence the levels acquire a finite width, since they interact with the continuous spectrum of the states of the subband $n=1$. The level width may vanish when Eqs. (39) and (40) have a common solution. Thus, when the system parameters coincide with the values of the spectral parameter $\left[E(j), L_{a}(j)\right]$, discrete levels appear in the continuum of states of the quantum channel.

Using Eqs. (39) and (40), we can easily show that the spectral parameters are given by the expressions

$$
\begin{equation*}
E(j)=E_{2}^{\mathrm{tr}}+\left(E_{2}-E_{2}^{\mathrm{tr}}\right) \cos ^{2} \alpha(j) \tag{41}
\end{equation*}
$$

$$
\begin{equation*}
L_{a}(j)=\frac{2}{\pi} W \frac{\alpha(j)}{\cos \alpha(j)}\left[\frac{E_{1}}{E_{2}-E_{2}^{\mathrm{tr}}}\right]^{1 / 2}, \quad j=1,2, \ldots \tag{42}
\end{equation*}
$$

where the parameters $\alpha(j)$ are the solutions of

$$
\begin{equation*}
f(\alpha)=\sqrt{\delta+\cos ^{2} \alpha} \tan \left[\frac{\alpha}{\cos \alpha} \sqrt{\delta+\cos ^{2} \alpha}\right]-\sin \alpha=0 \tag{43}
\end{equation*}
$$

with $\delta=\left(E_{2}-E_{1}\right) /\left(E_{2}-E_{2}^{\mathrm{tr}}\right)$. Figure 4 depicts the characteristic function $f(\alpha)$. We see that Eqs. (39) and (40) have (simultaneously) an infinite set of solutions. In the same way, antisymmetric solutions are possible if

$$
\begin{equation*}
\cot \theta_{2}=-\frac{\left|k_{2}\right|}{q_{2}} \tag{44}
\end{equation*}
$$



FIG. 5. Energy dependence of the transmissivity for the critical value $L_{c}$ $\equiv L_{a}(3)=3.1901 W$ of the impurity size (the other parameters of the impurity are the same as in Fig. 2). The resonance disappears at $E=E_{c}$ (3) $=3.255 E_{1}$, but the transmissivity remains finite.

$$
\begin{equation*}
\cot \theta_{1}=-\frac{\left|k_{2}\right|}{q_{1}} \tag{45}
\end{equation*}
$$

From unitarity it follows that the zeros $E_{2}^{\mathrm{tr}}<E<E_{2}$ of the cofactor must coincide with the poles. Equation (38) shows that it is valid when Eqs. (39) and (40) [or Eqs. (44) and (45)] are valid. This implies that the Fano resonance disappear at certain (critical) values of the parameters $L_{a}(j)$, values at which $\Gamma=0$ and $E_{0}=E_{p}$ hold for the parameters of a resonance in Eq. (30).

To illustrate the effect of disappearance of resonances, or collapse of resonances, we turn to Fig. 5, which depicts the energy dependence of the transmissivity for one of the critical impurity sizes $\left(L_{c} \equiv L_{a}(3)=3.1901 W\right)$. The critical value $L_{c}$ was calculated by Eqs. (39) and (40) with the depth of the well fixed, $V_{\mathrm{att}}=6.37 E_{1}$. Figure 6 depicts the energy dependence of the transmissivity near the critical energy for several values of the impurity size: $L_{a}$ $=3.06 \mathrm{~W}, 3.12 \mathrm{~W}, 3.1901 \mathrm{~W}$, and 3.25 W . The results show


FIG. 6. Energy dependence of the transmissivity for several values of the impurity size $\left(L_{a}\right.$ $=3.06 \mathrm{~W}, 3.12 \mathrm{~W}, 3.1901 \mathrm{~W}$, and 3.25 W ) near the critical size $L_{c}=3.1901 \mathrm{~W}$ (the other parameters of the impurity are the same as in Fig. 2). At the critical length the resonance disappears (in Fig. 6c the transmissivity $T$ is unity for the selected energy interval). The resonance reappears when the impurity size passes the critical value $L_{c}$ (Fig. 6d).
that when $L_{a}$ reaches the critical value $L_{c}$, the Fano resonance disappears but the transmissivity remains finite at the critical energy value $E_{c}(3)=3.255 E_{1}$. Figure 6 d shows that resonances appear again when the impurity size passes the critical value. Clearly, the resonance collapses because of the coherent interaction of counterpropagating waves inside the region occupied by the impurity.

For orientation we point out that if a two-dimensional channel of width $W$ contains an impurity, for the impurity parameters used above the critical size is $L_{a}(0)=1.10 \mathrm{~W}$, and the minimum critical energy is $E_{c}=E(0)=3.48 E_{1}$, where $E_{1}=\pi^{2} \hbar^{2} / 2 m W^{2}$.

To make the picture clearer we write the wave function of the discrete levels explicitly and show that the function can be normalized. The symmetric solution of Eq. (1) can be written as

$$
\begin{gather*}
\psi_{c}(x, y)=a_{1} \cos \left(q_{1} x\right) \chi_{1}(y)+a_{2} \cos \left(q_{2} x\right) \chi_{2}(y) \\
\text { for }|x|<\frac{L_{a}}{2},  \tag{46}\\
\left.\psi_{c}(x, y)=C_{1} \exp \left\{\left|k_{2}\right| \left\lvert\, x-\frac{L_{a}}{2}\right.\right)\right\} \varphi_{2}(y) \quad \text { for } x>\frac{L_{a}}{2} . \tag{47}
\end{gather*}
$$

The boundary conditions imply that the solution determined by (46) and (47) is valid if Eqs. (39) and (40) are valid.

Similarly, for the antisymmetric solutions we have

$$
\begin{gather*}
\psi_{c}(x, y)=b_{1} \sin \left(q_{1} x\right) \chi_{1}(y)+b_{2} \sin \left(q_{2} x\right) \chi_{2}(y) \\
\text { for }|x|<\frac{L_{a}}{2}  \tag{48}\\
\psi_{c}(x, y)=D_{1} \exp \left\{\left|k_{2}\right|\left(x-\frac{L_{a}}{2}\right)\right\} \varphi_{2}(y) \text { for } x>\frac{L_{a}}{2} \tag{49}
\end{gather*}
$$

which are valid if (44) and (45) are valid. There exists a simple physical interpretation of the localized solution-it is a standing wave with an amplitude $a_{1}$ between two Fano "mirrors" and a nonuniform mode in channel $n=2$. Since outside the impurity the wave function decreases exponentially, it can be normalized. On the other hand, for the same critical parameter the channel may contain a propagating solution of the form (5)-(7). Thus, we have found that two types of state may coexist at the same energy: one localized state and one propagating state.

## 5. CONCLUSION

We have analyzed the passage of a particle through a quantum waveguide containing an attractive impurity. By
finding the exact solution for the scattering matrix we have shown that the impurity generates a set of quasibound states, which manifest themselves as resonance-antiresonance pairs in the transmissivity. When the impurity is short-range, a single Fano resonance can be observed in the transmissivity. For an impurity of finite dimensions a new coherent effect occurs, where at certain (critical) values of the parameters of the system the resonances collapse. As a result, for the critical parameters of the system the continuum acquires discrete levels. The transmissivity changes dramatically in the process, which can be verified in experiments involving lowdimensional channels with impurities. By way of an example, we point to an interesting paper by Yamada and Yamamoto, ${ }^{4}$ who proposed a method for producing artificial impurities in a quantum channel.
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#### Abstract

The effect of electric fields on the electrical conductivity of PbTe films with block sizes smaller than the Debye screening length is studied. As the temperature is varied, a readjustment of the potential well is observed due to thermal spread of barriers with height $\varphi<k T$ and the expansion of higher barriers. Spatial ensembles, which consist of several blocks that increase rapidly with temperature, are established for each $T$. This process leads to an increase in the height of the potential barriers as the linear size of these ensembles increases. This determines the potential well in these films and their nonlinear properties, which originate in the nonlinear percolation conductivity of a microscopic crystalline system with intergranular barriers. A comparison with the experimental data of Shklovskiĭ shows that the scale length of the spatial inhomogeneity $a=3.7 \times 10^{-6} \mathrm{~cm}$ at $T=4.2 \mathrm{~K}$ corresponds to the average block size. The value of $a$ increases with temperature, reaching $5 \times 10^{-4} \mathrm{~cm}$ at $T=240 \mathrm{~K}$. This mechanism for electrical conductivity is compared with the hopping conductivity with a variable hopping length. The negative differential resistance in the structures examined here is found to be electrothermal in nature. © 1999 American Institute of Physics. [S1063-7761(99)02007-7]


## 1. INTRODUCTION

The basic reasons for the essentially continuous rise in the interest of researchers in systems with disordered structures in recent decades are well known. On one hand, research on microcrystalline, nanocrystalline, granulated, amorphous, glassy, and other similar materials is stimulated by the possibilities which been discovered in the course of studying the effect of inhomogeneities and, as a rule, of the localized states associated with them, on the electrical and optical properties of these systems. ${ }^{1-5}$ Studies of different aspects of the influence of the structural features of disordered systems on the localization of electronic states play an important role in the development of the physics of the condensed state. On the other hand, interest in disordered systems is stimulated by advances in practical application of related materials. Experience shows that extending the spectrum of the structural states of matter can yield qualitatively new results, even when working with traditional materials. Finally, this area has recently been rather strongly, although indirectly, influenced by research on quantum-well effects in media with correlated siting of clusters with ordered structure. ${ }^{6-9}$

Materials with a microcrystalline structure are of independent scientific interest with stable domains of application, and they have been well studied. Since the theoretical models for their behavior are regarded as well developed, these objects are often used as models for studying various phenomena in other types of disordered systems. ${ }^{3,10-19}$ This may apply to models of structure and to mechanisms for electrical conductivity or optical absorption.

Many of the standard models are obtained by comparing
the objects under study with microcrystalline samples which have rather large grains whose size greatly exceeds the Debye screening length. At the same time, the most important generalizations often have to be carried out for much smaller grain sizes and, therefore, much smaller inhomogeneity scale lengths, where such comparisons are not adequately justified. This refers directly, for example, to amorphous and glassy materials, whose structure and properties have long been modelled using microcrystalline systems. The popularity of the various microcrystalline or cluster models changes with time, but the need for them has remained fairly stable.

The experience gained by studying the effects observed in microcrystalline films and in bulk samples is useful, both for creating new models, and for choosing analogs for other forms of materials with disordered structures. It can also be of interest for studying structures with extremely small sized active elements and a high packing density in crystals with perfect long-range order.

Of the published data on the structure and properties of semiconductors with microcrystalline structure, the most complete information is on polycrystalline silicon. Progress in research on other materials, including narrow-gap materials, has been more modest. Published reports of research on polycrystalline semiconductors of the IV-VI group mostly concern special cases ${ }^{20-25}$ and usually do not deal with the general problems typical of microcrystalline systems. As a rule, they contain little data demonstrating a relationship between the electrical parameters of films and their structure, and do not take full account of the influence of the potential well peculiar to microcrystalline systems on charge carrier transport. The reasons for this are quite understandable. The

IV-VI semiconductors are a very interesting group of materials ${ }^{26-28}$ and have been a source of enthusiasm for several generations of researchers. At the same time, because of the small band gap of the major representatives of these materials and their high concentration of intrinsic charge carriers, ${ }^{26,27}$ they are considered to be of little interest in studies of the phenomena observed in microcrystalline systems. When films of the narrow-band IV-VI semiconductors are mentioned, their advantages are customarily taken to include the closeness of the actual parameters to those of the corresponding single crystals, while the specific problems intrinsic to microcrystalline systems are usually ignored. In addition, even for films with grain sizes $D \sim 10^{-6} \mathrm{~cm}$, the small barrier heights in PbTe and other materials make it possible to ignore the features of microcrystalline systems resulting from the presence of regions of surface space charge near the grain boundaries. In particular, this applies to determining the main parameters of films using Hall coefficient measurements, at and below room temperature. For example, in the literature there are reports that the mobility of charge carriers in microcrystalline PbTe films with grain sizes $D \simeq 250 \AA$ at $T=77 \mathrm{~K}$ is close to the carrier mobility in the best single crystal specimens, ${ }^{29}$ although it is clearly known that charge carrier mean free path in them greatly exceeds the average grain size. When there is an explicit dependence of the electronic properties of a film on the grain size, ${ }^{30,31}$ data of this kind should be interpreted more carefully.

As for their nonlinear conductivity, despite the possible observation of negative differential resistivity, this group of materials has been of almost no interest to researchers and a very limited number of papers ${ }^{32-35}$ are devoted to this topic. At the same time, it is evident that narrow-band semiconductors may turn out to be useful in measurements at low temperatures, where it is difficult to work with wide-gap materials and there are strict limits on the parameters and methods that can be used for these materials.

As a rule, the theoretical models apply to microcrystalline samples whose grain size substantially exceeds the Debye screening length. ${ }^{36}$ Within the volume of these grains, the internal electric field strength is zero, and the free carrier concentration is the same as the carrier concentration in a single crystal with a similar impurity concentration. At the same time, as noted above, it is often necessary to deal with polycrystalline samples with much smaller grain sizes, where the results obtained for large grains may not seem adequately justified and, in principle, incorrect.

In this paper we present some data on the lowtemperature nonlinear conductivity of microcrystalline PbTe films on glass substrates with inhomogeneities smaller than the Debye screening length. Possible mechanisms for the nonlinear properties and negative differential resistivity of these samples are discussed.

## 2. SUMMARY OF THE CHARACTERISTICS OF THE SAMPLES AND EXPERIMENTAL PROCEDURE

Polycrystalline PbTe layers on glass substrates are distinguished by the large variety of their properties and ob-
served effects, which are caused primarily by the possible variation in the average grain size over 4-5 orders of magnitude. ${ }^{30,31,37}$ The electronic properties of the samples are then related directly to the structure of the films. The classical and quantum-well effects observed during studies of the electrical conductivity of these structures are of interest for the physics of microcrystalline systems, as well as for specific practical developments. As for the technology, it is not difficult to reproduce these results: it is sufficient to ensure the specified temperature and growth rate. Recall, also, the importance of the film thickness, since the structure of microcrystalline PbTe films and, therefore, the sample properties are determined, to a substantial extent, by the elastic stresses at the interface boundary, which, in turn, are related to the degree of mismatch between the lattice parameters of materials which come into contact and by the thickness of the films.

The polycrystalline PbTe films studied here were grown by dc cathode sputtering of a stoichiometric target in an argon atmosphere with deposition of the sputtered material onto substrates of cover glass with a thickness of approximately $100 \mu \mathrm{~m}$. The rate of film growth was held constant at about $4 \AA / \mathrm{s}$. The target material was a cylinder of height 0.2 cm and diameter 2 cm , cut from an ingot of single crystal p-type PbTe with a resistivity of about $0.1 \Omega \cdot \mathrm{~cm}$ at room temperature. The current density at the target was $5 \times 10^{-4}$ $\mathrm{A} / \mathrm{cm}^{2}$ and the power dissipated by the target was 6 W . The target was cooled by liquid nitrogen; the growth (substrate) temperature was held near room temperature, at $293 \pm 2 \mathrm{~K}$. Sputtered film electrodes of $\mathrm{Pt}_{0.8} \mathrm{Mo}_{0.2}$ alloy, obtained by sputtering of platinum and molybdenum together, were used as ohmic contacts and ensured linear current-voltage characteristics of films with small grains ( $D<10^{-4} \mathrm{~cm}$ ). All the electrical measurements were made for direct current; the conductivity type of the films was determined by the thermal emf method. The structural state of the samples was monitored by x-ray techniques: the diffraction pattern obtained in a Debye chamber was analyzed.

Polycrystalline PbTe films grown on glass substrates turn out to have a structural disequilibrium, ${ }^{30,31}$ and their parameters can vary substantially during storage under ordinary conditions (annealing at room temperature). The structural transformations observed during aging are caused by two main factors: the tendency of a polycrystalline system to change its surface energy (this can be achieved by an increase in the grain size) and the competing process associated with the existence of elastic stresses owing to the presence of the film-substrate interface. The direction of the structural changes depends on the average grain size $D$ in the original films, which, in turn, is determined by the growth temperature and thickness of the grown layers. ${ }^{31}$ If $D$ $<10^{-6} \mathrm{~cm}$, then the grains become larger. When $D>10^{-6}$ cm , fragmentation involving the breakup of large crystallites into blocks is observed. As a result, regardless of the film thickness and the average initial value of $D$, the grain size approaches $D^{*} \simeq 10^{-6} \mathrm{~cm}$ in the course of aging. It turns out that the unit cell parameter in layers with $D \simeq 10^{-6} \mathrm{~cm}$ corresponds to the lattice parameter of single crystal $\mathrm{PbTe} .^{37}$

In films with grain sizes $D>10^{-6} \mathrm{~cm}$, the electrical
properties of the samples are caused mainly by scattering of charge carriers at the grain boundaries. Some specific mechanisms for scattering at the surface of a crystal have been examined elsewhere. ${ }^{38}$ For $D<10^{-6} \mathrm{~cm}$, the total surface area of the grains contained in unit volume is $S \propto 1 / D$; therefore, the density of localized states at their boundaries, $N_{s}$ $=\gamma / D$, is fairly high $\left(N_{s} \simeq 8 \times 10^{20}\right.$ for $D=1 \times 10^{-6}$ and $N_{s} \simeq 4 \times 10^{21} \mathrm{~cm}^{-3} \cdot \mathrm{eV}^{-1}$ for $\left.D=2 \times 10^{-7} \mathrm{~cm}\right),{ }^{30}$ and jump conductivity is observed in samples of this type at low temperatures with the participation of these states, which can be interpreted as conduction along the grain boundaries. Within the interval $4.2 \mathrm{~K}<T<50 \mathrm{~K}$, hopping conductivity with a variable hopping length is observed and in the range $50 \mathrm{~K}<T<200 \mathrm{~K}$, hopping conductivity between nearest neighbors with a constant activation energy is observed. ${ }^{30}$ For $D \sim 10^{-7} \mathrm{~cm}$, the lattice parameter and band gap are found to depend on the average grain size. ${ }^{30,37}$

During the electrical conductivity measurements, most of the films of micron and submicron thickness $(d<5 \mu \mathrm{~m})$ obeyed Ohm's law or the deviations from linearity in the current-voltage characteristics were small. The currentvoltage characteristics of the finely crystalline films were linear over wide ranges of variation in the temperature and electric field strengths. A significant nonlinearity in the conductivity was observed only in large crystalline samples with grain sizes $D>10^{-4} \mathrm{~cm}$ and at temperatures below 300 K . A similar structure and the corresponding properties could be reproduced only in rather thick ( $d=7-10 \mu \mathrm{~m}$ ) films. Because of the significant anisotropy in their growth, the average grain size for these samples was always at least a few times greater than the thickness of layers with a polycrystalline structure. ${ }^{31}$

In accordance with an analysis of the first data on the nonlinear conductivity of microcrystalline PbTe layers, it was already clear, in general outline, that the nonlinear properties of coarse crystalline films are related to the existence of potential barriers at the grain boundaries, but the specific mechanism for this phenomenon was not understood for a long time. This situation was cleared up only after detailed studies of the electrical properties of samples at low temperatures, which involved different structural states of microcrystalline PbTe films, were carried out regularly over a period of five years.

These measurements always indicated that, as the temperature was lowered, the current-voltage characteristics of samples with $D=(2-5) \times 10^{-3} \mathrm{~cm}$ became nonlinear. The critical electric field, at which a nonlinear dependence of the current on the voltage began to be observed, fell as the temperature was reduced and turned out to be very low. For example, in freshly prepared films at $T \simeq 80 \mathrm{~K}$, a nonlinear conductivity was observed in fields above $50 \mathrm{~V} / \mathrm{cm}$. Further increases in the electric field led to the appearance of segments with a stable S-type negative differential resistivity in the current-voltage characteristic, but this, unfortunately, was accompanied by substantial, irreversible hysteresis in the current as a function of voltage. X-ray structural analysis showed that the hysteresis in the current-voltage characteristics is caused by irreversible changes in the structure of the films associated with their fragmentation, ${ }^{31}$ i.e., the breakup
of large grains into smaller ones. This fragmentation, which is mostly stimulated by stresses at the film-substrate interface, ultimately leads to a division of each of the original grains into $10^{6}-10^{7}$ blocks with sizes on the order of $10^{-6}$ cm and fairly perfect interface boundaries. Because of the change in the film properties during aging and the impossibility of making a correct measurement of the characteristics of freshly prepared samples, we were forced to delay a study of their behavior in strong electric fields until no further irreversible changes in their parameters could be observed for measurements at moderate currents.

The measurements were made on polycrystalline films with $p$-type conductivity (the equilibrium hole concentration in the bulk of the large grains was $p_{0}=5 \times 10^{16} \mathrm{~cm}^{-3}$ ) (Ref. 30 ) and a thickness of $7-10 \mu \mathrm{~m}$, grown on glass substrates at room temperature. The average grain size in as-grown samples was $(2-5) \times 10^{-3} \mathrm{~cm}$ (Ref 31). The deviations of the current-voltage characteristics of diodes fabricated from these films from Ohm's law showed up most distinctly. Samples with the following geometry were used: their length was 0.07 cm , their cross-sectional area was ( $4.2-5.5$ ) $\times 10^{-4} \mathrm{~cm}^{2}$ with contacts, as in Refs. 30 and 31, in the form of film electrodes made by sputtering a $\mathrm{Pt}_{0.8} \mathrm{Mo}_{0.2}$ alloy.

The figures shown here apply to samples obtained from a $9-\mu \mathrm{m}$-thick film. The average grain size in a freshly prepared film was $D=5 \times 10^{-3} \mathrm{~cm}$, which is 5.5 times the thickness of the polycrystalline layer in Ref. 31. X-ray structural analysis showed that the average block size $D^{*}$ in the samples was about $2 \times 10^{-6} \mathrm{~cm}$ after aging for three years (annealing at room temperature under natural conditions, which causes the reduction in grain size). The sample geometry and measurement technique are illustrated in Fig. 1.

We have shown previously that the electrical properties of polycrystalline PbTe layers in weak electric fields are closely related to their potential well and that the latter is, in turn, related to the structure, primarily, the average grain size. ${ }^{30}$ Perhaps, this applies to an even greater degree to the nonlinear conductivity. It would be impossible to overlook that the current-voltage characteristics of diodes fabricated from coarse crystalline films for studying their behavior in strong electric fields are related in a most direct fashion to changes in the film structures as they age. Fragmentation (note again that here we mean the breakup of large crystallites into fine blocks), accompanied by the appearance of new boundaries and an increase in the number of potential barriers in the way of the charge carriers, causes a substantial rise in the threshold voltage $U_{t}\left(U_{t}\right.$ is defined at the cutoff point, where the differential resistance $d U / d I=0$.) and a drop in the threshold current $I_{t}$. The threshold power $W_{t}$ $=U_{t} I_{t}$ decreases. For some of the samples, $W_{t}$ was found to decrease by several factors. This is quite clear from the data shown in Fig. 2.

In principle, control measurements taken during the aging of the films showed that the relationship between the current-voltage characteristics of the samples and the potential well, which is determined by the film structure and changes as they age, is rather obvious. Within 6-8 months after fabrication of the films, it was possible to obtain current-voltage characteristics with segments of stable nega-


FIG. 1. Geometry of the microcrystalline PbTe samples with an $S$-shaped current-voltage characteristic and the measurement setup.
tive resistance without any special problems. With time, as the average block size decreased and the number of blocks increased, a continuous rise in the resistance of the samples, which is accompanied by a drop in the threshold current and a rise in the threshold voltage, is observed. The threshold power (for fixed temperature) decreased. Two such states are shown in Fig. 2. If the current-voltage characteristics of the samples were taken with sufficiently high load resistances,


FIG. 2. Current-voltage characteristics ( $T=77 \mathrm{~K}$ ) of a PbTe film sample 11 months (curves 1 ) and 33 months (curves 2) after fabrication. The film thickness is $9 \times 10^{-4} \mathrm{~cm}$, the distance between electrodes is $7 \times 10^{-2} \mathrm{~cm}$, and the cross-sectional area is $5 \times 10^{-4} \mathrm{~cm}^{2}$.


FIG. 3. Current-voltage characteristic ( $T=25 \mathrm{~K}$ ) before (curves 1 ) and after (curves 2) several measurement cycles at high currents.
i.e., close to a current source regime, then the hysteresis phenomena observed between forward and reverse currents are small (curves 1 and 2 in Fig. 2) or are essentially not observed at all. There were also no signs of the formation of current filaments.

At high currents, a segment with a negative differential resistance is followed by another segment with a positive differential resistance. The appearance of this segment should not be regarded as something unusual, since its presence is even predicted by a purely thermal breakdown theory. ${ }^{39}$ However, high currents, which facilitate further fragmentation, produced irreversible changes in the currentvoltage characteristic, and led to a rise in $U_{t}$ and a drop in $I_{t}$. Figure 3 (curve 2) shows a current-voltage characteristic ( $T$ $=25 \mathrm{~K}$ ) for the same sample as in Fig. 2, but after several high-current measurement cycles. The initial state before the high-current measurements, which corresponds to the current-voltage characteristic of curve 2 in Fig. 2, was obtained at $T=77 \mathrm{~K}$ and is shown as curve 1 . It can be seen that the changes in the parameters of the current-voltage characteristic are substantial. Thus, during measurements at currents beyond the threshold, we usually restricted the analysis to relatively low currents through the sample, without reaching the segment with a positive differential resistance.

With decreasing resistance of the load in series with the power supply and sample, a switching effect is observed (from a high resistance to a low resistance state and back again when the current through the sample is being lowered) along the load curve. The hysteresis phenomena become much more substantial in this case (Fig. 3, curve 2).


FIG. 4. Current-voltage characteristics of a PbTe sample after aging for 33 months at room temperature for different measurement temperatures (K): (1) 8 , (2) 20 , (3) 30 , (4) 40 , (5) 77 , (6) 100, (7) 140, (8) 170, (9) 200, and (10) 240.

## 3. CURRENT-VOLTAGE CHARACTERISTICS OF SAMPLES AT DIFFERENT TEMPERATURES AND THEIR NONLINEAR CONDUCTIVITY IN THE SUBTHRESHOLD REGION

The state corresponding to curve 2 in Fig. 2 is already quite stable and a complete cycle of studies of the effect of electric fields on the electrical conductivity of the film can be conducted using it. Figure 4 shows a series of static currentvoltage characteristics of the sample which were measured at different temperatures and which correspond to this structural state, in which the film parameters are essentially constant in time for ordinary storage conditions. Segments with a stable negative differential resistance show up at temperatures below 250 K . In the entire range of temperatures studied, down to $T=4.2 \mathrm{~K}$, no signs of current filament formation were observed. For operation at moderate currents, there are hardly any hysteresis effects. At $T>77 \mathrm{~K}$, a sharp increase in the threshold current is observed, and the segments with a negative differential resistance become ever less conspicuous as the temperature is raised. The absolute magnitude of the derivative $d U / d I$ decreases rapidly with increasing $T$, and for $T>250 \mathrm{~K}$ formation of a negative differential resistance is suppressed altogether.

The subthreshold current-voltage characteristics at temperatures below 250 K are highly nonlinear. The available data on polycrystalline semiconductors indicates that the most probable mechanisms for the nonlinearity are related to the presence of potential barriers at grain (block) boundaries. In contrast with the wide-gap semiconductors with microcrystalline structures, for narrow-gap materials that also have small-sized blocks the direct relationship between electrical conductivity and the presence of potential barriers at the boundaries of the inhomogeneities is not too obvious and must be clarified.

According to the effective medium theory, for weak and strong electric fields, the electrical conductivity of a polycrystalline film is determined by the sum of two terms:

$$
\begin{equation*}
\sigma=\sigma_{H}+\sigma_{G}, \tag{1}
\end{equation*}
$$

where $\sigma_{H}$ is the electrical conductivity across the grain boundaries, and $\sigma_{G}$ is that for the barrier transport mechanism. In general, $\sigma_{H}$ can also be the sum of two terms, the hopping term and the band term, when low-resistance layers exist at the grain boundaries. ${ }^{28}$ We shall not consider the latter mechanism here, since it is not observed in the films we have studied.

Since potential barriers for electrons or holes develop as a result of the localization of the latter at the grain boundaries, there are no free carriers at the boundaries and, in this case, $\sigma_{H}$ is obviously caused by hopping conductivity involving the localized states. The average hopping length for hopping conductivity with a variable hopping length is a function of temperature: ${ }^{3,5}$

$$
\begin{equation*}
l(T)=\alpha^{-1} \xi(T)=\alpha^{-1}\left(T_{0} / T\right)^{1 / 4} \tag{2}
\end{equation*}
$$

where $T_{0}$ is a well-known parameter in Mott's law, and $\alpha^{-1}$ is the length of the localized states. Given the possible values of $\alpha^{-1}$ and $T_{0}$ (Ref. 30), we find that the average jump length in the films studied here is, at most, $80 \AA$. Therefore, according the data of Ref. 30, we can ignore hopping conductivity in films with grain sizes greater than $10^{-6} \mathrm{~cm}$ and the mechanism for the nonlinearity for the current-voltage characteristics must be found in the intercrystallite potential barriers at the grain (block) boundaries.

Theoretical discussions of phenomena at interfaces usually consider the contact of a semiconductor with a semiconductor, ${ }^{40-44}$ which actually consists of two Schottky barriers connected in opposition. ${ }^{36,45}$ In a theory that provides a satisfactory description of the electrical conductivity of polycrystalline semiconductors with grain sizes greatly exceeding the Debye screening length $L_{D}=\left(k T \chi \chi_{0}\right)$ $\left.q^{2} p_{0}\right)^{1 / 2}$, where $\chi$ is the dielectric constant, $\chi_{0}$ is the permitivity of free space, and $q$ is the electronic charge, they are treated as a set of intercrystalline barriers (bicrystals) with identical properties. It should be noted that the transition from a bicrystalline to a polycrystalline material does not change the results essentially in this case. Many years of experimental studies have shown that this is entirely acceptable when working with weak electric fields. Here an average barrier height $\varphi$ appears in the calculations.

The situation changes fundamentally for microcrystalline samples in strong electric fields. Here, also, the already inhomogeneous character of the polycrystalline system caused primarily by the spread in the height of the barriers at the grain boundaries can greatly change the resulting equations. The scatter in the barrier heights is related to a change in the form and size of the microcrystallites, their mutual orientation, and the degree to which the localized states are filled at the grain boundaries. As a number of theoretical and experimental studies ${ }^{46-51}$ have shown, the randomness of the potential well of inhomogeneous semiconductors can lead to a fundamentally new effect - nonlinear percolation conductivity in strong electric fields. Nonlinear percolation conduc-
tivity has been observed experimentally ${ }^{51}$ in photosensitive layers of PbS , an IV-VI material with properties close to those of PbTe . However, in contrast with the results discussed here, the data presented in Ref. 51 apply to ordinary polycrystalline samples with micron-sized grains.

This effect involves the onset of deviations from Ohm's law much sooner in randomly inhomogeneous systems than in systems with more or less periodic variations in the potential of equal amplitude. In addition, while there is an external similarity in the functional dependence of the current on the voltage for the Schottky effect and for nonlinear percolation conductivity, the nonlinearity of the current-voltage characteristic in the latter case is very much greater than for a homogeneous sample with a Schottky barrier, since the local electric field strength in inhomogeneous samples can be considerably higher than the measured average.

The behavior of a single barrier in a strong electric field is, to a great extent, determined by the Schottky effect. According to the theory of the Schottky effect caused by lowering a potential barrier in an electric field, ${ }^{36}$ the current through the sample is

$$
\begin{equation*}
I=A T^{2} \exp (-\varphi / k T) \exp \left[\left(q^{3} / 4 \pi \chi \chi_{0}\right)^{1 / 2} F^{1 / 2} / k T\right] \tag{3}
\end{equation*}
$$

where $A$ is the Richardson constant, $\varphi$ is the barrier height, and $F$ is the electric field strength. However, experiments indicate that the nonlinearity coefficient for an inhomogeneous polycrystalline system can be an order of magnitude higher than $\beta=\left(q^{3} / 4 \pi \chi \chi_{0}\right)^{1 / 2}$ in Eq. (3) or the PooleFrenkel coefficient $\beta=\left(q^{3} / \pi \chi \chi_{0}\right)^{1 / 2}$ (Ref. 50).

According to the landmark paper of Shklovskiŭ, ${ }^{47}$ the current in a randomly inhomogeneous system is

$$
\begin{equation*}
I=I_{0} \exp \left[\left(C q F a V_{0}^{\nu}\right)^{1 /(1+\nu)} / k T\right] \tag{4}
\end{equation*}
$$

where $V_{0}$ is the amplitude of the fluctuations in the potential well, $\nu \approx 0.9$, and $C=0.25 ; a$ is the scale length of the spatial inhomogeneity.

Equation (4) is valid for the range of electric fields determined by the inequality $V_{0} \gg q F a \gg k T\left(k T / V_{0}\right)^{\nu}$. The condition $V_{0} \gg k T$ must also be satisfied. If the critical index $\nu$ is replaced by unity, then Eq. (4) can be rewritten in the form

$$
\begin{equation*}
I=I_{0} \exp \left(\beta F^{1 / 2} / k T\right) \tag{5}
\end{equation*}
$$

where $\beta=\left(\operatorname{CqaV}_{0}\right)^{1 / 2}$. Later this theory was developed directly for microcrystalline systems with intergranular barriers. ${ }^{46,48}$ The authors of Refs. 46 and 48, while confirming the validity of Shklovskiǔ's basic assumptions and conclusions, nevertheless find that these relations provide a better description of the behavior of polycrystalline semiconductors in strong electric fields. However, despite this critique ${ }^{46,48}$ of Shklovskiī's results, as regards their application to inhomogeneous polycrystalline systems in high fields, on comparing the theory and experiment we were compelled to restrict the analysis to Shklovskiu's work, not solely because of its clarity and evident advantages for analyzing experimental data. In the calculations in Refs. 46 and 48 it was assumed that $L_{D} \ll a$. For our samples, this condition is clearly not satisfied: even at $T=4.2 \mathrm{~K}$, the Debye screening length is $7 \times 10^{-6} \mathrm{~cm}$, or three times the average


FIG. 5. Subthreshold portions of the current-voltage characteristics of a diode at different temperatures (K): (1) 8 , (2) 20, (3) 40, (4) 77, (5) 90, (6) 100, (7) 150, (8) 200, and (9) 240.
block size. Shklovskiŭ's theory ${ }^{47}$ does not contain such strict requirements for the potential well and is, we believe, more universal. In accordance with Ref. 49, the theory and experiment were compared at rather high electric fields.

As the theory predicts, the current-voltage characteristics of these samples deviate anomalously early from Ohm's law. The critical value of $F$ is $0.3 \mathrm{~V} / \mathrm{cm}$ at $T=4.2 \mathrm{~K}, 0.7 \mathrm{~V} / \mathrm{cm}$ at $T=15 \mathrm{~K}$, and about $5 \mathrm{~V} / \mathrm{cm}$ at $T=77 \mathrm{~K}$. It should be recalled that in as-grown samples, these values were one or two orders of magnitude higher because of the enhanced inhomogeneity of the microcrystalline films as they fragment due to the breakup of coarse grains into finer blocks.

In the region where their conductivity depends on the electric field strength, the current-voltage characteristics of these samples actually correspond to a dependence of the form $\ln I \propto F^{1 / 2}$ over a wide temperature range (Fig. 5). As Fig. 5 shows, the segments of the current-voltage characteristic which are consistent with the nonlinear percolation conductivity theory shift toward higher electric fields as the temperature is lowered. The deviation of the experimental $I$ $=I\left(F^{1 / 2}\right)$ curves from the theoretical dependence (5) is caused by ohmic segments in low fields and the development of a negative differential resistance in high fields. The experimental values of $\beta$, consistent with the theory for low temperatures, are 5-7 times the values calculated for the Poole-Frenkel effect $\left[(1.0-1.9) \times 10^{-5} \mathrm{eV}^{1 / 2} \cdot \mathrm{~cm}^{1 / 2}\right.$ in the temperature interval $4.2-300 \mathrm{~K}$ ]. As the temperature is raised, because of the rapid rise in $\beta$ with temperature, this difference increases by more than two orders of magnitude (Fig. 6, curve 2).

The average barrier height $\varphi$, which determines the conductivity of a microcrystalline medium at a given temperature and, therefore, $V_{0}$ in Eq. (5) which corresponds roughly to $\varphi$, can be determined from the temperature variation in the electrical conductivity $\sigma$ in low electric fields shown in Fig. 7 , assuming that

$$
\begin{equation*}
\sigma \propto \exp (-\varphi / k T) \tag{6}
\end{equation*}
$$

The electrical conductivity of highly inhomogeneous media has been examined in Ref. 5. In terms of the basic concepts of the percolation theory, $\varphi$ characterizes the average height of the barriers, which form a critical sublattice in the ran-


FIG. 6. Temperature variations in the spatial inhomogeneity scale length $a$ (1) and nonlinearity coefficient $\beta$ (2).
domly inhomogeneous medium under consideration. The effect of the intrinsic conductivity at low temperatures can be ignored. ${ }^{30,31}$ This is also quite clear from the data shown in Fig. 8, on comparing the behavior of $\varphi=\varphi(T)$ with the temperature dependence of the optical band gap. The hopping conductivity is not observed in these samples. This last feature is well illustrated by the curves shown in Fig. 7: the conductivity of these samples decreases with aging over the entire temperature range, while hopping conductivity should increase as $\sigma^{\propto} \exp \left(-D^{* 1 / 3}\right)$ when the average block size $D^{*}$ is reduced. ${ }^{30}$

The dependence of $\varphi$ on $T$ in Fig. 8 (curve 1) shows that the barrier height increases almost linearly with $T$ at low temperatures, i.e.,

$$
\begin{equation*}
\varphi \propto T^{t}, \tag{7}
\end{equation*}
$$

where $t \simeq 0.96-0.97$, while at higher temperatures $(T \geqslant 240$ K) $\varphi=\varphi(T)$ has a saturation dependence. At $T>240 \mathrm{~K}$, the temperature dependence of the conductivity is obviously caused by the temperature dependence of the intrinsic conductivity.

The Schottky barriers formed when metals are in contact with single crystal PbTe have an effect on the electrical conductivity of the samples up to somewhat higher tempera-


FIG. 7. Temperature variations in the electrical conductivity of a microcrystalline PbTe film in a weak electric field 8 months (curve 1) and 33 months (curve 2) after fabrication.


FIG. 8. Average height of the intercrystallite barriers, $\varphi$ (1), $k T$ (2), and $E_{g} / 2$ (3) as functions of temperature.
tures. The properties of contacts between single crystal $n$ and $p$-type PbTe and various metals $(\mathrm{In}, \mathrm{Cu}, \mathrm{Ag}, \mathrm{Au})$ have been studied in detail. ${ }^{52}$ It was shown ${ }^{52}$ that the height of the Schottky barrier is independent of the work function of the metal and varies in the range $0.175-0.200 \mathrm{eV}$, or $0.5-0.6$ times $E_{g}$ for PbTe at room temperature. As the temperature is lowered, the barrier height decreases in accordance with the reduction in the band gap.

## 4. MECHANISM FOR READJUSTMENT OF THE POTENTIAL WELL AS THE SAMPLE TEMPERATURE IS VARIED

Assuming $V_{0}=\varphi$ and knowing $\beta$, one can use Eq. (5) to find the scale length $a$ of the spatial inhomogeneity. At $T$ $=4.2 \mathrm{~K}, a$ is $3.7 \times 10^{-6} \mathrm{~cm}$, which is still substantially greater than the possible tunnelling length for charge carriers in PbTe . The quantity $a=3.7 \times 10^{-6} \mathrm{~cm}$ is already close to the average block size $D^{*}=2 \times 10^{-6} \mathrm{~cm}$ found by x-ray structural analysis ${ }^{31}$ and indicates that Shklovskiu's theory ${ }^{47}$ applies to our results. The inequality $V_{0} \gg q F a \gg k T(k T /$ $\left.V_{0}\right)^{\nu}$ holds solidly in the entire range of temperatures studied here.

However, because $a$ increases with temperature, an initially quite unexpected situation arises. Thus, for example, at 8 K the value of $a$ increases to $6.4 \times 10^{-6} \mathrm{~cm}$ and reaches $5 \times 10^{-4}$ at 240 K . The dependence of $a$ on $T$ is plotted in Fig. 6 (curve 1). This behavior of the system originates in the relationship between the potential $\varphi$ and the scale length $a$ of the inhomogeneity. The relationship between the potential and the inhomogeneity scale length is apparently typical of any system on a mesoscopic scale, where the scale length varies from a few nanometers to several tens of nanometers. This situation is fundamentally independent of the particular type of structure, whether we are speaking of nanocrystals or systems of quantum dots. ${ }^{9}$

It should be noted that the results presented here can be used for films with arbitrary grain (block) size or inhomogeneity scale length to determine the temperature above which the conductivity of the samples no longer depends on the electric field strength.


FIG. 9. Band energy diagrams of a p-type polycrystalline semiconductor: $\mathrm{a}-a \gg W, \mathrm{~b} a<W, \mathrm{c}$ as in b , but in a strong electric field.

If the grain size is sufficiently large and $D \gg L_{D}$, then the solution of the Poisson equation for the one-dimensional case,

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}=-\frac{q}{\chi \chi_{0}} N_{A} \tag{8}
\end{equation*}
$$

is ${ }^{36}$

$$
\begin{equation*}
V(x)=-\frac{q N_{A}}{\chi \chi_{0}}\left(W x-\frac{1}{2} x^{2}\right)-\varphi_{b p} \tag{9}
\end{equation*}
$$

where $V(x)$ is the potential, $\varphi_{b p}$ is the potential barrier height, $W$ is the width of the space charge layer, $N_{A}$ is the acceptor concentration, and $x$ is the coordinate. This situation is illustrated in Fig. 9a. A p-type semiconductor is being considered, as in our particular case. On the thermodynamic equilibrium band energy diagram shown in Fig. $9 \mathrm{a}, E_{F}$ is the Fermi energy, $E_{c}$ is the energy corresponding to the bottom of the conduction band, and $E_{\mathrm{V}}$ is the energy corresponding to the ceiling of the valence band. If the scale length $a$ of the spatial inhomogeneity is small and the second boundary at $x=a$ does not affect the potential distribution, then for $a$ $\ll W$ Eq. (9) yields

$$
\begin{equation*}
V(a) \simeq-\frac{q N_{A}}{\chi \chi_{0}} W a-\varphi_{b p} \tag{10}
\end{equation*}
$$

The height of the potential barrier,

$$
\begin{equation*}
\varphi(0)=-\varphi_{b p}-V(a) \simeq \frac{q N_{A}}{\chi \chi_{0}} W a, \tag{11}
\end{equation*}
$$

is proportional to $a$ in this case. If we assume the existence of a symmetric barrier at $x=a$ (Fig. 9b), then the solution of the Poisson equation (8) must be taken in the form


FIG. 10. Relationship between the average intercrystallite barrier height $\varphi$ and the spatial inhomogeneity scale length $a$.

$$
\begin{align*}
V(x)= & -\frac{q N_{A}}{\chi \chi_{0}}\left[W x-\frac{1}{2} x^{2}\right]-\frac{q N_{A}}{\chi \chi_{0}} \\
& \times\left[W(a-x)-\frac{1}{2}(a-x)^{2}\right]-\varphi_{b p} \tag{12}
\end{align*}
$$

We obtain an expression for the height of the potential barrier which differs from Eq. (11):

$$
\begin{equation*}
\varphi(0)=\varphi(a)=V(0)-V\left(\frac{a}{2}\right)=V(a)-V\left(\frac{a}{2}\right)=\frac{q N_{A}}{\chi \chi_{0}} \frac{a^{2}}{4} . \tag{13}
\end{equation*}
$$

An analogous result was obtained in Ref. 41, where the kernel was approximated by a sphere of radius $r_{0}$. The space charge is concentrated in a layer from $r_{1}<r_{0}$ to $r_{0}$; i.e., $r_{0}$ $-r_{1}$ has the significance of a screening length. The height of the potential barrier is given by

$$
\begin{equation*}
\varphi\left(r_{0}\right)=\frac{2 \pi q N_{A}}{3 \chi \chi_{0}}\left(r_{0}^{2}+\frac{2 r_{1}^{3}}{r_{0}}-3 r_{1}^{2}\right) . \tag{14}
\end{equation*}
$$

For $r_{1}=0$ we have, as in Eq. (13), a quadratic dependence of the potential barrier height on the grain size,

$$
\begin{equation*}
\varphi\left(r_{0}\right)=\frac{2 \pi q N_{A}}{3 \chi \chi_{0}} r_{0}^{2} \tag{15}
\end{equation*}
$$

As the data of Fig. 10 show, however, in the entire range of variation of $a$ the relation between the height of the potential barrier and the scale length of the spatial inhomogeneity is close to a linear dependence, which can be approximated by a power law of the form

$$
\begin{equation*}
\varphi \propto a^{\eta} \tag{16}
\end{equation*}
$$

where $\eta \simeq 0.94$. The height of the barrier is determined by the inhomogeneity scale length $a=a(T)$ and, as the data of Fig. 8 imply, is a function of temperature. Clearly, the temperature dependence of the band gap $E_{g}$ cannot be the reason for the dependence (16) with $\eta \simeq 1$. On the other hand, since $E_{g}$ in PbTe increases as the temperature rises, ${ }^{27,53}$ one should rather expect Eq. (16) with $\eta>2$. The reason for this assumption can be understood if we note that all the measurements of the sample parameters were made in strong electric fields. This is clearly evident for the one-dimensional case


FIG. 11. Scheme for readjustment of the potential well as the temperature changes: $T_{3}>T_{2}>T_{1}$.
(Fig. 9c). In an electric field the potential distribution is highly distorted toward one of the barriers compared to the equilibrium case. If, for example, we consider an inhomogeneity of size $a=a_{1}$, then it is evident from Fig. 9c that the barrier at $x=0$ makes the main contribution and then, as Eq. (11) implies, $\varphi \propto a$. In addition, since the measurements are made in strong electric fields, there is an inevitable reduction in the barrier height in the electric field for each individual barrier due to the Schottky effect. This is qualitatively understandable from the change in the potential distribution in Fig. 9c, while the quantitative changes should obey Eq. (3).

As for the mechanism for the rapid increase in the spatial inhomogeneity scale length $a$ as the temperature rises, here the main contribution is from the "vanishing" or, more precisely, the thermal smearing out of small barriers with heights $\varphi_{\min }<k T$. Judging from the relationship between $\varphi$ and $k T$, i.e., given that $\varphi \simeq 4 k T$, we may conclude that during current flow, not only the barriers with heights $\varphi_{\text {min }}$ $<k T$, but also the barriers whose average height $\varphi<4 k T$, do not participate. The same applies to barriers of height $\varphi$ $>4 k T$. The primary contribution is from barriers of height $\varphi \approx 4 k T$, which form a critical sublattice and determine the electrical conductivity of this randomly inhomogeneous medium with an adjustable potential well. In the case $a<W$, space charge layers of the barriers whose height $\varphi_{\max } \gg k T$ propagate to regions with vanishing barriers. It is not by chance that the relationship between $\varphi$ and $T$ in Fig. 8 is extremely close to linear, especially at low temperatures. The total surface area of the blocks united in these unique ensembles (or clusters) decreases with temperature and, as free charge carriers are trapped by surface states, the specific charge per unit surface area increases.

As they propagate in the space which previously belonged to lower barriers, the barriers at the boundaries of the large blocks simultaneously increase in amplitude. This process continues until $W$ exceeds $a / 2$. When the condition $W$ $<a / 2$ is satisfied, the dependence of $\varphi$ on $T$ should saturate, subsequently following the dependence of $E_{g}$ on $T$, which in our case occurs at $T>230 \mathrm{~K}$ (Fig. 8, curve 1). The calculated value of $W=\left(2 \chi \chi_{0} \varphi / q p_{0}\right)^{1 / 2}=1.7 \times 10^{-4} \mathrm{~cm}$ for $T=230 \mathrm{~K}$,
in good agreement with the value $a / 2=2.1 \times 10^{-4} \mathrm{~cm}$ found by analyzing the electrical measurement data in accordance with the Shklovskiř theory. We regard this fact as one of the most weighty arguments in favor of using the Shklovskiir theory for analyzing our experimental data. The dependence of $\chi$ on $T$ was taken into account when calculating $W .{ }^{55}$ Since the band gap $E_{g}$ in PbTe increases considerably more slowly than $k T$ [from 0.19 eV at $T=4.2 \mathrm{~K}$ to 0.32 eV at $T$ $=300 \mathrm{~K}$ (Refs .27 and 53)], the increase in $E_{g}$ with temperature only facilitates the growth of "high'" barriers. As a result, the change in the height distribution function of the barriers changes the paths of the current flow in the system in such a way that the nonlinear conductivity includes temporary configurational ensembles which determine the spatial inhomogeneity scale length and within which the number of blocks increases constantly with temperature. This process is illustrated schematically in Fig. 11. The height of the barriers increases in this case much more rapidly than the increase in $E_{g}$ with $T$, while the reduction in their number leads to a continuous rise in the nonlinearity coefficient $\beta$ with $T$.

## 5. ELECTRICAL CONDUCTIVITY IN STRUCTURES WITH AN ADJUSTABLE POTENTIAL WELL AND HOPPING CONDUCTIVITY WITH A VARIABLE HOPPING LENGTH

Given the rise in the activation energy for electrical conductivity in our film samples with increasing temperature, it is meaningful to compare the observed mechanism for electrical conductivity in microcrystalline systems that have an adjustable potential well with hopping conductivity when the hopping length is variable. This is especially appropriate, since the theory of hopping conductivity based on percolation theory ${ }^{5}$ also deals with a critical sublattice that changes with temperature and plays a key role in deriving the basic equations.

If, in accordance with the known activation dependence for the specific resistivity of a semiconductor of the form $\rho$ $=\rho_{0} \exp (\Delta E / k T)$, where $\Delta E=\partial \ln \rho / \partial(k T)^{-1}$, we define a local activation energy for hopping conductivity with a variable hopping length of the form $\delta \varepsilon=\partial \ln \rho / \partial(k T)^{-1}$ (Ref. 54), then for the temperature dependence of the local activation energy $\delta \varepsilon$ we obtain

$$
\begin{equation*}
\delta \varepsilon=\frac{1}{4} k T_{0}^{1 / 4} T^{3 / 4}=\frac{1}{4}\left(T_{0} / T\right)^{1 / 4} k T . \tag{17}
\end{equation*}
$$

However, despite an outward similarity in the temperature variations of the local activation energies $\delta \varepsilon=\delta \varepsilon(T)$ and $\varphi=\varphi(T)$, it is obvious that there is, in fact, no analogy here at all and we are dealing with completely different conductivity mechanisms. The mechanism under consideration here, as for the overwhelming majority of other microcrystalline systems with semiconductor conductivity, is caused by superbarrier transport of charge carriers, and, in our case, the existence of a temperature dependence for the local activation energy (according to Eq. (7), $\varphi \propto T^{0.96}$ ) is the result of a potential well that adjusts itself with temperature and the dependence of the barrier height on the linear size $a$ of the resulting ensembles (clusters). The hopping mechanism is


FIG. 12. Electrical resistivity $\sigma$ in weak electric fields (1), threshold current $I_{t}(2)$, and threshold voltage $U_{t}$ (3) as functions of temperature. The inset shows the average intercrystallite barrier height $\varphi$ (4) and activation energies $\Delta E^{I}(5)$ and $\Delta E^{U}(6)$ as functions of temperature.
based on tunnelling of carriers between two localized states which differ in energy by the energy of a phonon.

The difference between these mechanisms becomes especially evident when the behavior of the inhomogeneity scale length $a$ is compared with that of the characteristic size of the critical sublattice in the theory of hopping conductivity, ${ }^{5,56}$

$$
\begin{equation*}
L_{0}=l(T) \xi_{c}^{\nu} \simeq \alpha^{-1} \xi_{c}^{1+\nu} \tag{18}
\end{equation*}
$$

where $l(T)=\alpha^{-1} \xi_{c}(T)=\alpha^{-1}\left(T_{0} / T\right)^{1 / 4}$ is the average jump length, $\alpha^{-1}$ is the radius of the localized state, and $\nu \simeq 0.9$ is the exponent on the correlation length. This length $\left(L_{0}\right)$ plays an important role in the theory of all effects associated with hopping conductivity, including in the behavior of hopping conductivity in strong electric fields. ${ }^{56,57}$ This shows that, in contrast with the inhomogeneity scale length $a$, which increases linearly or superlinearly with temperature in the microcrystalline system under consideration, $L_{0}$ has an reciprocal temperature dependence and decreases with rising temperature according to the power law

$$
\begin{equation*}
L_{0} \propto \xi_{c}^{1+\nu} \propto T^{-0.47} . \tag{19}
\end{equation*}
$$

## 6. NEGATIVE DIFFERENTIAL RESISTANCE

An idea of the mechanism for the negative differential resistance can be obtained from the well-tested procedure of comparing the dependences of the threshold voltage $U_{t}$ and current $I_{t}$ on $T$ with the temperature dependence of the electrical conductivity $\sigma$ in a weak electric field (see Fig. 12). The changes in the threshold parameters $U_{t}$ and $I_{t}$ are small in the interval $8-40 \mathrm{~K}$. Raising the temperature above 40 K substantially increases the rate at which $U_{t}$ and $I_{t}$ change with temperature. This pertains largely to the temperature dependence of the threshold current $I_{t}$. Figure 12 shows that the threshold voltage $U_{t}$ and threshold current $I_{t}$ vary much more slowly with $T$ than does $\sigma=\sigma(T)$. A quantitative criterion can be found if we write the temperature dependences of $\sigma, U_{t}$, and $I_{t}$ in the conventional forms

$$
\begin{aligned}
& \sigma \propto \exp (-\varphi / k T), \quad U_{t} \propto \exp \left(\Delta E^{U} / k T\right), \\
& I_{t} \propto \exp \left(-\Delta E^{I} / k T\right),
\end{aligned}
$$

where $\varphi, \Delta E^{U}$, and $\Delta E^{I}$, in turn, depend on the temperature and, therefore, on local activation energies with the corresponding temperature dependences. The temperature dependences of $\varphi, \Delta E^{U}$, and $\Delta E^{I}$ are shown in the inset in Fig. 12 for comparison.

The similarity in the functions $\Delta E^{U}=\Delta E^{U}(T)$ and $\varphi$ $=\varphi(T)$ indicates an explicit relationship between the mechanisms for the negative differential resistance and thermal processes in our samples. The activation energy $\Delta E^{U}$, however, varies in the range $(0.12-0.20) \varphi$ in the entire temperature interval. At the same time, for a purely thermal mechanism for the negative differential resistance, it should be equal to $0.5 \varphi$ (Ref. 39). Similarly, instead of equalling $0.5 \varphi$, $\Delta E^{I}$ for the thermal mechanism varies in the range (0.21$0.31) \varphi$. Given the above arguments, it must be assumed that in this case the mechanism for the negative differential resistance is electrothermal, with a field component determined by the nonlinear percolation conductivity of the microcrystalline samples. It is obvious from the smallness of $\Delta E^{U}$ that electron processes make a large contribution. It is greatest in the temperature range $20-30 \mathrm{~K}$, where $\Delta E^{U}$ and $\Delta E^{I}$ form a minimal fraction of $\varphi$. At lower temperatures, the resistances of the barriers are low and at high temperatures, the threshold currents are too high. Given that the activation energies $\Delta E^{U}$ for $U_{t}$ as a function of $T$ vary little over the entire temperature range studied here [they vary in the range $(0.12-0.20) \varphi$ ], the contribution of thermal processes to the development of a negative differential resistance in this temperature range is essentially constant. The data of Fig. 8 show that a negative differential resistance can be observed in these films at temperatures up to $240-250 \mathrm{~K}$, beyond which thermal generation of charge carriers of both signs and a transition to intrinsic conductivity will destroy the state with a negative differential resistivity and liquidate the nonlinear conductivity in these samples.

The data of Fig. 3 can serve as important evidence of an electrothermal mechanism for the negative differential resistance. The curves in that figure refer to entirely different structural states, and their resistances measured at 25 K and in weak electric fields, differ by four orders of magnitude. At the same time, the curves essentially merge in the segment
with a negative differential resistance at currents $\sim 10^{-4} \mathrm{~A}$; i.e., the resistance of this sample is the same in both structural states. This means that for the same scattered power (which is large in this segment, according to the data shown here), which produces high enough temperatures in the active region, the scale length of the spatial inhomogeneity that determines the magnitude of the resistance and therefore the resistance of the sample, is the same regardless of the situation at low temperatures. Here it is also important that all the remaining parameters, and primarily those related to the sample geometry, remain constant.

## 7. CONCLUSIONS

We have cited some evidence of the unusual behavior of polycrystalline samples in strong electric fields, when the inhomogeneity scale length (grain and block sizes) is much shorter than the Debye screening length. The data presented here show that this unusual behavior of polycrystalline samples in the nonlinear percolation conductivity regime is caused by a potential well that readjusts itself with temperature. In this case, the height of the potential barrier and the inhomogeneity scale length are functions of temperature. These effects could be observed because of a successful combination of the structure of the test samples (small blocks with perfect interfaces formed during fragmentation of coarse grain films and capable of joining together easily into ensembles consisting of a different number of these blocks) and the experimental conditions. We have also found good agreement between the experimental data and the theory of Shklovskiĭ. Two major indications of this agreement should be noted. First, as shown in Sec. 4, at low ( $\approx 4.2 \mathrm{~K}$ ) temperatures the inhomogeneity scale length $a=3.7 \times 10^{-6} \mathrm{~cm}$ found by analyzing the experimental data in accordance with Shklovskií's theory actually does approach its minimum value, which equals the average block size $\left(D^{*} \simeq 2 \times 10^{-6}\right.$ cm ) after fragmentation of coarse crystalline ( $D \simeq 5 \times 10^{-3}$ $\mathrm{cm})$ films. The other unique 'reference" point is the inhomogeneity scale length determined by using the formulas proposed by Shklovskiĭ at high temperatures, when the temperature dependence of the average potential barrier height (Fig. 8) begins to saturate. This occurs when, as the temperature rises, the linear size of the spatial ensembles, $a$, becomes comparable to the width $W$ of the space charge layer in single-crystal samples as the number of blocks increases. The calculated $W=1.7 \times 10^{-4} \mathrm{~cm}$ is in good agreement with the value $a / 2=2.1 \times 10^{-4} \mathrm{~cm}$ at $T=230 \mathrm{~K}$ found by analyzing electrical measurement data in accordance with Shklovskiî's theory. Subsequently the barrier height essentially ceases to rise with temperature, and the system behavior becomes similar to the well-studied behavior of coarse crystalline samples with grain sizes much greater than the Debye screening length. In narrow-gap semiconductors this phenomenon can be observed only at low temperatures, but, as the gaps of polycrystalline semiconductors increase, the upper bound can evidently be shifted toward higher temperatures.

As the data presented here imply, the negative differential resistance is caused by an electrothermal mechanism.

This is indicated by a quantitative analysis of the temperature variations in $U_{t}$ and $I_{t}$ in Fig. 12. A further weighty proof of the importance of thermal processes in the development of the negative differential resistance is the closeness of the two current-voltage characteristics for different structural states of the same sample shown in Fig. 3 for high $\left(\sim 10^{-4} \mathrm{~A}\right)$ currents. We believe that these current-voltage characteristics are a good illustration of the feasibility of the mechanism proposed here for the readjustment of the potential well.
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The problem of the stability of one-dimensional solitons in the hard regime of soliton excitation, where the matrix element of the four-wave interaction has an additional smallness, is studied. It is that shown for optical solitons striction can weaken the Kerr nonlinearity. It is shown that solitons with a finite amplitude discontinuity at the critical soliton velocity, equal to the minimum phase velocity of linear waves, are unstable while solitons with a soft transition remain stable with respect to one-dimensional perurbations. Two- and three-dimensional solitons near threshold are unstable with respect to modulation perturbations. © 1999 American Institute of Physics. [S1063-7761(99)02207-6]

## 1. INTRODUCTION

This paper is devoted to a study of hard and soft soliton excitation regimes (in other words - sub- and supercritical bifurcations) accompanying a change in the soliton velocity $\mathbf{v}$ - one of the main characteristics of a soliton. It is well known that if the velocity $\mathbf{v}$ of a moving object is such that

$$
\begin{equation*}
\omega_{k}=\mathbf{k} \cdot \mathbf{v}, \tag{1.1}
\end{equation*}
$$

where $\omega=\omega_{k}$ is the dispersion law for linear waves and $\mathbf{k}$ is the wave vector, then such an object will lose energy vis Cherenkov radiation. This also applies fully to solitons as localized stationary formations. They cannot exist if the resonance condition (1.1) is satisfied. Hence follows the first, and simplest, selection rule for solitons: The soliton velocity must be either less than the minimum phase velocity of linear waves or greater than the maximum phase velocity. The boundary separating the region of existence of solitons from the resonance region (1.1) determines the critical soliton velocity $\mathrm{V}_{\mathrm{cr}}$. As is easy to see, this velocity is the same as the group velocity of linear waves at the point where the straight line $\omega=k \mathrm{~V}$ is tangent to the dispersion curve $\omega=\omega_{k}$ (in the multidimensional case - the point of tangency of the plane $\omega=\mathbf{k} \cdot \mathbf{v}$ to the dispersion surface). If the tangency occurs from below, then the critical velocity determines the maximum soliton velocity for this parameter range and, conversely, for tangency from above $\mathrm{v}_{\mathrm{cr}}$ is the same as the minimum phase velocity. Two regimes are possible in crossing this boundary: soft or hard excitation, in other words, superor subcritical bifurcation.

It has been determined previously ${ }^{1-5}$ that near the critical velocity solitons in the soft excitation regime behave in a universal manner. This universality is manifested, in the first place, as a square-root velocity dependence of the soliton amplitude, as is typical for second-order phase transitions, making this phenomenon similar to second-order phase transitions. However, an important distinction from phase transitions is manifested in the shape of a soliton. The shape is also universal: As the velocity approaches the critical value,
the soliton shape acquires the form of an envelope soliton for the nonlinear Schrödinger equation (NLSE). This behavior occurs for any spatial dimension.

This isue was first considered for gravity-capillary surface waves on deep water. One-dimensional soliton solutions were first found numerically in Ref. 1. Later, a bifurcation a transition from periodic solutions to a soliton solution was studied in Refs. 2 and 3 using normal forms. The stationary NLSE for gravity-capillary wave solitons was derived in Ref. 4. In Ref. 5 it was shown that this mechanism can be extended to optical solitons. It followed from this work, essentially, that this mechanism occurs for waves of arbitrary nature.

The question of whether the bifurcation is super- or subcritical depends on the character of the nonlinear interaction. The soft transition regime occurs with focusing nonlinearity when the product $\omega^{\prime \prime} T<0$, where $\omega^{\prime \prime}=\partial^{2} \omega / \partial k^{2}$ is the second derivative of the frequency with respect to the wave vector, evaluated at the point of tangency $k=k_{0}$, and $T$ is the value of the matrix element $T_{k_{1} k_{2} k_{3} k_{4}}$ of the four-wave interaction for $k_{i}=k_{0}$. If $\omega^{\prime \prime} T>0$, which corresponds to a defocusing nonlinearity, there are no solitons - localized solutions with amplitude vanishing smoothly as $\mathrm{V} \rightarrow \mathrm{V}_{\mathrm{cr}}$. In the theory of phase transitions this corresponds to a first-order phase transition, and in the theory of turbulence, using Landau's terminology, ${ }^{6}$ it corresponds to a hard regime of excitation. In the present case the transition through the critical velocity is accompanied by a discontinuity in the soliton amplitude. The magnitude of the jump is determined by the next higherorder terms in the expansion of the Hamiltonian. Just as for first-order phase transitions, in the situation of the general position universality of soliton behavior is no longer assured. However, when the hardness of this transition is small, attention can be confined to the next approximation in the expansion of the Hamiltonian and all other terms can be neglected. In phase transitions this corresponds to a firstorder phase transition close to a second-order transition, which occurs, for example, near a tricritical point. As shown in Ref. 7, this situation arises for one-dimensional internal-
wave solitons propagating along a density jump in liquids. According to Ref. 7 the matrix element $T$ in this case vanishes for density ratio $\rho_{1} / \rho_{2}=(21-8 \sqrt{5}) / 11$. Near this point the authors of Ref. 7 were able to perform a complete bifurcation analysis for solitons using the method of normal forms.

In the present paper, the Hamiltonian description (concerning this subject, see the recent review in Ref. 8, as well as Ref. 5) is used to obtain a closed description of solitons near the critical velocity, and the stability of solitons with respect to modulation disturbances is studied on the basis of a nonstationary generalized nonlinear Schrödinger equation. It should be noted that in contrast to the method of normal forms, which is extensively used in Refs. 2, 3, 7, and 9 to study bifurcations of solitons, the Hamiltonian approach is fundamental for investigating soliton stability. In the method of normal forms, the introduction of envelopes is not unique, as a result of which, after averaging, the Hamiltonian equations of motion lose their original Hamiltonian structure.

As will be shown below, the expansion of the Hamiltonian for solitons with hard bifurcation near threshold differs substantially from the expansion for the soft regime. Terms containing the so-called Lifshits invariant ${ }^{10}$ which plays an important role for first-order phase transitions, are present in this expansion. In the context of solitons, the Lifshits invariant gives rise to a nonlinear coordinate dependence of the soliton phase (in optics it is called a chirp).

It is shown below that only one-dimensional solitons are stable in the soft transition regime. Two- and threedimensional solitons are subject to modulation instability. For hard transitions this same instability also occurs for twoand three-dimensional solitons.

Using integral estimates of the Sobolev type in their multiplicative variant (Galiardo-Neirenberg inequalities) it is shown that only one-dimensional solitons with weak attraction are stable in the Lyapunov sense. For these solitons, for a fixed number of particles (intensity), the Hamiltonian is bounded from below and, correspondingly, the solitons themselves realize its minimum, which by virtue of Lyapunov's theorem implies their stability. It should be noted that the existence of stable localized structures - solitons - due to a relatively weak four-wave interaction against the background of strong attraction $\left(\left.\sim|\psi|\right|^{6}\right)$, which leads to collapse (see, for example, Ref. 11), is related to the phenomenon of weak localization. ${ }^{12}$

Solitons with a finite discontinuity in amplitude at the transition point are strictly unstable with respect to small perturbation, where there is no contribution from the Lifshits invariant. The stability criterion for these solutions has the form of the Vakhitov-Kolokolov criterion ${ }^{13}$ for the NLSE:

$$
\begin{equation*}
\partial N_{s} / \partial \lambda^{2}>0, \tag{1.2}
\end{equation*}
$$

where $N_{s}$ is the number of particles in the soliton solution and $\varepsilon=-\lambda^{2}<0$ is the energy of the bound state - a soliton. For a positive derivative, i.e., when the addition of a single particle decreases the energy $\varepsilon$, the soliton is stable. In the opposite case, where level expulsion occurs as $N$ increases, the soliton is unstable. When the contribution from the Lifshits invariant is nonzero, the instability criterion (1.2) for
solitons with weak repulsion is only a necessary criterion. However, solutions of this type are unstable with respect to finite perturbations.

The criterion (1.2) makes solitons with weak attraction stable in the entire range of $\lambda^{2}$. This is in complete agreement with the Lyapunov stability analysis.

This paper is organized as follows. The nonstationary generalized nonlinear Schrodinger equation is derived in Sec. 2. Here the effect of the spatial dimension on soliton stability in the soft excitation regime is discussed. Specifically, it is shown that stable solitons can exist only in the one-dimensional case. For this reason, in what follows we shall focus on only one-dimensional solitons. In Sec. 3 the exact analytic expressions for a one-dimensional soliton solution with an amplitude jump at the transition point are found. The next section is devoted to the Lyapunov stability of solitons. Using exact integral estimates, it is established that the Hamiltonian has a lower limit only for solitons with weak attraction $\left(T \omega^{\prime \prime}<0\right)$. A soliton realizes the minimum of $H$ and is Lyapunov-stable, i.e., not only with respect to small disturbances but also with respect to finite disturbances. In this case this criterion can, and must, be viewed as an energy principle. Specifically, hence it is easy to see that merging of solitons is energetically favorable (note that merging is impossible for the integrable NLSE). As a rule, this process will be accompanied by radiation (see Ref. 14), since all the conservation laws can be satisfied only for very exceptional dispersion dependences of the energy of the solitons on the momentum and number of particles.

The question of linear stability is investigated in Sec. 5. The Hamiltonian approach is also very helpful here - it greatly simplifies the entire derivation of the analog of the Vakhitov-Kolokolov criterion.

The final section is devoted to an application to optical solitons in optical fibers. Specifically, it is shown that the striction mechanism can decrease the four-wave matrix element, due to the Kerr effect, and in principle can change its sign.

## 2. BASIC EQUATIONS

Let us consider a nonlinear medium where waves can propagate. We shall assume that the medium is purely conservative, and its nonlinear oscillations can be described by the Hamiltonian

$$
\begin{equation*}
H=\int \omega_{k}\left|a_{k}\right|^{2} d \mathbf{k}+H_{\mathrm{int}} \tag{2.1}
\end{equation*}
$$

where $\omega_{k}$ is the dispersion law of low-amplitude waves, $a_{k}$ are the amplitudes of the waves, and the Hamiltonian $H_{\text {int }}$ describes the nonlinear interaction of the waves.

The equations of motion of the medium can be written in terms of the amplitudes $a_{k}$ in the standard manner

$$
\begin{equation*}
\frac{\partial a_{k}}{\partial t}+i \omega_{k} a_{k}=-i \frac{\delta H_{\mathrm{int}}}{\delta a_{k}^{*}}, \tag{2.2}
\end{equation*}
$$

so that in the absence of an interaction the system consists of a set of noninteracting oscillators (waves):
$a_{k}(t)=a_{k}(0) e^{-i \omega_{k} t}$.
The equation (2.2) describes dynamics in the $k$ representation. The inverse Fourier transform

$$
\begin{equation*}
\psi(\mathbf{x}, t)=\frac{1}{(2 \pi)^{d / 2}} \int a_{k}(t) e^{i \mathbf{k} \cdot \mathbf{r}} d \mathbf{k} \tag{2.3}
\end{equation*}
$$

must be performed to return to the $x$ representation.
Ordinarily, the function $\psi(\mathbf{x}, t)$ is related with the characteristics of the medium (fluctuations of the density and velocity of the medium, electric and magnetic fields, and so on) by linear transformation (see, for example, Ref. 8). It is important that if $\psi(\mathbf{x}, t)$ is a periodic function of the coordinates, then its spectrum $a_{k}(t)$ consists of a set of $\delta$ functions. For localized distributions $\psi(\mathbf{x}, t) \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$, the Fourier amplitude $a_{k}(t)$, being a localized function of $\mathbf{k}$, does not contain $\delta$-function singularities.

Let us now consider the solution of Eq. (2.2) in the form of a soliton propagating with constant velocity $\mathbf{v}$ :

$$
\psi(\mathbf{x}, t)=\psi(\mathbf{x}-\mathbf{v} t) .
$$

In this case the entire dependence of $a_{k}$ on the time $t$ is contained in the oscillating exponent:

$$
a_{k}(t)=c_{k} e^{-i \mathbf{k} \cdot \mathbf{v} t},
$$

where by virtue of Eq. (2.2) the amplitude $a_{k}$ will satisfy the equation

$$
\begin{equation*}
\left(\omega_{k}-\mathbf{k} \cdot \mathbf{v}\right)_{k}=-\frac{\partial H}{\partial c_{k}^{*}} \equiv f_{k} . \tag{2.4}
\end{equation*}
$$

The difference $\omega_{k}-\mathbf{k} \cdot \mathbf{v}$ appearing in this equation will be positive for all $\mathbf{k}$ if the soliton velocity is less than the minimum phase velocity

$$
\begin{equation*}
|\mathbf{v}|<\min \left(\omega_{k} / k\right) . \tag{2.5}
\end{equation*}
$$

Conversely, the difference will be negative for all $k$ if the soliton velocity is greater than the maximum phase velocity:

$$
\begin{equation*}
|\mathbf{v}|>\max \left(\omega_{k} / k\right) . \tag{2.6}
\end{equation*}
$$

We shall show that a soliton solution is possible if the condition (2.5) [or (2.6)] is satisfied. Let us assume the opposite to be true - let the condition (2.5) be satisfied, i.e., the equation

$$
\begin{equation*}
\omega_{k}=\mathbf{k} \cdot \mathbf{v} \tag{2.7}
\end{equation*}
$$

possesses a solution. For simplicity, we shall assume that it is unique: $\mathbf{k}=\mathbf{k}_{0}$. Then, since $x \delta(x)=0$, the homogeneous linear equation

$$
\left(\omega_{k}-\mathbf{k} \cdot \mathbf{v}\right) C_{k}=0
$$

possesses a nontrivial solution in the form of a monochromatic wave

$$
C_{k}=A \delta\left(\mathbf{k}-\mathbf{k}_{0}\right) .
$$

In this case Eq. (2.4) admits (in accordance with the Fredholm alternative) the representation

$$
\begin{equation*}
c_{k}=A \delta\left(\mathbf{k}-\mathbf{k}_{0}\right)+\frac{f_{k}-f_{k_{0}}}{\omega_{k}-\mathbf{k} \cdot \mathbf{v}} . \tag{2.8}
\end{equation*}
$$

This equation, in contrast to Eq. (2.4), contains a free parameter - the complex amplitude $A$. It can be solved, for example, by iterations, taking $A \delta\left(\mathbf{k}-\mathbf{k}_{0}\right)$ as the zeroth term. It is important that as a result of iteration harmonics which are multiples of $\mathbf{k}=\mathbf{k}_{0}$ will appear in the solution because of the nonlinearity. The solution so obtained will consist of a collection of $\delta$ functions. Correspondingly, in the $x$ representation the solution will be a periodic function of the coordinates, i.e., it will be nonlocalized. Hence follows the first selection rule for solitons: The difference $\omega_{k}-\mathbf{k} \cdot \mathbf{v}$ must be sign-definite, which is equivalent to the requirements (2.5) or (2.6) of the absence of Cherenkov radiation.

In this entire scheme, however, there is an important exception. Having represented Eq. (2.4) in the form (2.8), we have actually assumed that the singularity in the expression

$$
\begin{equation*}
\frac{f_{k}}{\omega_{k}-\mathbf{k} \cdot \mathbf{v}} \tag{2.9}
\end{equation*}
$$

is nonremovable. This may not be the case - the singularity in the denominator in Eq. (2.9) could cancel with the numerator, i.e., it could be removable. ${ }^{5}$ For example, this happens for the classic soliton of the KdV equation, for equations which are generalizations of the KdV equation, ${ }^{15}$ for a combination of the one-dimensional NLSE and the MKdV equations ${ }^{5,16}$ generated by the same Zakharov-Shabat operator, ${ }^{17}$ and so on. In all of these cases cancellation occurs as a result of the $k$ dependence of the matrix elements. However, even in this case, after the resonance (2.7) is removed, the selection rule for solitons remains the same the part remaining in the denominator must be sign-definite.

In what follows the singularities in Eq. (2.9) will be assumed nonremovable in the forbidden region, and the behavior of the soliton solution as the soliton velocity approaches the critical value will be studied. For definiteness, it will be assumed that the plane $\omega=\mathbf{k} \cdot \mathbf{v}$ is tangent to the dispersion surface $\omega=\omega_{k}$ from below, i.e., the criterion (2.5) holds. Let tangency occur at the point $\mathbf{k}=\mathbf{k}_{0}$. Then, instead of Eq. (2.8), in the allowed region

$$
c_{k}=\frac{f_{k}}{\omega_{k}-\mathbf{k} \cdot \mathbf{v}}
$$

As the velocity v approaches the critical value $\mathrm{v}_{\mathrm{cr}}$, the denominator in this expression becomes small near the point of tangency, so that $c_{k}$ possesses a sharp peak at this point

$$
\begin{equation*}
c_{k}=\left[\frac{1}{2} \omega_{\alpha \beta} \kappa_{\alpha} \kappa_{\beta}+k_{0}\left(\mathrm{v}_{\mathrm{cr}}-\mathrm{v}\right)\right]^{-1} f_{k} . \tag{2.10}
\end{equation*}
$$

Here $\omega_{\alpha \beta}=\partial^{2} \omega / \partial k_{\alpha} \partial k_{\beta}$ is a symmetric, positive-definite, tensor of the second derivatives, evaluated at $\mathbf{k}=\mathbf{k}_{0}$, and $\kappa$ $=\mathbf{k}-\mathbf{k}_{0}$.

It is evident from Eq. (2.10) that as V approaches the critical velocity the width of the peak narrows as $\propto \sqrt{\mathrm{V}_{\mathrm{cr}}-\mathrm{V}}$, and the distribution corresponding to the main peak $\mathbf{k}=\mathbf{k}_{0}$ approaches a monochromatic wave. On account of the nonlinearity the spectrum contains harmonics which are multiples of $\mathbf{k}=\mathbf{k}_{0}$. If it is assumed that the amplitude of the soliton vanishes smoothly as $\mathrm{V} \rightarrow \mathrm{V}_{\mathrm{cr}}$ (which would corre-
spond to a second-order phase transition), then the solution $\psi(\mathbf{x})$ (or, equivalently, $c_{k}$ ) can be sought as an expansion in terms of harmonics:

$$
\begin{equation*}
\psi\left(\mathbf{x}^{\prime}\right)=\sum_{h=-\infty}^{\infty} \psi_{n}(\mathbf{X}) e^{i h \mathbf{k}_{0} \cdot \mathbf{x}^{\prime}}, \quad \mathbf{x}^{\prime}=\mathbf{x}-\mathbf{v} t \tag{2.11}
\end{equation*}
$$

Here the small parameter

$$
\begin{equation*}
\lambda=\sqrt{1-\mathrm{v} / \mathrm{v}_{\mathrm{cr}}} \tag{2.12}
\end{equation*}
$$

and the 'slow' coordinate $\mathbf{X}=\lambda \mathbf{x}^{\prime}$ are formally introduced, so that $\psi_{n}(\mathbf{X})$ is the amplitude of the envelope of $n$th harmonic. The assumption that the soliton amplitude vanishes continuously at $\mathrm{v}=\mathrm{v}_{\mathrm{cr}}$ means that the leading term of the series in Eq. (2.11) corresponds to the first harmonic, and all other harmonics are small in the parameter $\lambda$. This is the condition under which the nonlinear Schrödinger equation is derived (see, for example, Refs. 5, 18, and 19). In the case at hand, in leading order in $\lambda$ we arrive at the stationary NLSE (compare with Ref. 5)

$$
\begin{equation*}
-k_{0} \mathrm{v}_{\text {cr }} \lambda^{2} \psi_{1}+\frac{1}{2} \omega_{\alpha \beta} \frac{\partial^{2} \psi_{1}}{\partial X_{\alpha} \partial X_{\beta}}+B\left|\psi_{1}\right|^{2} \psi_{1}=0 \tag{2.13}
\end{equation*}
$$

where $B$ is related with the matrix element $\widetilde{T}_{k_{0} k_{1} k_{2} k_{3}}$ of the four-wave interaction as

$$
\begin{equation*}
B=-(2 \pi)^{d} \widetilde{T}_{k_{0} k_{0} k_{0} k_{0}} . \tag{2.14}
\end{equation*}
$$

In this approximation the leading term in the interaction Hamiltonian has the form

$$
\begin{align*}
H_{\mathrm{int}} & =\frac{\widetilde{T}_{k_{0} k_{0} k_{0} k_{0}}}{2} \int c_{k}^{*} c_{k_{1}}^{*} c_{k_{2}} c_{k_{3}} \delta_{\mathbf{k}+\mathbf{k}_{1}-\mathbf{k}_{2}-\mathbf{k}_{3}} d \mathbf{k} d \mathbf{k}_{1} d \mathbf{k}_{2} d \mathbf{k}_{3} \\
& =-\frac{B}{2} \int\left|\psi_{1}\right|^{4} d \mathbf{x}, \tag{2.15}
\end{align*}
$$

and the overtilda signifies that renormalization of the vertex by the three-wave interaction is taken into account in the matrix element - in the case at hand the interaction with the zeroth and second harmonics. As we have already noted, $\omega_{\alpha \beta}$ in Eq. (2.13) is a symmetric positive-definite tensor. For this reason, performing a rotation to its principal axes and carrying out the corresponding extensions along each axis, Eq. (2.15) can be put into the standard form

$$
\begin{equation*}
-\lambda^{2} \psi+\Delta \psi-\mu|\psi|^{2} \psi=0 \tag{2.16}
\end{equation*}
$$

where $\mu=\operatorname{sign}\left(\widetilde{T} \omega_{\alpha \alpha}\right)$.
Hence it follows, in the first place, that solitons (focusing nonlinearity) are possible only if $\mu$ is negative (the product $\widetilde{T} \omega_{\alpha \alpha}$ is negative) and, in the second place, that the amplitude of the solitons is proportional to

$$
\lambda=\sqrt{1-\mathrm{v} / \mathrm{v}_{\mathrm{cr}}}
$$

i.e., the amplitude vanishes according to a square-root law, the size of the soliton increasing as the velocity approaches the critical value inversely as this factor.

The number of particles (or intensity) in a soliton solution as a function of $\lambda$ has the form

$$
\begin{equation*}
N=\int|\psi|^{2} d \mathbf{x}=\lambda^{2-d} \int|g(\xi)|^{2} d \xi \tag{2.17}
\end{equation*}
$$

where $d$ is the dimension of the space and $g(\xi)$ satisfies the equation

$$
-g+\Delta g+|g|^{2} g=0
$$

In the one-dimensional case $g=\sqrt{2} \operatorname{sech} \xi$ and, correspondingly, $N=4 \lambda$. In the two-dimensional case $N$ is independent of $\lambda$ on the entire family of solitons, while in the threedimensional case $N$ decreases with increasing $\lambda$. The dependence of $N$ on $\lambda^{2}$ is determining from the standpoint of soliton stability. It is obvious that the most dangerous disturbances will be those having wave numbers close to $\mathbf{k}=\mathbf{k}_{0}$ moving together with the soliton, i.e., modulation-type disturbances. To include the time dependence in the averaged equations the amplitudes $\psi_{n}$ in the expansion (2.11) must be assumed to depend not only on the "slow" coordinate $X$ but also on the slow time $T=\lambda^{2} t$. Then a multiscale expansion gives the nonstationary analog of the NLSE

$$
\begin{equation*}
i \psi_{t}-\lambda^{2} \psi+\Delta \psi-\mu|\psi|^{2} \psi=0 \tag{2.18}
\end{equation*}
$$

instead of the stationary NLSE (2.16). The soliton stability problem for this equation has been well studied (see, for example, Refs. 5 and 20). We shall recall the basic assumptions.

The equation (2.18) as an equation for envelopes inherits the canonical Hamiltonian form (2.2)

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}=\frac{\delta \widetilde{H}}{\delta \psi^{*}} \tag{2.19}
\end{equation*}
$$

where the Hamiltonian

$$
\begin{equation*}
H=\lambda^{2} N+\int\left(|\nabla \psi|^{2}-|\psi|^{4}\right) d \mathbf{r} \quad(\mu=-1) \tag{2.20}
\end{equation*}
$$

arises as a result of averaging the initial Hamiltonian. The equation (2.18) preserves, besides $H$, the total number $N$ of particles (adiabatic invariant), so that solitons are stationary points of the energy functional $E=H-\lambda^{2} N$ for a fixed number of particles:

$$
\delta\left(E+\lambda^{2} N\right)=0
$$

Hence it can be shown following Ref. 20 that a soliton realizes the minimum energy only in the one-dimensional case, while for $d \geqslant 2$ solitons are a hyperbolic point. This means that solitons are stable only in the one-dimensional case, while in the two-dimensional (critical) and threedimensional cases solitons are unstable and can be considered as separatrix solutions separating collapsing solutions from diffracting solutions. ${ }^{21}$

This is probably the simplest method for explaining the well-known empirical fact that solitons, as a rule, exist only in one-dimensional systems. For multidimensional systems stable solitons are rare and can appear as a result of only topological constraints or a mechanism that removes Cherenkov singularities (which is discussed in the present paper). The latter, as is easy to understood, is due to the existence of a certain class of symmetry.

In the present work we shall focus our attention mainly on solitons arising in the hard excitation regime, which is observed when the coefficient $\mu$ in Eq. (2.16) is positive. In this case Eq. (2.16) no longer possesses stationary localized (vanishing at infinity) solutions. In order for them to exist it is necessary to take account of the next higher-order terms in the expansion of the Hamiltonian relative to the parameter $\Delta k / k_{0}$, where $\Delta k$ is the width of the main peak. If the jump in the soliton amplitude at $\mathrm{v}=\mathrm{v}_{\mathrm{cr}}$ is large (of the order of 1), then the entire series must used and it is no longer possible to count on a systematic theory based on an expansion of the Hamiltonian. Only if the matrix element $\widetilde{T}_{k_{0} k_{0} k_{0} k_{0}}=\widetilde{T}_{0}$ is small, i.e., there is an additional smallness compared with the supercriticality (and as a result the jump is also small), it is sufficient in this case to retain several of the next terms in the expansion. We shall study only one-dimensional solitons, since, as we have seen above, multidimensional solitons are unstable for a soft transition. This same tendency also remains in hard regimes. It is easy to see that in this situation two terms make the main contribution to the interaction Hamiltonian. The first term is a correction to the local fourwave Hamiltonian $-B / 2 \int|\psi|^{4} d x$. It arises because a term linear in $\kappa_{i}=k_{i}-k_{0}$ is retained in the expansion of the matrix element $\widetilde{T}_{k_{1} k_{2} k_{3} k_{4}}$

$$
\begin{aligned}
\widetilde{T}_{k_{1} k_{2} k_{3} k_{4}} & =\widetilde{T}_{0}+\frac{\partial \widetilde{T}}{\partial k_{1}}\left(\kappa_{1}+\kappa_{2}\right)+\frac{\partial \widetilde{T}^{*}}{\partial k_{1}}\left(\kappa_{3}+\kappa_{4}\right) \\
& =\widetilde{T}_{0}+\operatorname{Re}\left(\frac{\partial \widetilde{T}}{\partial k_{1}}\right)\left(\kappa_{1}+\kappa_{2}+\kappa_{3}+\kappa_{4}\right) .
\end{aligned}
$$

Here

$$
\frac{\partial \widetilde{T}}{\partial k_{1}} \equiv \frac{\left.\partial \widetilde{T}_{k_{1} k_{2} k_{3} k_{4}}^{\partial k_{1}}\right|_{k_{i}=k_{0}} . . . .}{}
$$

As a result, the Hamiltonian of the four-wave interaction in the envelope approximation can be written in the $x$ representation as
$H^{(4)}=\pi \int\left\{\widetilde{T}_{0}|\psi|^{4}+2 i \operatorname{Re}\left(\frac{\partial \widetilde{T}}{\partial k_{1}}\right)\left(\psi_{x}^{*} \psi-\psi_{x} \psi^{*}\right)|\psi|^{2}\right\} d x$.

The expression $i\left(\psi_{x}^{*} \psi-\psi_{x} \psi^{*}\right)$ in this integral is well known in the theory of phase transitions (see Ref. 10) - it is the so-called Lifshits invariant.

The second term - local in $\psi$ - is a six-wave interaction

$$
\begin{equation*}
H^{(6)}=-C \int|\psi|^{6} d x \tag{2.22}
\end{equation*}
$$

As will be evident from what follows, the interaction constant $C$ can be both negative and positive - the combination of both contributions (2.21) and (2.22) will be important.

The total Hamiltonian in dimensionless variables will depend on three constants $\mu, \beta$, and $C$

$$
\begin{align*}
H= & \lambda^{2} N+\int\left[\left|\psi_{x}\right|^{2}+\frac{\mu}{2}|\psi|^{4}\right. \\
& \left.+i \beta\left(\psi_{x}^{*} \psi-\psi_{x} \psi^{*}\right)|\psi|^{2}-C|\psi|^{6}\right] d x . \tag{2.23}
\end{align*}
$$

The constant $\mu$ is assumed to be small, and the constants $\beta$ and $C$ do not contain any additional smallness.

The equations of motion for $\psi$ that correspond to this Hamiltonian can be written according to Eq. (2.19) as
$i \psi_{t}-\lambda^{2} \psi+\psi_{x x}-\mu|\psi|^{2} \psi+3 C|\psi|^{4} \psi+4 i \beta|\psi|^{2} \psi_{x}=0$.

Besides the energy $E=H-\lambda^{2} N$ and the number of particles, this equation also conserves the total momentum

$$
P=\frac{i}{2} \int\left(\psi_{x}^{*} \psi-\psi_{x} \psi^{*}\right) d x
$$

## 3. SOLITON SOLUTIONS

The stationary (independent of $t$ ) soliton solutions of Eq. (2.24) will be determined from the following ordinary differential equation: ${ }^{1)}$

$$
\begin{equation*}
-\lambda^{2} \psi+\psi_{x x}-\mu|\psi|^{2} \psi+3 C|\psi|^{4} \psi+4 i \beta|\psi|^{2} \psi_{x}=0 . \tag{3.1}
\end{equation*}
$$

This equation can be integrated easily, if the amplitude $r=|\psi|$ and phase $\varphi=\arg \psi$ are introduced instead of $\psi$ : $\psi=r e^{i \varphi}$. Next, substituting $\psi$ in Eq. (3.1) and separating real and imaginary parts we obtain for the imaginary part the equation

$$
\begin{equation*}
\varphi_{x}=-\beta r^{2} \tag{3.2}
\end{equation*}
$$

After eliminating the phase, the equation for $r$ reduces to Newton's equation

$$
\begin{equation*}
2 r_{x x}=-\partial U / \partial r \tag{3.3}
\end{equation*}
$$

with the potential

$$
U=-\lambda^{2} r^{2}-\frac{\mu}{2} r^{4}+C_{1} r^{6},
$$

where the interaction constant $C$ is renormalized as $C_{1}=C$ $+\beta^{2}$. Then Eqs. (3.2) and (3.3) can be integrated using the energy integral:

$$
\begin{align*}
& r^{2}=\frac{4 \lambda^{2}}{\sqrt{16 \lambda^{2} C_{1}+\mu^{2}} \cosh (2 \lambda x)-\mu},  \tag{3.4}\\
& \varphi=-\frac{\beta^{2}}{\sqrt{C_{1}}} \tan ^{-1}\left[\frac{\sqrt{16 \lambda^{2} C_{1}+\mu^{2}} e^{2 \lambda x}-\mu}{4 \lambda \sqrt{C_{1}}}\right] . \tag{3.5}
\end{align*}
$$

This soliton-type solution exists only if $C_{1}>0 .{ }^{2)}$ It is interesting to note that the renormalization of the interaction constant $C$ is due to the $\beta$ term in the Hamiltonian. This can be seen directly from Eq. (2.23), rewriting $H$ in terms of the amplitude and phase as

$$
\begin{equation*}
H=\lambda^{2} N+\int\left[r_{x}^{2}+r^{2}\left(\varphi_{x}+\beta r^{2}\right)^{2}+\frac{\mu}{2} r^{4}-\left(C+\beta^{2}\right) r^{6}\right] d x \tag{3.6}
\end{equation*}
$$



FIG. 1. $N$ versus $\lambda$ for soliton solutions: The top curve corresponds to weak repulsion and the bottom curve corresponds to weak attraction.

It is also easy to see that the soliton solution (3.4) is a stationary point of $H$. Indeed, the variation of $H$ with respect to $\varphi$ leads to Eq. (3.2), and Newton's equation (3.3) arises as a result of varying $H$ with respect to $r$.

The solutions (3.4) and (3.5) with $\lambda=0$ and $\mu>0$ degenerate into a soliton with power-law decay ${ }^{9}$

$$
\begin{align*}
& r_{\lim }^{2}=\frac{2 \mu}{\mu^{2} x^{2}+4 C_{1}} \\
& \varphi_{\lim }=-\frac{\beta}{\sqrt{C_{1}}} \tan ^{-1} \frac{\mu x}{2 \sqrt{\beta^{2}+C}} . \tag{3.7}
\end{align*}
$$

Thus, as the velocity passes through $\mathrm{v}_{\text {cr }}$, the soliton undergoes a jump. The amplitude of the soliton has its maximum value at the jump

$$
A^{2}=\mu / 2 C_{1} .
$$

This value of the jump is easily found from Eq. (3.6).
As $\lambda$ increases, the amplitude of the soliton grows according to a square-root law, and the soliton size decreases as $\lambda^{-1}$.

An important feature of the solution (3.4) is the existence of a nonlinear coordinate dependence (called a chirp in optics) of the phase $\varphi$. The maximum change in phase (from $-\infty$ to $+\infty$ in $x$ )

$$
\Delta \varphi=-\frac{\beta \pi}{\sqrt{\beta^{2}+C}}
$$

is reached at the jump for $\mathrm{v}=\mathrm{v}_{\mathrm{cr}}$. It can be both greater and less than $\pi$, depending on the sign of the constant $C$.

The solution (3.4) can also be used for negative but small values of $\mu$. In this case, as should be, the soliton solution softly splits off zero at the point $\mathrm{v}=\mathrm{v}_{\mathrm{cr}}$. Its amplitude then grows for large $\lambda$ exactly in the same manner as for $\mu>0$.

The integral characteristics of both solutions (with $\mu>0$ and $\mu<0$ ) are different. Thus, the total number of particles in the soliton solution for $\mu>0$,

$$
N=\frac{2}{\sqrt{C_{1}}}\left[\frac{\pi}{2}-\tan ^{-1}\left\{\frac{\sqrt{16 \lambda^{2} C_{1}+\mu^{2}}-\mu}{4 \lambda \sqrt{C_{1}}}\right\}\right]
$$

reaches its maximum value $N_{\mathrm{cr}}=\pi / \sqrt{C_{1}}$ at $\lambda=0$ and decreases smoothly to $N_{\mathrm{cr}} / 2$ as $\lambda \rightarrow \infty$ (see Fig. 1). For negative $\mu$ the number of particles $N$ for small $\lambda$ increases as $\lambda$ and then asymptotically approaches $N=N_{\text {cr }} / 2$ from below. It is
important that the derivatives $\partial N / \partial \lambda$ has different signs: For solitons with a jump this derivative is negative, while for solitons with $\mu<0$ it is positive.

## 4. LYAPUNOV STABILITY OF SOLITONS

As noted above, both types of solitons (with $\mu>0$ and $\mu<0$ ) are stationary points of energy $E$ with a fixed number of particles,

$$
\begin{equation*}
\delta\left(E+\lambda^{2} N\right)=\delta H=0, \tag{4.1}
\end{equation*}
$$

where the energy in accordance with Eq. (3.6) is given by the expression

$$
\begin{equation*}
E=\int\left[r_{x}^{2}+\frac{\mu}{2} r^{4}-\left(C+\beta^{2}\right) r^{6}+r^{2}\left(\varphi_{x}+\beta r^{2}\right)^{2}\right] d x \tag{4.2}
\end{equation*}
$$

As is well known (see, for example, Ref. 20), in the case of Hamiltonian systems a stationary point will be Lyapunovstable if it yields a minimum or maximum of any integral of motion, for example, the energy.

In the case at hand, if we find conditions for which the energy will have a lower limit with a fixed number of particles (it is obvious that $E$ unbounded from above), the stationary point corresponding to the minimum of $E$ will be stable. Since the solution of the variational problem (4.1) is unique (up to a constant phase factor) for fixed $\lambda^{2}$, which is equivalent to fixing $N$, the soliton solution (3.4) will by Lyapunov-stable in this case.

We shall now consider scale transformations of the soliton solution

$$
\psi_{s}(x) \rightarrow \frac{1}{\sqrt{l}} \psi_{s}\left(\frac{x}{l}\right)
$$

that preserve the number of particles. Under such a transformation the energy $E$ will be a function of the scaling parameter $l$ :

$$
E=\left(I_{1}-C_{1} I_{2}\right) \frac{1}{l^{2}}+\frac{\mu I_{3}}{2 l},
$$

where

$$
I_{1}=\int r_{x}^{2} d x, \quad I_{2}=\int r^{6} d x, \quad I_{3}=\int r^{4} d x
$$

(We note that the last integral in the expression for the energy (4.2) is identically zero at the soliton solution.) By virtue of Eq. (4.1)

$$
\left.\frac{\partial E}{\partial l}\right|_{l=1}=0 \quad \text { or } \quad I_{1}-C_{1} I_{2}=-\frac{\mu}{4} I_{3} .
$$

Hence it follows, in the first place, that the soliton energy likewise depends strongly on the constant $\mu$ :

$$
E=\frac{\mu}{4} I_{3} \quad\left(I_{3}>0\right) .
$$

This quantity is positive for solitons with weak repulsion $(\mu>0)$ and negative for solitons with weak attraction $(\mu<0)$. In the second place, for $\mu>0$ the energy $E$ as a function of the scaling parameter $l$,

$$
E=-\frac{\mu}{4} I_{3}\left(\frac{1}{l^{2}}-\frac{2}{l}\right),
$$

is unbounded as $l \rightarrow 0$, and for weak attraction it possesses a minimum corresponding to the soliton solution.

We shall now show that the energy $E$ for $\mu<0$ has a lower limit for all deformations that leave $N$ unchanged.

Let us consider the integral $\int r^{6} d x=I_{2}$. This integral can be estimated using the Sobolev-Galiardo-Nierenberg inequality in terms of the integral $I_{1}=\int r_{x}^{2} d x$ and the number of the particles $N$ :

$$
\begin{equation*}
\int r^{6} d x \leqslant M N^{2} \int r_{x}^{2} d x \tag{4.3}
\end{equation*}
$$

This inequality can be improved by seeking the smallest value of the constant $M$. For this, following Ref. 5, we consider the functional

$$
M[\psi]=\frac{I_{2}}{I_{1} N^{2}}
$$

Its minimum value determines the best constant. To find it all stationary points need to be considered and the point giving a minimum value of the functional $M[\psi]$ should be found. It is easy to see that this variational problem, $\delta M=0$, is equivalent to finding the soliton solutions for the $\psi^{6}$ model:

$$
-\psi+\psi_{x x}+3 \psi^{5}=0 .
$$

This equation has a unique solution $\psi=1 / \sqrt{\cosh 2 x}$, whence the best constant is simply found as

$$
M_{\text {best }}=(2 / \pi)^{2} .
$$

As a result, the inequality (4.3) can be rewritten as

$$
\begin{equation*}
\int r^{6} d x \leqslant\left(\frac{N}{N_{1}}\right)^{2} \int r_{x}^{2} d x \tag{4.4}
\end{equation*}
$$

where $N_{1}=\pi / 2$.
Next, substituting this inequality into Eq. (4.2) we obtain for the energy $E$ the estimate

$$
\begin{align*}
E \geqslant & {\left[1-C_{1}\left(\frac{N}{N_{1}}\right)^{2}\right] \int r_{x}^{2} d x } \\
& +\int r^{2}\left(\varphi_{x}+\beta r^{2}\right)^{2} d x+\frac{\mu}{2} \int r^{4} d x \tag{4.5}
\end{align*}
$$

Hence for $\mu>0$ follows that the energy $E$ is bounded by zero if the coefficient in front of the integral $I_{1}$ is positive. This gives an upper bound on the number of particles

$$
\begin{equation*}
N<\frac{\pi}{2 \sqrt{C+\beta^{2}}}=\frac{N_{\mathrm{cr}}}{2} . \tag{4.6}
\end{equation*}
$$

We recall that $N_{\text {cr }} / 2$ is the lower bound for the soliton family (3.4) with $\mu>0$. Therefore for such solitons it is impossible to draw any conclusion about their stability. How-
ever, for soliton solutions with $\mu<0$ the inequality (4.6) holds and, as will be seen from the estimates made below, it is sufficient to prove that such solutions are stable.

Thus, let $\mu<0$ in Eq. (4.5). According to Ref. 5, we have $\int r^{4} d x$

$$
\int r^{4} d x \leqslant \frac{1}{\sqrt{3}}\left(\int r_{x}^{2} d x\right)^{1 / 2} N^{3 / 2}
$$

Next, substituting this estimate into Eq. (4.5) we obtain

$$
\begin{aligned}
E & \geqslant\left[1-C_{1}\left(\frac{N}{N_{1}}\right)^{2}\right] I_{1}-\frac{|\mu|}{2 \sqrt{3}} N^{3 / 2} I_{1}^{1 / 2}+\int r^{2}\left(\varphi_{x}+\beta r^{2}\right)^{2} d x \\
& \geqslant-\frac{|\mu|^{2} N^{3}}{8 \sqrt{3}}\left[1-C_{1}\left(\frac{N}{N_{1}}\right)^{2}\right] .
\end{aligned}
$$

The latter inequality holds only if the criterion (4.6) is satisfied. This means that the energy $E$ has a lower limit if

$$
N<N_{\mathrm{cr}} / 2,
$$

which is compatible with the entire region of existence of solitons with $\mu<0$. It should be noted that for $\mu=0$ the NLSE (2.23) is, as is said, a critical equation. For this nonlinearity $\left(\sim|\psi|^{6}\right.$ in $\left.H\right)$ collapse is possible if the energy $E$ is negative. If $N<N_{\text {cr }} / 2$, dispersion completely smears out the solution. However, a small negative correction to the Hamiltonian fundamentally changes the situation. A relatively weak four-wave interaction against the background of strong attraction $\left(\sim|\psi|^{6}\right)$, leading to collapse (see, for example, Ref. 11), is responsible for the existence of stable coupled stationary states - solitons. Weak localization appears. ${ }^{12}$

## 5. LINEAR STABILITY OF SOLITONS

The preceding analysis has answered the question of stability only for solitons with weak attraction. From this answer it is impossible to draw any conclusion about the stability of solitons with weak repulsion $(\mu>0)$. In this section we shall consider this question, investigating the linear problem of stability.

We shall seek a solution of Eq. (2.23) in the form

$$
\begin{equation*}
\psi=(r+a) e^{i(\phi+\alpha)} \approx(r+a+i r \alpha) e^{i \phi} \tag{5.1}
\end{equation*}
$$

where $r$ and $\phi$ are the soliton solution (3.4) and (3.5), and $a$ and $\alpha$ are small deviations of the amplitude and phase of the soliton, respectively.

Linearizing Eq. (2.3) it is easily found that the dynamics of the perturbations $a$ and $\alpha$ is determined by the Hamiltonian equations

$$
\begin{equation*}
2 r \frac{\partial a}{\partial t}=\frac{\delta \widetilde{H}}{\delta \alpha}, \quad 2 r \frac{\partial \alpha}{\partial t}=-\frac{\delta \widetilde{H}}{\delta a} . \tag{5.2}
\end{equation*}
$$

Here $\widetilde{H}=\delta^{2} H$ is the second variation of the Hamiltonian (3.4)

$$
\begin{equation*}
\widetilde{H}=\langle a| L|a\rangle+\int r^{2}\left(\alpha_{x}+2 \beta r a\right)^{2} d x \tag{5.3}
\end{equation*}
$$

where the (Schrödinger) operator $L$ is given by the expression

$$
\begin{equation*}
L=-\frac{\partial^{2}}{\partial x^{2}}+\lambda^{2}+2 \mu r^{2}-15 C_{1} r^{4} . \tag{5.4}
\end{equation*}
$$

If the quadratic form $\delta^{2} H$ is sign-definite, then the soliton solution will be stable. We note that the second term in $\widetilde{H}$ (5.3) is positive. Then the positiveness of the entire quadratic form is determined by the average value of the operator $L$ :

$$
\langle a| L|a\rangle .
$$

In this expression the average is taken not with respect to arbitrary states $|a\rangle$ but only with respect to those states that are orthogonal to $|r\rangle$ :

$$
\begin{equation*}
\langle r \mid a\rangle=0 \tag{5.5}
\end{equation*}
$$

This orthogonality condition is a consequence of the conservation of the number of particles and is one of the solvability conditions for the linear system (5.2). In this case, finding the stability criterion for solitons (2.23) is identical to the Vakhitov-Kolokolov derivation ${ }^{13}$ (see also Ref. 20) for the NLSE without the $\beta$ term. To determine the sign it is necessary to find the spectrum of the operator $L$

$$
\begin{equation*}
L \xi=E \xi+C r \tag{5.6}
\end{equation*}
$$

Here $C$ is an indefinite Lagrangian multiplier, which is determined from the solvability condition (5.5).

Next, expanding $\xi$ in terms of the eigenfunctions of the operator $L\left(L \psi_{n}=E_{n} \psi_{n}\right)$ and using the solvability condition (5.5), it is easy to obtain the dispersion relation

$$
\begin{equation*}
f(E) \equiv \sum_{n}{ }^{\prime} \frac{\left\langle r \mid \psi_{n}\right\rangle\left\langle\psi_{n} \mid r\right\rangle}{E_{n}-E}=0 \tag{5.7}
\end{equation*}
$$

Here the prime on the sum means that the term with $E_{1}=0$ is omitted from the sum because the (shear) eigenmode $\psi_{1}=r_{x}\left(L r_{x}=0\right)$ is orthogonal to $r$. The function $r_{x}$ possesses a single zero, so that below $E_{1}=0$ the operator $L$ possesses only one level corresponding to the ground state.

Let us now consider the function $f(E)$ between the ground level $E_{0}<0$ and the first positive level $E_{2}$. In the entire range this function grows monotonically from $-\infty$ at $E_{0}$ to $+\infty$ at $E_{2}$. Therefore if $f(0)>0$, the spectrum of the operator $L$ has a negative eigenvalue and therefore the average value of the operator $L$ can be negative. For $f(0)<0$ the average of $L$ is always positive.

To find the sign of $f(0)$, it is easy to see that

$$
f(0)=\sum_{n}^{\prime} \frac{\left\langle r \mid \psi_{n}\right\rangle\left\langle\psi_{n} \mid r\right\rangle}{E_{n}} \equiv\langle r| L^{-1}|r\rangle
$$

Next, differentiating Eq. (3.3) with respect to $\lambda^{2}$ we obtain

$$
L \frac{\partial r}{\partial \lambda^{2}}=-r \quad \text { or } \quad \frac{\partial r}{\partial \lambda^{2}}=-L^{-1} r
$$

Substituting this relation gives ${ }^{13}$

$$
\begin{equation*}
f(0)=-\frac{1}{2} \frac{\partial N}{\partial \lambda^{2}} \tag{5.8}
\end{equation*}
$$

Therefore if $\partial N / \partial \lambda^{2}>0$, the quadratic form will be positivedefinite. This situation occurs for solitons with weak attrac-
tion, and as a result they are stable. This conclusion is in complete agreement with the results of the preceding section.

For solitons with weak repulsion $(\mu>0)$ the criterion (5.8) gives a sign-indefiniteness of the quadratic form $\widetilde{H}$. This is a necessary condition for instability. This criterion is also sufficiently only in the case $\beta=0$, where the average value of $L$ in Eq. (5.3) can be interpreted as a potential energy, and the integral $\int r^{2} \alpha_{x}^{2} d x$ can be interpreted as the kinetic energy.

Certain arguments can be given in support of the fact that a soliton with weak repulsion is nonetheless unstable for $\beta \neq 0$ also. The average value of $L$ can be made negative by taking for $a$ the eigenfunction $\xi$ with $E<0$. For a given value of $\xi$ it is always possible to find a phase $\alpha$ such that the integral

$$
\int r^{2}\left(\alpha_{x}+2 \beta r a\right)^{2} d x
$$

vanishes. Thus the Hamiltonian $\widetilde{H}$ can be made negative, which can be regarded physically as sufficient for instability. However, strictly speaking, this still requires a definite proof which the present author still cannot provide. An example that refutes this argument is well known. The Hamiltonian $H=-p^{2} / 2-q^{2} / 2$ gives the equation of motion for the usual stable oscillator even though $H$ is negative. However, it can be asserted absolutely that instability will remain for small values of $\beta$. Whether or not a threshold with respect to $\beta$ exists is still unknown, but it is likely. To shed light on this question we turn to the linear equations (5.2), rewriting them in the new variables

$$
p=r a \quad \text { and } \quad g_{x}=\alpha_{x}+2 \beta r a
$$

In these variables the equations of motion have the form

$$
\begin{align*}
& \frac{\partial g}{\partial t}+4 \beta r^{2} \frac{\partial g}{\partial x}=-\frac{1}{r} L \frac{1}{r} p  \tag{5.9}\\
& \frac{\partial p}{\partial t}=-\frac{\partial}{\partial x} r^{2} \frac{\partial}{\partial x} g \tag{5.10}
\end{align*}
$$

For $\beta=0$ this reduces to an equation for the perturbation amplitude $a$

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} a=-L_{0} L a \tag{5.11}
\end{equation*}
$$

with

$$
L_{0}=-\frac{1}{r} \frac{\partial}{\partial x} r^{2} \frac{\partial}{\partial x}\left(\frac{1}{r}\right),
$$

whence the criterion (5.8) was first derived (compare with Refs. 13 and 20). It is important that the operator $L_{0}$ in Eq. (5.11) is nonnegative (since $L_{0} r=0$ and the function $r$ itself has no zeros). Therefore since the operator $L$ has a negative eigenvalue, the right-hand side of Eq. (5.11) gives for a soliton with weak repulsion on the whole a negative "eigenvalue," making the soliton absolutely unstable.

For $\beta \neq 0$ an additional convective-type term appeared in Eq. (5.9). This term can change the character of the instability itself. Whether or not convection can stabilize the instability is still unclear.

But despite the uncertainty with the linear stability, it should be noted that a soliton with weak repulsion is always unstable with respect to finite disturbances. This follows, specifically, from the fact that under scaling transformations

$$
\psi_{s} \rightarrow \frac{1}{\zeta^{1 / 2}} \psi_{s}\left(\frac{x}{\zeta}\right),
$$

leaving the number of particles $N$ unchanged the energy $E=H-\lambda^{2} N$ as a function of the scaling parameter $\zeta$ with $N>N_{\mathrm{cr}} / 2$ has no lower bound as $\zeta \rightarrow 0$. The latter, as is well known (see, for example, the reviews Refs. 18 and 22), is a criterion for wave collapse.

## 6. CONCLUDING REMARKS

In conclusion, we would like to discuss the possibility of the occurrence of the hard regime of soliton excitation in optics. Since in three- and two-dimensional media solitons are unstable near the threshold for modulation instability, the only possibility of realizing this regime is an optical fiber.

As is well known (see, for example, Refs. 23 and 24), the Kerr constant is positive for most media, including glass. For this reason, there are two possibilities for changing the character of the interaction (from attraction to repulsion).

The first possibility is due to a decrease in the matrix element itself as a result of the three-wave interaction. In glasses, the symmetry precludes an intrinsic quadratic nonlinearity and the corresponding nonlinear susceptibility tensor $\chi_{i j k} \equiv 0 .{ }^{25}$ Therefore striction - the interaction of light with sound - remains the only process. The equations first obtained in Ref. 26 can be used to assess the role of this mechanism:

$$
\begin{equation*}
i \psi_{t}=\frac{\delta H}{\delta \psi^{*}}, \quad n_{t}=\frac{\delta H}{\delta \Phi}, \quad \Phi_{t}=-\frac{\delta H}{\delta n} \tag{6.1}
\end{equation*}
$$

where $\psi$ is the (dimensionless) envelope of the electromagnetic field, $n$ are low-frequency density fluctuations, and $\Phi$ is the hydrodynamic potential. Here the Hamiltonian $H$ consists of the Hamiltonian of electromagnetic waves

$$
\begin{equation*}
H=\int\left(-i \mathrm{v}_{\operatorname{gr}} \psi^{*} \psi_{x}+\frac{\omega^{\prime \prime}}{2}\left|\psi_{x}\right|^{2}-|\psi|^{4}\right) d x \tag{6.2}
\end{equation*}
$$

the Hamiltonian of acoustic oscillations

$$
\begin{equation*}
H=\frac{1}{2} \int\left(c_{s}^{2} n^{2}+\Phi_{x}^{2}\right) d x \tag{6.3}
\end{equation*}
$$

and the sound-light interaction Hamiltonian

$$
\begin{equation*}
H=\int \gamma n|\psi|^{2} d x \tag{6.4}
\end{equation*}
$$

In these expressions $\mathrm{V}_{\mathrm{gr}}$ is the group velocity of highfrequency electromagnetic waves, $c_{s}$ is the velocity of sound,
and $\gamma$ is the interaction constant of HF and LF waves and is proportional to the density derivative $\partial \varepsilon / \partial n_{0}$ of the permittivity. The Kerr constant is normalized to 1.

The equations of motion, following from this Hamiltonian, for the HF and LF waves are

$$
\begin{aligned}
& i\left(\psi_{t}+\mathrm{v}_{\mathrm{gr}} \psi_{x}\right)+\frac{1}{2} \omega^{\prime \prime} \psi_{x x}+|\psi|^{2} \psi=\gamma n \psi, \\
& n_{t t}-c_{s}^{2} n_{x x}=\gamma|\psi|_{x x}^{2} .
\end{aligned}
$$

In this system the difference between the group velocity of an electromagnetic wave, which is of the order of the velocity of light, and the sound velocity $c_{s}$ is important: $\mathrm{V}_{\mathrm{gr}} \gg c_{s}$. The latter means that an electromagnetic pulse and the density fluctuations induced by it will move mainly with the group velocity. For this reason, we have for $n$ the local intensity dependence

$$
n=\frac{\gamma^{2}}{\mathrm{v}_{\mathrm{gr}}^{2}}|\psi|^{2}
$$

It is important to underscore that the ponderomotive force leads not to the formation of a dip in the density but rather to an increase in density. As a result, the four-wave matrix element is renormalized as

$$
T(\equiv-1) \rightarrow-1+\frac{\gamma^{2}}{\mathrm{v}_{\mathrm{gr}}^{2}},
$$

decreasing in value.
Therefore the striction mechanism can weaken the fourwave matrix element, due to the Kerr effect, and in principle change its sign.

The second possibility is a transition from the region of anomalous dispersion into the region of normal dispersion, so that the sign of the dispersion $\omega^{\prime \prime}$ changes. The second variant is most easily implemented experimentally, but the four-wave matrix element $T$, as a rule, does not change sign, and it does not have a small constant $\mu$. For this reason, both variants require glasses doped with definite additives that increase the striction constant $\gamma$. The glasses chosen must have maximum gains for Mandel'shtam-Brillouin scattering. Such optical fibers would be interesting not only from the standpoint of observing the solitons investigated in the present paper, but also for studying one-dimensional wave collapse.
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The interaction and generation of solitons in nonlinear integrable systems which allow the existence of a soliton of limiting amplitude are considered. The integrable system considered is the Gardner equation, which includes the Korteweg-de Vries equation (for quadratic nonlinearity) and the modified Korteweg-de Vries equation (for cubic nonlinearity) as special cases. A two-soliton solution of the Gardner equation is derived, and a criterion, which distinguishes between different scenarios for the interaction of two solitons, is determined. The evolution of an initial pulsed disturbance is considered. It is shown, in particular, that solitons of opposite polarity appear during such evolution on the crest of a limiting soliton.
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## 1. INTRODUCTION

The Korteweg-de Vries equation, which was discovered in 1895 for waves in water, is the most popular model for describing nonlinear waves in a weakly dispersive medium. It essentially served as the first testing grounds for proving the particle-like properties of a nonlinear wave field in the form of stable solitons and the integrability of the evolution problem using a method based on the inverse problem of scattering theory, which provided proof of the exclusive role of solitons in the asymptotic representation of a wave field at large times. The Korteweg-de Vries equation is obtained in first-order perturbation theory for a small wave amplitude and weak high-frequency dispersion; therefore, it is applicable to the description of diverse wave motions in the ocean and the atmosphere, in plasmas and astrophysics, and in nonlinear communication lines. It can be represented in the most general form as

$$
\begin{equation*}
\frac{\partial u}{\partial t}+(c+\alpha u) \frac{\partial u}{\partial x}+\beta \frac{\partial^{3} u}{\partial x^{3}}=0 \tag{1}
\end{equation*}
$$

where $c, \alpha$, and $\beta$ are constants, which are determined by the specific details of the physical problem. In some cases there is no quadratic nonlinearity, and then the modified Korteweg-de Vries equation is obtained in first-order perturbation theory:

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\left(c+\alpha_{1} u^{2}\right) \frac{\partial u}{\partial x}+\beta \frac{\partial^{3} u}{\partial x^{3}}=0 \tag{2}
\end{equation*}
$$

In particular, such an equation is obtained for electromagnetic surface waves in an electric field, ${ }^{1}$ for waves in quantum-well films, ${ }^{2}$ and for internal waves in an ocean with definite stratification. ${ }^{3}$ The modified Korteweg-de Vries equation can also be solved exactly by a method based on the inverse problem of scattering theory, ${ }^{4}$ and solitons and kinks
(shock-like drops) also determine the asymptotic representation of the wave field here. If the quadratic nonlinearity is nonzero, cubic nonlinearity is obtained in the next order of perturbation theory and can be retained in the equation along with the ensuing corrections for dispersion, including nonlinear dispersion (see, for example, Ref. 5). Equations of this type have essentially only now begun to be studied. ${ }^{6,7}$ However, it is clear from general arguments that within perturbation theory the effects associated with small higher-order corrections should be small and should not lead to fundamental changes in the form, for example, of solitons (although it is also understood that new features, for example, inelasticity of the interaction of solitons and their slow destruction as a result of radiation effects, can also appear). Nevertheless, there are situations where the coefficient for the quadratic nonlinearity can be so small that the quadratic and cubic nonlinearities are of the same order of magnitude, and, at the same time, there is no need to take into account the next orders with respect to dispersion. The expanded Korteweg-de Vries equation derived here

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\left(c+\alpha u+\alpha_{1} u^{2}\right) \frac{\partial u}{\partial x}+\beta \frac{\partial^{3} u}{\partial x^{3}}=0 \tag{3}
\end{equation*}
$$

is called the Gardner equation, and in cases where either of the nonlinear coefficients is equal to zero, it gives Eqs. (1) and (2), respectively.

The purpose of this paper is to demonstrate some new physical effects associated with the generation and interaction of large-amplitude solitons, where the quadratic and cubic nonlinearities are of the same order of magnitude.

Apparently, the Gardner equation (3) was first derived rigorously within the asymptotic theory for long internal waves in a two-layer fluid with a density jump at the interface. ${ }^{8,9}$ The corresponding expressions for the coeffi-
cients in this equation have the form (in the approximation of a small density jump)

$$
\begin{align*}
& c=\sqrt{g \frac{\Delta \rho}{\rho} \frac{h_{1} h_{2}}{h_{1}+h_{2}}}, \quad \beta=\frac{c h_{1} h_{2}}{6}, \quad \alpha=\frac{3 c}{2} \frac{h_{1}-h_{2}}{h_{1} h_{2}},  \tag{4}\\
& \alpha_{1}=-\frac{3 c}{8 h_{1}^{2} h_{2}^{2}}\left(h_{1}^{2}+h_{2}^{2}+6 h_{1} h_{2}\right),
\end{align*}
$$

where $u$ is the vertical displacement of the interface, $h_{1}$ and $h_{2}$ are the thicknesses of the upper and lower layers, respectively, $\Delta \rho / \rho$ is the relative height of the density jump, and $g$ is the acceleration of gravity. As can be seen from (4), the coefficient of the quadratic nonlinearity can change sign when $h_{1} \sim h_{2}$ (and this leads to the interesting features of soliton transformation in the case of a tilted boundary; see Refs. 10-12), while the coefficient of the cubic nonlinearity is negative. The formulas for the coefficients in Eq. (3) were recently generalized to arbitrary density stratification of the fluid, ${ }^{13}$ and it was shown that the coefficient of the cubic nonlinearity can be of either sign. ${ }^{3}$ If it is assumed that the depths of the layers are roughly equal to one another and much smaller than the wavelength, and that the wave amplitude is small compared with the depth, the quadratic and cubic nonlinearities can be considered small and comparable to one another ( $\alpha u / c \sim \alpha_{1} u^{2} / c \ll 1$ ), as well as to the dispersion. Since both nonlinearities are then of the same order (in traditional disturbance schemes the cubic nonlinearity is always smaller than the quadratic analog), we can refer to large-amplitude waves in this sense (we note that in the 'everyday" sense such ocean waves can have large amplitudes amounting to tens of meters). In this paper we examine the case in which the coefficient of the cubic nonlinearity is negative, as in a two-layer fluid ( $\alpha_{1}<0$ ).

As we know, the single-soliton solution of the Gardner equation can easily be found in an explicit form:
$u(x, t)=\frac{6 \beta \Gamma^{2}}{\alpha} \frac{1}{1+\sqrt{1+\left(6 \alpha_{1} \beta \Gamma^{2} / \alpha^{2}\right) \cosh [\Gamma(x-V t)]}}$,
$V=c+\beta \Gamma^{2}$,
where $\Gamma^{-1}$ is the effective soliton width. When $\Gamma$ is small, the solution (5) describes a Korteweg-de Vries soliton with an amplitude $A=3 \beta \Gamma^{2} / \alpha$ (its polarity is specified by the sign of the coefficient of the quadratic nonlinearity), and as $\Gamma \rightarrow \alpha /\left(6\left|\alpha_{1}\right| \beta\right)^{1 / 2}$, the soliton acquires a rectangular shape (Fig. 1) with the limiting amplitude

$$
\begin{equation*}
A_{\lim }=-\alpha / \alpha_{1} \tag{6}
\end{equation*}
$$

It is convenient to normalize the wave field to the limiting amplitude, as well as to vary the distance and time scales:

$$
\begin{align*}
& \mathrm{v}(y, \tau)=-\frac{\alpha_{1}}{\alpha} u(x, t), \quad y=\sqrt{-\frac{\alpha^{2}}{6 \beta \alpha_{1}}}(x-c t), \\
& \tau=\beta\left(-\frac{\alpha^{2}}{6 \beta \alpha_{1}}\right)^{3 / 2} t . \tag{7}
\end{align*}
$$



FIG. 1. Forms of solitons with various amplitudes.

Then the Gardner equation can be rewritten in the dimensionless form

$$
\begin{equation*}
\frac{\partial v}{\partial \tau}+6 v(1-v) \frac{\partial v}{\partial y}+\frac{\partial^{3} v}{\partial y^{3}}=0 \tag{8}
\end{equation*}
$$

and the soliton will have positive polarity with an amplitude from zero to unity.

It should first be noted that the generalized Miura transformation ${ }^{9}$

$$
\begin{equation*}
Q=-\mathrm{v}+\mathrm{v}^{2}+\mathrm{v}_{y} \tag{9}
\end{equation*}
$$

reduces Eq. (8) to the 'classical'" Korteweg-de Vries equation

$$
\begin{equation*}
Q_{\tau}-6 Q Q_{y}+Q_{y y y}=0 \tag{10}
\end{equation*}
$$

and thereby proves the integrability of the Gardner equation by a method based on the inverse problem of scattering theory ${ }^{9,14}$ and, therefore, the elastic character of soliton collisions. Nevertheless, "reconstruction'" of the function $\mathrm{V}(y, \tau)$ in terms of $Q(y, \tau)$ requires solving the Riccati equation (9) and cannot be expressed in a simple form. On the other hand, the simple replacement of variables

$$
\begin{equation*}
\mathrm{v}=1 / 2+w \tag{11}
\end{equation*}
$$

reduces the Gardner equation (8) to the modified Korteweg-de Vries equation relative to $w(y, \tau)$ and also permits the use of the known exact solutions of this equation.

Here we examine the interaction of solitons and their appearance from an initial pulsed disturbance. Soliton interactions and the evolution of the initial perturbation are illustrated by numerical simulation results.

## 2. SOLITON INTERACTIONS

### 2.1. Obtaining multisoliton solutions using Darboux transformations

Since the Garner equation can be reduced to the modified Korteweg-de Vries equation using the replacement (11), its $N$-soliton solution can be sought as the solution of the modified Korteweg-de Vries equation on a pedestal, as was done in Ref. 15 within a method based on the inverse problem of scattering theory. We use a different method, which is based on Miura and Darboux transformations ${ }^{16}$ and which is described in Ref. 17, to obtain a two-soliton solution. The method can be described as follows.

As we know, the Korteweg-de Vries equation is the consistency condition for the system of equations (the socalled $L-A$ Lax pair)

$$
\begin{align*}
& \hat{L} \Psi=\lambda \Psi, \\
& \hat{A} \Psi=\Psi_{\tau}, \tag{12}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{L}=-\frac{\partial^{2}}{\partial y^{2}}+Q(y, \tau),  \tag{13}\\
& \hat{A}=-4 \frac{\partial^{3}}{\partial y^{3}}+6 Q \frac{\partial}{\partial y}+3 \frac{\partial Q}{\partial y} . \tag{14}
\end{align*}
$$

The first equation in the system (12) is the stationary Schrödinger equation with the time $\tau$ appearing as a parameter. The second equation describes the time dependence of the solution. The consistency condition for the system (12), which is obtained by eliminating $\Psi$ and which transforms the system (12) into the Korteweg-de Vries equation (10), has the form

$$
\begin{equation*}
\hat{L}_{\tau}=[\hat{A}, \hat{L}] \tag{15}
\end{equation*}
$$

where $[\hat{A}, \hat{L}]=\hat{A} \hat{L}-\hat{L} \hat{A}$ is an operator commutator. It is also known that the $L-A$ pair is covariant with respect to Darboux transformations:

$$
\begin{align*}
& \widetilde{Q}=Q-2 \sigma_{y}, \quad \sigma=\frac{\Psi_{1 y}\left(y, \lambda_{1}\right)}{\Psi_{1}\left(y, \lambda_{1}\right)}, \\
& \widetilde{\Psi}(y, \lambda)=\left(\frac{\partial}{\partial y}-\sigma\right) \Psi(y, \lambda), \tag{16}
\end{align*}
$$

where $\Psi(y, \lambda)$ and $\widetilde{\Psi}(y, \lambda)$ are general solutions of the stationary Schrödinger equation with the potentials $Q(y)$ and $\widetilde{Q}(y)$, respectively, and $\Psi_{1}\left(y, \lambda_{1}\right)$ is the particular solution with the potential $Q(y)$ and the eigenvalue $\lambda=\lambda_{1}$. The transformed potentials $\widetilde{Q}(y, \tau)$ are new nontrivial solutions of Eq. (10). This known procedure makes it possible to obtain multisoliton solutions of the Korteweg-de Vries equation.

It was noted in Ref. 17 that if the function

$$
\begin{equation*}
w(y, \tau)=\frac{\Psi_{y}(y, \tau)}{\Psi(y, \tau)} \tag{17}
\end{equation*}
$$

is included in the treatment and if expressions for $Q$ and $Q_{y}$ are found from the first equation in the system (12) and substituted into the second equation of the system, the modified Korteweg-de Vries equation relative to $w(y, \tau)$ must hold for consistency of the $L-A$ pair:

$$
\begin{equation*}
w_{\tau}-6\left(\lambda+w^{2}\right) w_{y}+w_{y y y}=0 \tag{18}
\end{equation*}
$$

This is not difficult to prove. Thus, applying the Darboux transformations, we find new solutions of the modified Korteweg-de Vries equation [and the Gardner equation after the replacement (11)], i.e., the functions $w(y, \tau)$, along with new solutions of the ordinary equation.

The generalized formulas derived by Crum, ${ }^{18}$ which permit elimination of the intermediate mathematical operations, are valid for multiple application of a Darboux scheme. For twofold application they have the form

$$
\begin{aligned}
& \widetilde{\widetilde{Q}}=Q-2 \frac{\partial^{2}}{\partial y^{2}} \ln W_{2}\left(\Psi_{1}, \Psi_{2}\right), \\
& \widetilde{\Psi}=\frac{W_{3}\left(\Psi_{1}, \Psi_{2}, \Psi\right)}{W_{2}\left(\Psi_{1}, \Psi_{2}\right)},
\end{aligned}
$$

where

$$
W_{2}=\left|\begin{array}{cc}
\Psi_{1} & \Psi_{2}  \tag{19}\\
\Psi_{1}^{\prime} & \Psi_{2}^{\prime}
\end{array}\right|, \quad W_{3}=\left|\begin{array}{ccc}
\Psi_{1} & \Psi_{2} & \Psi \\
\Psi_{1}^{\prime} & \Psi_{2}^{\prime} & \Psi^{\prime} \\
\Psi_{1}^{\prime \prime} & \Psi_{2}^{\prime \prime} & \Psi^{\prime \prime}
\end{array}\right|
$$

and the derivative of the functions is taken with respect to the variables $y$.

### 2.2. Two-soliton solution of the Gardner equation

In order to obtain the single-soliton solution of the Gardner equation on the basis of Darboux transformations, we must select the potential

$$
\begin{equation*}
Q=1 / 4, \tag{20}
\end{equation*}
$$

the "seed'" function

$$
\begin{equation*}
\Psi_{1}=\cosh \left[\left(\Gamma_{1} / 2\right)\left(y-\delta_{1}-\Gamma_{1}^{2} \tau\right)\right], \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{1}=\left(1 / \Gamma_{1}\right) \tanh ^{-1} \Gamma_{1} \tag{22}
\end{equation*}
$$

and the general solution

$$
\begin{equation*}
\Psi=\exp \left[-\left(y-\Gamma_{1}^{2} \tau\right) / 2\right] \tag{23}
\end{equation*}
$$

[we selected $\lambda=0$, eliminating the superfluous term in Eq. (18)].

Then, following formulas (16), we have

$$
\begin{align*}
& \sigma=\frac{\Gamma_{1}}{2} \tanh \left[\frac{\Gamma_{1}}{2}\left(y-\delta_{1}-\Gamma_{1}^{2} \tau\right)\right], \\
& \widetilde{Q}=\frac{1}{4}-\frac{\Gamma_{1}^{2}}{2 \cosh ^{2}\left[\left(\Gamma_{1} / 2\right)\left(y-\delta_{1}-\Gamma_{1}^{2} \tau\right)\right]}, \tag{24}
\end{align*}
$$

$$
\begin{equation*}
w_{1}(y, \tau)=-\frac{1}{2}+\frac{\Gamma_{1}^{2}}{1+\cosh \left[\Gamma_{1}\left(y-\delta_{1}-\Gamma_{1}^{2} \tau\right)\right]+\Gamma_{1} \sinh \left[\Gamma_{1}\left(y-\delta_{1}-\Gamma_{1}^{2} \tau\right)\right]} \tag{25}
\end{equation*}
$$

Next, substituting (25) into (11) and using (22), we obtain the single-soliton expression for the dimensionless Gardner equation (8):

$$
\begin{equation*}
\mathrm{v}_{1}(y, \tau)=\frac{\Gamma_{1}^{2}}{1+\sqrt{1-\Gamma_{1}^{2}} \cosh \left[\Gamma_{1}\left(y-\Gamma_{1}^{2} \tau\right)\right]} . \tag{26}
\end{equation*}
$$

The soliton (26) attains its limiting amplitude as $\Gamma_{1}$ $\rightarrow 1$. In this case it is convenient to represent the soliton expression in the form of a combination of a kink and an antikink:

$$
\begin{align*}
& \mathrm{v}_{1}(y, \tau)=\frac{1}{2}\left[\tanh Z_{+}-\tanh Z_{-}\right], \\
& Z_{ \pm}=\frac{\Gamma_{1}}{2}\left(y-\Gamma_{1}^{2} \tau \pm \delta_{1}\right), \tag{27}
\end{align*}
$$

where $\delta_{1}$ corresponds to the half-width of the limiting soliton.

It is convenient to illustrate the appearance of the potential (20) in our case using a transformation in the Miura form

$$
\begin{equation*}
Q=w^{2}+w_{y}, \tag{28}
\end{equation*}
$$

which transforms the solutions of Eq. (18) into solutions of the Korteweg-de Vries equation. Substituting (17) into (28), we obtain the first equation of the system (12) with $\lambda=0$, i.e., the consistency condition for the $L-A$ pair in which $w(\Psi)$ and $Q$ are related by (28) is Eq. (18) without the "velocity" term. As can easily be seen, the potential (20) is the level at which the Korteweg-de Vries soliton obtained from the solution of the Gardner equation after the transfor-
mations (11) and (28) propagates. If we use a Miura transformation in the form (9), we should choose $Q=0$ and $\lambda=-1 / 4$ in the stationary Schrödinger equation. This gives the same result, but is more convenient for finding the temporal behavior of the solutions from (14).

To obtain the two-soliton solution of the Gardner equation, we must select a second 'seed" solution:

$$
\begin{equation*}
\Psi_{2}=\sinh \left[\left(\Gamma_{2} / 2\right)\left(y-\delta_{2}-\Gamma_{2}^{2} \tau\right)\right] \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{2}=\left(1 / \Gamma_{2}\right) \tanh ^{-1} \Gamma_{2} . \tag{30}
\end{equation*}
$$

The two-soliton solution thus obtained from formulas (19) and (17) (see Appendix A) can be written as

$$
\begin{align*}
& \mathrm{v}_{2}(y, \tau)= \frac{1}{2}\left(\Gamma_{2}^{2}-\Gamma_{1}^{2}\right)\left(\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2+}-\Gamma_{1} \tanh Z_{1+}}\right. \\
&\left.-\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2-}-\Gamma_{1} \tanh Z_{1-}}\right)  \tag{31}\\
& Z_{j \pm}=\frac{\Gamma_{j}}{2}\left(y-\Gamma_{j}^{2} \tau \pm \delta_{j}\right)
\end{align*}
$$

where $\Gamma_{2}>\Gamma_{1}>0$ are arbitrary parameters, which specify the widths of the individual solitons at infinite separation from one another, and $\delta_{j}$ are defined in (22) and (30). The two-soliton expression (31) was obtained using Hirota's method in Ref. 19 and is presented to describe the interaction of a soliton with a kink introduced in Ref. 1. As in the case of a single soliton, the expression (31) can be rewritten in another form, which 'decouples' the solitons:

$$
\begin{align*}
\mathrm{v}_{2}(y, \tau)= & \frac{\Gamma_{2}^{2}-\Gamma_{1}^{2}}{\left(\Gamma_{2} \operatorname{coth} Z_{2+}-\Gamma_{1} \tanh Z_{1+}\right)\left(\Gamma_{2} \operatorname{coth} Z_{2-}-\Gamma_{1} \tanh Z_{1-}\right)} \\
& \times\left(\frac{\Gamma_{1}^{2}}{1+\sqrt{1-\Gamma_{1}^{2}} \cosh \left[\Gamma_{1}\left(y-\Gamma_{1}^{2} \tau\right)\right]}-\frac{\Gamma_{2}^{2}}{1-\sqrt{1-\Gamma_{2}^{2}} \cosh \left[\Gamma_{2}\left(y-\Gamma_{2}^{2} \tau\right)\right]}\right) \tag{32}
\end{align*}
$$

Thus, a two-soliton solution has been found analytically. The interaction of two solitons is investigated in the next section.

### 2.3. Interaction of two solitons

As expected, the interaction of two solitons with amplitudes smaller than the limiting value follows the familiar scenario in the Korteweg-de Vries equation [within (31)]: if the difference in amplitudes is large, the larger soliton, which has a higher velocity, simply overtakes the smaller soliton, forming a single-humped figure at the maximum moment of interaction; if the difference in velocities is small, the trailing (larger) soliton imparts energy to the leading (smaller) soliton and is slowed, while the leading soliton is accelerated (amplitude exchange takes place between the solitons). The case in which one of the solitons (the one which is behind) has an amplitude close to the limiting value and the other
soliton (the one which is out in front) has a 'normal' amplitude is most interesting. Even if the leading soliton is small, the amplitude of the 'combined'" wave formed during the interaction does not exceed the limiting value and a dip characteristic of an exchange interaction appears on it. ${ }^{20}$ The interaction process for fairly close amplitude values is shown in Fig. 2 (the amplitude ratio is 0.7): the smaller soliton interacts with the leading edge of the limiting soliton (which moves faster) and flips over on its apex, moves freely along it, and then "slides" down the trailing edge of the limiting soliton, recovering its original polarity.

The existence of a soliton of negative polarity on the crest of a limiting soliton can be understood already from the Gardner equation (3): its solution on the pedestal $u=A_{\text {lim }}$ satisfies the same Eq. (3), but with the opposite sign for the quadratic nonlinearity, which leads to the appearance of a soliton of negative polarity. At the same time, as can be seen


FIG. 2. Interaction of a limiting soliton with a large-amplitude soliton (the amplitude ratio is 0.7 ): $\mathrm{a}-$ dynamics with time; $\mathrm{b}-$ at various moments in time.
from Fig. 2b, the small soliton interacts successively with each edge of the limiting soliton, each of which can be interpreted as a kink and an antikink. The interaction of a soliton with a kink (antikink) in its "pure form'" accompanied by change in polarity has already been analyzed numerically ${ }^{1}$ for the modified Korteweg-de Vries equation, to which the Gardner equation can be reduced rigorously by the replacement (11). Successive collisions, first with a kink and then with an antikink, should lead to restoration of the original polarity of the soliton, as follows from (31). Thus, the dip on diagrams of interacting solitons can be interpreted as a soliton of negative polarity.

The exact two-soliton solution (31) permits finding a criterion which determines the type of interaction realized. During an interaction between solitons there is a moment when the two-soliton solution becomes symmetric with respect to the coordinate. As follows from the expression (31), this moment corresponds to the time $\tau=0$. In order to determine the type of soliton interaction, i.e., overtaking or exchange, we must calculate the second derivative of this interaction at the central point $(y=0)$. A positive value of the derivative corresponds to an exchange interaction (the presence of a depression), and a negative value corresponds to overtaking. Performing the calculations, we can see (see Appendix B, Sec. B.1) that the following condition must be satisfied for an overtaking interaction:

$$
\begin{equation*}
A_{2}<\frac{3 r-1}{3 r-1-r^{2}} \tag{33}
\end{equation*}
$$

where $r=A_{1} / A_{2}\left(0<A_{1}<A_{2}<1\right)$, and $A_{1}$ and $A_{2}$ are the soliton amplitudes. For small-amplitude solitons the critical
ratio is $r=1 / 3$, as in the case of the interaction of 'quadratic" solitons; ${ }^{21}$ as the amplitude of the larger soliton increases, the critical ratio decreases, and the limiting soliton always interacts with another soliton according to an exchange scenario (Fig. 3). Thus, the exchange interaction dominates for solitons with larger amplitudes.

As in the case of Korteweg-de Vries solitons, the height of the central point of the two-soliton solution at the 'saddle" point of the interaction $\mathrm{V}_{2}(y=0, \tau=0)$, at which a symmetric figure forms, is equal to the difference between the soliton amplitudes $A_{2}-A_{1}$ (see Appendix B, Sec. B.2). In the case where one of the solitons tends to the limiting soliton ( $\Gamma_{2} \rightarrow 1$ ), the expression (31) reduces to the first soliton of opposite polarity moving at the level of the limiting


FIG. 3. Overtaking (region 1) and exchange (region 2) interaction of two solitons on the parameter plane.


FIG. 4. Destruction of smooth (a) and abrupt (b) negative pulsed disturbances.
amplitude (Appendix B, Sec. B.4). It follows from an analysis of the dependences of the values of the highest point of the symmetric distribution on the amplitude of the larger soliton for various values of $r$ that the solution does not exceed the limiting amplitude and that $r=1 / 3$ must be chosen to minimize the symmetric wave field.

Solitons acquire a phase shift during an interaction. In the case where one of the solitons is close to the limiting soliton, the appearance of a phase shift clearly follows from the conservation of mass in the Gardner equation: when the smaller soliton reaches the peak of the limiting soliton and its polarity reverses, the deficiency appearing in the mass integral is compensated by a forward shift of the interacting edge of the limiting soliton. As the smaller soliton descends, the mass excess is offset by forward shift of the trailing edge of the limiting soliton. To find its magnitude we must examine the soliton first before the interaction and then after the interaction. The phase shift appearing during a soliton interaction can be found from Eq. (31) (as is seen in Fig. 2a):

$$
\begin{equation*}
\Delta y_{1,2}= \pm \frac{2}{\Gamma_{1,2}} \ln \frac{\Gamma_{2}+\Gamma_{1}}{\Gamma_{2}-\Gamma_{1}} \tag{34}
\end{equation*}
$$

(see Appendix B, Sec. B.3). In Ref. 15 the phase shift (34) was found from the asymptotic solution, and in Ref. 1 the phase shift for the interaction of the small soliton with a shock wave was found from the integrals of the equation.

Thus, the criterion which distinguishes between the types of interaction is the critical ratio between the soliton amplitudes, which is a function of the amplitude of the larger soliton. If this parameter does not exceed the critical value (a large difference between the amplitudes), the interaction between the solitons occurs without the formation of a dip, i.e., overtaking occurs. If, conversely, the parameter is greater than the critical value (similar amplitudes), a dip appears against the background of a large wave at the moment of collision, i.e., only an exchange interaction occurs. Exchange between a small soliton and a large soliton can be interpreted as successive interactions of the small soliton with each edge of the limiting soliton (a kink and an antikink) with a change in its polarity in the intermediate stage. The amplitude of the wave at any moment in time does not exceed the limiting value.

## 3. DECAY OF THE INITIAL DISTURBANCE

### 3.1. Destruction of a negative pulse

As we know, the Korteweg-de Vries equation (1) and the modified Korteweg-de Vries equation (2) with negative nonlinearity have self-similar solutions, and the structure of each solution has the form of a certain function which deforms with time according to a definite law. For example, after the replacement

$$
\begin{equation*}
w(y, \tau)=(3 \tau)^{-1 / 3} \omega(z), \quad z=(3 \tau)^{-1 / 3} y \tag{35}
\end{equation*}
$$

is made in the modified Korteweg-de Vries equation (18) (we set $\lambda=0$ in it), the function $\omega(z)$ satisfies the equation

$$
\begin{equation*}
\omega_{z z}=2 \omega^{3}+z \omega+\alpha, \tag{36}
\end{equation*}
$$

where $\alpha$ is an arbitrary constant. ${ }^{21}$ Equation (36) is called Painlevé's second equation ( $\mathrm{P}_{\mathrm{II}}$ ), and its solutions are special functions, i.e., Painlevé transcendental functions.

The Korteweg-de Vries equation (10) also has such a self-similar solution. ${ }^{22}$ After the replacement

$$
\begin{equation*}
Q(y, \tau)=-(3 \tau)^{-2 / 3} q(z), \quad z=(3 \tau)^{-1 / 3} y, \tag{37}
\end{equation*}
$$

the function $q(z)$ satisfies the equation

$$
\begin{equation*}
q_{z z z}+6 q q_{z}-\left(2 q+z q_{z}\right)=0 \tag{38}
\end{equation*}
$$

whose solutions are uniquely related to the solutions of the Painlevé's second equation: ${ }^{22}$

$$
\begin{equation*}
q=-\omega_{z}-\omega^{2}, \quad \omega=\frac{q_{z}+\alpha}{2 q-z} \tag{39}
\end{equation*}
$$

In the case of $\alpha=0$ (where $\omega \rightarrow 0$ as $z \rightarrow \pm \infty$ ) the transcendental function $\omega(z)$ acts as an Airy function. ${ }^{22}$

A pulsed disturbance of the modified Korteweg-de Vries equation and a pulse in the Korteweg-de Vries equation with polarity opposite to the sign of the nonlinearity (i.e., in the case where the appearance of a soliton is impossible) evolve, transforming into the self-similar solutions (37) and (35), respectively.

In the case of the Gardner equation, when both (the quadratic and the cubic) nonlinearities are present, a negative pulse (a hyperbolic secant was used in the numerical calculations) will also evolve like the self-similar solutions presented (Fig. 4), although the solution of the Gardner equation cannot be written in a form such as (35) or (37).


FIG. 5. Evolution of an initial disturbance with an amplitude exceeding the limiting value: a - initial disturbance (thick line) and formation of a group of solitons on the crest of a limiting soliton; $b$ - formation of a limiting soliton and a group of solitons behind it; c - dynamics of the solution with time.

### 3.2. Evolution of a positive pulse

The decay of a positive initial disturbance with an amplitude smaller than the limiting value follows the scenario of the Korteweg-de Vries equation: the initial disturbance breaks down into a group of solitons (or a single soliton) and an oscillating tail. Interesting features appear as an initial disturbance with an amplitude exceeding the limiting value decays (Fig. 5). In this case two steep drops appear in the first stage and are associated with the cubic nonlinearity [in a pure form relative to the $1 / 2$ level: the solution of the Gardner equation (8) on this pedestal satisfies the modified Korteweg-de Vries equation, for which solutions in the form of drops, i.e., quasishock waves, are valid]. Then the generation of small-scale waves begins on each drop, some of them transform into solitons, and their polarity can be different, depending on the pedestal on which they are generated (Fig. 5a) (the polarity of a soliton in the Gardner equation depends on the pedestal on which it forms: positive solitons form at $0<\mathrm{V}_{\infty}<1 / 2$, and negative solitons form at $1 / 2<\mathrm{V}_{\infty}<1$ ). The negative solitons subsequently interact on the wave crest with an antikink and descend from the limiting soliton, changing their polarity and superimposing themselves on the group of solitons formed by generation of the antikink (Figs. 5 b and 5 c ). One limiting soliton, several small solitons, and a
group of small-scale waves form on the asymptote. This process was briefly described in our previous paper. ${ }^{20}$ Expansion of an initial disturbance with a "superlimiting'" amplitude leads to the formation of a broader limiting soliton.

The formation of a limiting soliton was predicted already by the inverse problem of scattering theory in Ref. 24, but the intermediate stage with the formation of solitons of different polarity was not considered.

Thus, the existence of a limiting amplitude for the soliton solution in integrable nonlinear systems leads to new effects in the interaction of solitons and their generation from initial disturbances. The case of the appearance of a limiting soliton associated with the formation and propagation of solitons of opposite polarity on its crest, as well as the case of the interaction of a limiting soliton with another one, are extremely interesting.

This work was carried out with partial support of the INTAS (Grant 95-969), the Russian Fund for Fundamental Research (Grants 96-05-641008, 96-05-64111, 96-1596592), and the 'Nonlinear Dynamics" Program of the Ministry of Science and Technology. We thank T. G. Talipova, who took part in writing the numerical program for solving the Gardner equation and in the discussion of the results obtained.

## APPENDIX A: DERIVATION OF THE TWO-SOLITON SOLUTION USING DARBOUX TRANSFORMATIONS

To obtain the expression for $\mathrm{V}_{2}(y, \tau)$ which we are seeking, we must plug the functions (29) into the expressions (19) and use the definitions (22) and (30) for $\delta_{1,2}$ :
$W_{2}=\frac{1}{2}\left(\Gamma_{2} \Psi_{1} \Psi_{2}^{\prime}-\Gamma_{1} \Psi_{1}^{\prime} \Psi_{2}\right)$

$$
\begin{align*}
= & \frac{1}{4 \cosh \left(\Gamma_{2} \delta_{2}\right) \cosh \left(\Gamma_{1} \delta_{1}\right)}\left[\sinh \left(\Gamma_{2} \delta_{2}+\Gamma_{1} \delta_{1}\right)\right. \\
& \times \cosh \left(Z_{2-}-Z_{1-}\right)+\sinh \left(\Gamma_{2} \delta_{2}\right. \\
& \left.\left.-\Gamma_{1} \delta_{1}\right) \cosh \left(Z_{2-}+Z_{1-}\right)\right],  \tag{A1}\\
W_{3}= & \frac{\Psi}{8}\left[\left(\Gamma_{2}^{2}-\Gamma_{1}^{2}\right) \Psi_{1} \Psi_{2}+\Gamma_{1}\left(\Gamma_{2}^{2}-1\right)\right. \\
& \left.\times \Psi_{1}^{\prime} \Psi_{2}+\Gamma_{2}\left(1-\Gamma_{1}^{2}\right) \Psi_{1} \Psi_{2}^{\prime}\right] \\
= & \Psi \\
& \times\left[\sinh ^{16 \cosh ^{2}\left(\Gamma_{2} \delta_{2}+\Gamma_{1} \delta_{1}\right) \cosh { }^{2}\left(\Gamma_{1} \delta_{1}\right)}\right. \\
& +\sinh \left(\Gamma_{2} \delta_{2}-\Gamma_{1} \delta_{1}\right) \cosh \left(Z_{2+}-Z_{1+}\right)  \tag{A2}\\
& \left.\left.+Z_{1+}\right)\right] .
\end{align*}
$$

From formulas (11) and (17) we have

$$
\begin{equation*}
\mathrm{v}_{2}(y, \tau)=\frac{1}{2}+\frac{\widetilde{\widetilde{\Psi}}_{y}(y, \tau)}{\widetilde{\widetilde{\Psi}}(y, \tau)}, \tag{A3}
\end{equation*}
$$

where the function $\widetilde{\Psi}(y, \tau)$ is defined in (19). From (A3) we obtain

$$
\begin{align*}
\mathrm{v}_{2}= & \frac{\widetilde{W}_{3}^{\prime}}{\widetilde{W}_{3}}-\frac{W_{2}^{\prime}}{W_{2}}, \quad \widetilde{W}_{3}=\frac{W_{3}}{\Psi},  \tag{A4}\\
W_{2}^{\prime}= & \frac{\sinh \left(\Gamma_{2} \delta_{2}+\Gamma_{1} \delta_{1}\right) \sinh \left(\Gamma_{2} \delta_{2}-\Gamma_{1} \delta_{1}\right)}{8 \cosh ^{2}\left(\Gamma_{2} \delta_{2}\right) \cosh ^{2}\left(\Gamma_{1} \delta_{1}\right)} \\
& \times\left[\sinh \left(Z_{2-}-Z_{1-}\right)+\sinh \left(Z_{2-}+Z_{1-}\right)\right],  \tag{A5}\\
\widetilde{W}_{3}^{\prime}= & \frac{\sinh \left(\Gamma_{2} \delta_{2}+\Gamma_{1} \delta_{1}\right) \sinh \left(\Gamma_{2} \delta_{2}-\Gamma_{1} \delta_{1}\right)}{32 \cosh ^{3}\left(\Gamma_{2} \delta_{2}\right) \cosh ^{3}\left(\Gamma_{1} \delta_{1}\right)} \\
& \times\left[\sinh \left(Z_{2+}-Z_{1+}\right)+\sinh \left(Z_{2+}+Z_{1+}\right)\right] . \tag{A6}
\end{align*}
$$

Substituting (A1), (A2), (A5), and (A6) into (A4), we have

$$
\begin{align*}
\mathrm{V}_{2}(y, \tau)= & \frac{1}{2} \frac{\cosh ^{2}\left(\Gamma_{2} \delta_{2}\right)-\cosh ^{2}\left(\Gamma_{1} \delta_{1}\right)}{\cosh ^{2}\left(\Gamma_{2} \delta_{2}\right) \cosh ^{2}\left(\Gamma_{1} \delta_{1}\right)} \\
& \times\left(\frac{1}{\tanh \left(\Gamma_{2} \delta_{2}\right) \operatorname{coth} Z_{2+}-\tanh \left(\Gamma_{1} \delta_{1}\right) \tanh Z_{1+}}\right. \\
& \left.-\frac{1}{\tanh \left(\Gamma_{2} \delta_{2}\right) \operatorname{coth} Z_{2-}-\tanh \left(\Gamma_{1} \delta_{1}\right) \tanh Z_{1-}}\right) . \tag{A7}
\end{align*}
$$

Using (22) and (30) again, we obtain the two-soliton solution (31); another form of the solution (32) is obtained by converting the terms in (A7) to forms with a common denominator.

## APPENDIX B: FEATURES OF THE TWO-SOLITON SOLUTION

## B.1. "Exchange-overtaking" boundary

In order to determine a criterion which distinguishes between the exchange and overtaking interactions, we must calculate the second derivative of the two-soliton solution with respect to the coordinate at the point $(y=0, \tau=0)$. It is convenient to rewrite (31) in the form

$$
\begin{equation*}
\mathrm{v}_{2}(y, 0)=\frac{\Gamma_{2}^{2}-\Gamma_{1}^{2}}{2}[f(y)+f(-y)], \tag{B1}
\end{equation*}
$$

where

$$
\begin{equation*}
f(y)=\left[\Gamma_{2} \operatorname{coth}\left(\frac{\Gamma_{2}}{2}\left(\delta_{2}+y\right)\right)-\Gamma_{1} \tanh \left(\frac{\Gamma_{1}}{2}\left(\delta_{1}+y\right)\right)\right]^{-1} . \tag{B2}
\end{equation*}
$$

By virtue of (B1)

$$
\begin{align*}
\mathrm{v}_{2}^{\prime \prime}(y, 0)= & \left(\Gamma_{2}^{2}-\Gamma_{1}^{2}\right) f^{\prime \prime}(y),  \tag{B3}\\
f^{\prime}(y)= & \frac{1}{2}\left[\Gamma_{2} \operatorname{coth}\left(\frac{\Gamma_{2}}{2}\left(\delta_{2}+y\right)\right)\right. \\
& \left.-\Gamma_{1} \tanh \left(\frac{\Gamma_{1}}{2}\left(\delta_{1}+y\right)\right)\right]^{-2}\left\{\Gamma _ { 2 } ^ { 2 } \left[\operatorname{coth}^{2}\left(\frac{\Gamma_{2}}{2}\left(\delta_{2}+y\right)\right)\right.\right. \\
& \left.-1]+\Gamma_{1}^{2}\left[1-\tanh ^{2}\left(\frac{\Gamma_{1}}{2}\left(\delta_{1}+y\right)\right)\right]\right\}, \tag{B4}
\end{align*}
$$

$f^{\prime \prime}(0)=\frac{1}{2}\left[\Gamma_{2} \operatorname{coth}\left(\frac{\Gamma_{2} \delta_{2}}{2}\right)-\Gamma_{1} \tanh \left(\frac{\Gamma_{1} \delta_{1}}{2}\right)\right]^{-2}\left(\frac{\omega_{1}^{2}}{\omega_{2}}+\omega_{3}\right)$,
where

$$
\begin{align*}
\omega_{1}= & \Gamma_{2}^{2} \operatorname{coth}\left(\frac{\Gamma_{2} \delta_{2}}{2}\right)-\Gamma_{1}^{2} \tanh ^{2}\left(\frac{\Gamma_{1} \delta_{1}}{2}\right)+\Gamma_{1}^{2}-\Gamma_{2}^{2}, \\
\omega_{2}= & \Gamma_{2} \operatorname{coth}\left(\frac{\Gamma_{2} \delta_{2}}{2}\right)-\Gamma_{1} \tanh \left(\frac{\Gamma_{1} \delta_{1}}{2}\right),  \tag{B6}\\
\omega_{3}= & \Gamma_{2}^{3} \operatorname{coth}\left(\frac{\Gamma_{2} \delta_{2}}{2}\right)\left[1-\operatorname{coth}^{2}\left(\frac{\Gamma_{2} \delta_{2}}{2}\right)\right] \\
& +\Gamma_{1}^{3} \tanh \left(\frac{\Gamma_{1} \delta_{1}}{2}\right)\left[\tanh ^{2}\left(\frac{\Gamma_{1} \delta_{1}}{2}\right)-1\right] .
\end{align*}
$$

Thus, we find that at the moment of closest approach of the solitons (the time $\tau=0$ ) at the center of the two-soliton equation $(y=0)$

$$
\begin{equation*}
\mathrm{v}_{2}^{\prime \prime}(0,0)=\frac{\omega_{1}^{2} / \omega_{2}+\omega_{3}}{2\left[\Gamma_{2} \operatorname{coth}\left(\Gamma_{2} \delta_{2} / 2\right)-\Gamma_{1} \tanh \left(\Gamma_{1} \delta_{1} / 2\right)\right]} . \tag{B7}
\end{equation*}
$$

Going over to the soliton amplitudes

$$
\begin{equation*}
A_{j}=\frac{\Gamma_{j}^{2}}{1+\sqrt{1-\Gamma_{j}^{2}}}, \quad j=1,2, \quad 0 \leqslant A_{j} \leqslant 1 \tag{B8}
\end{equation*}
$$

and using (22) and (30), we have

$$
\begin{equation*}
\tanh \frac{\Gamma_{j} \delta_{j}}{2}=\frac{A_{j}}{\Gamma_{j}}, \quad j=1,2 \tag{B9}
\end{equation*}
$$

Substituting (B8) and (B9) into (B6), we can rewrite (B7) as

$$
\begin{align*}
\mathrm{v}_{2}^{\prime \prime}(0,0) \propto & -2 A_{2}\left[A_{2}^{2}\left(r^{3}-2 r^{2}-2 r+1\right)\right. \\
& \left.+A_{2}\left(r^{2}+8 r-3\right)-6 r+2\right], \tag{B10}
\end{align*}
$$

where $r=A_{1} / A_{2}$.
Thus, in order to determine the sign of the second derivative, we must solve a quadratic equation. The condition for a "single-humped" symmetric distribution $\left(\mathrm{V}_{2}^{\prime \prime}(0,0)\right.$ $>0$ ) is

$$
\begin{equation*}
A_{2}<\frac{3 r-1}{3 r-1-r^{2}} . \tag{B11}
\end{equation*}
$$

## B.2. Height of the central point of the symmetric distribution

The height of the central point is determined from the expression (31) with the coordinates $y=0$ and $\tau=0$ :

$$
\begin{equation*}
\mathrm{v}_{2}(0,0)=\frac{\Gamma_{2}^{2}-\Gamma_{1}^{2}}{\Gamma_{2} \operatorname{coth}\left(\Gamma_{2} \delta_{2} / 2\right)-\Gamma_{1} \tanh \left(\Gamma_{1} \delta_{1} / 2\right)} . \tag{B12}
\end{equation*}
$$

Using (22), (30), (B8), and (B9), from (B12) we obtain

$$
\begin{equation*}
\mathrm{v}_{2}(0,0)=\frac{A_{2}\left(2-A_{2}\right)-A_{1}\left(2-A_{1}\right)}{2-A_{2}-A_{1}}=A_{2}-A_{1} \tag{B13}
\end{equation*}
$$

## B.3. Phase shift

Let us consider the soliton with the index 2 (the one which overtakes the smaller soliton). Its form as $\tau \rightarrow-\infty$ is found from (31):

$$
\begin{align*}
\mathrm{v}_{2}(y, \tau) \approx & \frac{1}{2}\left(\Gamma_{2}^{2}-\Gamma_{1}^{2}\right)\left(\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2+}+\Gamma_{1}}\right. \\
& \left.-\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2-}+\Gamma_{1}}\right) . \tag{B14}
\end{align*}
$$

Utilizing the identity

$$
\begin{equation*}
\Gamma_{2} \operatorname{coth}\left(\frac{\Gamma_{2} z}{2}\right)+\Gamma_{1} \equiv \frac{\sqrt{\Gamma_{2}^{2}-\Gamma_{1}^{2}} \cosh \left[\left(\Gamma_{2} z+\Delta\right) / 2\right]}{\sinh \left(\Gamma_{2} z / 2\right)} \tag{B15}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\Delta}{2}=\tanh ^{-1} \frac{\Gamma_{1}}{\Gamma_{2}}, \tag{B16}
\end{equation*}
$$

from (B14) we obtain

$$
\begin{equation*}
\mathrm{v}_{2}(y, \tau) \approx \frac{\Gamma_{2}}{2}\left[\tanh \left(Z_{2+}+\frac{\Delta}{2}\right)-\tanh \left(Z_{2-}+\frac{\Delta}{2}\right)\right] . \tag{B17}
\end{equation*}
$$

Long after the interaction $(\tau \rightarrow \infty)$

$$
\begin{align*}
\mathrm{v}_{2}(y, \tau) \approx & \frac{1}{2}\left(\Gamma_{2}^{2}-\Gamma_{1}^{2}\right)\left(\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2+}-\Gamma_{1}}\right. \\
& \left.-\frac{1}{\Gamma_{2} \operatorname{coth} Z_{2-}-\Gamma_{1}}\right) \tag{B18}
\end{align*}
$$

and with allowance for (B15) and (B16)

$$
\begin{equation*}
\mathrm{v}_{2}(y, \tau) \approx \frac{\Gamma_{2}}{2}\left[\tanh \left(Z_{2+}-\frac{\Delta}{2}\right)-\tanh \left(Z_{2-}-\frac{\Delta}{2}\right)\right] . \tag{B19}
\end{equation*}
$$

Thus, the total phase shift is

$$
\begin{equation*}
\Delta=2 \tanh ^{-1} \frac{\Gamma_{1}}{\Gamma_{2}} \tag{B20}
\end{equation*}
$$

During the interaction the larger, overtaking, soliton traverses the interaction region, having a velocity greater than its normal velocity (see Fig. 2). After treating the other soliton in a similar manner, we can easily see that it, conversely, slows in the interaction region, acquiring a phase shift $-\Delta$, and instead of (B15) for this soliton we must use the identity

$$
\begin{equation*}
\Gamma_{2}-\Gamma_{1} \tanh \left(\frac{\Gamma_{1} z}{2}\right) \equiv \frac{\sqrt{\Gamma_{2}^{2}-\Gamma_{1}^{2}} \cosh \left[\left(\Gamma_{1} z-\Delta\right) / 2\right]}{\cosh \left(\Gamma_{2} z / 2\right)} . \tag{B21}
\end{equation*}
$$

Representing the phase shift as the coordinate shift

$$
\begin{equation*}
\Delta y_{j}=\frac{2}{\Gamma_{j}} \Delta \tag{B22}
\end{equation*}
$$

taking into account the different signs of $\Delta$ for different solitons, and switching from a hyperbolic function to a logarithm, we obtain formula (34).

## B.4. Soliton at the base of a limiting wave

As the second soliton approaches the limiting soliton, $\Gamma_{2} \rightarrow 1$ and the two-soliton expression (31) can be written as
$\mathrm{v}_{2}(y, \tau) \approx \frac{1-\Gamma_{1}^{2}}{2}\left(\frac{1}{1-\Gamma_{1} \tanh Z_{1+}}-\frac{1}{-1-\Gamma_{1} \tanh Z_{1-}}\right)$,
$Z_{1 \pm}=\frac{\Gamma_{1}}{2}\left(y-\Gamma_{1}^{2} \tau \pm \delta_{1}\right)$.

Using (B21) and (B22), we rewrite (B23):

$$
\begin{equation*}
\mathrm{v}_{2}(y, \tau) \approx \frac{1}{2} \sqrt{1-\Gamma_{1}^{2}}\left(\frac{\cosh Z_{1+}}{\cosh Z_{1-}}+\frac{\cosh Z_{1-}}{\cosh Z_{1+}}\right) . \tag{B24}
\end{equation*}
$$

Using (22) again, we obtain a soliton on a pedestal:

$$
\begin{equation*}
\mathrm{v}_{2}(y, \tau) \approx 1-\frac{\Gamma_{1}}{2}\left(\tanh Z_{1+}-\tanh Z_{1-}\right) . \tag{B25}
\end{equation*}
$$
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#### Abstract

An analytical study is made of the evolution of spatially bounded pulses whose length amounts to several periods of the field oscillations. An equation is analyzed that describes unidirectional (reflectionless) propagation of light pulses in vacuum. The method of moments is used to find the variations in length, effective width of the wave field, and other characteristic averaged parameters of a pulse along its propagation path. A broad class of selfsimilar solutions describing the focusing of the light pulses is found. Finally, by direct integration of the starting equation it is shown that a horseshoe-shaped precursor forms near the leading edge of the pulse. © 1999 American Institute of Physics. [S1063-7761(99)00407-2]


## 1. INTRODUCTION

Studies of propagation of electromagnetic radiation with a spectral width of order the carrier frequency have stimulated interest in the prospects for using such pulses. The advantages of broadband signals are well-known from radar and radio communications. ${ }^{1,2}$ Probing objects with light signals produces much more information than in the case of radio-frequency pulses. ${ }^{1-3}$ In contrast to quasimonochromatic radiation, the use of pulses whose length amounts to only a few oscillation periods of the field makes it possible to form wave structures for which the effects of diffraction smearing are weakened substantially. ${ }^{4-8}$ Such structures have become known as electromagnetic projectiles. ${ }^{5}$ The advances of optoelectronics in generating microwave radiation with a spectral width of order of several terahertz have found applications in tomography. ${ }^{3}$ Possibilities are discussed of using such electromagnetic pulses to accelerate charged particles. ${ }^{9}$

The goal of the present work is a further study of the features of the space-time evolution of light pulses in vacuum, for which the common approximation of slowly varying amplitudes proves inapplicable. In contrast to Refs. $5-8$, we will use an approximation corresponding to Fresnel diffraction of the wave field, which makes it possible to describe the evolution of the field in detail. In Sec. 2 we formulate the equations and derive some integral relationships needed in the future investigation. Section 3 is devoted to the method of moments used in analyzing the effective pulse parameters. In Secs. 4 and 5 we discuss the exact solutions of the starting equation. First we will give solutions in selfsimilar form that describe the transverse focusing of the pulses. Then we will analyze an equation obtained by directly integrating the starting equation for the case of an axisymmetric distribution of the wave field.

## 2. STATEMENT OF THE PROBLEM AND GENERAL RELATIONSHIPS

Let us examine the propagation of an electromagnetic field in vacuum along the $z$ axis. The wave equation describing this process is

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial z^{2}}+\Delta_{\perp} \psi-\frac{1}{c^{2}} \frac{\partial^{2} \psi}{\partial t^{2}}=0, \text { where } \Delta_{\perp}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} \tag{1}
\end{equation*}
$$

We seek the solution of this equation in the form $\psi$ $=\psi\left(z, \tau=c t-z, \mathbf{r}_{1}\right)$. Assuming that the shape of the pulse changes little along the path of pulse propagation, we arrive at the equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial z \partial \tau}=\frac{1}{2} \Delta_{\perp} \psi \tag{2}
\end{equation*}
$$

In deriving this equation we used the approximation

$$
\frac{\partial^{2} \psi}{\partial z \partial t} \gg \frac{\partial^{2} \psi}{\partial z^{2}}
$$

which is a common way of simplifying Eq. (1). Using this approximation is equivalent to allowing for the Fresnel diffraction of a packet of electromagnetic radiation along the transverse coordinate. It is natural, therefore, that in the case of a quasimonochromatic pulse, $\psi=\psi_{k} \exp \{i k \tau\}$, Eq. (2) yields the well-known parabolic equation for the slowly varying complex-valued amplitude of the wave field, $\psi_{k}\left(\tau, z, \mathbf{r}_{\perp}\right)$.

Equation (2) resembles an equation obtained as a result of the Brittingham transformation $(\tau=c t-z, \eta=c t+z$, and $\mathbf{r}_{\perp}=\mathbf{r}_{\perp}$; see Refs. 7 and 11). The difference is that Eq. (2) is an approximate equation. What makes Eq. (2) preferable is that it is a first-order evolutionary equation and the field dynamics is determined by the initial distribution along the characteristic line $z=0$. This equation can be generalized fairly easily to the case where the nonlinearity and dispersion of the medium is taken into account. For example, the linear part of the Khokhlov-Zabolotskii1 ${ }^{12}$ and Kadomtsev-Petviashvili ${ }^{13}$ equations has the form of Eq. (2).

Using the Lagrangian of Eq. (2) with the density

$$
\begin{equation*}
L=\frac{1}{2} \frac{\partial \psi}{\partial \tau} \frac{\partial \psi}{\partial z}-\frac{1}{4}\left(\nabla_{\perp} \psi\right)^{2}, \tag{3}
\end{equation*}
$$

and the usual variational procedure, ${ }^{14}$ we arrive at the following constants of motion conserved in the evolution of the system:

$$
\begin{align*}
& I=\int\left(\frac{\partial \psi}{\partial \tau}\right)^{2} d \tau d \mathbf{r}_{\perp}  \tag{4}\\
& \mathbf{P}=\int \frac{\partial \psi}{\partial \tau} \nabla_{\perp} \psi d \tau d \mathbf{r}_{\perp}  \tag{5}\\
& H=\int\left(\nabla_{\perp} \psi\right)^{2} d \tau d \mathbf{r}_{\perp} \tag{6}
\end{align*}
$$

The fact that such relationships exist is due to the translational symmetry of Eq. (2). In the case of a quasimonochromatic pulse these relationships become the well-known (for the parabolic equation) integral relationships (for the energy, momentum, and Hamiltonian) integrated with respect to $\tau$.

Integrating (3) with respect to $\tau$, we arrive at the equation

$$
\begin{equation*}
\frac{\partial \psi}{\partial z}=\frac{1}{2} \Delta_{\perp} q, \quad q=\int_{-\infty}^{\tau} \psi\left(t^{\prime}, \mathbf{r}_{\perp}, z\right) d t^{\prime}, \tag{7}
\end{equation*}
$$

which yields a number of relationships that will prove useful in our further discussions. Multiplying (7) by $2 \psi$, we obtain one more conservation law,

$$
\begin{equation*}
\frac{\partial}{\partial z} \psi^{2}=\operatorname{div} \psi \nabla_{\perp} q-\frac{\partial}{\partial \tau} \frac{\left(\nabla_{\perp} q\right)^{2}}{2} \tag{8}
\end{equation*}
$$

This implies that the quantity ${ }^{4}$

$$
\begin{equation*}
\int \psi^{2} d \mathbf{r}_{\perp} d \tau=I_{2} \tag{9}
\end{equation*}
$$

is conserved in the case of a localized distribution of the wave field only if ${ }^{4}$

$$
\begin{equation*}
\int_{-\infty}^{\infty} \psi\left(z, \mathbf{r}_{\perp}, \tau\right) d \tau=0 \tag{10}
\end{equation*}
$$

Thus, the area under the curve for the pulse field, Eq. (10), is zero at each point in space. In other words, for all $\mathbf{r}_{\perp}$ and $z$ the temporal spectrum of the pulse contains no zeroth harmonic. Indeed, the velocity of propagation of a static field is zero, with the result that the field remains near the source of radiation.

When the leading edge of the pulse is steep (e.g., at $\tau$ $=0$ ), Eq. (7) and condition (10) show that the field distribution at the leading edge,

$$
\psi\left(z, \mathbf{r}_{\perp}, \tau=0\right)=\psi_{0}\left(\mathbf{r}_{\perp}\right),
$$

does not change along the path of pulse propagation. ${ }^{4}$
Note that our investigation has yielded two integral relationships expressing conservation laws, Eqs. (4) and (9), which in the case of a quasimonochromatic pulse reduce to a single constant of motion corresponding to the conservation of the number of photons in the parabolic equation. Such degeneracy occurs because in the approximation of slowly varying amplitudes there are no precursors. The presence of two constants of motion reflects a more realistic situation.

## 3. AVERAGED DESCRIPTION OF THE WAVE FIELD

As in the case of the parabolic equation, ${ }^{15}$ the use of the method of moments makes it possible to derive a number of relationships that describe the dynamics of the wave field. The starting point is the equation of continuity,

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\frac{\partial \psi}{\partial \tau}\right)^{2}=\operatorname{div}_{\perp}\left(\frac{\partial \psi}{\partial \tau} \nabla_{\perp} \psi\right)-\frac{1}{2} \frac{\partial}{\partial \tau}\left(\nabla_{\perp} \psi\right)^{2} \tag{11}
\end{equation*}
$$

This equation can be derived by multiplying Eq. (2) by $\partial \psi / \partial \tau$ and transforming the right-hand side of the result as follows:

$$
\frac{\partial \psi}{\partial \tau} \Delta_{\perp} \psi=\operatorname{div}_{\perp}\left(\frac{\partial \psi}{\partial \tau} \nabla_{\perp} \psi\right)-\nabla_{\perp} \psi \frac{\partial}{\partial \tau}\left(\nabla_{\perp} \psi\right) .
$$

Integrating Eq. (11) with respect to $d \tau$ and $d \mathbf{r}$, we readily obtain (4).

We begin with the first moments,

$$
\int \tau\left(\frac{\partial \psi}{\partial \tau}\right)^{2} d \mathbf{r} d \tau=\langle\tau\rangle, \quad \int \mathbf{r}\left(\frac{\partial \psi}{\partial \tau}\right)^{2} d \mathbf{r} d \tau=\langle\mathbf{r}\rangle
$$

which describe the motion of the center of mass of the wave field $\partial \psi / \partial \tau$. Combining Eq. (11) and the expressions (5) and (6) for constants of motion, we easily arrive at the following relationships for these moments:

$$
\begin{align*}
& \frac{\partial\langle\tau\rangle}{\partial z}=\frac{H}{2}=\text { const }  \tag{12}\\
& \frac{\partial\langle\mathbf{r}\rangle}{\partial z}=-\mathbf{P}=\text { const. } \tag{13}
\end{align*}
$$

Clearly, the center of mass moves along a straight line determined by the initial conditions (e.g., at $z=0$ ). For an axisymmetric wave field $(\mathbf{P}=0)$, the center of mass moves along the $z$ axis at less than the speed of light. Thus, the diffraction of the wave field $\left(\nabla_{\perp} \psi \neq 0\right)$ effectively reduces the velocity of propagation of the packet of electromagnetic radiation.

The second moments

$$
\int \tau^{2}\left(\frac{\partial \psi}{\partial \tau}\right)^{2} d \mathbf{r} d \tau=\left\langle\tau^{2}\right\rangle, \quad \int r_{\perp}^{2}\left(\frac{\partial \psi}{\partial \tau}\right)^{2} d \mathbf{r} d \tau=\left\langle r_{\perp}^{2}\right\rangle
$$

give the effective (longitudinal and transverse) dimensions of the wave field. Their evolution is described by a secondorder equation. To find this equation we must know not only the integral relationships (4) and (5) but also the dependence of the rate of variation of the corresponding integral expressions on $(\partial \psi / \partial \tau) \nabla_{\perp} \psi$ and $\left(\nabla_{\perp} \psi\right)^{2}$.

First we consider the equation for the pulse length $\left\langle\tau^{2}\right\rangle$. Multiplying Eq. (11) by $\tau^{2}$ and integrating with respect to $d \tau$ and $d \mathbf{r}$, we arrive at the equation

$$
\begin{equation*}
\frac{\partial}{\partial \tau}\left\langle\tau^{2}\right\rangle=\int \tau\left(\psi_{x}^{2}+\psi_{y}^{2}\right) d \tau d \mathbf{r}_{\perp} \tag{14}
\end{equation*}
$$

The equation for the rate of variation of $\psi_{x}^{2}+\psi_{y}^{2}$ can easily be derived from (7). Multiplying the latter by $\tau$, integrating, and performing ordinary transformations, we find that

$$
\begin{equation*}
\frac{\partial}{\partial z} \int \tau\left(\psi_{x}^{2}+\psi_{y}^{2}\right) d \tau d \mathbf{r}_{\perp}=\frac{1}{2} \int\left(\Delta_{\perp} q\right)^{2} d \tau d \mathbf{r}_{\perp} \tag{15}
\end{equation*}
$$

where $q$ is defined in (7). Thus, the pulse length increases according to the law

$$
\frac{d^{2}\left\langle(\tau-\langle\tau\rangle)^{2}\right\rangle}{d z^{2}}=\frac{1}{2} \int\left(\Delta_{\perp} q\right)^{2} d \tau d \mathbf{r}_{\perp}>0 .
$$

More information can be extracted by studying the variation of the transverse dimensions of the wave field. For example, Eq. (11) yields

$$
\begin{equation*}
\frac{\partial}{\partial z} \int x^{2} \psi_{x}^{2} d \tau d \mathbf{r}_{\perp}=-2 \int x\left(\frac{\partial \psi}{\partial \tau} \frac{\partial \psi}{\partial x}\right) d \tau d \mathbf{r}_{\perp} \tag{16}
\end{equation*}
$$

An equation for the variation of a component of the momentum density, $(\partial \psi / \partial \tau) \nabla \psi$, can easily be found from (2) and (7). Multiplying the derived equation by $x$ and performing the necessary transformations, we arrive at the simple equation

$$
\begin{equation*}
\frac{\partial}{\partial z} \int x \psi_{\tau} \psi_{x} d \tau d \mathbf{r}_{\perp}=-\frac{H}{2} \tag{17}
\end{equation*}
$$

Similar transformations can be done for the rate of variation of $\left\langle y^{2}\right\rangle$. The result is

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z^{2}} \int r_{\perp}^{2} \psi_{\tau}^{2} d \tau d \mathbf{r}_{\perp}=2 H \tag{18}
\end{equation*}
$$

Thus, as in the case of the parabolic equation, ${ }^{11,15}$ the effective transverse size of an axisymmetric wave field increases as follows:

$$
\begin{equation*}
\left\langle r_{\perp}^{2}\right\rangle=\left\langle r_{0}^{2}\right\rangle+H z^{2}, \tag{19}
\end{equation*}
$$

where $\left\langle r_{0}^{2}\right\rangle$ is the characteristic size at $z=0$.
Comparing (12) and (19), we find that

$$
\begin{equation*}
\left\langle r_{\perp}^{2}\right\rangle-2 z\langle\tau\rangle=\left\langle r_{0}^{2}\right\rangle, \tag{20}
\end{equation*}
$$

which is a formula that links the effective scales $\left\langle r_{\perp}^{2}\right\rangle$ and $\langle\tau\rangle$. Equation (20) can be interpreted in the following manner. The wavefront of the starting equation (1) is spherical:

$$
\begin{equation*}
r^{2}+z^{2}-c^{2} t^{2}=\text { const. } \tag{21}
\end{equation*}
$$

In terms of the variables used below ( $r, z$, and $\tau=c t-z$ ), Eq. (21) can be written as

$$
\begin{equation*}
r^{2}-2 \tau z+\tau^{2}=\text { const. } \tag{22}
\end{equation*}
$$

In the approximation described by Eq. (2) we can ignore the term $\tau^{2}$ in (22). The wavefront becomes parabolic. Averaging (22) under these conditions, we arrive at the same expression (20), which was derived by the method of moments. We see that the variable $\eta=r^{2}-2 \tau z$ becomes a self-similar variable of Eq. (2). Similar relationships can be derived for the moments of the function $\psi^{2}$. These, however, prove to be less informative, since their variations are not related to the integral expressions (4)-(6).

## 4. SELF-SIMILAR STRUCTURES

The above relationships were derived without knowing the exact solution of the equation and describe the behavior
of the characteristic parameters (moments) of a spatially localized distribution of the wave field. Let us examine the wave structures of self-similar form,

$$
\begin{equation*}
\psi=\varphi\left(z, \eta=r^{2}-2 z \tau\right) \tag{23}
\end{equation*}
$$

Inserting (23) in the starting equation (2), we can easily find an equation for the self-similar function:

$$
\begin{equation*}
-z \frac{\partial^{2} \varphi}{\partial z \partial \eta}=\eta \frac{\partial^{2} \varphi}{\partial \eta^{2}}+\frac{\partial \varphi}{\partial \eta} . \tag{24}
\end{equation*}
$$

This equation has a particular solution

$$
\begin{equation*}
\varphi_{\beta}=z^{\beta} / \eta^{\beta+1} \tag{25}
\end{equation*}
$$

We will use the following fact to find the admissible values of $\beta$. The starting equation is translationally symmetric in $z$ and $\tau$. The complex generalization of (25), i.e., $z \rightarrow z+i z_{0}$ and $\tau \rightarrow \tau+i \tau_{0}$, has the form

$$
\begin{equation*}
\varphi_{\beta}=\frac{\left(z+i z_{0}\right)^{\beta}}{\left[r^{2}-2\left(z+i z_{0}\right)\left(\tau+i \tau_{0}\right)\right]^{\beta+1}} \tag{26}
\end{equation*}
$$

In contrast to (25), this expression has no singularity at $r^{2}$ $=2 \tau z$ and describes a bounded distribution of the wave field if $\tau_{0} z_{0}>0$. The condition (10), which states that the spectrum of the localized solution (26) contains no zeroth harmonic, holds if

$$
\begin{equation*}
\beta>0 \tag{27}
\end{equation*}
$$

Here the complex-valued wave field (26) describes the focusing of a spatially localized pulse near $z \approx 0$. The parameter $z_{0}$ determines the characteristic size of the focal region, and $\tau_{0}$ is the length of the incident pulse $\left(z \gg z_{0}\right)$. For instance, at $\beta=1$ the distribution of the field is

$$
\begin{align*}
\varphi_{1}= & \left\{4 ( z + i z _ { 0 } ) \left[\tau-\frac{r^{2} z}{2\left(z^{2}+z_{0}^{2}\right)}\right.\right. \\
& \left.\left.+i\left(\tau_{0}+\frac{r^{2} z_{0}}{2\left(z^{2}+z_{0}^{2}\right)}\right)\right]^{2}\right\}^{-1} . \tag{28}
\end{align*}
$$

We see that the wave field is at its maximum at $\tau^{*}$ $\approx r^{2} z / 2\left(z^{2}+z_{0}^{2}\right)$. The pulse length (the characteristic longitudinal size of the field) $\tau_{p} \approx \tau_{0}+r^{2} z_{0} / 2\left(z^{2}+z_{0}^{2}\right)$ increases with the distance from the axis of the system. The field distribution along the axis $(r=0)$ is described by the relationships
$\operatorname{Re} \varphi_{1}=-\frac{2 \tau_{0} \tau}{z_{0}\left(\tau^{2}+\tau_{0}^{2}\right)^{2}}, \quad \operatorname{Im} \varphi_{1}=-\frac{\tau^{2}-\tau_{0}^{2}}{z_{0}\left(\tau^{2}+\tau_{0}^{2}\right)^{2}} \quad$ at $z=0$,
$\operatorname{Re} \varphi_{1}=\frac{\tau^{2}-\tau_{0}^{2}}{z_{0}\left(\tau^{2}+\tau_{0}^{2}\right)^{2}}, \quad \operatorname{Im} \varphi_{1}=-\frac{2 \tau_{0} \tau}{z\left(\tau^{2}+\tau_{0}^{2}\right)^{2}} \quad$ as $z \rightarrow \pm \infty$.

Equation (30) shows that when the pulse passes the focal plane, the amplitude distribution of the field is restored and the phase changes by $\pi$. Here the change in the sign of the solution agrees with the invariance of the starting equation under the transformations $z \rightarrow-z$ and $\tau \rightarrow-\tau$. In the focal
plane ( $z \approx 0$ and $x \ll z_{0}$ ), the real part of the solution (29) acquires the structure of the imaginary part as $z \rightarrow \infty$ and the imaginary part, the structure of the real part. This process corresponds to phase change of $\pi / 2$.

By using superposition we can substantially increase the number of self-similar solutions. In particular, for integral values of $\beta$, we can use an expansion in a Taylor (Laurent) series in $z / \eta$ and easily obtain an expression for the solution of the starting equation:

$$
\begin{equation*}
\varphi=\frac{1}{z+i z_{0}} f\left(\frac{r^{2}}{2\left(z+i z_{0}\right)}-\tau-i \tau_{0}\right) . \tag{31}
\end{equation*}
$$

This can be verified by simply plugging (31) into Eq. (2).

## 5. SPACE-TIME EVOLUTION OF THE WAVE FIELD

The self-similar structures treated here are similar to Gaussian wave beams in quasioptics (see, e.g., Ref. 12). These structures are "single-scale" and do not reflect the specific features of the problem related to the presence of two conserved quantities, (4) and (9). To illustrate these features we will examine the evolution of a pulse with a steep leading edge. In the case of an axisymmetric wave field, the solution of Eq. (2) can be written

$$
\begin{align*}
\psi= & \int_{0}^{\infty} \int_{-\infty}^{\infty} \varphi(\omega) R(\chi) \\
& \times \exp \left\{i \frac{\chi^{2}}{2 \omega} z+i \omega \tau\right\} J_{0}(\chi r) d \chi d \omega, \tag{32}
\end{align*}
$$

where

$$
\varphi(\omega)=\frac{1}{2 \pi} \int \psi(r=0, z=0, \tau) \exp \{-i \omega \tau\} d \tau
$$

is the spectrum of the pulse along the axis of the system $(r$ $=0)$ at $z=0$, and $R(\chi)$ is the spectrum of the transverse distribution of the field at $z=0$. For a pulse that is Gaussian along the transverse coordinate, $\exp \left\{-r^{2} / 2 a^{2}\right\}$, we have

$$
\begin{equation*}
R(\chi)=a^{2} \exp \left\{-\frac{\chi^{2} a^{2}}{2}\right\} \tag{33}
\end{equation*}
$$

Integrating (32) with respect to $\chi$, we find that in this case

$$
\begin{equation*}
\psi=\int_{-\infty}^{\infty} \varphi(\omega) \frac{a^{2}}{a^{2}-i z / \omega} \exp \left\{-\frac{r^{2}}{a^{2}-i z / \omega}+i \omega \tau\right\} d \omega . \tag{34}
\end{equation*}
$$

### 5.1. Evolution of the pulse on the axis of the system ( $r=0$ )

At $r=0$ Eq. (34) shows that as the pulse propagates in the system $(z \neq 0)$, the spectrum of the field acquires a pole at $\omega=i z / a^{2}$. The pulse structure is described by the integral

$$
\begin{equation*}
\psi(r=0, z, \tau)=\int_{-\infty}^{\infty} \frac{\varphi(\omega) \exp \{i \omega \tau\}}{\omega-i z / a^{2}} d \omega \tag{35}
\end{equation*}
$$

To take an example, let us study pulses whose initial shape is

$$
\begin{equation*}
\psi(r=0, z=0, \tau)=\psi_{n}=L_{n} \exp \{-\tau\} \tag{36}
\end{equation*}
$$

where $L_{n}$ is a Laguerre polynomial defined on the interval $0<\tau<\infty$. For $n \geqslant 1$ this shape meets condition (10). Note that the spectral component of the field at the frequency $\omega$ $=0$ is zero [see Eq. (35)] for all $z \neq 0$. Hence even for pulses with $\varphi(\omega=0) \neq 0$ the area under the curve $\psi(r=0, z$ $=+0, \tau)$ proves to be zero. For example for a pulse whose shape is given by (36) at $n=0$ we have

$$
\psi(r=0, z=0, \tau)=\psi_{0}=\left\{\begin{array}{cc}
0, & -\infty<\tau<0  \tag{37}\\
\exp (-\tau), & 0 \neq \tau<\infty
\end{array}\right.
$$

Integration of (37) gives

$$
\begin{equation*}
\psi(r=0, z, \tau)=\frac{\exp (-\tau)-\left(z / a^{2}\right) \exp \left(-z \tau / a^{2}\right)}{1-z / a^{2}} \tag{38}
\end{equation*}
$$

Thus, as a pulse propagates in the system, its shape acquires two scales. The amplitude of the part of the field with the shape of the incident pulse varies according to the law $\left(1-z / a^{2}\right)^{-1}$. The characteristic time scale of the second term $\left(\exp \left\{-z \tau / a^{2}\right\}\right)$ is determined by the transverse size of the field at $z=0$ and falls off as $\tau_{i} \sim a^{2} / z$ as the pulse propagates in the system. At a distance

$$
\begin{equation*}
z_{F}=a^{2} \tag{39}
\end{equation*}
$$

equal to the Fresnel length for a a field with a frequency $\nu$ determined by the duration of the incident radiation ( $\nu$ $=1), \tau_{p}$ becomes equal to the characteristic time scale of the initial distribution. As a result the shape of the pulse becomes

$$
\begin{equation*}
\psi\left(r=0, z=a^{2}, \tau \geqslant 0\right)=L_{1} \exp (-\tau) \tag{40}
\end{equation*}
$$

where $L_{1}=1-\tau$ is the first Laguerre polynomial. Note that a pulse initially $(z=0)$ shaped as (40) is transformed in the process of propagation into $\psi\left(z=a^{2}\right)=L_{2} \exp \{-\tau\}$, where $L_{2}=1-2 \tau+\tau^{2} / 2$ is the second Laguerre polynomial. This follows from the fact that for initial distributions of the form (36) the order of the pole in (35) at $z=a^{2}$ increases by unity, with the result that the shape of the pulse is determined by the polynomial $L_{n+1}$. Since the functions (36) are not orthogonal, it is impossible to draw a more general conclusion.

In the limit $z \gtrdot z_{F}=a^{2}$ the amplitude of a field whose shape is that of the incident pulse [the first term in (38)] decreases as $z^{-1}$, just as it does in the case of a quasimonochromatic pulse. The characteristic time scale of the second term becomes smaller than the length of the initial pulse, whose amplitude is independent of $z$. This part of the field is sometimes called the diffraction precursor. ${ }^{4}$ Formula (38) describes the formation of such a precursor.

Let us examine the energy characteristic of the field on the axis of the system,

$$
W=\int_{-\infty}^{\infty} \psi^{2}(r=0, z, \tau) d \tau
$$

If we use $\psi$ in the form (38) and integrate, we arrive at the expression

$$
\begin{equation*}
W(z)=\frac{1}{2\left(1+z / a^{2}\right)} \tag{41}
\end{equation*}
$$

Thus, in the limit $z \gg a^{2}$ the energy of the pulse on the axis [Eq. (41)] decreases in inverse proportion to $z$. Obviously, such a gradual decrease is due to the presence of a precursor. The structure of this precursor is determined by the pole at $\omega=i z / a^{2}$ in the integrand of (35). Clearly, the precursors are the same for all initial distributions of the form (36), with the result that the energy of the field on the axis $(r=0)$ of such formations decreases according to the $z^{-1}$ law. This slow decrease of the pulse energy along the path of pulse propagation (slower than $z^{-2}$ ) has become known as the electromagnetic-projectile effect ${ }^{5}$ and is due to the presence of higher harmonics in the pulse $(\omega \rightarrow \infty)$, for which the geometrical-optics approximation is valid. The length of the path along which this law is valid is determined by the length of the leading edge of the pulse, $\tau_{p}\left(\tau_{p} \ll 1\right)$, and for $z$ $>a^{2} / \tau_{p}$ the decrease becomes more rapid $\left(W \propto z^{-2}\right)$.

### 5.2. Dynamics of the spatial distribution

To study the spatial structure we need to known the integral (34), which cannot be evaluated in closed form. However, we can get an idea of the dynamics of the spatial distribution by analyzing the coefficients of the Taylor expansion of the wave field in powers of $r^{2}$ :

$$
\begin{equation*}
\psi=\sum_{n=0}^{\infty} \psi_{n}(z, \tau)\left(\frac{r^{2}}{2}\right)^{n} \tag{42}
\end{equation*}
$$

The simplest way to find the functions $\psi_{n}$ is to use Eq. (2) directly. Substituting (42) in (2) and equating the coefficients of $r^{2 n}$, we obtain the recurrence relation

$$
\begin{equation*}
\psi_{n+1}=\frac{1}{(n+1)^{2}} \frac{\partial^{2} \psi_{n}}{\partial z \partial \tau} \tag{43}
\end{equation*}
$$

Thus, all the expansion coefficients are found by directly differentiating the wave field on the axis of the system [Eq. (35)], $\psi_{0}=\psi(r=0, z, \tau)$. Note that these coefficients meet condition (10): the area under the curve $\psi_{n+1}$ is zero $\left(\int_{-\infty}^{\infty} \psi_{n+1} d \tau=0\right)$ on the path of pulse propagation along $z$.

For a pulse of initial shape (37), we substitute (38) in (43) and find the expression for the coefficient of $r^{2}$ :

$$
\begin{equation*}
\psi_{1}=-\frac{b[(b-z)+b(1-b) \tau] \exp (-b \tau)+\exp (-\tau)}{a^{2}(1-b)^{2}} \tag{44}
\end{equation*}
$$

where $b=z / a^{2}$. The coefficients (43) can be calculated in a similar manner.

In the two most interesting cases, $b=1$ and $b \gg 1$, the expressions for the coefficients $\psi_{n}$ simplify substantially. For instance, at a distance $z=a^{2}$ corresponding to the Fresnel length ( $b=1$ ), we have

$$
\begin{equation*}
\psi_{n}=(-1)^{n} \frac{L_{n+1}(\tau)}{n!a^{2 n}} \exp (-\tau) \tag{45}
\end{equation*}
$$

As a result we find that the space-time structure is described by the expression

$$
\begin{equation*}
\psi=\sum_{n=0}^{\infty}(-1)^{n}\left(\frac{r^{2}}{2 a^{2}}\right)^{n} \frac{L_{n+1}(\tau)}{n!} \exp (-\tau) \tag{46}
\end{equation*}
$$

The fairly rapid convergence of the coefficients (45) makes it possible to drop all but a few terms in the series (46) when the problem is analyzed qualitatively.

At the leading edge ( $\tau \approx 0$ ) the series (42) in powers of $r^{2} / 2$ is alternating and describes the field distribution $\exp \left\{-r^{2} / 2 a^{2}\right\}$. The roots of the Laguerre polynomials $L_{n}$, which determine the behavior of the coefficients in the series (42), are given by the well-known ${ }^{16}$ expression

$$
\begin{equation*}
\tau_{m}=\frac{j_{m}^{2}}{2(2 n+1)}\left[1+\frac{j_{m}^{2}-2}{24(2 n+1)}\right], \tag{47}
\end{equation*}
$$

where $m$ is the order of the root, and $j_{m}$ is the root of the zeroth-order Bessel function $J_{0}(j)$. On the system axis ( $r$ $=0)$ the field vanishes and changes sign at $\tau=1$. The study of the roots (47) shows that there are ranges of $\tau$ in which two successive expansion coefficients have the same sign. For example, for $1>\tau>0.7$, the coefficients $\psi_{0}$ and $\psi_{1}$ are positive, and allowance for higher-order terms in $r^{2}$ facilitates localization of the field distribution in the transverse direction. This means that fairly strong inhomogeneities of the wave field are concentrated near the trailing edge of the pulse ( $\tau=1$ ).

At distances $z$ much larger than the Fresnel length ( $z$ $\gg a^{2}$ and $b \gg 1$ ), Eq. (44) yields

$$
\begin{equation*}
\psi_{1} \approx-\frac{L_{1}\left(z \tau / a^{2}\right)}{a^{2}} \exp \left(-\frac{z \tau}{a^{2}}\right) . \tag{48}
\end{equation*}
$$

The dependence of $\psi_{1}$ on the self-similar variable $\eta$ $=z \tau / a^{2}$ simplifies the recurrence relation (43) substantially. More than that, using the well-known functional relationships for the Laguerre polynomials, ${ }^{17}$ we can derive expressions similar to Eqs. (45) for the coefficients $\psi_{n}$ of the Taylor series (42):

$$
\begin{equation*}
\psi_{n}=(-1)^{n} \frac{L_{n}\left(z \tau / a^{2}\right)}{n!a^{2 n}} \exp \left(-\frac{z \tau}{a^{2}}\right) . \tag{49}
\end{equation*}
$$

Note that the coefficient $\psi_{0}$, which describes the behavior of the field on the system axis $(r=0)$, is not self-similar. In the limit $z \gg a^{2}$,

$$
\begin{equation*}
\psi_{0}=-\frac{a^{2}}{z} \exp (-\tau)+\exp \left(-\frac{z \tau}{a^{2}}\right) \tag{50}
\end{equation*}
$$

Now let us examine the spatial structure of the part of the field that refers to the diffraction precursor. If in (50) we ignore the first term, we get

$$
\begin{equation*}
\psi_{\mathrm{pr}}=\sum_{n=0}^{\infty} \frac{(-1)^{n} L_{n}}{n!} \frac{z \tau}{a^{2}}\left(\frac{r^{2}}{2 a^{2}}\right)^{n} \exp \left(-\frac{z \tau}{a^{2}}\right) . \tag{51}
\end{equation*}
$$

If we now use the formula for the generating function of the Laguerre polynomials, ${ }^{17}$ we arrive at the expression

$$
\begin{equation*}
\psi_{\mathrm{pr}}=I_{0}\left(2 \sqrt{\frac{z \tau}{a^{2}} \frac{r^{2}}{2 a^{2}}}\right) \exp \left(-\frac{r^{2}}{2 a^{2}}-\frac{z \tau}{a^{2}}\right), \tag{52}
\end{equation*}
$$

where $I_{0}$ is the modified Bessel function.
In view of the linearity of the starting equation, we conclude that (52) is a solution of Eq. (2). The structure of this solution reflects the symmetry of the equation under inter-
change of $z$ and $\tau$. The presence of translational symmetry $\left(z \rightarrow z+i z_{0}\right.$ and $\left.\tau \rightarrow \tau+i \tau_{0}\right)$ makes it possible, as in Sec. 4, to carry out a complex generalization of the solution (52). In a way similar to (28), this solution describes the transverse focusing of a spatially bounded pulse near $z \approx 0$.

The solution (52) shows that a field localized near the leading edge $(\tau \geqslant 0)$, for $r \geqslant a$ is localized near the parabola $r^{2}=2 z \tau$,

$$
\begin{equation*}
\psi_{\mathrm{pr}}(r \gg a) \approx \frac{a}{\left(2 z \tau r^{2}\right)^{1 / 4}} \exp \left[-\frac{(r-\sqrt{2 z \tau})^{2}}{2 a^{2}}\right], \tag{53}
\end{equation*}
$$

with a characteristic transverse scale of order $a$ and a time (longitudinal) scale of order $a^{2} / z$. The amplitude value of the field ( $r=\sqrt{2 z \tau}$ ) decreases along the path of pulse propagation according to the law

$$
\begin{equation*}
\psi_{\mathrm{pr}} \propto \frac{1}{\sqrt{z \tau}}, \tag{54}
\end{equation*}
$$

i.e., much slower than by the $z^{-1}$ law for quasimonochromatic pulses

We have studied some aspects of the evolution of spatially bounded pulses with a spectral width on the order of the carrier frequency in the process of unidirectional (reflectionless) propagation in vacuum. As in the case of quasimonochromatic radiation, it is possible to analyze the variation in the characteristic parameters of the light pulse by the method of moments. We have shown that the center of mass of the wave field moves in a straight line with a group velocity less than the speed of light and that the effective transverse size increases in proportion to $z$. We find a broad class of self-similar solutions that modify structures having the form of Gaussian wave beams in quasioptics for light pulses.

For initial distributions of a more general form it is shown that a diffusion precursor is formed in the process of pulse propagation. The spatial structure of this part of the field is horseshoe-shaped [see Eq. (53)]. The amplitude of the field decrease slower than it does in the case of a quasimonochromatic pulse.
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This report is a continuation of an analysis, initiated elsewhere $\{\mathrm{V} . \mathrm{V}$. Vecheslavov and B. V. Chirikov, Zh. Éksp. Teor. Fiz. 114, 1516 (1998) [JETP 86, 823 (1998)]\}, of the effect of splitting of the separatrix of a nonlinear resonance for the model of standard mapping, based on results of direct measurements of the splitting angle $\alpha(K)$, where $K$ is the system parameter. Measurements were made in the previously used wide range $0.1 \gtrsim \alpha \gtrsim 10^{-208}(1 \geqslant K$ $\geqslant 0.0004$ ), but with significantly higher relative (better than $10^{-50}$ ) and average $\left(\sim 10^{-55}\right)$ accuracy. This procedure made it possible to substantially refine the effects observed in Ref. 1 and construct qualitatively new empirical dependences providing reliable extrapolation of the data obtained for the angle and the invariant in the intermediate asymptotic limit $K \leq 10^{-2}$ beyond the limits of the investigated region. The results obtained by us can be useful for further development of the theory of separatrix splitting and formation of the stochastic layer of a nonlinear resonance. © 1999 American Institute of Physics.
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## 1. STATE OF THE PROBLEM

The interaction of nonlinear resonances and the chaotic regimes of dynamical Hamiltonian systems arising as a result are among the most important and complicated problems of the contemporary theory of nonlinear oscillations. ${ }^{2-5}$ Usually, the initial states of the system are chosen near one of the resonances, which is assumed to be the main or leading resonance, and the others are treated as perturbations. In many cases the problem reduces to an examination of a dynamical model which can be interpreted as a pendulum (the main resonance) subjected to the action of periodic or quasiperiodic forces. In the vicinity of the separatrix of the main resonance chaotic nonlinear oscillations arise as a result of the action of almost any perturbation, no matter how weak. ${ }^{2-5}$

Studies in this field are generally accompanied by widescale numerical experiments, in which instead of differential equations in continuous time it is much more effective to use their discrete analogs, namely, mappings. ${ }^{1-5}$ A simple but extraordinarily interesting and very popular model of this kind is Chirikov's so-called standard map: ${ }^{2}$

$$
\begin{equation*}
\bar{p}=p+K \cdot \sin x, \quad \bar{x}=x+\bar{p} . \tag{1.1}
\end{equation*}
$$

Here $p$ and $x$ are the action-angle variables, and $K$ is the only parameter of the model which characterizes the effect of the perturbation in the period of the mapping $T=2 \pi / \Omega=1$.

Many papers, including ours, focused on the study of the chaotic dynamics of the standard mapping. Before discussing the new results obtained by us it would be fitting to briefly review the main definitions and the state of the problem.

The leading resonance of system (1.1) can be described by the Hamiltonian of a 'pendulum"'

$$
\begin{equation*}
H_{1}(p, x)=\frac{p^{2}}{2}+K \cos x \tag{1.2}
\end{equation*}
$$

Recall that in the case of strong nonlinearity such a simple form of the resonance Hamiltonian turns out to be universal. ${ }^{2}$ The most important characteristic of a pendulum (1.2) for the problem under discussion is the separatrix

$$
\begin{equation*}
p_{s}= \pm 2 \omega_{0} \sin \frac{x}{2}, \quad H_{1}^{(s)}=\omega_{0}^{2}=K \tag{1.3}
\end{equation*}
$$

the singular trajectory, which separates oscillations of the phase (in resonance) from its rotations (out of resonance). In fact, Eqs. (1.3) describe two spatially coincident branches in the time limits $t \rightarrow+\infty$ and $t \rightarrow-\infty$, respectively. Each branch is an asymptotic trajectory with infinite period of motion, which departs from the position of unstable equilibrium (a saddle point) and returns to it. Almost any perturbation, no matter how weak, splits the separatrix into two intersecting trajectories, which, as before, depart from the saddle point in opposite directions, but never return to it (this effect was described qualitatively by Poincaré in the last century). ${ }^{6}$ The two branches of the split separatrix intersect, in particular, at the angle $\alpha$ at $x=\pi$ (the central intersection) and some $p_{s}(\pi) \approx p_{0}=2 \omega_{0}$ [see Eqs. (1.3)]. The free ends of the split separatrix form an infinite number of loops of unboundedly growing length, ${ }^{6,7}$ which, however, fill up a bounded and narrow region along the unperturbed separatrix, thereby forming the so-called stochastic layer-a nucleus and source of the chaos of nonlinear oscillations. ${ }^{2-5,8,9}$ The most important characteristic of this layer from the viewpoint of applications is the energy half-width $w_{s}=H / K-1$, which, however, can be found only approximately. ${ }^{2}$ In this regard, it is important to mention that for the standard map (1.1) the angle $\alpha$ of the central intersection of the branches of the separatrix turns out to be the only exact parameter of chaos that can be calculated with arbitrary accuracy.

Significant progress in the study of the splitting of the separatrix of the standard map was achieved relatively recently (1984). It was connected with the appearance of a series of mathematical papers, ${ }^{10-12}$ in which the angle $\alpha$ was determined quite accurately by numerical solution of an auxiliary equation from which an exponential factor was eliminated. Note that the work of physicists of this period and of earlier periods ${ }^{2-5,8,9}$ has been mainly oriented toward studying the effect of violation of adiabaticity and finding approximate estimates of the dimensions of the chaotic layer.

For the asymptotic $(\lambda=2 \pi / \sqrt{K} \rightarrow \infty)$ value of the splitting angle $\alpha_{\infty}=\alpha(\infty)$ Lazutkin et al. ${ }^{10}$ obtained the expression

$$
\begin{equation*}
\alpha_{\infty}=\pi \mathscr{C} \frac{e^{-\pi \lambda / 2}}{K} \tag{1.4}
\end{equation*}
$$

in which an important numerical characteristic of the standard mapping, $\mathscr{L}$, is used (in Ref. 1 it was proposed to call it the Lazutkin constant).

It should be noted that a correction factor $f \sim 1$ is used in the theory of the chaotic layer developed by Chirikov ${ }^{2}$ (1979). The physical meaning of this factor is to allow for effects of higher-order perturbing resonances: for the standard mapping. He also obtained a first estimate $f \approx 2.15$ numerically. The Lazutkin constant encountered later turned out to be related to this factor by the formula $\mathscr{C}=16 \pi^{3} f$ [see formula (1.16) in Ref. 1 and the commentary on it]; therefore, any refinement of the constant $\mathscr{B}$ is simultaneously a refinement of the factor $f$ in the theory of the stochastic layer. The most accurate of the values of this constant published to date, to the best of our knowledge, is [formula (4.14) in Ref. 1]
$\mathscr{L}=1118.82770594090077841514639323566 \pm 3 \times 10^{-27}$.

Lazutkin et al. ${ }^{10}$ have also estimated the correction to $\alpha_{\infty}$ in the intermediate asymptotic region $0<K \ll 1$ :

$$
\begin{equation*}
c_{\alpha}(\lambda)=\frac{\alpha(\lambda)}{\alpha_{\infty}}-1, \tag{1.6}
\end{equation*}
$$

which was later studied in detail in Ref. 1 and will be considered in this paper (see Secs. 2 and 3).

The next big step in the study of this problem was made by Gelfreich et al., ${ }^{11}$, where the dependence (1.6) was represented in the form of an asymptotic series in appropriate powers of a small parameter. The values of the first four coefficients of this series were determined by numerical solution of auxiliary equations.

This theory introduced the important change of variables $(K, \alpha) \rightarrow(h, \sigma)$, where

$$
\begin{equation*}
h(K)=\ln \left(1+\frac{K}{2}+\sqrt{K+\frac{K^{2}}{4}}\right) \approx \sqrt{K} \tag{1.7}
\end{equation*}
$$

is a positive characteristic index of the tangent (linearized) map (1.1) at the unstable fixed point $x=p=0$,

$$
\begin{equation*}
\sigma(h)=\nu(h) \sin \alpha \tag{1.8}
\end{equation*}
$$

is the simplectic invariant, and $\nu(h)$ is a norm of the tangent vectors.

An approximate solution of the problem was found in Ref. 11. This solution can be written as a correction to the invariant [by analogy with the correction (1.6) to the angle]:

$$
\begin{equation*}
c_{\sigma}(h)=\sigma(h) / \sigma_{\infty}-1, \tag{1.9}
\end{equation*}
$$

where $\sigma_{\infty}=4 \alpha_{\infty}$ [see Eq. (1.4)].
It is important to emphasize that these 'corrections'" give the most complete description of the intermediate asymptotic behavior and their study enables one to elucidate the "fine structure" of splitting of the separatrix and formation of the stochastic layer.

Just recently, a fundamentally different approach to the problem, based on the results of direct measurements of the separatrix-splitting angle of the standard map (1.1) over a very wide range of variation of the parameter $K: 1 \geqslant K$ $\geqslant 0.0004(1 \gtrsim h \gtrsim 0.02): 0.1 \gtrsim \alpha \gtrsim 10^{-208}$ with guaranteed relative accuracy better than $10^{-25}$ and average accuracy $\sim 10^{-30}$ was realized in Ref. 1. Accordingly, we developed a special technique implementing a software package, ${ }^{13}$ which realized the full potential of the standard computer language FORTRAN with arbitrary numerical accuracy (the number of significant digits of the mantissa in the decimal representation of a real number in Ref. 1 reached 300). To compare it with the theory developed in Ref. 11, we also calculated the invariant $\sigma(1.8)$; here the function $\nu(h)$ (an analytical expression for it is not known) was determined numerically using a special computer program. ${ }^{14}$

In line with the theory developed in Ref. 11, the corrections (1.6) for the angle and (1.9) for the invariant were sought in the form of a finite series in even powers of $h$

$$
\begin{equation*}
\tilde{c}(h)=a(0)+\sum_{m=1}^{M} a(m) h^{2 m} \tag{1.10}
\end{equation*}
$$

In order to facilitate direct comparison of the experimental data with the results of Ref. 11 for the invariant, in addition to the finite series (1.10), we also used a representation in the form of a Taylor series

$$
\begin{equation*}
\frac{\sigma}{\sigma_{\infty}} \mathscr{C}=\mathscr{C}+\sum_{m=1}^{\infty} b(m) h^{2 m}, \quad b(m)=a(m) m!\mathscr{C} . \tag{1.11}
\end{equation*}
$$

The least-squares method has been widely used in the search for the coefficients of series (1.10) and the construction of empirical dependences (see, e.g., Ref. 15); a special importance was attributed to monitoring the accuracy of the calculations and to obtaining a reliable estimate of the errors of the results.

The theory developed in Ref. 11 was confirmed in Ref. 1, both qualitatively [series of the form (1.10)] and quantitatively (see Table II in Ref. 1). The construction of simple empirical dependences (4.2) of the expansion coefficients of series (1.10) on the index $m$ can be assumed to be one of the more important results of this study. With them is connected the possibility of extrapolating these series beyond the limits of the region of direct measurements. The unreliability of such an extrapolation, however, was also noted in Ref. 1,


FIG. 1. Results of an interpolation of empirical data on the separatrix splitting angle (triangles) and the invariant (circles): $\delta c(h)$ is the deviation of the correction from the intermediate asymptotic limit (1.10), common logarithm. The downward sloping lines are the first term of the residual term (3.5); curves 1,2 , and 3 plot the exponential deviations (see Sec. 3). The upper dashed lines show the total corrections $c(h)$ for the angle (1.6) and the invariant (1.9), respectively.
since the higher coefficients with $m=8,9,10$, both for the angle and for the invariant, clearly deviate from the assumed dependences (see Fig. 3 in Ref. 1 and the commentary). These deviations were called 'anomalies, whose nature remains an open question and requires further study." Jumping ahead, let us clarify the reason for the appearance of these "anomalies," which was clarified later. The relative accuracy of measurements of the angle $10^{-25}$ used in Ref. 1 turns out (as paradoxical as it may seem) to be insufficient to calculate the necessary number of coefficients for reliable extrapolation (see Sec. 2).

Any extrapolation, even an pproximate one, facilitates not only identification but also interpretation of the characteristic properties of the intermediate asymptotic behavior, which can be of substantial assistance in advancing the theory of separatrix splitting and formation of the stochastic layer of a nonlinear resonance. For this reason, it was deemed necessary to extend the analysis of the model of the standard map based on direct measurements of the splitting angle initiated in Ref. 1.

In this paper we investigate the problem of separatrix splitting for the standard mapping within the previous wide range of variation of the splitting angle $0.1 \gtrsim \alpha \gtrsim 10^{-208}$ ( 1 $\geqslant K \geqslant 0.0004$ ), but with significantly higher relative accuracy (better than $10^{-50}$ ) and average accuracy $\left(\sim 10^{-55}\right)$. This factor, together with the extremely accurate value of the Lazutkin constant (1.5), has made it possible not only to refine the effects observed earlier in Ref. 1 (Sec. 2), but also to obtain qualitatively new empirical dependences ensuring reliable extrapolation of series (1.10) for the angle and the invariant beyond the limits of the investigated region (Sec. 3).

## 2. RESULTS OF MEASUREMENTS

In the measurements of the angle we used the scheme described in detail in Ref. 1: the central intersection point of the branches of the separatrix $x_{s}=\pi, p_{s}(\pi)$ is sought; then two points are calculated, one on each side of it. This makes
it possible to fit the branches by second- and fourth-degree polynomials and calculate two values of their angle of intersection: $\alpha_{2}$ and $\alpha_{4}$. In general, some number $\mathcal{N}_{\alpha}$ of first significant digits (with allowance for the roundoff) in the values of $\alpha_{2}$ and $\alpha_{4}$ coincide. We were able to reach values of $\mathcal{N}_{\alpha} \geqslant 50$, which gave a relative accuracy of the angle no worse than $10^{-50}$. Actually, the relative accuracy in the intermediate asymptotic region proved to be somewhat higher and stood on average at $\sim 10^{-55}$ (see Fig. 1).

Following this scheme, we found the dependence $\alpha(K)$ for 104 values of the perturbation parameter in the interval $1 \geqslant K \geqslant 0.0004$, which provided the initial empirical material for all subsequent analysis. The value of the angle was recorded to 100 significant digits, which ensured an accuracy of processing of the results much higher than the accuracy of the experimental data (see below).

It was noted in Ref. 1 that the main difficulty of interpolating using a series of the form (1.10) is that different terms of this series differ by many orders of magnitude and the matrix of the normal system of equations of the leastsquares method for searching for the coefficients $a(m)$ in (1.10), as a rule, turns out to be degenerate in its computer representation. It became necessary not only to subject the data to a final processing with accuracy $\sim 10^{-100}$, but also to introduce a change of scale of the variables of the problem: $(h, \tilde{c}) \rightarrow(H=S h, C=S \tilde{c})$, where the scale factor $S \geqslant 1 \mathrm{had}$ to be suitably chosen. However, in Ref. 1 we had to deal with ten coefficients (1.10), whereas in the present work this number grew to seventeen (see Tables I and II) and the simple change of scale ceased to help. The problem was successfully solved by inverting the direct matrix by first partitioning it into blocks (see, e.g., Ref. 16), where the dimensions of the blocks also had to be suitably chosen. Recall that in the least-squares method the diagonal elements of the inverse matrix determine the weights with which the errors of the unknown quantities are summed, and therefore the inversion operation could not be eliminated. ${ }^{15}$

As was noted in Ref. 1, the number of terms of the series

TABLE I. Coefficients $a_{\alpha}(m)$ of series (1.10) for the angle.

| $m$ | $a_{\alpha}(m)$ | $\Delta$ | $\langle\delta\rangle$ |
| :--- | ---: | :--- | :--- |
| 1 | -0.233376428864381610627639715 |  |  |
|  | 651844925562242 | $0.397 \times 10^{-41}$ | $0.384 \times 10^{-42}$ |
| 2 | -0.290818155124688860367364364 |  |  |
|  | 03046408113 | $0.370 \times 10^{-36}$ | $0.334 \times 10^{-37}$ |
| 3 | -0.014824955534894051786788200 |  |  |
|  | 5854733 | $0.212 \times 10^{-32}$ | $0.177 \times 10^{-33}$ |
| 4 | 0.043182190148644921649679410 |  |  |
|  | 03978 | $0.836 \times 10^{-29}$ | $0.647 \times 10^{-30}$ |
| 5 | -0.041519239478427464679586098 | $0.241 \times 10^{-25}$ | $0.171 \times 10^{-26}$ |
| 6 | -0.131373309408107983341741 | $0.525 \times 10^{-22}$ | $0.342 \times 10^{-23}$ |
| 7 | -0.319169849155133631687 | $0.885 \times 10^{-19}$ | $0.525 \times 10^{-20}$ |
| 8 | -1.060531457633276423 | $0.117 \times 10^{-16}$ | $0.630 \times 10^{-17}$ |
| 9 | -4.38156420631767 | $0.122 \times 10^{-12}$ | $0.593 \times 10^{-14}$ |
| 10 | -21.62868101831 | $0.101 \times 10^{-09}$ | $0.440 \times 10^{-11}$ |
| 11 | -126.24207274 | $0.662 \times 10^{-07}$ | $0.255 \times 10^{-08}$ |
| 12 | -861.834118 | $0.337 \times 10^{-04}$ | $0.115 \times 10^{-05}$ |
| 13 | -6810.600 | $0.131 \times 10^{-01}$ | $0.395 \times 10^{-03}$ |
| 14 | -61716.8 | $0.380 \times 10^{+01}$ | $0.100 \times 10^{+00}$ |
| 15 | $-6.3755 \times 10^{+05}$ | $0.771 \times 10^{+03}$ | $0.178 \times 10^{+02}$ |
| 16 | $-7.15 \times 10^{+06}$ | $0.981 \times 10^{+05}$ | $0.199 \times 10^{+04}$ |
| 17 | $-1.3 \times 10^{+08}$ | $0.591 \times 10^{+07}$ | $0.107 \times 10^{+06}$ |
| N |  |  |  |

$\overline{\text { Note. For the number of digits of the coefficient exceeding the width of the }}$ column, the remaining digits are written in the same column, one row lower.
$M$ accessible in practice was bounded from above by errors of calculation due mainly to the "noise" caused by the finite accuracy of the empirical data $\alpha(h)$. A radical increase in this accuracy (from $10^{-25}$ to $10^{-50}$ ) and, as a result, a radical reduction of the level of this "noise" made it possible to increase the number of coefficients found in the present work to $M=17$ (versus 10 in Ref. 1). With further increase of $M$, we not only do not obtain new coefficients, but we lose the ones we already have (see Fig. 1 in Ref. 1).

The accuracy of the empirical dependence (1.10) is characterized by the root-mean-square error

TABLE II. Coefficients $b(m)$ of series (1.11) for the invariant.

| $m$ | $b_{\sigma}(m)$ | $\Delta$ | $\langle\delta\rangle$ |
| :--- | ---: | :--- | :---: |
| 1 | 18.59891195820929735881714904 |  |  |
|  | 1692488164817654712988 | $0.113 \times 10^{-44}$ | $0.142 \times 10^{-45}$ |
| 2 | -4.34114127056816253677582933 |  |  |
|  | 04979013479225149 | $0.158 \times 10^{-40}$ | $0.183 \times 10^{-41}$ |
| 3 | -4.18326375909189413723327235 |  |  |
|  | 65031001721936 | $0.199 \times 10^{-36}$ | $0.212 \times 10^{-37}$ |
| 4 | -4.93413959073087940856342052 |  |  |
|  | 930157 | $0.226 \times 10^{-32}$ | $0.219 \times 10^{-33}$ |
| 5 | -10.6454864428182042353564212 |  |  |
|  | 15457 | $0.230 \times 10^{-28}$ | $0.203 \times 10^{-29}$ |
| 6 | -35.8600816693504759710595553 | $0.209 \times 10^{-24}$ | $0.166 \times 10^{-25}$ |
| 7 | -177.6036528919052715929381 | $0.169 \times 10^{-20}$ | $0.121 \times 10^{-21}$ |
| 8 | -1239.435334988728110840 | $0.121 \times 10^{-16}$ | $0.769 \times 10^{-18}$ |
| 9 | -11806.115613907542005 | $0.757 \times 10^{-13}$ | $0.427 \times 10^{-14}$ |
| 10 | -149425.48996254799 | $0.412 \times 10^{-09}$ | $0.204 \times 10^{-10}$ |
| 11 | -2454832.5606990 | $0.193 \times 10^{-05}$ | $0.835 \times 10^{-07}$ |
| 12 | -51297631.6298 | $0.762 \times 10^{-02}$ | $0.286 \times 10^{-03}$ |
| 13 | $-1.339922127 \times 10^{+09}$ | $0.248 \times 10^{+02}$ | $0.802 \times 10^{+00}$ |
| 14 | $-4.3097121 \times 10^{+09}$ | $0.647 \times 10^{+05}$ | $0.178 \times 10^{+04}$ |
| 15 | $-1.6850 \times 10^{+12}$ | $0.126 \times 10^{+09}$ | $0.295 \times 10^{+07}$ |
| 16 | $-7.88 \times 10^{+13}$ | $0.166 \times 10^{+12}$ | $0.331 \times 10^{+10}$ |
| 17 | $-4.9 \times 10^{+15}$ | $0.110 \times 10^{+15}$ | $0.191 \times 10^{+13}$ |

$$
\begin{equation*}
\Delta c=\left\langle(c(h)-\tilde{c}(h))^{2}\right\rangle^{1 / 2} \tag{2.1}
\end{equation*}
$$

where the angular brackets denote averaging over the interpolation interval. Clearly, we cannot use the entire empirical interval as this interval since the power-law dependence (1.10) in the theory developed in Ref. 11 characterizes only the intermediate asymptotic limit. Therefore, the deviation

$$
\begin{equation*}
\delta c(h)=c(h)-\tilde{c}(h) \tag{2.2}
\end{equation*}
$$

contains the most valuable and interesting information about the additional nonadiabatic effects not comprehended in the theory. Thus, as in Ref. 1, it was necessary in a given set of empirical data to also choose the optimal interpolation interval $\left(h_{1}-h_{2}\right)$, where $h_{1}=0.02$ was the minimum value in the initial data. The smallest value of $\Delta c$ (2.1), together with the accuracy of the found coefficients of series (1.10), served as the main criterion here (see Tables I and II).

The quality of the interpolation worsened not only when $h_{2}$ was increased, as was noted above, but also when it was decreased due to the small contribution of the higher powers of $h$ for small value of $h$, and also due to a decrease in the number $N_{p}$ of points participating in the interpolation. The main results were obtained using the standard interpolation of minimizing the variance $(\Delta c)^{2}[$ see (2.1)] and are presented in Tables I and II and Fig. 1.

The accuracy of the found coefficients, as in Ref. 1, was estimated by two different methods. First, the standard deviation (root-mean-square error) of the interpolation was calculated ${ }^{14},\langle\delta\rangle$ (column 4 in the tables), i.e., the expected error of the coefficients of the random mean-square error of the initial empirical data. To take errors of a different nature into account, namely systematic errors, the values of the coefficients were also determined as means over several interpolations with a different number of data points in each: $N_{p}=20-28$ for the angle and $N_{p}=25-35$ for the invariant. In fact, these values are listed in the tables (column 2). A relatively weak dependence of the means on $N_{p}$ served as the main criterion in our choice of these two groups. As the error we adopted the root-mean-square error of the values of the coefficients in a group, $\Delta$ (column 3 in the tables). It can be seen that the error in a group is greatest (and therefore defining) in all cases. The difference in the two errors is a definite indication of substantial systematic errors. The values of the root-mean-square errors in a group probably also determine the number of reliable decimal places of the coefficients.

## 3. DISCUSSION OF RESULTS AND CONCLUSIONS

Following the scheme laid out in Ref. 1, let us consider first of all the behavior of the coefficients of expansions (1.10), starting with the data in Tables I and II.

Let us begin from the fact observed in Ref. 1 that the ratio of the coefficients of the angle and the invariant has an exponential form (the straight line passing through the squares in Fig. 2):

$$
\begin{align*}
& a_{\alpha} / a_{\sigma}(m)=R e^{\gamma m}, \quad R=0.7471 \pm 0.0539 \\
& \gamma=1.3579 \pm 0.0089 \tag{3.1}
\end{align*}
$$



FIG. 2. Variation of the coefficients of the intermediate asymptotic limit (1.10) for the angle $a_{\alpha}$ (triangles), the invariant $\left(a_{\sigma}\right)$ (circles), and their ratio $a_{\alpha} / a_{\sigma}$ (squares). The solid curves plot the empirical dependences (3.1) and (3.2) based on the data of our work. The thick points inside the symbols for $m \leqslant 10$ mark the values of the coefficients from Ref. 1, the dashed lines plot the interpolated dependences obtained there.

Taking this into account, and the analysis presented in Ref. 1, we can describe the interpolated dependences by means of the approximate expressions

$$
\begin{equation*}
a_{\sigma}(m) \approx \frac{A_{\sigma}}{m^{p}}\left(1+Q e^{q m}\right) \tag{3.2a}
\end{equation*}
$$

for the invariant (the curve passing through the circles in Fig. 2 ) and

$$
\begin{equation*}
a_{\alpha}(m) \approx A_{\sigma} R \frac{e^{\gamma m}}{m^{p}}\left(1+Q e^{q m}\right) \tag{3.2b}
\end{equation*}
$$

for the angle (the curve passing through the triangles in Fig. 2). Using the values of $R$ and $\gamma$ from Eqs. (3.1), we replace the coefficients for the angle $a_{\alpha}(m)$ by their reduced values

$$
\begin{equation*}
\tilde{a}_{\alpha}(m)=\frac{a_{\alpha}(m)}{R} e^{-\gamma m}=\frac{A_{\sigma}}{m^{p}}\left(1+Q e^{q m}\right) . \tag{3.3}
\end{equation*}
$$

Comparison of expressions (3.2a) and (3.3) shows that finding the values of the unknown quantities $A_{\sigma}, p, Q$, and $q$ by the least-squares method can be done by using a combined set $\left\{a_{\sigma}(m), \tilde{a}_{\alpha}(m)\right\}$ after first removing some of the first terms from it which clearly deviate from the interpolated dependence (see Fig. 2 and Tables I and II). In fact, the interpolation was not done over the coefficients themselves, but over the common logarithms of their absolute values (see Fig. 2). The interpolation involved 29 points and yielded the following results:

$$
\begin{align*}
& A_{\sigma}=-0.01571 \pm 0.00480, \quad p=3.188 \pm 0.171 \\
& Q=2.224 \times 10^{-5} \pm 9.93 \times 10^{-6}, \quad q=1.127 \pm 0.028 \tag{3.4}
\end{align*}
$$

The root-mean-square error of this interpolation was $\approx 0.092$, and results of this interpolation are plotted in Fig. 2.

Comparison of expressions (3.2) (they correspond to the solid curves in Fig. 2) with (4.2) from Ref. 1, which correspond to the dashed curves in Fig. 2, shows that processing substantially more accurate and more extensive experimental
data obtained by us leads to qualitatively different experimental dependences in regard to the ratio of the coefficients of series (1.10) because of the appearance in expressions (3.2) of the additional factor $[1+Q \exp (q m)]$. For $m<8$, however, the two families of curves are quite similar. It is interesting to note that dependence (3.1) for the ratio of the coefficients of the angle and the invariant did not undergo any change.

It is important to emphasize that since the empirical expressions (3.2) obtained here in the intermediate asymptotic limit $h \leqq 0.1$ do not demonstrate any 'anomalies'" (see Fig. 2), their use is not limited to the number of coefficients actually found. This makes it possible, with the help of (3.2) and (3.4), to estimate quite accurately the residual terms of series (1.10) not included in the interpolation (the solid downward-sloping lines in Fig. 1):

$$
\begin{equation*}
R(h, M)=\sum_{m=M+1}^{\infty} a(m) h^{2 m} \approx a(M+1) h^{2 M+2} . \tag{3.5}
\end{equation*}
$$

The above analysis of the coefficients makes it possible to more completely represent the global behavior of the investigated dependences. First of all, both series-the series for the angle and the series for the invariant-diverge within the investigated range for some $h>h_{c r}$ : for the angle $h_{c r}$ $\approx \exp (-(\gamma+q) / 2) \approx 0.287$, and for the invariant $h_{c r} \approx \exp$ $(-q / 2) \approx 0.569$. However, the character of these dependences for $1 \gtrsim h \gtrsim 0.1$ (before the intermediate asymptotic region) is qualitatively different.

The variation of the invariant is very well described by a "cascade of exponentials." The first of these exponentials (curve 1 in Fig. 1)

$$
\begin{equation*}
\left|\delta c_{1}(h)\right| \approx 63 e^{-\pi^{2} / h} \tag{3.6}
\end{equation*}
$$

which was discovered and received a clear explanation in Ref. 1, significantly exceeds the residual term (3.5). It describes the perturbation of the separatrix by a more distant resonance with frequency $2 \Omega=4 \pi$. The simple theory developed in Ref. 2 predicts a pre-exponential factor of 8 , i.e., almost an order of magnitude less. This difference, however, is completely explainable by a very complicated (in the case under consideration) system of resonances of higher approximations.

The second exponential (curve 2 in Fig. 1, the interpolation is over 34 points, the root-mean-square error $\approx 0.13$ )

$$
\begin{align*}
& \left|\delta c_{2}(h)\right|=A_{2} e^{-\beta_{2} / h}, \quad \log \left(A_{2}\right)=-23.45 \pm 0.11 \\
& \beta_{2}=3.512 \pm 0.017 \tag{3.7}
\end{align*}
$$

in contrast, is found entirely below the residual term. The mechanism of its appearance for the present state of the theory is completely unclear. The similarity of the value of the factor $\beta_{2}$ in the argument of the exponential to $\pi$ is noteworthy.

A curious situation arises for the angle: in the region of divergence of the series representing it, no singularities or anomalies are observed in the behavior of the function $c_{\alpha}(h)$ or its deviation $\delta c_{\alpha}(h)$ from the interpolation. Moreover, the latter is described completely satisfactorily by the residual term (3.5), which is also represented in Fig. 1 only by its first
term. Here the transition to the intermediate asymptotic region is realized by the exponential (curve 3 in Fig. 1, the interpolation is over 22 points, the root-mean-square error $\approx 0.12$ ):

$$
\left|\delta c_{3}(h)\right|=A_{3} e^{-\beta_{3} / h}, \quad \log \left(A_{3}\right)=-15.84 \pm 0.15
$$

$$
\begin{equation*}
\beta_{3}=2.906 \pm 0.018 \tag{3.8}
\end{equation*}
$$

In this case, the value of the factor $\beta_{3}$ in the argument of the exponential is also close to $\pi$.

All these arguments, taken collectively, show that the behavior of the angle and the invariant at large values of $h$, $h \sim 1$, differs substantially from their behavior in the intermediate asymptotic region, $h \leq 0.1$

In conclusion, we point out that the data obtained by us in many ways confirm and refine the conclusions and results of our earlier study (Ref. 1). But what should probably be considered to be the main result here is the construction of qualitatively new experimental dependences (3.1)-(3.4), which makes it possible to reliably extrapolate series (1.10) beyond the limits of the investigated region of direct measurements. This factor, in our view, can markedly advance further development of the current state of the theory of separatrix splitting and formation of the chaotic layer of a nonlinear resonance.
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Collisional relaxation in $\mathrm{SF}_{6}$ gas and its mixtures with He and Xe is studied by photon echo and stimulated photon echo methods from the standpoint of the possibility of identifying the contributions of different types of collisions. The nonexponential nature of the kinetic curve of the photon echo is clearly observed for pure $\mathrm{SF}_{6}$, it is weaker in the mixture $\mathrm{SF}_{6}+\mathrm{Xe}$, and it is virtually completely absent for high degrees of dilution of $\mathrm{SF}_{6}$ with helium. These features can be explained on the basis of estimates, made from experimental data, of the critical delay between the exciting pulses (for which the nonexponential behavior should be most strongly manifested). In pure $\mathrm{SF}_{6}$ it is possible to distinguish the contribution of the inelastic channel (rotational relaxation) and the contribution of weak collisions. To distinguish successfully the relaxation channels in mixtures with buffer gases a heavier buffer gas and a much better time resolution must be used. It is shown that data obtained on the orientation and alignment relaxation rates by the stimulated photon echo method can serve as an upper limit for the rates of inelastic processes which cannot be measured by the photon echo method. The combined use of photon echo and stimulated photon echo methods made it possible to obtain data on the cross sections for elastic and inelastic scattering of the collisional pairs $\mathrm{SF}_{6}-\mathrm{SF}_{6}$, $\mathrm{SF}_{6}-\mathrm{Xe}$, and $\mathrm{SF}_{6}-\mathrm{He}$. © 1999 American Institute of Physics. [S1063-7761(99)00507-7]

## 1. INTRODUCTION

The shape of an isolated spectral line of a neutral gas is determined by the translational motion of the particles (inhomogeneous line broadening - Doppler effect, line narrowing - Dicke effect), the interaction of particles with external electromagnetic fields or zero-point vibrations of the field (splitting or shift of a spectral line due to the dynamic Stark effect or natural line broadening), as well as by the interaction of particles in collisions (collisional homogeneous broadening). These processes can be closely interrelated, example being the control of the translational motion of particles by laser radiation ${ }^{1}$ (localization of atoms in the field of a standing wave), the detection of collisional transitions in a nonresonant radiation field ${ }^{2}$ (radiative collisions), and the observation of asymmetry of the Doppler contour due to the statistical dependence of collisions and translational motion of the particles. ${ }^{3}$

The methods of nonlinear laser (so-called Doppler-free) spectroscopy largely eliminate the contribution of translational motion to line broadening, and performing experiments in weak electromagnetic fields decreases the contribution of field-induced defects to the natural line broadening, which for molecular vibrational-rotational IR transitions is small by virtue of the low probabilities of spontaneous transitions. For this reason, the methods of Doppler-free spectroscopy of molecules make it possible to concentrate investigations on homogeneous collisional line broadening.

Collisions change the internal state of the active particle (absorbing or emitting) and/or the state of the translational
motion of the particle. A number of parameters of the active particle can change in a single collision, so that distinguishing individual types of collisions becomes problematic. Nonetheless, a description of collision types distinguished by the final result is often used. Collisions with interruption of the phase of the transition dipole moment, elastic scattering by small angles (collisions with a change in the velocity of translational motion), depolarizing collisions (responsible for destroying the polarization moments induced by polarized radiation on degenerate resonance levels; these collisions characterize the asymmetry of the interaction potential of the particles), as well as inelastic scattering (for vibrationalrotational transitions this is mainly rotational relaxation) are distinguished.

Knowing the contributions of different collisional relaxation channels could be helpful for studying the characteristic features of the interparticle interaction potentials and for investigating spectral line shapes. When stationary Dopplerfree spectroscopy methods are used, information about collisions is contained in the shape of the homogeneously broadened line, and it could be quite difficult to distinguish the contributions of various channels. Our aim in the present paper is to analyze the possibility of using nonstationary, coherent, Doppler-free spectroscopy to distinguish elastic and inelastic scattering channels of molecules.

This work was performed by photon echo and stimulated photon echo methods. The coherent nature of these phenomena gives these Doppler-free spectroscopy methods a number of advantages over saturated-absorption methods: ${ }^{4}$ Under optimal echo excitation conditions coherent spectroscopy meth-
ods give a large increase in the signal/noise ratio and are completely free of field-induced distortions.

## 2. MANIFESTATION OF VARIOUS INTERMOLECULAR COLLISIONS IN PHOTON-ECHO PHENOMENA

Coherent transient processes, including photon and stimulated photon echo phenomena, have been successfully used now for more than thirty years to investigate relaxation processes in matter. For gases the theoretical description of these phenomena is well developed. ${ }^{5,6}$ This makes it possible to use the photon echo and a modification of this method to check theoretical models of collisional interaction of particles experimentally.

We shall present a qualitative picture of the formation of echo responses in a gas of two-level atoms under the action of unidirectional radiation pulses with the same frequency.

Modern photon echo theory is based on the semiclassical approximation. The state of the medium is described by a density matrix, and particle motion as well as relaxational processes are taken into account. The interaction with radiation is studied in the dipole approximation, and the radiation field is assumed to be classical. The dynamics of the interaction of a quantum system with resonant radiation is well known to be determined by the Rabi frequency $\chi=d \cdot \mathscr{E}_{i} / \hbar$, which characterizes the transition dipole moment $d$ and the intensity $\mathscr{E}_{i}$ of the electric field of the resonant electromagnetic radiation of the $i$ th pulse. If the duration of a pulse of resonant radiation is sufficiently short, then under the action of the radiation field a two-level system can complete only a part of the period of the Rabi oscillations. This result in the formation of nonequilibrium populations of energy levels and nonzero polarization of the medium. An important parameter of photon echo theory is the area of the exciting pulse

$$
\theta_{i}=\int d \cdot \mathscr{E}_{i}(t) d t
$$

If echo formation occurs on a narrow spectral line, i.e., if the width of the spectrum of the exciting radiation is greater than the Doppler width, the largest deviation from the equilibrium state is produced by a pulse with area $\theta_{1}=\pi / 2$. Likewise, in the opposite limiting case of echo formation on a wide spectral line there exists an optimal area of the exciting pulse for the formation of the photon echo signal.

At the moment when the exciting pulse ends, the particles which have interacted with the exciting radiation and have different velocity projections $\mathrm{V}_{z}$ are in-phase. As a result, a macroscopic polarization arises in the system. This polarization engenders coherent spontaneous emission from the gas sample at the frequency of the exciting radiation. However, such a coherence state does not last long, since particles belonging to different velocity groups emit at different frequencies, shifted relative to the line center $\omega_{0}$ by the amount $\Delta \omega=\omega-\omega_{0}=k \mathrm{~V}_{z}$ on account of the Doppler effect. In a time of the order of the duration of the exciting pulse after the pulse ends, the difference of the Doppler phases $\phi=k \vee_{z} t$ between particles moving different velocities $\vee_{z}$ increases linearly with time (Doppler dephasing), as a
result of which the coherent emission from the medium decays. This dephasing phenomenon can be detected as a decay of free polarization agains the background formed by the trailing edge of the exciting pulse. Doppler dephasing does not lead to irreversible damping of the excitation - the microscopic polarization of individual particles continues to exist.

The action of a second resonant pulse (if the photon echo is formed on a narrow spectral line, the optimal pulse area is $\pi$ ) can change the sign of the phase for each particle. Further growth of Doppler phases according to the previous law (in proportion to the time $t$ and the velocity projection $\mathrm{V}_{z}$ ) creates conditions for restoring the phasing of the radiation of the particles that have interacted with the second exciting pulse at a moment approximately equal to twice the delay time $T_{12}$ between the exciting pulses. At this moment the macroscopic polarization of the medium is restored and spontaneous emission from the particles is detected as coherent emission - the so-called photon-echo signal. The duration of the echo pulse is likewise of the order of the duration of the exciting pulses.

The intensity of a photon echo is sensitive to inelastic collisions, as a result of which the particles leave the energy levels participating in the formation of the photon echo, and to elastic collisions changing the translational velocity (this change affects the Doppler phases). If the change in the longitudinal projection of the velocity is large, which corresponds to a strong-collisions model, the particles which have undergone such collisions cannot then participate in the formation of a coherent response. For small changes in the velocity (weak collisions) the result depends on the delay time between the pulses. Such collisions can have a negligible influence on the amplitude of the echo response for short delays and contribute to damping of the photon echo only for large delays $T_{12}$. As a result, nonexponential decay kinetics of a photon echo with increasing relaxation rate is observed for long delays. ${ }^{7}$ The damping of a photon echo on the initial section is determined by inelastic processes - rotational relaxation, and the total contribution of elastic and inelastic scatterings characterizes the decay rate for long delays $T_{12}$.

The effect of a second pulse can be not only to change the sign of the Doppler phase, which is equivalent to a phase jump by the amount $\Delta \phi=-2 k \vee_{z} T_{12}$. The second pulse also converts the nonequilibrium values of the off-diagonal elements of the density matrix to on-diagonal elements, i.e., microscopic polarization into nonequilibrium populations of the energy levels. The Doppler phases $k \vee_{z} T_{12}$ accumulated up to this moment are stored in the populations of the energy levels, and they can be stored in the medium for a long time, determined by the irreversible relaxation of the energy levels. A third pulse in the form of a traveling wave arriving with a time delay $T_{23}$ after the second pulse can convert these nonequilibrium populations once again into the offdiagonal components of the density matrix and produce by the phase jump mechanism described earlier the conditions required to observe a coherent echo response at the time $t$ $=T_{23}+2 T_{12}-\mathrm{a}$ stimulated photon echo. If an echo is formed on a narrow spectral line, the optimal areas of all three pulses for the amplitude of the stimulated photon echo


FIG. 1. a - Decay kinetics of the photon echo signal in $\mathrm{SF}_{6}$ gas at pressure 2.5 mtorr. The gradual change in the slope of the curve reflects the increasing role of elastic scattering by small angles with increasing delay time. The critical delay time is approximately $3.3 \mu \mathrm{~s}$. The straight lines are leastsquares lines drawn through the points before and after a delay of $3.3 \mu \mathrm{~s}$. b - Decay kinetics of the photon echo signal in the gas mixture 2.5 mtorr $\mathrm{SF}_{6}+3.5$ mtorr He. $I_{0}$ - Photon echo intensity at the same $\mathrm{SF}_{6}$ pressure but without a buffer gas. The curve can be approximated by a straight line, since elastic and inelastic collisions appear in the entire accessible range of delays. The line is a leastsquares line drawn through all experimental points.
are $\pi / 2$. It is obvious that a stimulated photon echo should be sensitive only to relaxation processes acting on the populations of the resonant energy levels during the delay time $T_{23}$ between the second and third exciting pulses. Weak elastic collisions during this time interval should not affect the amplitude of the stimulated photon echo.

Experiments in a molecular gas ordinarily employ degenerate transitions (typical angular momenta $J=10-100$ ). This degeneracy must be taken into account when studying the polarization properties of coherent responses. On the other hand, the polarization features of echo generation open up new possibilities for studying the characteristic features of collisional interactions. Thus, in Ref. 8 it was suggested that a stimulated photon echo be produced using light pulses with specially chosen polarizations, making it possible to study the so-called depolarizing collisions, which are simply collisions that destroy the nonequilibrium polarization states (orientation, alignment, and others) formed on the magnetic sublevels of degenerate resonant levels. In in this method, investigation of the decay kinetics of a stimulated photon echo as a function of the delay time $T_{23}$ makes it possible to determine three collisional decay rates for the resonant quantum levels: $\gamma^{(0)}$ — the population relaxation rate, $\gamma^{(1)}$ — the orientation decay rate (the orientation of an energy level by resonant polarized radiation corresponds physically to the production of a macroscopic magnetic-dipole moment in the medium), and $\gamma^{(2)}$ - the alignment decay rate (the alignment of an energy level corresponds to the induction of a macroscopic electric quadrupole moment in the sample). The differences in the values of these relaxation constants make it possible to judge the presence or absence of asymmetry in the interaction potential of the colliding particles.

The above-enumerated features of coherent transient processes give hope that various types of collisions can in principle be studied separately.

## 3. EXPERIMENTAL RESULTS

The experimental technique, based on the application of radiation from a continuous-wave narrow-band frequencytunable $\mathrm{CO}_{2}$ laser, a reference heterodyne laser, a system of electro-optic shutters for forming pulses, as well as laser locking and measurement automating systems, is described in detail in Ref. 4. The photon echo was investigated in the range of delays $T_{12}$ from 1.5 to $10 \mu \mathrm{~s}$ in pur $\mathrm{SF}_{6}$ gas and in
mixtures of $\mathrm{SF}_{6}$ gas with He and Xe buffer gases on the transition $\mathrm{P}(33) A_{2}^{1}$ of the vibrational mode $\nu_{3}$. The exciting pulses were formed, using an electro-optic shutter, from the radiation of a continuous-wave $\mathrm{CO}_{2}$ laser with of the order of 10 kHz linewidth and with generation frequency near the center of the experimental transition in $\mathrm{SF}_{6}$.

Figure 1a demonstrates the typical kinetics of the logarithm of the intensity of the photon echo in $\mathrm{SF}_{6}$ gas with a nonlinear section at the beginning of the curve, attesting to nonexponential decay of the echo signal. As already mentioned in Sec. 2, the nonexponential behavior for short delays between the exciting pulses is due to weak collisions. The additional dephasing of the ensemble of excited particles as a result of weak collisions is determined by the expression

$$
\delta \phi=k \delta \mathrm{v}_{z} T_{12}
$$

where $\delta \mathrm{v}_{z}$ is the collision-induced change in the projection of the velocity. If $\delta \phi \ll 1$, then the contribution of velocity changing collisions to the decay of the photon echo can be neglected and it can be assumed that the decrease of the photon echo with increasing delay $T_{12}$ is determined only by inelastic relaxation. On the other hand, the condition $k \delta \mathrm{v}_{z} T_{c} \approx \pi$ determines the critical delay $T_{c}$ between the pulses, so that for $T_{12}>T_{c}$ the contribution of weak collisions to decay of a photon echo can no longer be neglected and the decay rate reflects the total contribution of inelastic processes and elastic scattering by small angles. Thus, for $T_{12}<T_{c}$ the decay kinetics of a photon echo is determined by the relaxation rate $\gamma^{(0)}$ of the nonequilibrium populations of the energy levels (rotational relaxation), and the section $T_{12}$ $>T_{c}$ makes it possible to measure the total relaxation rate

$$
\Gamma_{\mathrm{tot}}=\gamma^{(0)}+\Gamma_{\mathrm{vcc}}
$$

where $\Gamma_{\text {vcc }}$ is the decay rate of the photon echo as a result of elastic relaxation (velocity changing collisions). In accordance with this interpretation, both relaxation rates $\gamma^{(0)}$ and $\Gamma_{\text {vcc }}$ for pure $\mathrm{SF}_{6}$ gas can be determined in photon-echo experiments performed for a wide range of delays $T_{12}$.

The decay kinetics of a photon echo in gas mixtures due to collisions of resonant molecules with buffer-gas particles is somewhat different from decay in a pure gas. For a mixture with xenon it is still possible to distinguish at the start of the kinetic curve a deviation from exponential behavior, whereas in $\mathrm{SF}_{6}-\mathrm{He}$ collisions (for delays $T_{12}>1.5 \mu \mathrm{~s}$ acces-

TABLE I. Inelastic relaxation rate $\gamma^{(0)}$ and the total rate $\Gamma_{\text {tot }}$ of elastic and inelastic processes measured by the photon echo method and estimates of the characteristic diffraction scattering angle and critical delays $T_{c}$.

| Collision <br> partners | $\gamma^{(0)}$, <br> $10^{6} \mathrm{~s}^{-1} \cdot$ torr $^{-1}$ | $\Gamma_{\text {tot }}$, <br> $10^{6} \mathrm{~s}^{-1} \cdot$ torr $^{-1}$ | $\rho_{W}$, <br> $\AA$ | $\lambda_{D}$, <br> $\AA$ | $\theta$, <br> $\AA 0^{-3}$ <br> Aad | $\delta \mathrm{v}_{z}$, <br> $\mathrm{cm} / \mathrm{s}$ | $T_{c}$, <br> $10^{-6} \mathrm{~s}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SF}_{6}-\mathrm{SF}_{6}$ | $\leqslant 36 \pm 4.5$ | $49.8 \pm 6.3$ | 8.3 | 0.03 | 3.6 | 145 | 3.4 |
| $\mathrm{SF}_{6}-\mathrm{Xe}$ | not measured | $27.6 \pm 4.7$ | 6.1 | 0.029 | 4.8 | 199 | 2.5 |
| $\mathrm{SF}_{6}-\mathrm{He}$ | not measured | $44.2 \pm 6.7$ | 3.8 | 0.13 | 3.5 | 4995 | 0.1 |

sible experimentally) a monoexponential decay of the intensity of the photon echo is observed, as Fig. 1b demonstrates.

We shall endeavor to estimate the characteristic scattering angle as the diffraction angle, ${ }^{,, 10}$ using the ratio $\theta$ $=\lambda_{D} / \rho_{W}$, where the de Broglie wavelength $\lambda_{D}=\hbar / \mu \mathrm{V}_{\text {rel }}$, $\mu$ is the reduced mass of the collision partners, and $\mathrm{V}_{\text {rel }}$ $=\sqrt{8 k_{B} T / \pi \mu}$ is the relative average velocity. The Weisskopf radius $\rho_{W}$ can be determined from the experimental data according to the formula $\rho_{W} \approx 0.365 \sqrt{\Gamma_{\text {tot }} / n_{\text {buf }} \mathrm{V}_{\text {rel }}}{ }^{11,12}$ where $n_{\text {buf }}$ is the buffer-gas density. The diffractionscattering angles calculated in this manner can be used to estimate the average change in the translational velocity in weak collisions according to the relation $\delta \mathrm{v}_{z} \approx \theta \mathrm{v}_{\text {rel }}$. In turn, the velocity change in elastic scattering by small angles makes it possible to estimate $T_{c}=\pi / k \delta \mathrm{~V}_{z}$ and compare it with the experimentally observed value.

Table I shows the values of $\gamma^{(0)}, \Gamma_{\text {tot }}, \rho_{W}, \lambda_{D}, \theta, \delta \mathrm{v}$, and $T_{c}$ for the collisional pairs $\mathrm{SF}_{6}-\mathrm{SF}_{6}, \mathrm{SF}_{6}-\mathrm{He}$, and $\mathrm{SF}_{6}-\mathrm{Xe}$. Estimates of the critical delay show good agreement with experiment in pure gas, and they explain the weak nonexponential behavior in the mixture with xenon and the absence of such behavior in the mixture with helium. It can be concluded from the results obtained that the investigation of the decay kinetics of a photon echo in a wide range of delays makes it possible to distinguish elastic and inelastic contributions, if both ranges of delays between the exciting pulses are accessible experimentally: $T_{12}<T_{c}$ and $T_{12}>T_{c}$. This condition is easier to satisfy by choosing a collision partner with a large mass.

The stimulated photon echo method provides another possibility for distinguishing different types of collisions. A stimulated photon echo was produced in $\mathrm{SF}_{6}$ gas on the same transition $\mathrm{P}(33) A_{2}^{1}(0) \rightarrow 1$ of the vibrational mode $\nu_{3}$ under the action of resonant radiation pulses cut out, using an electrooptic shutter, from continuous-wave linearly polarized radiation from a $\mathrm{CO}_{2}$ laser operating on the $10 P(18)$ line. An additional electro-optic crystal placed after the forming shutter made it possible to rotate by $90^{\circ}$ the linear polarization of any of the three excitation pulses separated by time delays

TABLE II. The results of stimulated photon echo measurements of the populations $\gamma^{(0)}$, orientation $\gamma^{(1)}$, and alignment $\gamma^{(2)}$ relaxation rates.

| Collision <br> partners | $\gamma^{(0)}$, <br> $\mathrm{s}^{-1} \cdot$ torr $^{-1}$ | $\gamma^{(1)}$, <br> $\mathrm{s}^{-1} \cdot$ torr $^{-1}$ | $\gamma^{(2)}$, <br> $\mathrm{s}^{-1} \cdot$ torr $^{-1}$ |
| :--- | :---: | :---: | :---: |
| $\mathrm{SF}_{6}-\mathrm{SF}_{6}$ | $(29 \pm 3) \cdot 10^{6}$ | $(32 \pm 3) \cdot 10^{6}$ | $(38 \pm 3) \cdot 10^{6}$ |
| $\mathrm{SF}_{6}-\mathrm{Xe}$ | not measured | $(16 \pm 2) \cdot 10^{6}$ | $(16 \pm 2) \cdot 10^{6}$ |
| $\mathrm{SF}_{6}-\mathrm{He}$ | not measured | $(36 \pm 4) \cdot 10^{6}$ | $(47 \pm 4) \cdot 10^{6}$ |

$T_{12}$ and $T_{23}$. The intensity (amplitude) of the stimulated photon echo signal arising at the time $t=2 T_{12}+T_{23}$ depends quite strongly on the relative polarization of the exciting pulses - it is highest when the polarization vectors of all three excitation pulses are parallel and lowest when the polarization plane of the first pulse is rotated. Optically heterodyning was used to increase the sensitivity of detection of stimulated photon echo signals corresponding to rotations of the polarization of the first or second exciting pulses. ${ }^{13}$ The working laser was tuned to the center of the transition in $\mathrm{SF}_{6}$, and the laser heterodyne frequency was off set by a fixed amount using a frequency lock system. The strength of the detected signal is proportional to the amplitude of the electromagnetic field of the coherent response of the medium.

The chosen vibrational-rotational transition in $\mathrm{SF}_{6}$ makes it possible to use the large angular momentum approximation ${ }^{6,8}$ ( $J$ is the angular momentum of a energy level). Another substantial simplification is due to the fact that the relaxational characteristics of the upper and lower levels of IR transitions are, as a rule, close in magnitude (as is confirmed by the small contribution of phase-interruption collisions to the line broadening ${ }^{14,15}$ ).

The collisional decay rates of the populations $\gamma^{(0)}$, the orientation $\gamma^{(1)}$, and the alignment $\gamma^{(2)}$ measured by the stimulated photon echo method ${ }^{13}$ are presented in Table II.

For gas mixtures $\gamma^{(0)}$ could not be measured by the stimulated photon echo method because of the weakness of the echo signals. However, the measured orientation and alignment relaxation rates can easily serve as an upper limit for the inelastic relaxation rate $\gamma^{(0)}$, since $\gamma^{(\kappa)}=\gamma^{(0)}$ $+\Gamma^{(\kappa)},{ }^{8}$ where the positive additive correction $\Gamma^{(\kappa)}$ describes the collisional decay of the multipole moments produced on degenerate resonant levels. Indeed, as one can see by comparing the rates $\gamma^{(\kappa)}$ in Table II for pure $\mathrm{SF}_{6}$, the population, orientation, and alignment decay rates differ by $10-25 \%$.

We also call attention to the fact that the value obtained

TABLE III. Total cross sections $\sigma_{\text {tot }}$ and cross sections for elastic and inelastic scatterings, $\sigma_{\text {vcc }}$ and $\sigma_{\text {rot }}$, obtained by comparative analysis of the photon echo and stimulated photon echo experimental data. Estimates of the gas kinetic cross section $\sigma_{\text {kin }}$ are presented for comparison.

| Collision partners | $\begin{gathered} \sigma_{\mathrm{vcc}}, \\ \AA^{2} \end{gathered}$ | $\begin{gathered} \sigma_{\mathrm{rot}}, \\ \AA_{\AA^{2}}, \end{gathered}$ | $\begin{gathered} \sigma_{\text {tot }}, \\ \AA_{\AA^{2}} \end{gathered}$ | $\begin{gathered} \sigma_{\text {kin }}, \\ \AA^{2} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SF}_{6}-\mathrm{SF}_{6}$ | $150 \leqslant \sigma_{\text {vcc }} \leqslant 185$ | $350 \leqslant \sigma_{\text {rot }} \leqslant 385$ | 535 | 120 |
| $\mathrm{SF}_{6}-\mathrm{Xe}$ | $120 \leqslant \sigma_{\text {vcc }} \leqslant 280$ | $\leqslant 160$ | 280 | 95 |
| $\mathrm{SF}_{6}-\mathrm{He}$ | $20 \leqslant \sigma_{\text {vcc }} \leqslant 105$ | $\leqslant 85$ | 105 | 55 |

for $\gamma^{(0)}$ in polarized stimulated photon echo experiments is less than value obtained for $\gamma^{(0)}$ from the initial section of the kinetic curve of the standard photon echo ( $T_{12}<T_{c}$ ) and presented in Table I. The reason for the discrepancy is that elastic collisions cannot be absolutely neglected even for times $0<T_{12}<T_{c}$; such collisions are always present. Since their role increases with $T_{12}$, it can be concluded that the discrepancy in the values of $\gamma^{(0)}$ would not have been so noticeable if it were possible to advance along the kinetic curve of the photon echo to shorter delays $T_{12}$, which is technically very difficult to accomplish. In addition, when the delay time decreases to approximately half the pulse duration it becomes necessary to take account of the relaxation during the application of a pulse. ${ }^{16}$

## 4. DISCUSSION

The data in Tables I and II make it possible to estimate the cross sections for inelastic (rotational) relaxation of $\mathrm{SF}_{6}$ in collisions with He and Xe as well as the cross sections for scattering of $\mathrm{SF}_{6}$ by small angles in collisions with these buffers, using the relations $\sigma_{\text {rot }}=\gamma^{(0)} / n \mathrm{~V}_{\text {rel }}$ and $\sigma_{\text {vcc }}=\left(\Gamma_{\text {tot }}\right.$ $\left.-\gamma^{(0)}\right) / n \mathrm{~V}_{\text {rel }}$. The results of these estimates are presented in Table III. The gas kinetic cross sections obtained for collisional pairs from data on the viscosity and diffusion of gases ${ }^{17}$ in the hard-sphere model are also presented for comparison.

It is evident from Table III that the elastic scattering cross section for a heavy active $\mathrm{SF}_{6}$ particle is greater for collisions with a heavy buffer than for collisions with a light buffer. This assertion is also true for the cross sections of inelastic processes.

Our experimental value of $\sigma_{\text {rot }}$ for $\mathrm{SF}_{6}-\mathrm{SF}_{6}$ collisions was found to be at least three times greater than the value of the gas-kinetic cross section $\sigma_{\text {kin }}$ calculated from the viscosity and diffusion coefficients. The relation $\sigma_{\text {rot }} \approx 3 \sigma_{\text {kin }}$ following from Table III means that the relaxation of the nonequilibrium population of a rotational sublevel of $\mathrm{SF}_{6}$ is on the average three times more frequent than gas-kinetic collisions. This surprising fact for a nonpolar molecule can be explained if it is assumed that there exists an exchange mechanism of rotational relaxation. ${ }^{14}$

In the rotational relaxation model ${ }^{18}$ the average number $Z_{\text {rot }}$ of gas-kinetic collisions required to establish equilibrium with respect to the rotational states can be determined as

$$
Z_{\mathrm{rot}}=\frac{3(1+2 b)^{2}}{8 b}
$$

which holds for "rough sphere" molecules, ${ }^{18}$ which general physical considerations show $\mathrm{SF}_{6}$ molecule to be. Here $b$ $=I / \mu a^{2}$, where $I$ is the moment of inertia of the active particles, $\mu$ is the reduced mass, and $a$ is the sum of the molecular radii of the colliding particles. If identical particles collide (the case of a pure $\mathrm{SF}_{6}$ gas), then $b=1 / 2, Z_{\text {rot }}=3$, and therefore $\sigma_{\text {rot }} \approx \sigma_{\text {kin }} / 3$. This estimate differs by an order of magnitude from the values obtained in our experiments.

## 5. CONCLUSIONS

Photon and stimulated photon echo methods make it possible to study different types of collisions: rotationalinelastic collisions, elastic scattering by small angles, and depolarizing collisions.

Our investigation of the decay kinetics of a photon echo in a wide range of delays between the exciting pulses has demonstrated that it is possible to distinguish the contributions of the elastic and inelastic processes in the decay of a photon echo. In addition, the sections of the kinetic curve of a photon echo with different decay rates are more clearly distinguishable in pure $\mathrm{SF}_{6}$ gas. For gas mixtures elastic and inelastic processes can be distinguished by using a heavy buffer gas.

For elastic and inelastic scatterings of $\mathrm{SF}_{6}$ in gas mixtures, the collision cross sections increase with the mass of the buffer particles.

The stimulated photon echo method made it possible to investigate depolarizing collisions by measuring the relaxation rates of the populations, orientation, and alignment. The orientation and alignment relaxation rates measured by the stimulated photon echo method can be used to determine the upper limit on the inelastic relaxation rates, which cannot be measured directly by the photon echo method in mixtures of $\mathrm{SF}_{6}$ with a buffer gas.

A combined analysis of the data obtained by photon and stimulated photon echo methods gave a complete set of cross sections for elastic and inelastic processes for the collisional pairs $\mathrm{SF}_{6}-\mathrm{SF}_{6}, \mathrm{SF}_{6}-\mathrm{Xe}$, and $\mathrm{SF}_{6}-\mathrm{He}$.
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## 1. INTRODUCTION

The observance of the second law of thermodynamics is, for all practical purposes, never considered in the study of the interaction of laser radiation with matter. It is assumed that this law is observed automatically because of the strong increase in the entropy of the photons. Since this law is an inequality for strongly nonequilibrium processes, it cannot be used to calculate some parameters on the basis of the other parameters. However, in certain cases of selective excitation and of the collective process which it engenders, an atomic system whose internal energy remains constant and to which no heat is transferred can be studied separately. The action of the laser radiation can be described as the addition of information to the system. Light appears to mark the atoms that possess a prescribed property. In such a system the process is close to equilibrium, and the inequality in the expression for the second law of thermodynamics becomes an equality.

In Ref. 1 a generalized formulation of the second law of thermodynamics is proposed for an isolated system. According to Ref. 1, the entropy increase $d H$ together with the information $d I$ entering the system satisfy the inequality

$$
\begin{equation*}
d H+d I \geqslant 0, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
I=k_{B} \sum_{i} P_{i} \ln P_{i} \tag{2}
\end{equation*}
$$

is the information. The term $d I$ is added in connection with the discussion of the influence of the so-called Maxwell's demon.

The second law of thermodynamics without the information term, which, conventionally, can be neglected since $k_{B}$ is small, is ordinarily used to describe various thermodynamic processes. In the present paper it is shown that when information is recorded on each atom of the system the indicated term plays an important large role and can decrease the entropy.

As an example of such a process we shall consider lightinduced drift, which was predicted in Ref. 2 and has now been well studied. ${ }^{3-6}$ The crux of the effect is that there appears a directed macroscopic flux of absorbing particles
which interact with a traveling light wave and undergo collisions with buffer-gas particles. Most experiments on lightinduced drift have been performed with alkali-metal vapors in an inert-gas atmosphere.

Laser radiation with frequency $\omega^{\prime}$ close to the frequency $\omega_{0}$ of the main transition of an atom excites predominantly atoms having a velocity such that the corresponding Doppler frequency shift $\mathbf{k} \cdot \mathbf{v}$ ( $\mathbf{k}$ is the wave vector) compensates the frequency offset $\omega^{\prime}-\omega_{0}$. Therefore a dip near the velocity $\mathbf{v}$ appears in the velocity distribution of atoms in the ground state and a corresponding peak appears in the distribution of the atoms in the excited state. The average velocities of atoms of each kind are nonzero and oppositely directed. Since the excited atoms are subject to a greater resistance due to the buffer gas, the total flux of gas interacting with the radiation is likewise nonzero.

The question of the entropy change in such a system of atoms and photons is briefly considered in Ref. 7. It is shown there that the entropy decrease in the system of atoms is much smaller than the entropy increase in the system of photons. The total entropy increases, and the process is irreversible.

However, the atoms can be studied separately. The pressure in experiments with light-induced drift is much less than atmospheric pressure, and the temperature is near 400 K , so that the ideal-gas model is quite applicable to the mixture. The interaction cross section (which changes when a photon is absorbed) does not appear in the equations describing the behavior of the thermodynamic parameters. Hence it can be assumed that this ideal gas is not subject to external perturbations and that the system is thermodynamically isolated. The entropy and internal energy of such a system do not change. But the light-induced drift itself testifies that the entropy decreases, since part of the internal energy is converted into ordered motion, as a result of which the temperature decreases. This contradiction can be resolved by keeping in mind that the light adds to the system information about the direction of motion of the particles. Light appears to mark the atoms moving in a prescribed direction. Then the entropy decrease in the system does not exceed the amount of information entering the system.

## 2. SECOND LAW OF THERMODYNAMICS FOR AN ADIABATICALLY ISOLATED SYSTEM

The characteristic transition time to the drift state is identical to the free-flight time $\tau$ of a metal atom. When this time has elapsed, the velocities of the atoms change, and information is lost and rerecorded by a new flux of photons. At such short times heat-exchange with the thermostat can be neglected and the system can be assumed to be adiabatically closed. In addition, drift with a constant velocity is an equilibrium process. Then the expression (1) becomes an equality

$$
\begin{equation*}
d H=-d I . \tag{3}
\end{equation*}
$$

## 3. THE ENTROPY CHANGE AND THE DRIFT VELOCITY

According to the law of conservation of momentum, the flux of metal atoms (sodium in most experiments) is compensated by an opposite flux of the buffer gas:

$$
\begin{equation*}
u m_{\mathrm{Na}} n_{\mathrm{Na}}=u_{g} m_{g} n_{g}, \tag{4}
\end{equation*}
$$

where $u$ and $u_{g}$ are the velocities and $m_{\mathrm{Na}}$ and $m_{g}$ the masses of the molecules, and $n_{\mathrm{Na}}$ and $n_{g}$ are, respectively, the concentrations of sodium and buffer gas. Since entropy is additive, the entropy change can be written as

$$
\Delta H=N_{g} \Delta H_{g}+N_{\mathrm{Na}} \Delta H_{\mathrm{Na}},
$$

where $N_{\mathrm{Na}}$ and $N_{g}$ are the numbers of metal and buffer-gas atoms, respectively. In the mixtures employed, the metal concentration is more than $10^{6}$ times lower than the buffergas concentration. No large changes in the entropy of the metal occur. Therefore the second term can be neglected, and the buffer-gas concentration can be assumed to be the same as the mixture concentration $n$.

The ideal gas model can be used to determine the entropy change. Then we have per mole

$$
\Delta H=\frac{3}{2} R \ln \frac{T_{f}}{T_{i}},
$$

where $T_{i}$ and $T_{f}$ are the initial and final temperatures and $R$ is the universal gas constant.

The appearance of a macroscopic flux with drift velocity $u_{g}$ means (for constant internal energy of the system) that the temperature decreases by the amount $m u_{g}^{2} / 3 k_{B}$. Then

$$
\begin{equation*}
\Delta H=\frac{3}{2} R \ln \left(1-\frac{2 u_{g}^{2}}{3 \overline{\mathrm{v}_{g}^{2}}}\right), \tag{5}
\end{equation*}
$$

where $\overline{\mathrm{v}_{g}^{2}}$ is the mean-square thermal velocity of the buffergas atoms.

Substituting the expression (3) into Eq. (5) and then into Eq. (4) gives the drift velocity as a function of the information:

$$
\begin{equation*}
u=\frac{m_{g} n}{m_{\mathrm{Na}} n_{\mathrm{Na}}} \sqrt{\overline{\mathrm{v}_{g}^{2}}\left[1-\exp \left(\frac{2 \Delta I}{3}\right)\right]} . \tag{6}
\end{equation*}
$$

## 4. INFORMATION AND THE PROBABILITY OF ABSORPTION OF A PHOTON

The information recorded on each sodium atom is determined by the expression

$$
\begin{equation*}
i(P)=k_{B}[P \ln P+(1-P) \ln (1-P)], \tag{7}
\end{equation*}
$$

where $P$ is the probability that an atom moving in one of two directions will be marked by being transferred into an excited state. In what follows, we shall study a onedimensional problem and we shall assume the velocity to be its projection on the direction of propagation of the beam.

Since information is recorded on each sodium atom, the amount of information added to the system is $\nu N_{A}$ times greater ( $\nu$ is the fraction of sodium atoms in the mixture and $N_{A}$ is Avogadro's number).

From Eq. (7) follows

$$
\begin{equation*}
\Delta I=\nu R[P \ln P+(1-P) \ln (1-P)] . \tag{8}
\end{equation*}
$$

The maximum amount of information will be added to the system if a wide-band laser radiation marks all metal atoms moving in the same direction and does not mark any atom moving in a different direction, i.e., if $P=1 / 2$. This is possible if the spectrum of the laser radiation 'covers'" exactly half the Doppler spectrum, i.e., the laser spectrum decays rapidly in the wings. This same conclusion can be drawn on the basis of a complicated kinetic investigation. ${ }^{5}$

We shall now calculate the probability $P$ of information begin recorded on a single atom about the direction of motion of the atom.

The information recording time is the time interval during which the velocity of an atom does not change much. This time is close to $\tau$, if the buffer-gas atoms are heavier than the metal atoms and one collision is sufficient for information about velocity to vanish. In the general case it is $\tau\left(1+m_{\mathrm{Na}} / m_{g}\right)$.

The number of photons with frequency $\omega$ (wavelength $\lambda$ ) entering the region of interaction with an atom over this time is determined by the expression ${ }^{8}$

$$
M=\frac{J}{\hbar \omega} \sigma \tau\left(1+\frac{m_{\mathrm{Na}}}{m_{g}}\right),
$$

where $J$ is the radiation intensity and $\sigma$ is the interaction cross section neglecting Doppler broadening, since the latter will be taken into account separately, and collision broadening, since phase interruption does not occur over the freeflight time. Then

$$
\sigma=\frac{\lambda^{2} \Delta \omega}{4 \Delta \omega_{l}},
$$

where $\Delta \omega$ is the natural linewidth and $\Delta \omega_{l}$ is the width of the laser spectrum.

Each of these photons interacts with an atom with probability $P_{D}$, taking account of the dependence of the transition frequency of an atom on its velocity. The probability $P_{D}$ is given by Maxwell's distribution (since the frequency and velocity are uniquely related by the relation $\omega-\omega_{0}$ $=2 \pi \mathrm{~V} / \lambda$ ):

$$
P_{D}=A \exp \frac{\left(\omega-\omega_{0}\right)^{2}}{\alpha^{2}}
$$

where $\alpha=2 \pi \sqrt{2 k_{B} T / m_{\mathrm{Na}} \lambda^{2}}$ and $A$ is a normalization constant.

What is the probability of a given direction being marked? The difficulty of this question is due to the fact that the absorbed photon contributes information not only about the direction of motion of the particle but also about the velocity of the particle. To take account of the effect of the velocity V of the marked particles on the drift velocity $u$ it is convenient to represent v in the discrete form $\mathrm{v}_{i}=\Delta \mathrm{v}[\mathrm{v} / \Delta \mathrm{v}]$, where $[x]$ is the integer part of $x$ and $\Delta \mathrm{V}=\lambda \Delta \omega / 2 \pi$ plays the role of the resolving power of the radiation measuring the velocity. We shall consider the case $\Delta \mathrm{V}<\sqrt{\overline{\mathrm{V}^{2}}}$. Then the motion of a single particle with velocity $\mathrm{V}_{i}$ is equivalent to the motion of $i$ quasiparticles each moving with velocity $\Delta \mathrm{v}$ in the same direction. Thus, we obtain a gas of quasiparticles with velocities $\Delta \mathrm{v}$ and $-\Delta \mathrm{v}$ differing only by the direction of motion. The interaction can be assumed to mark one of the $i$ such particles but with a $i=[\mathrm{v} / \Delta \mathrm{v}]$ times greater probability

$$
\begin{equation*}
P_{i}=A\left|\omega_{i}-\omega_{0}\right| \exp \frac{\left(\omega_{i}-\omega_{0}\right)^{2}}{\alpha^{2}} \tag{9}
\end{equation*}
$$

Here we took account of the fact that $\mathrm{v} / \Delta \mathrm{v}=\left(\omega-\omega_{0}\right) / \Delta \omega$ and we have incorporated all $\omega_{i}$-independent factors into the normalization constant. To sum the probabilities (9) in order to calculate the normalization constant, it is convenient to use the fact that $\Delta \omega \ll \alpha$ and to switch to integration. We obtain

$$
P_{i}=\frac{\Delta \omega}{\alpha^{2}}\left|\omega_{i}-\omega_{0}\right| \exp \frac{\left(\omega_{i}-\omega_{0}\right)^{2}}{\alpha^{2}}
$$

Switching back to continuous frequencies does not introduce any substantial changes:

$$
\begin{equation*}
P(\text { int })=\frac{\Delta \omega}{\alpha^{2}}\left|\omega-\omega_{0}\right| \exp \frac{\left(\omega-\omega_{0}\right)^{2}}{\alpha^{2}} \tag{10}
\end{equation*}
$$

is the probability that one photon, which has entered the region of interaction with an atom, interacts with the atom (int) and records information about the direction of motion of this atom.

It is necessary that over the free-flight time the interaction has occurred an odd number of times, since if the first interaction transfers the atom into an excited state, then the second interaction leads to induced emission, the third interaction once again excites the atom, and so on. Therefore all even-numbered interactions erase information. The average number of interactions is $P($ int $) M$. The probability of the number of interactions being odd is probability if $P($ int $) M$ $\sim 1$. Then the probability of three or more interactions can be neglected. We obtain the probability that over the free-flight time information about the direction of motion of an atom will be recorded on the atom and not erased:

$$
\begin{equation*}
P=P(\text { int }) M[1-P(\text { int })]^{M-1} \tag{11}
\end{equation*}
$$

Substituting the expression (11) into Eq. (8) and then into Eq. (6) we find the frequency dependence of the drift velocity. This dependence has a characteristic, centrosymmetric relative to the point $\left(\omega_{0}, 0\right)$, tilda-shaped form. The expression (6) makes it possible to find analytically the optimal radiation intensity and the optimal pressure $p$ (on which the free-flight time depends as $\tau \sim 1 / p$ ).

## 5. THREE-LEVEL MODEL OF LIGHT-INDUCED DRIFT

The dependences of the drift velocity on the frequency and intensity of the laser radiation and on the type and pressure of the buffer gas have been obtained in Ref. 6, where experimental results on light-induced drift of sodium in inert gases (zenon, argon, and helium) are presented. To compare the above-described theory with experiment, a more realistic scheme of Na levels, taking account of the hyperfine splitting of the $3^{2} S_{1 / 2}$ ground state into two levels - $F 1$ with degeneracy $g_{1}=3$ and $F 2$ with degeneracy $g_{2}=5 \quad\left(\Delta \omega_{h f s}\right.$ $=2 \pi \cdot 1772 \mathrm{MHz})$ - must be considered. This splitting is of the same order of magnitude as the Doppler broadening of the spectral lines and introduces an uncertainty in the recording of information about the direction of motion of a sodium atom.

The probability of excitation of an atom is once again given by Eq. (11), but Eq. (10) cannot be used to determine $P$ (int). The fact that an electron can undergo a transition from the level $F 1$ or from the level $F 2$ with probabilities

$$
\begin{align*}
& P_{1}=\frac{\Delta \omega g_{1}}{\left(g_{1}+g_{2}\right) \sqrt{\pi} \alpha} \exp \frac{\left(\omega-\Delta \omega_{h f s}\right)^{2}}{\alpha^{2}} \\
& P_{2}=\frac{\Delta \omega g_{2}}{\left(g_{1}+g_{2}\right) \sqrt{\pi} \alpha} \exp \frac{\omega^{2}}{\alpha^{2}}, \tag{12}
\end{align*}
$$

respectively, must be taken into account. The frequency is measured with respect to the frequency of the transition frequency from the $F 2$ level. The probability $P$ (int) is given by the sum of $P_{1}$ and $P_{2}$ :

$$
\begin{equation*}
P(\text { int })=\frac{\Delta \omega}{\left(g_{1}+g_{2}\right) \sqrt{\pi} \alpha}\left(g_{1} \exp \frac{\left(\omega-\Delta \omega_{h f s}\right)^{2}}{\alpha^{2}}+g_{2} \exp \frac{\omega^{2}}{\alpha^{2}}\right) \tag{13}
\end{equation*}
$$

If the ground state is split, the interaction itself does not uniquely mark the direction of motion of an atom, as happened in the two-level model. Therefore $P$ (int) does not determine the information recorded on an atom, but rather it simply gives the number of atoms participating in the recording of information. The information itself is determined by the conditional probability $P(\mathrm{t}$ dir/int $)$ of error-free $(\mathrm{t})$ determination of the direction (dir) provided that an interaction occurred at frequency $\omega$. The expression (8) can be rewritten as

$$
\begin{equation*}
\Delta I=\nu R P i(P[\mathrm{t} \text { dir } / \mathrm{int})] . \tag{14}
\end{equation*}
$$

If an interaction has occurred at a frequency in the interval $\omega \pm \Delta \omega / 2$, then there are only two possible variants: The direction of a particle is determined incorrectly (f) or correctly ( t ):


FIG. 1. Drift velocity $u$ versus the offset $\omega$ of the laser frequency. Computational results (lines) and experimental data ${ }^{6}$ (dots): 1 - helium ( $\Delta$ ), $p=10$ torr, $J=12 \mathrm{~W} / \mathrm{cm}^{2} ; 2-\operatorname{argon}(\bigcirc), p=8.1$ torr, $J=8 \mathrm{~W} / \mathrm{cm}^{2} ; 3-$ xenon $(\bigcirc), p=2.1$ torr, $J=12 \mathrm{~W} / \mathrm{cm}^{2}$.

$$
\begin{equation*}
P(\mathrm{t} \mathrm{dir} / \mathrm{int})=1-P(\mathrm{f} \text { dir/int }) . \tag{15}
\end{equation*}
$$

It is simpler to find $P(\mathrm{f}$ dir/int $)$ as

$$
P(\mathrm{f} \text { dir } / \mathrm{int})=\frac{P(\mathrm{f} \mathrm{dir})}{P(\mathrm{int})},
$$

where $P$ (f dir) is the probability that the interaction occurs at frequency $\omega$ and in the process the direction of motion of the atom which has interacted with the light will be indicated incorrectly.

Evidently, the direction of motion of the marked atom depends on the type of ground state: $F 1$ or $F 2$. Once again there are only two variants: the type of ground state is determined uniquely $P(1)$ or nonuniquely $P(2)$. Hence $P(\mathrm{f}$ dir) can be represented as

$$
P(\mathrm{f} \operatorname{dir})=\sum_{j=1}^{2} P(\mathrm{f} \operatorname{dir} / j) P(j)
$$

$P(1)$ is the sum of the probabilities that the type of the particles $F 1$ and $F 2$ is determined uniquely:

$$
P(1)=P_{1}\left(1-P_{2}\right)+P_{2}\left(1-P_{1}\right),
$$



FIG. 2. Drift velocity versus the laser radiation intensity $J$. Computational results (lines) and experimental data ${ }^{6}$ (dots): 1 - helium ( $\Delta$ ), $p=6$ torr, $\omega=1.1 \mathrm{GHz} ; 2-\operatorname{argon}(\bigcirc), p=8.1$ torr $\omega=-0.3 \mathrm{GHz} ; 3-\operatorname{xenon}(\bigcirc)$, $p=1.4$ torr, $\omega=1.1 \mathrm{GHz}$.


FIG. 3. Drift velocity versus the pressure $p$ for xenon with $J=10 \mathrm{~W} / \mathrm{cm}^{2}$ and $\omega=1.15 \mathrm{GHz}$.
where $P_{1}$ and $P_{2}$ are given by the expressions (12). Correspondingly, the probability of nonunique determination is

$$
P(2)=2 P_{1} P_{2}
$$

and has a maximum between the frequencies of the transitions from the levels $F 1$ and $F 2$.

If the ground state is determined uniquely, the probability of an error in determining the direction is zero:

$$
P(\mathrm{f} \mathrm{dir} / 1)=0 .
$$

If the level is not determined uniquely, the probability of an error in determining the direction is the same as the probability of determining any direction. We have similarly to the expression (10)

$$
\begin{align*}
P(\mathrm{f} \mathrm{dir} / 2)= & \left.\frac{\Delta \omega}{\left(g_{1}+g_{2}\right) \alpha^{2}} \right\rvert\, g_{1}\left(\omega-\Delta \omega_{h f s}\right) \\
& \left.\times \exp \frac{\left(\omega-\Delta \omega_{h f s}\right)^{2}}{\alpha^{2}}+g_{2} \omega \exp \frac{\omega^{2}}{\alpha^{2}} \right\rvert\, . \tag{16}
\end{align*}
$$

Substituting the expression (15) into Eq. (14) and the expression (14) into Eq. (6) gives the frequency-dependence of the drift velocity.

In Figs. 1-4 the theory is compared with the results of the experiment described in Ref. 6.

To obtain the theoretical curves the ratio $\nu$ of the sodium and buffer-gas concentrations was treated as an adjustable parameter, since its value was not given in Ref. 6. However, it should be noted that this parameter alone makes it possible to obtain the correct dependences of the drift velocity on four


FIG. 4. Drift velocity versus the type of buffer gas, $p=5.4$ Torr, $J=12 \mathrm{~W} / \mathrm{cm}^{2}$, and $\omega=1.1 \mathrm{GHz}$.
different parameters for xenon and argon. For helium the transition time to the drift state is also an adjustable parameter, since the approximations employed are inapplicable if the mass of a metal atom is much greater than the mass of a buffer-gas molecule.

The drift velocity $v$ as a function of the offset of the laser frequency $\omega$, measured from the frequency of the transition $F 2$, is shown in Fig. 1 for various buffer gases, radiation intensities $J$, and pressures $p$.

It is evident that the theoretical and experimental results for argon and xenon are in good agreement with one another. In contrast to the similar curves in the two-level model, our plot becomes asymmetric.

For helium the theory gives only an approximate description, since if the mass of the buffer-gas atoms is small, it cannot be assumed that information about the direction of motion of a metal atom is erased after one collision. The discrete-time description is not completely applicable for such systems.

Figure 2 shows the drift velocity as a function of the laser radiation intensity $J$.

The drift velocity increases with the radiation intensity up to a certain value corresponding to saturation. Saturation is possible beacues over the free-flight time an atom can interact twice with the radiation. This leads to induced emission and erasure of information. The existence of a maximum in the drift velocity as a function of pressure can be explained similarly.

Figure 3 shows the drift velocity as a function of pressure $p$ for xenon. Finally, Fig. 4 shows the drift velocity as a function of the type of buffer gas.

An important result is that agreement with the experimental data is achieved neglecting many seemingly important factors, for example, neglecting the change in the scattering cross section of an atom on absorption of a photon or neglecting the real, complicated structure of the energy levels of sodium. This is because the drift velocity is expressed in terms of the thermodynamic parameters and therefore cannot depend on many 'model refining', parameters, just as it does not depend on the positions and velocities of each particle.

Generalizing this result, it can be stated that the behavior of a complicated (i.e., described by a large number of different parameters) system is similar to that of a random system. The complexity could be due not only to the large number of particles, but it can also be due to the large number of factors influencing the process. Such a complicated system should be described by statistical laws in the language of thermodynamic parameters.

## 6. CONCLUSIONS

The foregoing analysis has shown that there exist real physical processes whose description requires the second law of thermodynamics in the generalized formulation given by Stratonovich, i.e., taking account of the information entering the system. One such process is selective laser excitation of metal atoms in a buffer gas. Taking account of the information introduced into the gas mixture makes it possible to calculate the light-induced drift velocity and to obtain good agreement with the experimental data on the basis of a comparatively simple model. It has been shown that a thermodynamic system can mean not only a system consisting of a large number of particles but also a system described by a large number of parameters.

I am deeply grateful to Yu. A. Kravtsov for an interesting discussion and a number of valuable remarks and B. A. Grishanin and A. S. Chirkin for reading the manuscript and for helpful suggestions for improving it.
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A new class of exact solutions with a singularity at finite time (collapse) is obtained for the nonlinear Schrödinger equation. © 1999 American Institute of Physics. [S1063-7761(99)00707-6]

The nonlinear Schrödinger equation, where the nonlinearity corresponds to an effective attraction, arises in many physical problems. It appears that such an equation was first obtained in an investigation of strong Langmuir turbulence ${ }^{1}$ and in the problem of self-focusing of wave beams. ${ }^{2}$ Subsequently, the nonlinear Schrödinger equation was actively investigated irrespective of the physical problem giving rise to it. ${ }^{3}$ In dimensionless variables the nonlinear Schrödinger equation (NLS) is ordinarily written in the simple form

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\Delta \psi+|\psi|^{2 \sigma} \psi=0 \tag{1}
\end{equation*}
$$

where $\psi$ is a scalar function in a $d$-dimensional space and $\Delta$ is the Laplacian operator.

The uniform state $\psi=a \exp \left(i a^{2 \sigma} t\right)$ is unstable with respect to infinitesimal disturbances for any $\sigma>0$ [the dispersion law is $\left.\omega^{2}=K^{2}\left(K^{2}-2 \sigma a^{2 \sigma}\right), \psi=(a+\delta \psi) \exp \left(i a^{2} t\right)\right]$.

For $\sigma d<2$, it appears that states of the form

$$
\psi_{(\mathbf{r}, t)}=\exp (-i \omega t) \widetilde{\psi}(\mathbf{r})
$$

where $\widetilde{\psi}(\mathbf{r})$ is a periodic function of the coordinates, are realized. For $\sigma d \geqslant 2$ Eq. (1) possesses solutions with a singularity at a finite time $t_{0}$. We shall investigate such solutions below. The equation (1) conserves the total number of 'particles'" and the total energy. We find for the particle flux density $j_{n}$ the standard equation

$$
\begin{equation*}
j_{n}=i\left(\psi \nabla \psi^{*}-\psi^{*} \nabla \psi\right), \quad \nabla \equiv \operatorname{grad} . \tag{2}
\end{equation*}
$$

The energy $E_{V}$ in a volume $V$ is given by the expression

$$
\begin{equation*}
E_{V}=\frac{1}{2} \int_{V} d^{d} r\left\{|\nabla \psi|^{2}-\frac{1}{1+\sigma}|\psi|^{2(1+\sigma)}\right\} . \tag{3}
\end{equation*}
$$

Using Eqs. (1) and (3) we easily find

$$
\begin{equation*}
\frac{\partial E_{V}}{\partial t}=\frac{1}{2} \int_{S}\left(\nabla \psi^{*} \frac{\partial \psi}{\partial t}+\frac{\partial \psi^{*}}{\partial t} \nabla \psi\right) d \mathbf{S} . \tag{4}
\end{equation*}
$$

The equations (2) and (4) will be used below to obtain the singular solutions of Eq. (1).

We shall seek the collapsing solution of Eq. (1) in a $d$-dimensional space in a spherically symmetric form

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\hat{\varphi}(\rho, t) \exp (i \chi(\rho, t)) \tag{5}
\end{equation*}
$$

where $\rho=|r|$ and $\hat{\varphi}$ is a real function.
In contrast to Refs. 1 and 3, we shall seek the collapsing solution in the form

$$
\begin{equation*}
\hat{\varphi}(\rho, t)=\lambda_{(t)}^{d / 2} \varphi(\rho \lambda(t)) \tag{6}
\end{equation*}
$$

without imposing any preliminary constraints on the phase $\chi$.

Let $N\left(\rho_{0}, t\right)$ be the number of particles inside a sphere of radius $\rho_{0}$. Then Eqs. (2), (5), and (6) give

$$
\begin{align*}
\frac{\partial N\left(\rho_{0}, t\right)}{\partial t} & =\alpha \rho_{0} \frac{\partial \lambda}{\partial t}\left(\rho_{0} \lambda\right)^{d-1} \varphi^{2}\left(\rho_{0} \lambda\right) \\
& =-2 \alpha \frac{\partial \chi}{\partial \rho} \lambda^{d} \rho_{0}^{d-1} \varphi^{2}\left(\rho_{0} \lambda\right) \tag{7}
\end{align*}
$$

where $\alpha \equiv \alpha(d)$ and is determined from the relations

$$
\begin{equation*}
d V=\alpha d \rho \rho^{d-1}, \quad S_{(\rho)}=\alpha \rho^{d-1}, \quad \alpha=\frac{2 \pi^{d / 2}}{\Gamma(d / 2)} \tag{8}
\end{equation*}
$$

In Eq. (8) $S(\rho)$ is the area of a sphere of radius $\rho$. From Eq. (7) we find

$$
\begin{equation*}
\rho_{0} \frac{\partial \lambda}{\partial t}=-2 \frac{\partial \chi}{\partial \rho} \lambda \tag{9}
\end{equation*}
$$

The general solution of this equation is

$$
\begin{equation*}
\chi(\rho, t)=\chi_{0}(t)-\frac{\rho^{2}}{4 \lambda} \frac{\partial \lambda}{\partial t}, \tag{10}
\end{equation*}
$$

where the functions $\chi_{0}(t)$ and $\lambda(t)$ depend only on the time $t$.

Another equation - expressing the quality of the energy flux through a surface to the change in the energy flux inside the volume - arises from Eqs. (3) and (4):

$$
\begin{aligned}
y^{d-1} & \left\{\varphi^{\prime}(y)\left(y \varphi^{\prime}(y)+\frac{d}{2} \varphi_{(y)}\right)-\frac{y}{2 \lambda^{2}} \varphi_{(y)}^{2}\left(\frac{\partial \chi_{0}}{\partial t}\right.\right. \\
& \left.\left.-\frac{y^{2}}{4 \lambda^{2}} \frac{\partial}{\partial t}\left(\frac{1}{\lambda} \frac{\partial \lambda}{\partial t}\right)\right)\right\}=\frac{1}{2} y^{d}\left[\left(\varphi^{\prime}\right)^{2}+\frac{y^{2} \varphi^{2}}{4 \lambda^{6}}\left(\frac{\partial \lambda}{\partial t}\right)^{2}\right. \\
& \left.-\frac{\lambda^{d \sigma-2}}{1+\sigma} \varphi^{2(1+\sigma)}\right]+\int_{0}^{y} d y y^{d-1}\left\{\left(\varphi_{(y)}^{\prime}\right)^{2}\right.
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\varphi^{2}}{8 \lambda} y^{2}\left[\frac{\partial}{\partial t}\left(\frac{1}{\lambda^{4}}\left(\frac{\partial \lambda}{\partial t}\right)^{2}\right)\right] / \\
& \left.\frac{\partial \lambda}{\partial t}-\frac{d \sigma \lambda^{d \sigma-2}}{2(1+\sigma)} \varphi^{2(1+\sigma)}\right\} \tag{11}
\end{align*}
$$

where $y=\rho_{0} \lambda$. Let us assume that $\lambda(t)$ is a power-law function of the form

$$
\begin{equation*}
\lambda \sim\left(t_{0}-t\right)^{-\nu} . \tag{12}
\end{equation*}
$$

Then from Eq. (11) we find

$$
\begin{align*}
& \frac{1}{\lambda^{4}} \frac{\partial}{\partial t}\left(\frac{1}{\lambda} \frac{\partial \lambda}{\partial t}\right) \sim\left(t_{0}-t\right)^{4 \nu-2} \\
& \frac{1}{\lambda^{6}}\left(\frac{\partial \lambda}{\partial t}\right)^{2} \sim\left(t_{0}-t\right)^{4 \nu-2} \\
& \frac{1}{\lambda}\left[\frac{\partial}{\partial t}\left(\frac{1}{\lambda^{4}}\left(\frac{\partial \lambda}{\partial t}\right)^{2}\right)\right] / \frac{\partial \lambda}{\partial t} \sim(\nu-1)\left(t_{0}-t\right)^{4 \nu-2} \tag{13}
\end{align*}
$$

From Eqs. (13) it follows that there exist two values of the parameter $\nu, \nu=1$ and $\nu=1 / 2$, for which Eq. (11) can possess an exact solution in the case of the critical dimension $d \sigma=2$. If $d \sigma \neq 2$, then there exists one distinguished value of the parameter $\nu$,

$$
\begin{equation*}
\nu=\frac{2}{2+d \sigma}, \tag{14}
\end{equation*}
$$

for which the time-dependence of the 'leading-order'' terms is the same. Setting the sum of these terms to zero in the region $d \sigma>2$ gives an equation for the collapsing function in the leading-order approximation.

For the critical dimension $d \sigma=2$ it follows from Eqs. (13) that the values of the parameter $\nu$ fall into two subregions, $\nu<1 / 2$ and $\nu>1 / 2$.

The behavior of the function $\left(t_{0}-t\right)^{4 \nu-2}$ changes at the boundary ( $\nu=1 / 2$ ) of these regions.

We shall now consider the most interesting case of the critical dimension $d \sigma=2$. We shall investigate first the particular values $\nu=1$ and $1 / 2$ for which the system of equations (10) and (11) possesses an exact solution.
a. $\nu=1$. In this case [see Eq. (13)]

$$
\begin{equation*}
\lambda=\frac{C}{t_{0}-t} \tag{15}
\end{equation*}
$$

From Eq. (11) follows an equation for the phase $\chi_{0}(t)$ :

$$
\begin{equation*}
\frac{\partial \chi_{0}}{\partial t}=C_{2} \lambda^{2}, \quad \chi_{0}(t)=\frac{C_{2} C^{2}}{t_{0}-t}+\text { const } \tag{16}
\end{equation*}
$$

Using Eqs. (15) and (16), Eq. (11) can be written as

$$
\begin{align*}
& \left(y^{-d / 2+1} \frac{\partial}{\partial y}\left(y^{d / 2} \varphi\right)\right)\left\{\frac{1}{y^{d-1}} \frac{\partial}{\partial y}\left(y^{d-1} \frac{\partial \varphi}{\partial y}\right)\right. \\
& \left.-C_{2} \varphi+\varphi^{2 \sigma+1}\right\}=0 . \tag{17}
\end{align*}
$$

A simple check shows that the function

$$
\begin{equation*}
\psi(\rho, t)=\lambda_{(t)}^{d / 2} \varphi(\rho \lambda(t)) \exp \left\{\frac{i C_{2} C^{2}}{t_{0}-t}-\frac{i \rho^{2}}{4\left(t_{0}-t\right)}+i \text { const }\right\} \tag{18}
\end{equation*}
$$

is an exact collapsing solution of Eqs. (1), where the function $\varphi(\rho)$ is a solution of the ordinary differential equation

$$
\begin{equation*}
\frac{1}{\rho^{d-1}} \frac{\partial}{\partial \rho}\left(\rho^{d-1} \frac{\partial \varphi}{\partial \rho}\right)-C_{2} \varphi+\varphi^{2 \sigma+1}=0 \tag{19}
\end{equation*}
$$

It follows from Eq. (19) that a (normalized) solution decreasing rapidly at infinity exists only for $C_{2}>0$. This solution has been obtained and investigated in Refs. 4-6.

We note that for $C_{2}>0$ two types of asymptotic behavior are possible at infinity:

$$
\varphi \sim\left(C_{2}\right)^{1 / 2 \sigma}+A \sin \left(\sqrt{2 \sigma C_{2}} \rho+\text { const }\right) / \rho^{(d-1) / 2}
$$

which arises on a two-parameter family of solutions, and

$$
\varphi \sim \frac{\text { const }}{\rho^{(d-1) / 2}} \exp \left(-\sqrt{C_{2}} \rho\right)
$$

which can be realized only on a one-parameter family of solutions.

We shall now consider the second family of solutions of Eqs. (10) and (11) corresponding to the case $\nu=1 / 2$.
b. $\nu=1 / 2$. In this case [see Eq. (13)]
$\lambda^{2}=\frac{C}{t_{0}-t}, \quad \frac{\partial \chi_{0}}{\partial t}=C_{2} \lambda^{2}, \quad \chi_{0}=-C_{2} C \ln \left(t_{0}-t\right)+$ const.

Using Eqs. (20), Eq. (11) can be put into the form

$$
\begin{gather*}
\left\{y^{-d / 2+1} \frac{\partial}{\partial y}\left(y^{d / 2} \varphi\right)\right\}\left\{\frac{1}{y^{d-1}} \frac{\partial}{\partial y}\left(y^{d-1} \frac{\partial \varphi}{\partial y}\right)\right. \\
\left.-C_{2} \varphi+\frac{y^{2} \varphi}{16 C^{2}}+\varphi^{2 \sigma+1}\right\}=0 . \tag{21}
\end{gather*}
$$

We shall examine the solution $\varphi$ of Eq. (21) that causes the expression in the second set of braces to vanish:

$$
\begin{equation*}
\frac{1}{\rho^{d-1}} \frac{\partial}{\partial \rho}\left(\rho^{d-1} \frac{\partial \varphi}{\partial \rho}\right)-C_{2} \varphi+\frac{\rho^{2} \varphi}{16 C^{2}}+\varphi^{2 \sigma+1}=0 \tag{22}
\end{equation*}
$$

This equation corresponds to the motion of a particle in a field with the potential $U$, shown in Fig. 1, to which a term depending on the dimension $d$ of the space must be added:

$$
\begin{equation*}
\frac{1}{\rho^{2}} \frac{(d-1)(d-3)}{4} \tag{23}
\end{equation*}
$$

In the region $\rho \ll 1$ we find from Eq. (21) a solution that is regular at the origin:

$$
\begin{aligned}
\varphi= & A+\frac{\rho^{2} A}{2 d}\left(C_{2}-A^{2 \sigma}\right)+\frac{\rho^{4} A}{4(d+2)} \\
& \times\left[\frac{1}{2 d}\left(C_{2}-A^{2 \sigma}\right)\left(C_{2}-(2 \sigma+1) A^{2 \sigma}\right)-\frac{1}{16 C^{2}}\right]+\ldots
\end{aligned}
$$



FIG. 1. Form of the potential energy $U=-\varphi^{4 / 3}-r^{2} / 16 C^{2}$ for Eq. (22), $\left\{A, C, C_{2}\right\}=\{3.4,1,1\}, d=3$.
where $A>0$ is an arbitrary constant. In the region $\rho \gg 1$ the asymptotic behavior of $\varphi$ is determined by the expression

$$
\varphi \sim \frac{B}{\rho^{d / 2}} \sin \left\{\frac{\rho^{2}}{8 C}-2 C C_{2} \ln \rho+\mathrm{const}\right\},
$$

where $B$ is a constant that depends on $\left\{A, C, C_{2}\right\}$. It is easy to verify that for all values of the constants $\left\{A, C, C_{2}\right\}$ the function $\varphi$ has no singularities at finite values of $\rho$.

There exists a region of values of the parameters $C, C_{2}$, and $\varphi(0)$ where the solution of Eq. (22) outside of the potential barrier is exponentially small. Let

$$
\begin{equation*}
\rho^{*} \equiv \rho^{*}\left(C, C_{2}, \varphi(0)\right) \tag{24}
\end{equation*}
$$

be the first zero of the function $\varphi(\rho)$. We set

$$
\tilde{\varphi}(\rho)= \begin{cases}\varphi(\rho) & \text { for } \rho<\rho^{*}  \tag{25}\\ 0 & \text { for } \rho>\rho^{*}\end{cases}
$$

Then the collapsing solution $\psi(\rho, t)$ of Eq. (1) is given by the expression

$$
\begin{align*}
\psi(\rho, t)= & \lambda_{(t)}^{d / 2} \tilde{\varphi}(\rho \lambda(t)) \exp \left\{-i C C_{2} \ln \left(t_{0}-t\right)\right. \\
& \left.-\frac{i \rho^{2}}{8\left(t_{0}-t\right)}+i \text { const }\right\}+\psi_{1}(\rho, t), \tag{26}
\end{align*}
$$

where $\psi_{1}(\rho, t)$ is the solution of the linear inhomogeneous equation

$$
\begin{align*}
& i \frac{\partial \psi_{1}}{\partial t}+\Delta \psi_{1}+|\psi|^{2 \sigma} \psi_{1}+\sigma\left[|\psi|^{2 \sigma} \psi_{1}+|\psi|^{2(\sigma-1)} \psi^{2} \psi_{1}^{*}\right] \\
& \quad-\left(\frac{\partial \varphi_{(\rho)}}{\partial \rho}\right)_{\rho^{*}} \lambda_{(t)}^{d / 2+1} \exp \left\{-i C C_{2} \ln \left(t_{0}-t\right)\right. \\
& \left.\quad-\frac{i \rho^{2}}{8\left(t_{0}-t\right)}+\text { const }\right\} \delta\left(\rho-\frac{\rho^{*}}{\lambda_{(t)}}\right)=0 \tag{27}
\end{align*}
$$



FIG. 2. The function $\varphi$ for the parameters $\left\{A, C, C_{2}\right\}=\{3.4,1,1\}$ (1) and \{5.5937, 2, 1.5\} (2).
$\psi_{1}\left(\rho, t^{*}\right)=0$, and $t^{*}$ is the onset time of collapse.
We note that increasing the parameter $C$ increases the width of the subbarrier region and at the same time decreases sharply the probability of formation of an initial fluctuation leading to collapse. Therefore fluctuations for which $C \sim C_{2} \sim 1$ and $C_{2}$ passes near the top of the potential barrier evidently are most likely to lead to collapse.

The values of the function $\varphi$ in three-dimensional space $(d=3)$ are presented in Fig. 2 for two sets of parameters $\left\{A, C, C_{2}\right\}-\{3.4,1,1\}$ and $\{5.5937,2,1.5\}$. The values of $\rho^{*}$ and $\varphi^{\prime}\left(\rho^{*}\right)$ are, respectively, $\left\{\rho^{*}=4.815, \varphi^{\prime}\left(\rho^{*}\right)\right.$ $=-0.082\}$ and $\left\{\rho^{*}=13.13, \varphi^{\prime}\left(\rho^{*}\right)=-2.63 \cdot 10^{-3}\right\}$.
c. $\nu>1 / 2$. In this case

$$
\begin{equation*}
\lambda(t)=\frac{C}{\left(t_{0}-t\right)^{\nu}}, \quad \frac{\partial \chi_{0}}{\partial t}=C_{2} \lambda^{2} . \tag{28}
\end{equation*}
$$

For $\nu>1 / 2$ only the 'leading-order'" terms in Eq. (11), which grow most rapidly as the singular point $t_{0}$ is approached, can be set equal to zero. Using Eqs. (28) and (11) we obtain the following equation for the function $\varphi$ :

$$
\begin{gather*}
\left\{y^{-d / 2+1} \frac{\partial}{\partial y}\left(d^{d / 2} \varphi\right)\right\}\left\{-C_{2} \varphi+\varphi^{2 \sigma+1}\right. \\
\left.+\frac{1}{y^{d-1}} \frac{\partial}{\partial y}\left(y^{d-1} \frac{\partial \varphi}{\partial y}\right)\right\}=0 \tag{29}
\end{gather*}
$$

The collapsing solution of Eq. (1) for $\nu>1 / 2$ has the form

$$
\begin{align*}
\psi(\rho, t)= & \lambda_{(t)}^{d / 2} \varphi(\rho \lambda(t)) \exp \left\{\frac{i C_{2} C^{2}}{(2 \nu-1)\left(t_{0}-t\right)^{2 \nu-1}}\right. \\
& \left.-\frac{i \rho^{2} \nu}{4\left(t_{0}-t\right)}+i \text { const }\right\}+\psi_{1}(\rho, t), \tag{30}
\end{align*}
$$

where $\varphi(\rho)$ is the solution of Eq. (19) (for it the expression in the second set of braces in Eq. (29) vanishes), and the function $\psi_{1}$ is the solution of the linearized equation (1) with right-hand side arising as a result of the nonvanishing of the small residual terms in Eq. (11). A detailed investigation of the function $\psi_{1}$ will be given separately.
d. $\nu<1 / 2$. Vanishing of the leading terms in Eq. (1) gives the equation

$$
\begin{equation*}
\left\{y^{-d / 2+1} \frac{\partial}{\partial y}\left(d^{d / 2} \varphi\right)\right\}\left\{-C_{2} \varphi+\frac{\nu(1-\nu)}{4} y^{2} \varphi\right\}=0 \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{C}{\left(t_{0}-t\right)^{\nu}}, \quad \frac{\partial \chi_{0}}{\partial t}=\frac{C_{2}}{C^{2}}\left(t_{0}-t\right)^{2 \nu-2} . \tag{32}
\end{equation*}
$$

Vanishing of the expression in the second set of braces in Eq. (31) does not lead to a nontrivial solution.
e. We shall now consider the case of supercritical dimension $d \sigma>2$. In this case

$$
\begin{align*}
& \nu=\frac{2}{2+d \sigma}, \quad \lambda=\frac{C}{\left(t_{0}-t\right)^{\nu}}, \\
& \frac{\partial \chi_{0}}{\partial t}=\frac{C_{2}}{\lambda^{2}\left(t_{0}-t\right)^{2}}, \quad \frac{1}{\lambda} \frac{\partial \lambda}{\partial t}=\frac{\nu}{t_{0}-t} . \tag{33}
\end{align*}
$$

Substituting the expressions (33) into Eq. (11) and equating to zero the terms which are of leading order in the parameter $\left(t_{0}-t\right)^{-1}$, we obtain an equation for the function $\varphi$

$$
\begin{align*}
& \left\{y^{-d / 2+1} \frac{\partial}{\partial y}\left(y^{d / 2} \varphi\right)\right\}\left\{-C_{2} \varphi+\frac{\nu(1-\nu)}{4} y^{2} \varphi\right. \\
& \left.\quad+C^{d \sigma+2} \varphi^{2 \sigma+1}\right\}=0 \tag{34}
\end{align*}
$$

From Eq. (34) we find

$$
\varphi(y)= \begin{cases}{\left[C_{2}-\frac{\nu(1-\nu)}{4} y^{2}\right]^{1 / 2 \sigma} / C^{d+2 / \sigma},} & y<2\left(\frac{C_{2}}{\nu(1-\nu)}\right)^{1 / 2}  \tag{35}\\ 0, & y>2\left(\frac{C_{2}}{\nu(1-\nu)}\right)^{1 / 2}\end{cases}
$$

Thus for $d \sigma>2$ the collapsing solution $\psi(\rho, t)$ is

$$
\begin{align*}
\psi(\rho, t)= & \lambda_{(t)}^{d / 2} \varphi(\rho \lambda(t)) \exp \left\{-\frac{i \nu \rho^{2}}{4\left(t_{0}-t\right)}\right. \\
& \left.+\frac{i C_{2}}{(1-2 \nu) C^{2}\left(t_{0}-t\right)^{1-2 \nu}}+i \text { const }\right\}+\psi_{1}(\rho, t), \tag{36}
\end{align*}
$$

where the function $\varphi(\rho)$ is determined by Eq. (35). Just as in the case $\mathbf{c}$ [Eq. (30)], the function $\psi_{1}(\rho, t)$ is the solution of the linearized equation (1) with right-hand side arising because of the nonvanishing of the residual terms in Eq. (11). A detailed investigation of the function $\psi_{1}$ will be given separately.

For $\sigma=1$ a solution of the form (33) and (35) in the three-dimensional case has been obtained in Ref. 7.
f. Weak collapse.

In the supercritical region $(\sigma d>2)$ Eq. (1) can have exact collapsing solutions of the form

$$
\begin{equation*}
\psi(\rho, t)=\lambda^{\tilde{\nu}} \varphi(\rho \lambda) \exp (i \chi) \tag{37}
\end{equation*}
$$

where $\lambda=\lambda(t), \chi=\chi(\rho, t)$, and $\tilde{\nu}$ is a constant. For $\tilde{\nu} \neq d / 2 \mathrm{Eq}$. (7) for the phase assumes the form

$$
\begin{equation*}
-2 \frac{\partial \chi}{\partial \rho}=\frac{\rho}{\lambda} \frac{\partial \lambda}{\partial t}+\frac{2 \tilde{\nu}-d}{\varphi^{2}(y)} \frac{1}{y^{d-1}} \frac{1}{\lambda^{2}} \frac{\partial \lambda}{\partial t} \int_{0}^{y} d y y^{d-1} \varphi^{2}(y) . \tag{38}
\end{equation*}
$$

From Eqs. (3) and (37) we find

$$
\begin{align*}
E_{V}= & \frac{\alpha}{2} \int_{0}^{\rho} d \rho \rho^{d-1} \\
& \times\left\{\varphi^{2} \lambda^{2 \tilde{\nu}}\left(\frac{\partial \chi}{\partial \rho}\right)^{2}+\lambda^{2 \tilde{\nu}+2}\left(\varphi^{\prime}\right)^{2}-\frac{\lambda^{2 \tilde{\nu}(1+\sigma)}}{1+\sigma} \varphi^{2(1+\sigma)}\right\} \\
\frac{\partial E_{V}}{\partial t}= & \alpha \lambda^{2 \tilde{\nu}} \rho^{d-1}\left\{\left(\tilde{\nu} \varphi+y \varphi^{\prime}\right) \varphi^{\prime} \frac{\partial \lambda}{\partial t}+\frac{\partial \chi}{\partial t} \frac{\partial \chi}{\partial \rho} \varphi^{2}\right\} \tag{39}
\end{align*}
$$

For all terms in Eqs. (38) and (39) to have the same timedependence the following conditions must be satisfied:

$$
\begin{align*}
& \tilde{\nu} \sigma=1, \quad \chi(\rho, t)=\chi_{0}(t)+\tilde{\chi}(\rho \lambda), \\
& \frac{1}{\lambda^{3}} \frac{\partial \lambda}{\partial t}=\text { const }, \quad \frac{\partial \chi_{0}}{\partial t} \sim \frac{1}{\lambda} \frac{\partial \lambda}{\partial t} . \tag{40}
\end{align*}
$$

From Eqs. (40) we find

$$
\begin{align*}
& \lambda=\frac{C}{\sqrt{t_{0}-t}}, \quad \chi_{0}(t)=-\frac{C_{1}}{2} \ln \left(t_{0}-t\right), \\
& \frac{1}{\lambda^{3}} \frac{\partial \lambda}{\partial t}=\frac{1}{2 C^{2}}, \quad \frac{\partial \chi_{0}}{\partial t}=\frac{C_{1} \lambda^{2}}{2 C^{2}} . \tag{41}
\end{align*}
$$

We now consider the case $d=3, \sigma=1$. Using Eqs. (41), Eqs. (38) and (39) for the phase $\tilde{\chi}$ and modulus $\varphi$ can be put into the form

$$
\begin{align*}
& \tilde{\chi}^{\prime}+\frac{1}{4 C^{2}}\left(y-\frac{1}{y^{2} \varphi^{2}} \int_{0}^{y} d y y^{2} \varphi^{2}\right)=0 \\
& \frac{1}{y^{2}} \frac{\partial}{\partial y}\left(y^{2} \frac{\partial \varphi}{\partial y}\right)+\varphi^{3}-\frac{\varphi}{2 C^{2}}\left(C_{1}+y \tilde{\chi}^{\prime}\right)-\varphi\left(\tilde{\chi}^{\prime}\right)^{2}=0 \tag{42}
\end{align*}
$$

We note that any solution of the system of equations (42) is an exact solution of the nonlinear equation (1). Let

$$
\begin{equation*}
Z=\int_{0}^{y} d y y^{2} \varphi^{2} \tag{43}
\end{equation*}
$$

The modulus $\varphi$ and phase $\tilde{\chi}$ are related simply with the function $Z$ as

$$
\begin{equation*}
\varphi=\frac{\sqrt{Z^{\prime}}}{y}, \quad \tilde{\chi}^{\prime}=-\frac{y Z^{\prime}-Z}{4 C^{2} Z^{\prime}}, \tag{44}
\end{equation*}
$$

and the function $Z$ itself is a solution of the ordinary differential equation ${ }^{8}$

$$
\begin{align*}
Z^{\prime \prime \prime} & -\frac{\left(Z^{\prime \prime}\right)^{2}}{2 Z^{\prime}}+\frac{2\left(Z^{\prime}\right)^{2}}{y^{2}}-\frac{1}{C^{2}}\left(C_{1} Z^{\prime}-\frac{y}{4 C^{2}}\left(y Z^{\prime}-Z\right)\right) \\
& -\frac{\left(y Z^{\prime}-Z\right)^{2}}{8 C^{4} Z^{\prime}}=0 \tag{45}
\end{align*}
$$

In the region $y \ll 1$ we obtain from Eq. (45)

$$
\begin{equation*}
Z(y)=A y^{3}+\frac{y^{5}}{15}\left(\frac{3 A C_{1}}{2 C^{2}}-9 A^{2}\right)+\ldots \tag{46}
\end{equation*}
$$

where $A>0$ is an arbitrary constant. In the region $y \gg 1$ the solution of Eq. (45) is

$$
\begin{equation*}
Z=B y-\frac{2 B C^{2} C_{1}}{y}+\frac{2 B C^{4}}{y^{3}}\left(B-2 C_{1}^{2}\right)+\ldots \tag{47}
\end{equation*}
$$

The equation (45) admits the existence of poles of the form

$$
\begin{equation*}
Z \sim-\frac{2 y_{0}^{2}}{y_{0}-y} . \tag{48}
\end{equation*}
$$

However, for $A>0$ it is impossible to reach such a pole. Since the only possible asymptotic solution of Eq. (45) in the limit $y \rightarrow \infty$ is determined by Eq. (47), there exists a threeparameter family of solutions of Eq. (1) of the form (37). These parameters are $\left\{A, C, C_{1}\right\}$. Just as in the case $\mathbf{b}$, the region of physical collapse is bounded: The onset time $t^{*}$ of collapse corresponds to $y<y^{*}$. For $y>y^{*}$ we must set $\varphi\left(y>y^{*}\right)=0$, which will result in the appearance of outgoing waves. For the appropriate choice of the parameters $A, C$, and $C_{1}$ it is possible to make $\varphi\left(y^{*}\right) / \varphi(0) \ll 1$, even if $y^{*} \leq 1$. Weak collapse has been studied in Refs. 7 and 9. We have shown that the problem of weak collapse reduces to solving a single ordinary differential equation for the real function $Z$, and the solutions form a three-parameter family. Figures 3 and 4 show the functions $\varphi(y)$ and $\tilde{\chi}^{\prime}(y)$ for two sets of parameters: $\left(A, C, C_{1}\right)=4,2,2$ and $\left(A, C, C_{1}\right)=3,1,1$. The ratio $\varphi(0) / \varphi\left(y^{*}\right)$ for the parameters in Fig. 3 is $\varphi(0) / \varphi\left(y^{*}\right)=71.3$ and $y^{*}=2.26$.


FIG. 3. The functions $\varphi$ and $\tilde{\chi}^{\prime}$ for the parameters $\left\{A, C, C_{1}\right\}=\{4,2,2\}$.
g. Weak collapse for arbitrary $\{d, \sigma\}$. Once again [Eq. (43)] we set

$$
\begin{equation*}
Z=\int_{0}^{y} d y y^{d-1} \varphi^{2}(y), \quad \varphi(y)=\frac{\sqrt{Z^{\prime}}}{y^{(d-1) / 2}} . \tag{49}
\end{equation*}
$$

The equation for the phase (38) assumes the form

$$
\begin{equation*}
\tilde{\chi}^{\prime}=-\frac{y Z^{\prime}+(2 / \sigma-d) Z}{4 C^{2} Z^{\prime}} . \tag{50}
\end{equation*}
$$

An equation for the modulus $\varphi(y)$ can be easily obtained from Eqs. (1) and (37):


FIG. 4. The functions $\varphi$ and $\tilde{\chi}^{\prime}$ for the parameters $\left\{A, C, C_{1}\right\}=\{3,1,1\}$.

$$
\begin{align*}
& \frac{1}{y^{d-1}} \frac{\partial}{\partial y}\left(y^{d-1} \frac{\partial \varphi}{\partial y}\right)-\varphi\left[\frac{C_{1}}{2 C^{2}}+\frac{y}{2 C^{2}} \tilde{\chi}^{\prime}\right] \\
& -\varphi\left(\tilde{\chi}^{\prime}\right)^{2}+\varphi^{2 \sigma+1}=0 . \tag{51}
\end{align*}
$$

Substituting into Eq. (51) the explicit expressions for the functions $\varphi$ and $\tilde{\chi}$ [Eqs. (49) and (50)] we obtain a single equation for the real function $Z$ :

$$
\begin{align*}
Z^{\prime \prime \prime} & -\frac{\left(Z^{\prime \prime}\right)^{2}}{2 Z^{\prime}}-\frac{(d-1)(d-3)}{2 y^{2}} Z^{\prime}-\frac{1}{C^{2}}\left[C_{1} Z^{\prime}\right. \\
& \left.-\frac{y\left(y Z^{\prime}+(2 / \sigma-d) Z\right)}{4 C^{2}}\right]-\frac{\left(y Z^{\prime}+(2 / \sigma-d) Z\right)^{2}}{8 C^{4} Z^{\prime}} \\
& +\frac{2\left(Z^{\prime}\right)^{\sigma+1}}{y^{(d-1) \sigma}}=0 . \tag{52}
\end{align*}
$$

The equation (52) is an extension of Eq. (45) to arbitrary values of $\{d, \sigma\}$. There exist three values of the parameter $\tilde{\nu}>0$ such that for $y \rightarrow 0$ the function $Z$ can be expanded in the series

$$
\begin{equation*}
Z(y)=A y^{\tilde{\nu}}+A_{2} y^{\tilde{\nu}+2}+\ldots \tag{53}
\end{equation*}
$$

1. The value $\tilde{\nu}=d-2 / \sigma>0$ can occur only if $d>2$ ( 1 $+1 / \sigma)$. Then the coefficient $A$ is a single-valued function of $\tilde{\nu}$

$$
\begin{equation*}
A \equiv A_{(\tilde{\nu})}=\frac{(d-\tilde{\nu})(\tilde{\nu}+d-4)}{4 \tilde{\nu}} \tag{54}
\end{equation*}
$$

2. The value $\tilde{\nu}=d$ obtaines for arbitrary dimension and arbitrary $A>0$.
3. The value $\tilde{\nu}=4-d$ obtains only for $d<2$. The coefficient $A>0$ is arbitrary. All solutions have the same asymptotic behavior for $y \rightarrow \infty$ :

$$
\begin{equation*}
Z=y^{d-2 / \sigma}\left(B-\frac{B_{1}}{y^{2}}+\ldots\right) . \tag{55}
\end{equation*}
$$

Just as in the case $\{d=3, \sigma=1\}$, for arbitrary $\{d, \sigma\} \varphi$ must be cut off for $y>y^{*}$. The most appropriate point for this is the position of the deep minimum of the function $\varphi$. Evidently, only the values of the parameters $\left\{A, C, C_{1}\right\}$ for which such a minimum exists can be realized.

For the critical dimension $d \sigma=2$ exact solutions of the nonlinear Schrödinger equation which have a singularity at a finite time $t_{0}$ were obtained. These solutions correspond to the parameters $\nu=1$ and $1 / 2$. It was shown that collapsing solutions also exist for $\nu>1 / 2$.

Exact solutions of the NLS which describe weak collapse in the supercritical region $\sigma d>2$ were obtained. These solutions form a three-parameter family $\left\{A, C, C_{1}\right\}$.

A collapsing solution arises in a bounded region of space, and an initial distribution of a special form is required in order for a singularity to arise. In numerical simulation or in real physical objects collapse will arise from fluctuations that lead to collapse and that appear with close to maximum probability.
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# Simple analytical representation for Delbrück scattering amplitudes at high energies 
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Zh. Éksp. Teor. Fiz. 116, 78-84 (July 1999)
We use a new representation for the semiclassical Green's function of the Dirac equation in the Coulomb field to find an exact (in the parameter $Z \alpha$ ) expression for the amplitudes of smallangle Delbrück scattering of high-energy photons. The values of these amplitudes agree with those obtained in earlier calculations, but the structure of the expressions is much simpler than that of previously known representations, which makes numerical calculations much easier.
© 1999 American Institute of Physics. [S1063-7761(99)00807-0]

In recent years the process of Delbrück scattering ${ }^{1}$ (the coherent photon scattering in the electric field of atoms via virtual electron-positron pairs) has been thoroughly studied by theoretical and experimental methods. ${ }^{2}$ From the theoretical viewpoint, the process is interesting because of the important role of the higher-order terms in the perturbationtheory series in the parameter $Z \alpha(Z|e|$ is the nuclear charge, $\alpha=e^{2}=1 / 137$ is the fine-structure constant, $e$ is the electron charge, and $\hbar=c=1$ ). The range of high photon energies, $\omega \gtrdot>m$ ( $m$ is the electron mass), is especially important in studies of Delbrück scattering by experimental methods. A significant increase in the accuracy of measuring the Delbrück scattering cross section was achieved in a recent experiment ${ }^{3}$ conducted at the G. I. Budker Nuclear Physics Institute with $140-450-\mathrm{MeV}$ photons in the 2.6 to 16.6 mrad scattering-angle range. Exact (in $Z \alpha$ ) expressions for the amplitudes of Delbrück scattering in the Coulomb field, valid for $\omega \gg m$ and small scattering angles, were obtained by Cheng and $\mathrm{Wu},{ }^{4-6}$ who summed the perturbation diagrams for the interaction with the external field in a certain approximation. In Refs. 7 and 8 these amplitudes were found by using the semiclassical Green's function of the Dirac equation in the Coulomb field. In Refs. 9 and 10 the semiclassical Green's function of the Dirac equation was obtained for an arbitrary spherically symmetric decreasing field, making it possible to calculate the Delbrück scattering in a screened potential.

Recently a successful experiment was conducted at the G. I. Budker Nuclear Physics Institute to observe another nonlinear QED effect, the splitting of a photon in the electric field of an atom (the preliminary results of this experiment can be found in Ref. 11). Exact (in $Z \alpha$ ) expressions for the amplitudes of photon splitting, valid for $\omega \gg m$, can be found in Refs. 12-14, where a new representation for the semiclassical Green's function that substantially simplifies the process of calculating the amplitudes was derived. In the present paper the calculation method developed in Refs. $12-14$ is used to find the amplitudes of Delbrück scattering at high energies $(\omega \gg m)$ and small photon scattering angles. As expected, the values of the amplitudes obtained by the new formulas coincide with those known from earlier calcula-
tions. However, the new representations of amplitudes are much simpler when used in numerical calculations, since they contain integrals of lower multiplicities.

As shown in Ref. 9, it is convenient to write the Delbrück scattering amplitude in a form that contains the Green's function $D\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varepsilon\right)$ of the squared Dirac equation,

$$
D\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \varepsilon\right)=\left\langle\mathbf{r}_{1}\right| \frac{1}{\hat{\mathscr{P}}^{2}-m^{2}+i 0}\left|\mathbf{r}_{2}\right\rangle
$$

where $\hat{\mathscr{P}}=\gamma^{0}(\varepsilon+Z \alpha / r)-\gamma \mathbf{p}$, with $\mathbf{p}=-i \boldsymbol{\nabla}$.
In terms of the functions $D\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varepsilon\right)$, the amplitude of the process has the form ${ }^{9}$

$$
\begin{align*}
M= & i \alpha \int d \mathbf{r}_{1} d \mathbf{r}_{2} \exp \left\{i\left(\mathbf{k}_{1} \cdot \mathbf{r}_{1}-\mathbf{k}_{2} \cdot \mathbf{r}_{2}\right)\right\} \\
& \times \int d \varepsilon \operatorname{Tr}\left[\left(2 \mathbf{e}_{2}^{*} \cdot \mathbf{p}_{2}-\hat{e}_{2}^{*} \hat{k}_{2}\right) D\left(\mathbf{r}_{2}, \mathbf{r}_{1} \mid \omega-\varepsilon\right)\right] \\
& \times\left[\left(2 \mathbf{e}_{1} \cdot \mathbf{p}_{1}+\hat{e}_{1} \hat{k}_{1}\right) D\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid-\varepsilon\right)\right]+2 i \alpha \mathbf{e}_{2}^{*} \cdot \mathbf{e}_{1} \\
& \times \int d \mathbf{r} \exp \left\{i\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \cdot \mathbf{r}\right\} \int d \varepsilon \operatorname{Tr} D(\mathbf{r}, \mathbf{r} \mid \varepsilon), \tag{1}
\end{align*}
$$

where $e_{1}$ and $k_{1}\left(e_{2}\right.$ and $\left.k_{2}\right)$ are the polarization and fourmomentum of the initial (final) photon, and $\mathbf{p}_{1,2}=-i \boldsymbol{\nabla}_{1,2}$. In the limit $\omega \gg m$ the main contribution to the cross section of the process is provided by momentum transfers $\Delta \sim m$, which corresponds to small photon scattering angles. In this case the contribution of the last term in (1) to the amplitude can be ignored, since it depends solely on the momentum transfer vector $\Delta=\mathbf{k}_{2}-\mathbf{k}_{1}$, and the amplitude for $\omega \gg \Delta$ is proportional to $\omega$ (see, e.g., Ref. 2).

The uncertainty relation implies that the lifetime of a virtual electron-positron pair is $\tau \sim\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right| \sim \omega /\left(m^{2}+\Delta^{2}\right)$ and that the characteristic impact parameters are $\rho \sim 1 / \Delta$. Hence for $\omega \gg \Delta>m^{2} / \omega$ the angles between the vectors $\mathbf{k}_{1}$, $\mathbf{k}_{2}, \mathbf{r}_{2}$, and $-\mathbf{r}_{1}$ are small and we can use the corresponding expansion. The characteristic values of the angular momentum are $l \sim \omega \rho \sim \omega / \Delta \gg 1$, so that the semiclassical approximation holds. In the case of a screened Coulomb potential, the effect of screening manifests itself only in the limit
$\Delta \sim r_{c}^{-1} \ll m$, where the screening radius in the ThomasFermi model is $r_{c} \sim(m \alpha)^{-1} Z^{-1 / 3}$. In the present paper we limit ourselves to momentum transfers $\Delta \gg m^{2} / \omega, r_{c}^{-1}$, which provide the principal contribution to the total cross secion of the process. Note that this restriction is not required in calculating Coulomb corrections, and the expressions obtained in the present paper for these corrections are valid for all $\Delta \ll \omega$. A modification of the Born amplitude for $\Delta$ $\sim m^{2} / \omega$ was studied by Cheng and $\mathrm{Wu},{ }^{5}$ and a thorough discussion of the effect of screening can be found in Ref. 9.

In view of momentum conservation, $M(Z=0) \propto \delta\left(\mathbf{k}_{1}\right.$ $\left.-\mathbf{k}_{2}\right)$, i.e., for the case at hand $(\Delta \neq 0)$ we have $M(Z=0)$ $=0$. It is convenient to subtract from the integrand for $M$ in (1) its value at $Z=0$. It is for this difference that the above statement of the smallness of the angles between $\mathbf{r}_{2}$ and $-\mathbf{r}_{1}$, which contribute the most to the integral, is valid.

A convenient representation for $D\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \varepsilon\right)$, the semiclassical Green's function for the squared Dirac equation in the Coulomb field, was obtained in Refs. 12 and 13. For the case of small angles between the vectors $-\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ we have (the $z$ axis is directed so that it forms a small angle with the vector $\mathbf{r}_{2}$ )

$$
\begin{align*}
D\left(\mathbf{r}_{1}, \mathbf{r}_{2} \mid \varepsilon\right)= & \frac{i \kappa}{8 \pi^{2} r_{1} r_{2}} \exp \left\{i \kappa\left(r_{1}+r_{2}\right)\right\} \int d \mathbf{q}\left[1+Z \alpha \frac{\boldsymbol{\alpha} \cdot \mathbf{q}}{\kappa q^{2}}\right] \\
& \times \exp \left\{i \kappa \frac{q^{2}\left(r_{1}+r_{2}\right)}{2 r_{1} r_{2}}+i \kappa \mathbf{q} \cdot\left(\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}\right)\right\} \\
& \times\left(\frac{4 r_{1} r_{2}}{q^{2}}\right)^{i Z \alpha \lambda}, \tag{2}
\end{align*}
$$

where $\boldsymbol{\alpha}=\gamma^{0} \boldsymbol{\gamma}, \kappa^{2}=\varepsilon^{2}-m^{2}, \lambda=\varepsilon / \kappa$, and $\mathbf{q}, \boldsymbol{\theta}_{1}$, and $\boldsymbol{\theta}_{2}$ are two-dimensional vectors in the xy plane, with $\boldsymbol{\theta}_{1}=\mathbf{r}_{1 \perp} / r_{1}$ and $\boldsymbol{\theta}_{2}=\mathbf{r}_{2 \perp} / r_{2}$. Formula (2) contains only elementary functions, and the angles $\boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$ enter only in the factor $\exp \left\{i \mathbf{q} \cdot\left(\boldsymbol{\theta}_{1}+\boldsymbol{\theta}_{2}\right)\right\}$. Hence representation (2) of the Green's function is very convenient for calculations.

We direct the $z$ axis parallel to the vector $\mathbf{k}_{1}$. Note that in the small-angle approximation there is no need to allow for corrections to the transverse part of the polarization vector $\mathbf{e}_{2}$, and the longitudinal part of $\mathbf{e}_{2}$ can be expressed in terms of the traverse part by employing the relation $\mathbf{e}_{2} \cdot \mathbf{k}_{2}$ $=0$, i.e., $\left(\mathbf{e}_{2}\right)_{z}=-\mathbf{e}_{2} \cdot \Delta / \omega$. Thus, the transverse part of the polarization vector of the final photon with a given helicity can be replaced by the polarization vector of a photon propagating along the $z$ axis and having the same helicity. Below we use the notation $\mathbf{e}$ for this vector in the case of positive helicity; the polarization vector with negative helicity is $\mathbf{e}^{*}$. Then, to describe Delbrück scattering, we need only find two helical amplitudes, $M_{++}$and $M_{+-}$. The other two, $M_{--}$ and $M_{-+}$, can be found by interchanging e and $\mathbf{e}^{*}$.

Substituting (2) in (1), we expand the amplitudes for the case of small angles, when $d \mathbf{r}_{1} d \mathbf{r}_{2} \approx r_{1}^{2} r_{2}^{2} d r_{1} d r_{2} d \boldsymbol{\theta}_{1} d \boldsymbol{\theta}_{2}$. Calculating the trace of the $\gamma$-matrices and evaluating the elementary integral with respect to $\boldsymbol{\theta}_{1}$ and $\boldsymbol{\theta}_{2}$, we obtain

$$
\begin{align*}
M= & -\frac{i \alpha}{\omega^{2}} \int_{0}^{\omega} d \varepsilon \varepsilon \kappa \int_{0}^{\infty} \frac{d r_{1}}{r_{1}} \int_{0}^{\infty} \frac{d r_{2}}{r_{2}} \\
& \times \iint \frac{d \mathbf{q}_{1} d \mathbf{q}_{2}}{(2 \pi)^{2}}\left[\left(\frac{q_{1}}{q_{2}}\right)^{2 i Z \alpha}-1\right] \exp \{i \Phi\} T . \tag{3}
\end{align*}
$$

Here

$$
\begin{equation*}
\Phi=\frac{1}{2}\left[\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right) \mathbf{Q}^{2}+\frac{\varepsilon-\kappa}{\omega} \mathbf{Q} \cdot \boldsymbol{\Delta}+\mathbf{q} \cdot \boldsymbol{\Delta}-m^{2}\left(r_{1}+r_{2}\right)\right], \tag{4}
\end{equation*}
$$

the function $T$ for different polarizations has the form

$$
\begin{align*}
& T_{++}=\frac{2 \mathbf{Q}^{2}}{r_{1} r_{2}}-\frac{\omega^{2}}{2 \varepsilon \kappa}\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right)\left[\left(\frac{1}{r_{1}}+\frac{1}{r_{2}}\right) \mathbf{Q}^{2}-2 i\right], \\
& T_{+-}=\frac{4}{r_{1} r_{2}}(\mathbf{e} \cdot \mathbf{Q})^{2} \tag{5}
\end{align*}
$$

and we have introduced the notation $\kappa=\omega-\varepsilon, \mathbf{Q}=\mathbf{q}_{1}$ $+\mathbf{q}_{2}$, and $\mathbf{q}=\mathbf{q}_{1}-\mathbf{q}_{2}$. To arrive at (3), we integrated by parts with respect to $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$, so that the entire dependence on $Z \alpha$ is contained in the factor $\left(q_{1} / q_{2}\right)^{2 i Z \alpha}-1$. We also replaced variables according to $r_{1,2} \rightarrow(\varepsilon \kappa / \omega) r_{1,2}$. The expression for $T_{++}$in (5) can be made simpler if in (3) the variables $r_{1}$ and $r_{2}$ are replaced (temporarily) by the variables $R=r_{1} r_{2} /\left(r_{1}+r_{2}\right)$ and $t=r_{1} / r_{2}$ and the term in the square brackets in (5) proportional to $\mathbf{Q}^{2}$ is integrated by parts with respect to $R$. The result is

$$
\begin{equation*}
T_{++}=\frac{2 \mathbf{Q}^{2}}{r_{1} r_{2}}+\frac{\omega^{2} m^{2}}{2 \varepsilon \kappa r_{1} r_{2}}\left(r_{1}+r_{2}\right)^{2} . \tag{6}
\end{equation*}
$$

Further transformations amount to the following. We pass from the variables $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ to the variables $\mathbf{q}$ and $\mathbf{Q}$. Then the integral with respect to $\mathbf{q}$ becomes

$$
\begin{equation*}
J=\int \frac{d \mathbf{q}}{\mathbf{Q}^{2}}\left[\left(\frac{|\mathbf{q}+\mathbf{Q}|}{|\mathbf{q}-\mathbf{Q}|}\right)^{2 i Z \alpha}-1\right] \exp \left\{-\frac{i}{2} \mathbf{q} \cdot \boldsymbol{\Delta}\right\} . \tag{7}
\end{equation*}
$$

As shown in Ref. 12, this integral can be transformed into

$$
\begin{equation*}
J=\int \frac{d \mathbf{q}}{\Delta^{2}}\left[\left(\frac{|\mathbf{q}+\boldsymbol{\Delta}|}{|\mathbf{q}-\boldsymbol{\Delta}|}\right)^{2 i Z \alpha}-1\right] \exp \left\{-\frac{i}{2} \mathbf{q} \cdot \mathbf{Q}\right\} \tag{8}
\end{equation*}
$$

Using this representation and the parametrization

$$
\begin{equation*}
\exp \left\{i \frac{\mathbf{Q}^{2}}{2 r_{1}}\right\}=i r_{1} \int \frac{d \mathbf{x}}{2 \pi} \exp \left\{-i \frac{r_{1} \mathbf{x}^{2}}{2}-i \mathbf{Q} \cdot \mathbf{x}\right\}, \tag{9}
\end{equation*}
$$

where $\mathbf{x}$ is a two-dimensional vector lying in the same plane as $\mathbf{Q}$, we can easily evaluate the integrals in (3), first with respect to $r_{1}$, then with respect to $\mathbf{Q}$, and finally with respect to $r_{2}$. As a result we obtain

$$
\begin{align*}
\left\{\begin{array}{l}
M_{++} \\
M_{+-}
\end{array}\right\}= & -\frac{i \alpha m^{2}}{\pi^{2} \Delta^{2} \omega^{2}} \int_{0}^{\omega} d \varepsilon \int d \mathbf{q}\left[\left(\frac{q_{+}}{q_{-}}\right)^{2 i Z \alpha}-1\right] \\
& \times \int \frac{d \mathbf{x}}{\left(\mathbf{x}^{2}+m^{2}\right)^{2}\left(\mathbf{v}^{2}+m^{2}\right)^{2}}\left\{\begin{array}{c}
m^{2}\left(\varepsilon^{2}+\kappa^{2}\right)+\omega^{2} \mathbf{x} \cdot \mathbf{v} \\
4 \varepsilon \kappa(\mathbf{e} \cdot \mathbf{v})^{2}
\end{array}\right\}, \tag{10}
\end{align*}
$$

where $\quad q_{ \pm}=\left|\mathbf{q}_{ \pm}\right|, \quad \mathbf{q}_{ \pm}=\mathbf{q} \pm \boldsymbol{\Delta}, \quad$ and $\quad \mathbf{v}=\mathbf{x}+\mathbf{q} / 2+\boldsymbol{\Delta}(\varepsilon$ $-\kappa) / 2 \omega$.

For further integration it is convenient to write (10) in a different form. Using the identities

$$
\begin{aligned}
& \frac{m^{2}}{\left(\mathbf{v}^{2}+m^{2}\right)^{2}}=\frac{1}{2} \boldsymbol{\nabla}_{\mathbf{v}} \frac{\mathbf{v}}{\mathbf{v}^{2}+m^{2}}=\boldsymbol{\nabla}_{\mathbf{q}} \frac{\mathbf{v}}{\mathbf{v}^{2}+m^{2}} \\
& \frac{\mathbf{v}}{\left(\mathbf{v}^{2}+m^{2}\right)^{2}}=-\frac{1}{2} \boldsymbol{\nabla}_{\mathbf{v}} \frac{1}{\mathbf{v}^{2}+m^{2}}=-\boldsymbol{\nabla}_{\mathbf{q}} \frac{1}{\mathbf{v}^{2}+m^{2}}
\end{aligned}
$$

and integrating by parts with respect to $\mathbf{q}$, we find that

$$
\begin{align*}
\left\{\begin{array}{l}
M_{++} \\
M_{+-}
\end{array}\right\}= & \frac{2 \alpha(Z \alpha) m^{2}}{\pi^{2} \Delta^{2} \omega^{2}} \int_{0}^{\omega} d \varepsilon \int d \mathbf{q}\left(\frac{q_{+}}{q_{-}}\right)^{2 i Z \alpha} \\
& \times \int \frac{d \mathbf{x}}{\left(\mathbf{x}^{2}+m^{2}\right)^{2}\left(\mathbf{v}^{2}+m^{2}\right)}\left(\frac{\mathbf{q}_{+}}{q_{+}^{2}}-\frac{\mathbf{q}_{-}}{q_{-}^{2}}\right) \\
& \times\left\{\begin{array}{c}
\omega^{2} \mathbf{x}-\left(\varepsilon^{2}+\kappa^{2}\right) \mathbf{v} \\
4 \varepsilon \kappa(\mathbf{e} \cdot \mathbf{v}) \mathbf{e}
\end{array}\right\} . \tag{11}
\end{align*}
$$

Using Feynman parametrization of the denominators, we evaluate the integral with respect to $\mathbf{x}$ and in the integral with respect to $\varepsilon$ introduce the variable $s=2 \varepsilon / \omega-1$. The result is

$$
\begin{align*}
\left\{\begin{array}{l}
M_{++} \\
M_{+-}
\end{array}\right\}= & \frac{4 \alpha(Z \alpha) m^{2} \omega}{\pi \Delta^{2}} \int_{-1}^{1} d s \int d \mathbf{q}\left(\frac{q_{+}}{q_{-}}\right)^{2 i Z \alpha} \\
& \times \int_{0}^{1} \frac{t d t}{\left[t(1-t)(\mathbf{q}+s \boldsymbol{\Delta})^{2}+4 m^{2}\right]^{2}}\left(\frac{\mathbf{q}_{+}}{q_{+}^{2}}-\frac{\mathbf{q}_{-}}{q_{-}^{2}}\right) \\
& \times\left\{\begin{array}{c}
{\left[t\left(1-s^{2}\right)-2\right](\mathbf{q}+s \boldsymbol{\Delta})} \\
2 t\left(1-s^{2}\right)(\mathbf{e}, \mathbf{q}+s \boldsymbol{\Delta}) \mathbf{e}
\end{array}\right\} . \tag{12}
\end{align*}
$$

The integration with respect to $\mathbf{q}$ is done by a trick used in Refs. 13 and 14. We multiply the integrand in (12) by

$$
\begin{align*}
1 & \equiv \int_{-1}^{1} d y \delta\left(y-\frac{2 \mathbf{q} \cdot \boldsymbol{\Delta}}{\mathbf{q}^{2}+\Delta^{2}}\right) \\
& =\left(\mathbf{q}^{2}+\Delta^{2}\right) \int_{-1}^{1} \frac{d y}{|y|} \delta\left(\left(\mathbf{q}-\frac{\boldsymbol{\Delta}}{y}\right)^{2}-\Delta^{2}\left(\frac{1}{y^{2}}-1\right)\right) \tag{13}
\end{align*}
$$

change the order of integrating with respect to $\mathbf{q}$ and $y$, and implement the shift $\mathbf{q} \rightarrow \mathbf{q}+\Delta / y$. After all this is done, the integral with respect to $\mathbf{q}$ can easily be evaluated. Changing the variable $y=\tanh \left(\tau-\tau_{0}\right)$, where

$$
\begin{equation*}
\tau_{0}=\frac{1}{2} \ln \frac{B+(1+s)^{2}}{B+(1-s)^{2}}, \quad B=\frac{4 m^{2}}{\Delta^{2} t(1-t)}, \tag{14}
\end{equation*}
$$

we find that integrating with respect to $\tau$ reduces to calculating two integrals (the same integrals as in Ref. 14) expressed in terms of the derivative of the Legendre function, $P_{\nu}^{\prime}(x)$ :

$$
\begin{aligned}
\mathscr{F}_{1} & =a^{2} \int_{0}^{\infty} d \tau \frac{\cosh \tau \cos (2 Z \alpha \tau)}{\left(\sinh ^{2} \tau+a^{2}\right)^{3 / 2}} \\
& =\frac{2 \pi a^{2}}{\sinh (\pi Z \alpha)} \operatorname{Im} P_{i Z \alpha}^{\prime}\left(2 a^{2}-1\right)
\end{aligned}
$$

$$
\begin{align*}
\mathscr{F}_{2} & =a^{2} \int_{0}^{\infty} d \tau \frac{\sinh \tau \sin (2 Z \alpha \tau)}{\left(\sinh ^{2} \tau+a^{2}\right)^{3 / 2}} \\
& =-\frac{2 \pi a^{2}}{\sinh (\pi Z \alpha)} \operatorname{Re} P_{i Z \alpha}^{\prime}\left(2 a^{2}-1\right), \tag{15}
\end{align*}
$$

where $a^{2}=4 B /\left[\left(B+(1+s)^{2}\right)\left(B+(1-s)^{2}\right)\right]$. Note that $a^{2}$ $\leqslant 1$ for all $s$ and $B>0$.

The final expressions for the Delbrück scattering amplitudes are

$$
\begin{align*}
M_{++}= & i \frac{\alpha(Z \alpha) \omega}{8 m^{2}} \int_{0}^{1} d s \int_{0}^{1} d t a^{2} t\left[2-t\left(1-s^{2}\right)\right] \\
& \times\left[4 s B \sin \left(2 Z \alpha \tau_{0}\right) \mathscr{F}_{1}\right. \\
& \left.+\left[B^{2}-\left(s^{2}-1\right)^{2}\right] \cos \left(2 Z \alpha \tau_{0}\right) \mathscr{F}_{2}\right],  \tag{16}\\
M_{+-}= & i \frac{\alpha(Z \alpha) \omega(\mathbf{e} \cdot \Delta)^{2}}{4 m^{2} \Delta^{2}} \int_{0}^{1} d s \int_{0}^{1} d t a^{2} t\left(s^{2}-1\right) \\
& \times\left[4 s B(1-t) \sin \left(2 Z \alpha \tau_{0}\right) \mathscr{F}_{1}+\left[B^{2}(2-3 t)\right.\right. \\
& \left.\left.+2 B\left(s^{2}+1\right)(1-2 t)-\left(s^{2}-1\right)^{2} t\right] \cos \left(2 Z \alpha \tau_{0}\right) \mathscr{F}_{2}\right] .
\end{align*}
$$

Let us now discuss the asymptotic behavior of the Delbrück scattering amplitudes for $\Delta \ll m$ and $\Delta \gg m$, which follows from (16). The simplest calculation in this representation is that of the asymptotic expression for $\Delta \ll m$, in the limit $B \sim m^{2} / \Delta^{2} \geqslant 1, a^{2} \approx 4 / B \ll 1$, and the functions $\mathscr{F}_{1,2}$ are

$$
\mathscr{F}_{1} \approx 1, \quad \mathscr{F}_{2}=-2 Z \alpha a^{2}[\ln a+C+\operatorname{Re} \psi(1+i Z \alpha)],
$$

where $C=0.577 \ldots$ is Euler's constant, and $\psi(x)$ $=d \ln \Gamma(x) / d x$. Also, $\tau_{0} \sim 1 / B \ll 1$. Inserting the asymptotic expressions for $\mathscr{F}_{1,2}$ in (16) yields

$$
\begin{align*}
\left\{\begin{array}{l}
M_{++} \\
M_{+-}
\end{array}\right\}= & i \frac{4 \alpha(Z \alpha)^{2} \omega}{m^{2}} \int_{0}^{1} d s \int_{0}^{1} t d t\left[\frac{1}{2} \ln \frac{m^{2}}{t(1-t) \Delta^{2}}-C\right. \\
& -\operatorname{Re} \psi(1+i Z \alpha)]\left\{\begin{array}{c}
{\left[2-t\left(1-s^{2}\right)\right]} \\
2\left(1-s^{2}\right)(3 t-2)(\mathbf{e} \cdot \Delta)^{2} / \Delta^{2}
\end{array}\right\} . \tag{17}
\end{align*}
$$

Calculating the elementary integrals, we find that for $\mathrm{m}^{2} / \omega$ $\ll \Delta<m$ we have
$M_{++}=i \frac{28 \alpha(Z \alpha)^{2} \omega}{9 m^{2}}\left[\ln \frac{m}{\Delta}+\frac{41}{42}-C-\operatorname{Re} \psi(1+i Z \alpha)\right]$,
$M_{+-}=i \frac{4 \alpha(Z \alpha)^{2} \omega(\mathbf{e} \cdot \Delta)^{2}}{9 m^{2} \Delta^{2}}$.

To establish the asymptotic behavior of the amplitudes in the limit $\Delta \gg m$, it is convenient to start with (12). The region $1-t \sim m^{2} / \Delta^{2} \ll 1$ provides the main contribution to the integral. If in (12) we evaluate the integral with respect to $t$ in this approximation, we get

$$
\begin{align*}
\left\{\begin{array}{l}
M_{++} \\
M_{+-}
\end{array}\right\}= & \frac{\alpha(Z \alpha) \omega}{\pi \Delta^{2}} \int_{-1}^{1} d s \int \frac{d \mathbf{q}}{(\mathbf{q}+s \boldsymbol{\Delta})^{2}}\left(\frac{q_{+}}{q_{-}}\right)^{2 i Z \alpha} \\
& \times\left(\frac{\mathbf{q}_{+}}{q_{+}^{2}}-\frac{\mathbf{q}_{-}}{q_{-}^{2}}\right)\left\{\begin{array}{c}
-\left(1+s^{2}\right)(\mathbf{q}+s \boldsymbol{\Delta}) \\
2\left(1-s^{2}\right)(\mathbf{e}, \mathbf{q}+s \boldsymbol{\Delta}) \mathbf{e}
\end{array}\right\} \tag{19}
\end{align*}
$$

We then use the identity (13) to evaluate the elementary integrals with respect to $\mathbf{q}$ and, finally, with respect to $s$. Then we change variables, $y=\tanh \tau$, and for $\Delta \gg m$ obtain

$$
\begin{align*}
M_{++}= & i \frac{4 \alpha(Z \alpha) \omega}{3 \Delta^{2}} \int_{0}^{\infty} d \tau \sin (2 Z \alpha \tau) \\
& \times\left(4-3 \tanh \frac{\tau}{2}-\tanh ^{3} \frac{\tau}{2}\right) \\
= & i \frac{8 \alpha \omega}{3 \Delta^{2}}\left\{1-\frac{2 \pi Z \alpha}{\sinh (2 \pi Z \alpha)}\left[1-(Z \alpha)^{2}\right]\right\}, \\
M_{+-}= & i \frac{16 \alpha(Z \alpha) \omega(\mathbf{e} \cdot \Delta)^{2}}{\Delta^{4}} \int_{0}^{\infty} \frac{d \tau \sin (2 Z \alpha \tau)}{\sinh ^{2} \tau}(\tau \operatorname{coth} \tau-1) \\
= & i \frac{16 \alpha(Z \alpha)^{2} \omega(\mathbf{e} \cdot \Delta)^{2}}{\Delta^{4}}\left[1-Z \alpha \operatorname{Im} \psi^{\prime}(1-i Z \alpha)\right] . \tag{20}
\end{align*}
$$

The asymptotic formulas (18) and (20) coincide with the results obtained in Refs. 6 and 8. We also found that the numerical values of the amplitudes (16) coincide (as expected) with the results obtained in Refs. 6-8 for arbitrary momentum transfers and values of $Z \alpha$.

Each expression for the amplitudes in (16) is a double integral and is simpler than the results of Refs. 6-8, in which the multiplicity of the integrals is higher. Hence the formulas in (16) are very convenient for tabulation.

Thus, in this paper, using Delbrück scattering as an example, we have shown that the method of calculation developed for the photon splitting problem can be successfully used to solve various QED problems in the Coulomb field at high energies.
*)E-mail: A.I.Milshtein@inp.nsk.su
${ }^{1}$ L. Meitner, H. Kösters, and M. Delbrück, Z. Phys. 84, 137 (1933).
${ }^{2}$ A. I. Milshtein and M. Schumacher, Phys. Rep. 243, 183 (1994).
${ }^{3}$ Sh. Zh. Akhmadaliev, G. Ya. Kezerashvili, S. G. Klimenko, V. M. Malyshev, A. L. Maslennikov, A. M. Milov, A. I. Milstein, N. Yu. Muchnoi, A. I. Naumenkov, V. S. Panin, S. V. Peleganchuk, V. G. Popov, G. E. Pospelov, I. Ya. Protopopov, L. V. Romanov, A. G. Shamov, D. N. Shatilov, E. A. Simonov, and Yu. A. Tikhonov, Phys. Rev. C 58, 2844 (1998).
${ }^{4}$ M. Cheng and T. T. Wu, Phys. Rev. 182, 1873 (1969).
${ }^{5}$ M. Cheng and T. T. Wu, Phys. Rev. D 2, 2444 (1970).
${ }^{6}$ M. Cheng and T. T. Wu, Phys. Rev. D 5, 3077 (1972).
${ }^{7}$ A. I. Milstein and V. M. Strakhovenko, Phys. Lett. A 95, 135 (1983).
${ }^{8}$ A. I. Mil'shteĭn and V. M. Strakhovenko, Zh. Éksp. Teor. Fiz. 85, 14 (1983) [Sov. Phys. JETP 58, 8 (1983)].
${ }^{9}$ R. N. Lee and A. I. Milstein, Phys. Lett. A 198, 217 (1995).
${ }^{10}$ R. N. Li and A. I. Mil'shteı̆n, Zh. Éksp. Teor. Fiz. 107, 1393 (1995) [JETP 80, 777 (1995)].
${ }^{11}$ Sh. Zh. Akhmadaliev, G. Ya. Kezerashvili, S. G. Klimenko et al., in Proc. Int. Conf. PHOTON'97, Egmond-aan Zee, The Netherlands, A. Buijs and F. C. Erne (Eds.), World Scientific, Singapore (1997), p. 246.
${ }^{12}$ R. N. Li, A. I. Mil'shteĭn, and V. M. Strakhovenko, Zh. Éksp. Teor. Fiz. 112, 1921 (1997) [JETP 85, 1049 (1997)].
${ }^{13}$ R. N. Lee, A. I. Milstein, and V. M. Strakhovenko, Phys. Rev. A 57, 2325 (1998).
${ }^{14}$ R. N. Lee, A. I. Milstein, and V. M. Strakhovenko, Phys. Rev. A 58, 1757 (1998).

Translated by Eugene Yankovsky

# Large-scale amplification of a magnetic field by turbulent helicity fluctuations 

## N. A. Silant'ev*)

Instituto National de Astrofisica, Optica y Electronica, Apartado Postal 51 y 216 C. P. 72000 Puebla, Pue. Mexico; Central Astronomical Observatory, Russian Academy of Sciences, 196140 St. Petersburg, Russia
(Submitted 21 October 1998; resubmitted 15 February 1999)
Zh. Éksp. Teor. Fiz. 116, 85-104 (July 1999)
In this paper the procedure of large-scale averaging of the magnetic-field diffusion equation with the $\alpha$-term curl $\alpha(\mathbf{r}, t) \mathbf{B}(\mathbf{r}, t)$ is used to show that a nonuniform distribution of the turbulent helicity fluctuations (more precisely, the fluctuations of the coefficient $\alpha$ ) with a zero average value gives rise to large-scale amplification of the initial magnetic field. A detailed study is carried out of the dependence of the resulting large-scale $\alpha$ effect on the characteristics of the correlator $\left\langle\left\langle\alpha(\mathbf{r}, t) \alpha\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle\right\rangle$ in a rotating medium with a nonuniform distribution of the angular velocity $\omega=\omega(\rho, z)$ ( $\rho$ is the distance for the rotation axis $z$ ). The effect of helicity fluctuations and the diffusion coefficient on the turbulent diffusion process is also investigated. © 1999 American Institute of Physics. [S1063-7761(99)00907-5]

## 1. INTRODUCTION

It is well known that amplification of the initial magnetic field in a turbulent medium requires the presence of helicity, i.e., the helicity correlator $h(1,2) \equiv\langle\mathbf{u}(1) \cdot \operatorname{curl} \mathbf{u}(2)\rangle$ must be finite. The case $h>0$ corresponds to right-handed helicity, while $h<0$ corresponds to left-handed helicity. Such a medium may be isotropic, but it certainly must be reflectionasymmetric. The amplification mechanism was developed primarily by Parker ${ }^{1}$ and Steenbeck et al. ${ }^{2}$ and is described in detail in the monographs cited in Refs. 3-5. A straightforward qualitative explanation of the turbulent magnetic dynamo can be found in Ref. 6. It is based on the fact that chaotic helical movements generate an average emf $\langle\mathbf{E}\rangle$ parallel or antiparallel to the average magnetic field: $\langle\mathbf{E}\rangle$ $=\alpha\langle\mathbf{B}\rangle$. According to this common notation, the phenomenon became known as the $\alpha$ effect. Note that $\alpha \propto(-h)$, i.e., left-handed helicity gives rise to induction of a current $\langle\mathbf{j}\rangle$ parallel to the average field $\langle\mathbf{B}\rangle$, while right-handed helicity gives rise to induction of a current opposing $\langle\mathbf{B}\rangle$. The induction of such a current is the reason for the amplification of the average magnetic field $\langle\mathbf{B}\rangle$. The existence of the $\alpha$ effecthas been confirmed by experiments. ${ }^{7}$

The initial equation describing the evolution of the magnetic field is the induction equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}-D_{m} \nabla^{2}\right) \mathbf{B}(\mathbf{r}, t)=\operatorname{curl}[\mathbf{u}(\mathbf{r}, t) \mathbf{B}(\mathbf{r}, t)] \tag{1}
\end{equation*}
$$

where $D_{m}=c^{2} / 4 \pi \sigma$ is the molecular (ohmic) diffusion coefficient, $\sigma$ is the electrical conductivity of the plasma, and $\mathbf{u}(\mathbf{r}, t)$ is the Eulerian velocity of motion of matter. The Navier-Stokes equation, which we will not write here, relates $\mathbf{u}(\mathbf{r}, t)$ and $\mathbf{B}(\mathbf{r}, t)$, so that actually the velocity $\mathbf{u}(\mathbf{r}, t)$ is a functional of $\mathbf{B}(\mathbf{r}, t)$, and vice versa. For weak magnetic fields ( $B^{2} / 8 \pi \ll \rho u^{2} / 2$ ) one usually ignores the effect of $\mathbf{B}$ on turbulence and considers Eq. (1) in the kinematic representation, where the ensemble of turbulent velocities $\mathbf{u}(\mathbf{r}, t)$
$=\mathbf{U}(\mathbf{r}, t)+\mathbf{u}^{\prime}(\mathbf{r}, t)\left(\mathbf{U}=\langle\mathbf{u}\rangle\right.$ and $\left.\left\langle\mathbf{u}^{\prime}\right\rangle=0\right)$ is assumed fixed. The quantities $u_{0}^{2}=\left\langle\mathbf{u}^{\prime 2}(\mathbf{r}, t)\right\rangle, \tau_{0}$, and $R_{0}$ characterize the average amplitude of the turbulent velocity, the average lifetime of correlations of Eulerian velocities, and the average length of such correlations. Sometimes the auxiliary parameter $t_{0}=R_{0} / u_{0}$ is used (it is known as the reversal time of turbulent vortices). The average magnetic field $\langle\mathbf{B}\rangle$ is defined as the average value over the volume $\approx L^{3}$ and over the averaging time $T_{0}$, which are much larger that the characteristic length $R_{0}$ and lifetime $\tau_{0}$ of correlations of turbulent movements (if the reversal time of the turbulent vortices meets the condition $t_{0}=R_{0} / u_{0} \ll \tau_{0}$ it is sufficient to require that $T \gtrdot t_{0}$ ).

By averaging Eq. (1) and assuming that the average field $\langle\mathbf{B}\rangle$ is a smooth function on distances $\approx R_{0}$ and times $\approx \tau_{0}$ (or $\approx t_{0}$ if $t_{0} \ll \tau_{0}$ ) one can obtain (see Refs. 3-5) the equation of diffusion for the average magnetic field:

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.-D_{m} \nabla^{2}\right)\langle\mathbf{B}\rangle+\operatorname{curl} D(\mathbf{r}, t) \operatorname{curl}\langle\mathbf{B}\rangle \\
& -\operatorname{curl} \alpha(\mathbf{r}, t)\langle\mathbf{B}\rangle-\operatorname{curl}[\mathbf{U}(\mathbf{r}, t)\langle\mathbf{B}\rangle]=\mathbf{0}, \tag{2}
\end{align*}
$$

where $\mathbf{U}(\mathbf{r}, t)$ is the velocity of regular motion of the liquid or gas. Note that the coefficients of turbulent diffusion, $D(\mathbf{r}, t)$, and the $\alpha$ effect, $\alpha(\mathbf{r}, t)$, in this equation can depend on $\langle\mathbf{B}\rangle$ parametrically, since the turbulent velocity field $\mathbf{u}(\mathbf{r}, t)$ depends on B. Kichatinov et al. ${ }^{8,9}$ used the functional dependence of $D(\mathbf{r}, t)$ and $\alpha(\mathbf{r}, t)$ on $\mathbf{u}(\mathbf{r}, t)$ but, in solving the Navier-Stokes equation, allowed for the fact that the field $\mathbf{u}(\mathbf{r}, t)$ depends on B. The derivation of Eq. (2) from Eq. (1) requires only that the average field $\langle\mathbf{B}\rangle$ be smooth, so that we can take it outside the integral sign. Then under the integral sign there remains another, peaked, term (e.g., see Refs. 10 and 11). We also note that here we have assumed, for simplicity, that $D(\mathbf{r}, t)$ and $\alpha(\mathbf{r}, t)$ are scalar quantities, although in an anisotropic turbulent medium they are pseudotensors of the third and second ranks, respectively (see Ref. 3). If we
neglect $D_{m}$ in Eq. (1), the equation has an exact solution in Lagrangian variables. The derivation of Eq. (2) from this solution is especially simple,,${ }^{12,13}$ but it uses only the smoothness of the average magnetic field $\langle\mathbf{B}\rangle$. Exact formal expressions for the coefficients $D(\mathbf{r}, t)$ and $\alpha(\mathbf{r}, t)$ in terms of the field $\mathbf{u}(\mathbf{r}, t)$ of Eulerian velocities or the field $\mathbf{v}(\mathbf{r}, t)$ of Lagrangian velocities can be found in Refs. 10-13. Using these expressions and specifying the statistical properties of the ensemble of initial velocities, we can (at least in principle) fully describe the evolution of the average magnetic field in a turbulent medium by solving Eq. (2) and the Navier-Stokes equation. Lately there has been an increasing number of attempts of computer simulations of the evolution of the magnetic field based directly on Eq. (1) and Navier-Stokes equations. However, in studying the influence of helicity fluctuations on the large-scale $\alpha$ effect we will find it convenient to begin with the diffusion equation (2).

## The large-scale averaging procedure

If $\langle\cdots\rangle$ in (2) is assumed to be the average over fairly small-scale turbulent motions, the coefficients $D(\mathbf{r}, t)$ and $\alpha(\mathbf{r}, t)$ are still random functions with respect to large-scale averaging. We will denote the procedure of large-scale averaging by double angle brackets, $\langle\langle\cdots\rangle\rangle$. Using this notation, we can write the following relationships:

$$
\begin{align*}
& D(\mathbf{r}, t)=D_{0}+D^{\prime}(\mathbf{r}, t) \\
& \langle\langle D(\mathbf{r}, t)\rangle\rangle \equiv D_{0}, \quad\left\langle\left\langle D^{\prime}(\mathbf{r}, t)\right\rangle\right\rangle \equiv 0,  \tag{3}\\
& \alpha(\mathbf{r}, t)=\alpha_{0}+\alpha^{\prime}(\mathbf{r}, t), \\
& \langle\langle\alpha(\mathbf{r}, t)\rangle\rangle \equiv \alpha_{0}, \quad\left\langle\left\langle\alpha^{\prime}(\mathbf{r}, t)\right\rangle\right\rangle \equiv 0 .
\end{align*}
$$

Here and below we assume that the large-scale average values $D_{0}$ and $\alpha_{0}$ are constants. Note that the procedures of small- and large-scale averaging have long been used in statistical physics (see, e.g., Ref. 14).

Substituting (3) in (2), we obtain the master stochastic equation

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}-\left(D_{m}+D_{0}\right) \nabla^{2}\right)\langle\mathbf{B}\rangle-\alpha_{0} \operatorname{curl}\langle\mathbf{B}\rangle-\operatorname{curl}[\mathbf{U}\langle\mathbf{B}\rangle] \\
& \quad=\operatorname{curl} \alpha^{\prime}(\mathbf{r}, t)\langle\mathbf{B}\rangle-\operatorname{curl} D^{\prime}(\mathbf{r}, t) \operatorname{curl}\langle\mathbf{B}\rangle \tag{4}
\end{align*}
$$

The right-hand side of Eq. (4) is a stochastic function of coordinates $\mathbf{r}$ and time $t$. We note once more that the smallscale average field $\langle\mathbf{B}\rangle$ is stochastic with respect to largescale averaging.

Equation (4) can be written in brief symbolic form:

$$
\begin{equation*}
\hat{L}_{i j}^{(0)}(\mathbf{r}, t)\left\langle B_{j}(\mathbf{r}, t)\right\rangle=\hat{L}_{i j}(\mathbf{r}, t)\left\langle B_{j}(\mathbf{r}, t)\right\rangle, \tag{5}
\end{equation*}
$$

where the nonstochastic operator $\hat{L}^{(0)}$ and the stochastic operator $\hat{L}$ represent the left- and right-hand sides of Eq. (4).

The first to examine this equation for the case of $\mathbf{U}=0$, $D^{\prime}=0$, and $\alpha_{0}=0$ and an infinite isotropic medium were Kraichnan ${ }^{13}$ and Moffatt. ${ }^{3}$ Performing in (4) the procedure of large-scale averaging in the quasilinear approximation, they again arrived at equation (2) for $\langle\langle\mathbf{B}(\mathbf{r}, t)\rangle\rangle$ in the diffusion approximation, which, however, contained the renormalized turbulent diffusion coefficient $D_{m}+D_{0}+D$. They found that
the term $D$ is negative, i.e., the helicity fluctuations (more precisely, the fluctuations of the coefficient $\alpha$, which are proportional to helicity) reduce the diffusion of the magnetic field.

Vishniac and Brandenburg ${ }^{15}$ used Eq. (4) for computer simulation of the evolution of the average magnetic field in an accretion disk. They also examined the case where there is a chaotic distribution of the helicity fluctuations $\alpha^{\prime}$ with a zero average $\alpha_{0}=0$ in the disk. It was found (numerically) that this gives rise to a large-scale distribution of the magnetic field, i.e., $\alpha^{\prime}$-fluctuations act as an $\alpha$ effect.

Sokolov ${ }^{16}$ found that the presence of helicity fluctuations does indeed cause amplification of the large-scale magnetic field even at zero average helicity. He assumed that there are two averaging ensembles, over the turbulence velocity $\mathbf{u}(\mathbf{r}, t)$ proper and over the helicity distribution ensemble, $h(1,2)$ $\equiv\langle\mathbf{u}(1) \cdot$ curl $\mathbf{u}(2)\rangle$. Physically it is difficult to imagine that these two ensembles can exist separately, since knowing the velocity field $\mathbf{u}(\mathbf{r}, t)$ obviously means that we know the helicity correlator $h(1,2) \equiv\langle\mathbf{u}(1) \cdot \operatorname{curl} \mathbf{u}(2)\rangle$ and generally all the correlators. Hence the idea of two averaging ensembles can actually be realized by the use of two averaging procedures, a fairly small-scale and a large-scale one.

The authors of all the cited papers did not do large-scale averaging of Eq. (4) in general form. In this paper we will derive the general formulas for the renormalized coefficients of turbulent diffusion and the $\alpha$ effect, the phenomena caused by helicity correlations in the turbulent medium. Using a medium with differential rotation as an example, we will show both quantitatively and qualitatively the reason for the emergence of a large-scale $\alpha$ effect. We will use the general theory discussed in Refs. 10 and 11, where the procedure of averaging over the ensemble of realizations of fluctuating quantities is carried out by using the stochastic Green's tensor $G_{i j}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$, deriving a renormalized equation for this tensor, and obtaining an hierarchy of nonlinear equations for the average tensor $\left\langle G_{i j}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle$. The averaging procedure proper is described in Refs. 10 and 11 in general form for an equation of the form (5), which can be applied to our initial stochastic equation (4).

The helicity of a turbulent medium, $h(1,2)$ $\equiv\langle\mathbf{u}(1) \cdot$ curl $\mathbf{u}(2)\rangle$, is described by a two-point velocity correlator (here and below we use the convenient notation $f\left(\mathbf{r}_{n}, t_{n}\right) \equiv f(n), d \mathbf{r}_{n} d t_{n} \equiv d n, d \mathbf{r}^{\prime} d t^{\prime} \equiv d 2, \mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}, \tau=t$ $-t^{\prime}$, etc.). This means that helicity fluctuations are described by velocity correlators of the fourth and higher orders. A direct study of the dynamics of correlations whose orders are so high is extremely difficult. Note that in the classical work of Kazantsev ${ }^{17}$ and in a number of later treatments (see Refs. 18 and 19), the dynamics of magnetic-field fluctuations was studied for turbulence without helicity, which requires only knowing the second-order velocity correlators $\left\langle u_{i}(1) u_{j}(2)\right\rangle$. The advantage of all these treatments is that their authors begin directly from the master induction equation (1) and do not resort to the procedure of the second, large-scale, averaging. The procedure of double averaging used in the present paper makes it possible to study the effect of helicity fluctuations (as fluctuations of the $\alpha$ effect) in a fairly simple manner. At present such an approach is probably the only
one that can be used to study helicity fluctuations.
For practical applications of the theory we will now develop it is important to understand that the helicity fluctuation correlator is a fundamental quantity having the same status for turbulence as the ordinary two-point velocity correlator $\left\langle u_{i}(1) u_{j}(2)\right\rangle$. More than that, for a given correlator $\left\langle u_{i}(1) u_{j}(2)\right\rangle$ the helicity fluctuation correlator for nonGaussian ensembles may be arbitrary (at least in principle). Usually the correlator $\left\langle u_{i}(1) u_{j}(2)\right\rangle$ is found from experiments or observations or is simply specified in a plausible form for numerical calculations. This is even more true in relation to the helicity fluctuation correlator, which is extremely sensitive to the specific form of the ensemble of initial velocities, the boundary conditions, and the acting forces.

Note that for all practical purposes the second average can be realized either by averaging over large volumes or by averaging over long time intervals.

## 2. GENERAL FORMULAS FOR THE KINETIC COEFFICIENTS

The general theory, presented in Refs. 10 and 11, makes it possible to obtain from (4) a formally exact integrodifferential equation for the large-scale averaged magnetic field $\langle\langle\mathbf{B}\rangle\rangle$. Using the symbolic form of Eq. (4) [see Eq. (5)], for the case of a Gaussian ensemble we obtain
$\hat{L}_{i j}^{(0)}(1)\left\langle\left\langle B_{j}(1)\right\rangle\right\rangle=$ irreducible part of

$$
\begin{align*}
& \times \int d 2\left\langle\left\langle\hat{L}_{i n}(1) G_{n m}(1 ; 2) \hat{L}_{m j}(2)\right\rangle\right\rangle \\
& \times\left\langle\left\langle B_{j}(2)\right\rangle\right\rangle \tag{6}
\end{align*}
$$

If we again use the fact that the field $\langle\langle\mathbf{B}\rangle\rangle$ is smooth, this equation in the diffusion approximation becomes

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.-\left(D_{m}+D_{0}\right) \nabla^{2}\right)\langle\langle\mathbf{B}\rangle\rangle-\alpha_{0} \operatorname{curl}\langle\langle\mathbf{B}\rangle\rangle \\
& -\operatorname{curl}[\mathbf{U}\langle\langle\mathbf{B}\rangle\rangle]=\operatorname{curl} \mathbf{E},  \tag{7}\\
E_{i}= & \alpha_{i j}(\mathbf{r}, t)\left\langle\left\langle B_{j}(\mathbf{r}, t)\right\rangle\right\rangle+D_{i j k}(\mathbf{r}, t) \nabla_{k}\left\langle\left\langle B_{j}(\mathbf{r}, t)\right\rangle\right\rangle . \tag{8}
\end{align*}
$$

The left-hand side of Eq. (7) coincides with the left-hand side of Eq. (4). Equations (7) and (8) are the equations of a turbulent magnetic dynamo in the diffusion approximation. The pseudotensors $\alpha_{i j}(\mathbf{r}, t)$ and $D_{i j k}(\mathbf{r}, t)$ are generalizations of the pseudoscalar coefficient $\alpha$ and the turbulent diffusion coefficient $D$ and describe the effect of the helicity fluctuations $\alpha^{\prime}(\mathbf{r}, t)$ and the fluctuations of the turbulent diffusion coefficient, $D^{\prime}(\mathbf{r}, t)$, on the evolution of the average magnetic field $\langle\langle\mathbf{B}\rangle\rangle$. Their exact expressions are given by the formulas

$$
\begin{align*}
\alpha_{i j}(1)= & \text { irreducible part of } \\
& \times \int d \mathbf{r}^{\prime} \int_{0}^{t} d t^{\prime}\left[e _ { j n m } \left\langle\left\langle\alpha^{\prime}(\mathbf{r}, t) G_{i n}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)\right.\right.\right. \\
& \left.\left.\times \nabla_{m}^{\prime} \alpha^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle\right\rangle-e_{i t s} e_{r n j}\left\langle\left\langle D^{\prime}(\mathbf{r}, t) \nabla_{t} G_{s r}\right.\right. \\
& \left.\left.\left.\times\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right) \nabla_{n}^{\prime} \alpha^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle\right\rangle\right] . \tag{9}
\end{align*}
$$

Here $e_{i j k}$ is the unit antisymmetric pseudotensor ( $e_{x y z}=$ $-e_{y x z}$, etc.), $G_{i j}(1 ; 2)$ is the stochastic Green's tensor of the initial equation (4), i.e., the solution of this equation with source $S_{i j}=\delta_{i j} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(t-t^{\prime}\right)$. Here $G_{i j}^{(0)}(1 ; 2)$ denotes the Green's tensor of Eq. (4) without the right-hand side. This tensor is nonstochastic. Taking the irreducible parts in the expressions means that we must drop the reducible parts of the form

$$
\begin{equation*}
\int d 2\left\langle\left\langle F_{i s}(1)\right\rangle\right\rangle G_{s n}^{(0)}(1 ; 2)\left\langle\left\langle K_{n m}(2)\right\rangle\right\rangle . \tag{10}
\end{equation*}
$$

The formula for $D_{i j k}(\mathbf{r}, t)$ is more cumbersome than formula (9), and we will use the convenient notation mentioned earlier:

$$
\begin{align*}
D_{i j k}(1)= & - \text { irreducible part of } \\
& \times \int d 2\left[e _ { j r n } \left\langle\left\langle\alpha^{\prime}(1) G_{i r}(1 ; 2)\right.\right.\right. \\
& \left.\left.\times\left(\nabla_{n}^{(2)} \alpha^{\prime}(2) R_{k}\right)\right\rangle\right\rangle \\
& +\left\langle\left\langle\alpha^{\prime}(1) G_{i k}(1 ; 2) \nabla_{j}^{(2)} D^{\prime}(2)\right\rangle\right\rangle \\
& -\left\langle\left\langle\alpha^{\prime}(1) G_{i j}(1 ; 2) \nabla_{k}^{(2)} D^{\prime}(2)\right\rangle\right\rangle \\
& -e_{i t s} e_{j r n}\left\langle\left\langle D^{\prime}(1)\left(\nabla_{t}^{(1)} G_{s r}(1 ; 2)\right)\right.\right. \\
& \left.\left.\times\left(\nabla_{n}^{(2)} \alpha^{\prime}(2) R_{k}\right)\right\rangle\right\rangle-e_{i t s}\left\langle\left\langle D^{\prime}(1) \nabla_{t}^{(1)}\right.\right. \\
& \left.\left.\times G_{s k}(1 ; 2) \nabla_{j}^{(2)} D^{\prime}(2)\right\rangle\right\rangle+e_{i t s}\left\langle\left\langle D^{\prime}(1) \nabla_{t}^{(1)}\right.\right. \\
& \left.\left.\left.\times G_{s j}(1 ; 2) \nabla_{k}^{(2)} D^{\prime}(2)\right\rangle\right\rangle\right] . \tag{11}
\end{align*}
$$

The function $D^{\prime}(\mathbf{r}, t)$ is even in the helicity $h$ and the function $\alpha^{\prime}(\mathbf{r}, t)$ is odd. This means that the correlator $\left\langle\left\langle D^{\prime}(1) \alpha^{\prime}(2)\right\rangle\right\rangle$ is zero if the average helicity $\alpha_{0}$ vanishes. All the formulas become much simpler for this case. Since according to Ref. 20 the turbulent diffusion coefficient is almost independent of helicity for a degree of helicity $a \leqslant 0.5$, the contribution of the cross terms of the form $\left\langle\left\langle D^{\prime}(1) \alpha^{\prime}(2)\right\rangle\right\rangle$ is probably small even for $\alpha_{0} \neq 0$. Even at $100 \%$ helicity the decrease in the diffusion coefficient is insignificant, about $30 \%$. Hence below we will ignore the cross terms.

There are several ways of obtaining an approximation series for the stochastic Green's tensor $G_{i j}(1 ; 2)$ (see Refs. 10 and 11). Inserting this a series into (9) and (11) yields approximation series for the kinetic coefficients $\alpha_{i j}(\mathbf{r}, t)$ and $D_{i j k}(\mathbf{r}, t)$, respectively.

For the case of the stochastic equation (1) with $D_{m} \rightarrow 0$, plugging the iterations of the ordinary integral equation for $G_{i j}(1 ; 2)$ into the formulas for $D_{0}$ and $\alpha_{0}$ leads to a series in powers of the parameter $\xi_{0}=u_{0} \tau_{0} / R_{0}$, which makes it possible to calculate $D_{0}$ and $\alpha_{0}$ only when $\xi_{0} \ll 1$. This result is understandable since the expansion is in powers of the Green's function

$$
G_{m}(R, \tau)=\frac{1}{\left(4 \pi D_{m} \tau\right)^{3 / 2}} \exp \left\{-\frac{R^{2}}{4 D_{m} \tau}\right\},
$$

which describes molecular diffusion rather than convective transport by turbulent movements. To obtain $D_{0}$ and $\alpha_{0}$ in
this case we are forced (see Refs. 10 and 11) to use a renormalized equation for $G_{i j}(1 ; 2)$, with the average Green's function $\left\langle G_{i j}(1 ; 2)\right\rangle$, for which there is a hierarchy of nonlinear equations, used for the absolute term. The tensor $\left\langle G_{i j}(1 ; 2)\right\rangle$ directly describes the convective nature of the transport of the impurity field, and iterations in powers of $\left\langle G_{i j}(1 ; 2)\right\rangle$ lead to an asymptotically convergent series for $D_{0}$ and $\alpha_{0}$ at all values of $\xi_{0}$. A fairly good result is achieved if instead of $G_{i j}(1 ; 2)$ we plug in the average tensor $\left\langle G_{i j}(1 ; 2)\right\rangle$ satisfying the first equation in the hierarchy (what is known as the Direct Interaction Approximation, or DIA, equation).

The stochastic equation (4) used in the present paper differs from Eq. (1) in that its left-hand side describes turbulent transport of the magnetic field (to be sure, in the rough, diffusion, approximation) by the coefficients $D_{0}$ and $\alpha_{0}$. This suggests that we can do without complicated iteration techniques in relation to the renormalized equation for $G_{i j}(1 ; 2)$ and the solution of the nonlinear equation for $\left\langle G_{i j}(1 ; 2)\right\rangle$. In this case the iterations of the ordinary integral equation for $G_{i j}(1 ; 2)$,

$$
\begin{align*}
G_{i j}(1 ; 2)= & G_{i j}^{(0)}(1 ; 2) \\
& +\int d 3 G_{i n}^{(0)}(1 ; 3) \hat{L}_{n m}(3) G_{m j}(3 ; 2), \tag{12}
\end{align*}
$$

will probably make it possible to obtain fairly accurate values of $\alpha_{i j}(\mathbf{r}, t)$ and $D_{i j k}(\mathbf{r}, t)$.

For an example that supports these expectations we take the simple problem of funding the field $\mathbf{B}(\mathbf{r}, t)$ in an infinite medium that is at rest as a whole and where a helicity fluctuation is of the form $\alpha(\mathbf{r}, t)=\alpha_{0} \exp \left\{-r^{2} / r_{0}^{2}\right\} \exp \left\{-t / \tau_{0}\right\}$ for $t>0$. The initial field $\mathbf{B}_{0}$ is assumed uniform. Solving Eq. (4) with the absolute term

$$
G_{i j}^{(0)}(1 ; 2)=\frac{\delta_{i j}}{\left(4 \pi D_{0} \tau\right)^{3 / 2}} \exp \left\{-\frac{R^{2}}{4 D_{0} \tau}\right\}
$$

and the use of the first iteration of Eq. (12), we arrive at the expressions

$$
\begin{align*}
& \widetilde{\mathbf{B}}^{(0)}(\mathbf{p}, t)= \alpha_{0} V_{0} i\left(\mathbf{p} \times \mathbf{B}_{0}\right) \\
& \times \int_{0}^{t} d \tau \alpha(t-\tau) \exp \left[-\frac{p^{2}}{p_{0}^{2}}\left(1+D_{0} p_{0}^{2} \tau\right)\right], \\
& \widetilde{B}_{i}^{(1)}=\left(\delta_{i j} p^{2}-p_{i} p_{j}\right) B_{0 j} \frac{\alpha_{0}^{2} V_{0}^{2} p_{0}^{3}}{8 \pi \sqrt{\pi}} \\
& \times \int_{0}^{t} d \tau \int_{0}^{t-\tau} d \tau^{\prime} \frac{\alpha(t-\tau) \alpha\left(t-\tau-\tau^{\prime}\right)}{\left(2+D_{0} p_{0}^{2} \tau^{\prime}\right)^{5 / 2}} \\
& \quad \times \exp \left[-\frac{p^{2}}{p_{0}^{2}}\left(D_{0} p_{0}^{2} \tau+\frac{1+D_{0} p_{0}^{2} \tau^{\prime}}{2+D_{0} p_{0}^{2} \tau^{\prime}}\right)\right] \tag{13}
\end{align*}
$$

where we have introduced the notation $V_{0}=\pi \sqrt{\pi} r_{0}^{3}, p_{0}$ $=2 / r_{0}$, and $\alpha(t)=\exp \left\{-t / \tau_{0}\right\} ; \widetilde{\mathbf{B}}^{(0)}(\mathbf{p}, t)$ and $\mathbf{B}^{(1)}(\mathbf{p}, t)$ are the Fourier transforms in the variable $\mathbf{r}$ of the fields $\mathbf{B}^{(0)}(\mathbf{r}, t)$ and $\mathbf{B}^{(1)}(\mathbf{r}, t)$, respectively. Using these expressions, we will
find the total energies of the magnetic fields, $A^{(0)}(t)$ and $A^{(1)}(t)$, generated by the $\alpha$ effect in the entire space in the time $\tau_{0}$ of action of a helicity fluctuation (it should be recalled that in the final analysis, as $t \rightarrow \infty$, turbulent diffusion will destroy these fields). We will examine the limits of small, $\gamma=D_{0} p_{0}^{2} \tau_{0} \ll 1$, and large, $D_{0} p_{0}^{2} \tau_{0} \gg 1$, turbulent diffusion. We have

$$
\begin{align*}
& A^{(0)}\left(\tau_{0}\right) \approx \frac{B_{0}^{2}}{8 \pi} V_{0} \frac{\alpha_{0}^{2} V_{0} p_{0}^{5} \tau_{0}^{2}}{72 \pi \sqrt{2 \pi}}, \\
& A^{(1)}\left(\tau_{0}\right) \approx A^{(0)}\left(\tau_{0}\right) \frac{5 \alpha_{0}^{2} V_{0}^{2} p_{0}^{8} \tau_{0}^{2}}{64 \times 72 \pi^{3} \sqrt{2}} \tag{14}
\end{align*}
$$

for $\gamma \ll 1$ and

$$
\begin{align*}
& A^{(0)}\left(\tau_{0}\right) \approx \frac{B_{0}^{2}}{8 \pi} V_{0} \frac{\alpha_{0}^{2} V_{0} p_{0}}{54 \pi \sqrt{2 \pi} D_{0}^{2}}, \\
& A^{(1)}\left(\tau_{0}\right) \approx A^{(0)}\left(\tau_{0}\right) \frac{\alpha_{0}^{2} V_{0}^{2} p_{0}^{4}}{648 \times 81 \pi^{3} D_{0}^{2}} \tag{15}
\end{align*}
$$

for $\gamma \gg 1$. Let us estimate the ratios $A^{(1)} / A^{(0)}$ for the model of a helicity fluctuation in the form of a separate turbulent region where there are rotational movements of one type of helicity, right-handed or left-handed. Such a model is probably the limit of a helical pattern. According to Ref. 20, the following estimates hold: $D_{0} \approx u_{0}^{2} \tau_{0} / 3$ and $\alpha_{0} \approx u_{0} \xi_{0} / 3$ for $\xi_{0} \ll 1$, and $D_{0} \approx u_{0} / p_{0}$ and $\alpha_{0} \approx u_{0}$ for $\xi_{0} \gg 1$. The case $\gamma \ll 1$ corresponds to $\xi_{0}^{2} \ll 1$, while the case $\gamma \gg 1$ occurs when $\xi_{0} \gg 1$. As a result we obtain

$$
\begin{equation*}
\left.\frac{A^{(1)}}{A^{(0)}}\right|_{\gamma \ll 1} \approx \frac{\xi_{0}^{4}}{45} \ll 1,\left.\quad \frac{A^{(1)}}{A^{(0)}}\right|_{\gamma \gg 1} \approx 0.002, \tag{16}
\end{equation*}
$$

i.e., the series of iterations in $G_{i j}^{(0)}$ converges well.

We will now do all calculations in the zeroth approximation, where the exact expression for $G_{i j}(1 ; 2)$ is replaced by $G_{i j}^{(0)}(1 ; 2)$. In this approximation, the formulas contain no reducible terms, and so the phrase "irreducible part of"' can be discarded.

To make our reasoning more graphic, we write the explicit expression for the components of the tensor $\alpha_{i j}(\mathbf{r}, t)$ :

$$
\alpha_{i j}(1)=\int d 2\left(\begin{array}{ccc}
G_{x y}^{(0)} T_{z}-G_{x z}^{(0)} T_{y} & G_{x z}^{(0)} T_{x}-G_{x x}^{(0)} T_{z} & G_{x x}^{(0)} T_{y}-G_{x y}^{(0)} T_{x}  \tag{17}\\
G_{y y}^{(0)} T_{z}-G_{y z}^{(0)} T_{y} & G_{y z}^{(0)} T_{x}-G_{y x}^{(0)} T_{z} & G_{y x}^{(0)} T_{y}-G_{y y}^{(0)} T_{x} \\
G_{z y}^{(0)} T_{z}-G_{z z}^{(0)} T_{y} & G_{z z}^{(0)} T_{x}-G_{z x}^{(0)} T_{z} & G_{z x}^{(0)} T_{y}-G_{z y}^{(0)} T_{x}
\end{array}\right) .
$$

Here, for brevity, we have used the notation $T_{i}$ $=\left\langle\left\langle\alpha^{\prime}(1) \nabla_{i}^{(2)} \alpha^{\prime}(2)\right\rangle\right\rangle$, and $i, j \rightarrow x, y, z$.

To simplify matters, in applications one commonly uses the average value of the diagonal elements of the tensor $\alpha_{i j}(\mathbf{r}, t)$, which has the meaning of the amplification coefficient of the magnetic field:

$$
\begin{align*}
\alpha(\mathbf{r}, t)= & \frac{1}{3} \alpha_{i i}(\mathbf{r}, t)=e_{i n m} \int d 2 G_{i n}^{(0)}(1 ; 2) \\
& \times\left\langle\left\langle\alpha^{\prime}(1) \nabla_{m}^{(2)} \alpha^{\prime}(2)\right\rangle\right\rangle . \tag{18}
\end{align*}
$$

We see that when there is amplification of the field, the Green's tensor must have an antisymmetric part. Similarly, the quantity $D=(1 / 6) e_{i j k} D_{i j k}$ has the meaning of the average diffusion coefficient. It should be recalled that the total coefficients of diffusion and the $\alpha$ effect are $D_{m}+D_{0}+D$ and $\alpha_{0}+\alpha$, respectively.

If the correlations of the helicity fluctuations are shortlived, $\left\langle\left\langle\alpha^{\prime}(\mathbf{r}, t) \alpha^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle\right\rangle \propto \delta\left(t-t^{\prime}\right)$, then, allowing for the property $G_{n m}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t\right)=\delta_{n m} \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$, we find that $\alpha_{i j}$ $=-e_{i j k} \nabla_{k}\left\langle\left\langle\alpha^{\prime 2}(\mathbf{r}, t)\right\rangle\right\rangle$ and $\alpha \equiv 0$, i.e., there is no field amplification. This is in full agreement with the conclusion drawn by Sokolov ${ }^{16}$ that it is imperative to study the effect of helicity fluctuations, assuming that the time these fluctuations remain correlated is finite.

## The isotropic turbulence case

Below we will write the expressions for $\alpha$ and $D$ in the frequently used model of an isotropic turbulent medium with helicity. In this case

$$
\begin{equation*}
G_{i j}^{(0)}(\mathbf{R}, \tau)=H(\tau)\left[\delta_{i j} g_{0}(R, \tau)+e_{i j k} \nabla_{k} g_{1}(R, \tau)\right], \tag{19}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}, \tau=t-t^{\prime}, H(\tau)=1$ for $\tau>0$, and $H(\tau)$ $=0$ for $\tau<0$. The Fourier transforms of the functions $g_{0}$ and $g_{1}$ have the following form:

$$
\begin{align*}
\tilde{g}_{0}(p, \tau) & \equiv \int d \mathbf{R} g_{0}(R, \tau) \exp (-i \mathbf{p} \cdot \mathbf{r}) \\
& =\cosh \left(\alpha_{0} p \tau\right) \exp \left(-D_{0} p^{2} \tau\right),  \tag{20}\\
\tilde{g}_{1}(p, \tau) & =-\frac{1}{p} \sinh \left(\alpha_{0} p \tau\right) \exp \left(-D_{0} p^{2} \tau\right) .
\end{align*}
$$

In the absence of helicity, $\alpha_{0}=0$ and $g_{1}=0$. At this point it is convenient to introduce the fluctuation spectra

$$
\begin{aligned}
& \left\langle\left\langle\alpha^{\prime}(\mathbf{r}, t) \alpha^{\prime}(\mathbf{r}, t+\tau)\right\rangle\right\rangle \equiv \int_{0}^{\infty} d p E_{\alpha}(p, \tau), \\
& \left\langle\left\langle\alpha^{\prime 2}(\mathbf{r}, t)\right\rangle\right\rangle \equiv \alpha_{1}^{2} \\
& \left\langle\left\langle D^{\prime}(\mathbf{r}, t) D^{\prime}(\mathbf{r}, t+\tau)\right\rangle\right\rangle \equiv \int_{0}^{\infty} d p E_{D}(p, \tau),
\end{aligned}
$$

$$
\left\langle\left\langle D^{\prime 2}(\mathbf{r}, t)\right\rangle\right\rangle \equiv D_{1}^{2} .
$$

In this notation, the formulas for $\alpha$ and $D$ for the case of an isotropic turbulent medium assume the form

$$
\begin{align*}
\alpha= & -\frac{2}{3} \int_{0}^{\infty} d p \int_{0}^{t} d \tau p^{2} E_{\alpha}(p, \tau) \widetilde{g}_{1}(p, \tau),  \tag{22}\\
D= & -\frac{1}{3} \int_{0}^{\infty} d p \int_{0}^{t} d \tau\left[2 p^{2} E_{D}(p, \tau) \widetilde{g}_{0}(p, \tau)\right. \\
& \left.+E_{\alpha}(p, \tau) \widetilde{g}_{0}(p, \tau)+p E_{\alpha}(p, \tau) \frac{\partial}{\partial p} \widetilde{g}_{0}(p, \tau)\right] . \tag{23}
\end{align*}
$$

Formula (22) shows that helicity fluctuations in an isotropic medium results in amplification of the already existing $\alpha$ effect. To estimate the contribution we take $E_{\alpha}(p, \tau)=\alpha_{1}^{2}$ $\times \delta\left(p-p_{\alpha}\right) \exp \left(-\tau / \tau_{\alpha}\right):$

$$
\begin{equation*}
\alpha=\frac{2}{3} \alpha_{0} \frac{\alpha_{1}^{2} p_{\alpha}^{2} \tau_{\alpha}^{2}}{\left(D_{0} p_{\alpha}^{2} \tau_{\alpha}+1\right)^{2}-\alpha_{0}^{2} p_{\alpha}^{2} \tau_{\alpha}^{2}} . \tag{24}
\end{equation*}
$$

The conditions for the diffusion approximation require that the denominator in (24) be positive, i.e., the sign of $\alpha$ must coincide with the sign of the coefficient $\alpha_{0}$.

As for the additional contribution of (23) to the turbulent diffusion coefficient, we see that the on the whole the fluctuations $D^{\prime}(\mathbf{r}, t)$ (the first term) and $\alpha^{\prime}(\mathbf{r}, t)$ (the second and third terms) provide a negative contribution, i.e., reduce the initial coefficient $D_{m}+D_{0}$. The fact that the fluctuations $D^{\prime}(\mathbf{r}, t)$ reduce the diffusion coefficient becomes understandable if one recalls that in finding the mean free path of a particle with two scattering mechanisms one should take the sum of the reciprocals: $1 / l_{\text {mean }}=1 / l_{1}+1 / l_{2}$. Actually, the turbulent diffusion coefficient is proportional to a certain mixing length $l$. Hence for an ensemble of two processes with $D=D_{0}+\Delta D$ and $D=D_{0}-\Delta D$ the mean value is $D_{\text {mean }}=D_{0}\left[1-\left(\Delta D / D_{0}\right)^{2}\right]<D_{0}$. Note that Moffatt, ${ }^{3}$ when considering the effect of $\alpha^{\prime}(\mathbf{r}, t)$ on turbulent diffusion, obtained only the second term in (23). This is the result of using a less accurate method in studying the problem. Actually the new term in (23), the third term, provides a positive contribution, whose value may reach two-thirds of the second, negative, term.

Thus, in a uniform and isotropic turbulent medium, helicity fluctuations only enhance the already existing $\alpha$ effect. The situation is different in nonuniform and anisotropic turbulent media. In such media, helicity fluctuations may cause large-scale amplification of the magnetic field even at zero average helicity. This becomes especially evident if we turn to media with differential rotation.

## 3. THE $\alpha$ EFFECT IN A NONUNIFORMLY ROTATING MEDIUM

The most important examples of such media are the convective shell of the sun and the motion of magma inside the Earth. The accretion disks around stars and interstellar gas also participate in differential rotation.

### 3.1. Integral equation for the Green's tensor

It is convenient to write the equation for the Green's tensor $G_{i j}^{(0)}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ satisfying Eq. (4) without the stochastic terms on the right-hand side in the form of an integral equation. For the case considered, $\alpha_{0}=0$ and $\mathbf{U}(\mathbf{r}, t)$ $=\omega(\rho, z)\left(\mathbf{e}_{z} \mathbf{r}\right) \equiv \mathbf{e}_{\varphi} \rho \omega(\rho, z)$, this equation in a cylindrical system of coordinates ( $\alpha, \beta=\rho, \varphi, z$ ) has the form

$$
\begin{align*}
G_{\alpha \beta}^{(0)}(1 ; 2)= & g_{\alpha \beta}^{(0)}(1-2) \\
& -\int d 3 \omega(3) g_{\alpha \gamma}^{(0)}(1-3) \frac{\partial}{\partial \varphi_{3}} G_{\gamma \beta}^{(0)}(3 ; 2) \\
& +\int d 3 \rho_{3} g_{\alpha \varphi}^{(0)}(1-3)\left[\left(\nabla_{\rho}^{(3)} \omega(3)\right) G_{\rho \beta}^{(0)}(3 ; 2)\right. \\
& \left.+\left(\nabla_{z}^{(3)} \omega(3)\right) G_{z \beta}^{(0)}(3 ; 2)\right], \tag{25}
\end{align*}
$$

where $\rho$ is the distance from the observation point $\mathbf{r}(\rho, \varphi, z)$ to the rotation axis $z$, the index $\gamma$ runs through all values $(\rho$, $\varphi$, and $z$ ), and the other indices are fixed. The Green's tensor
$g_{\alpha \beta}^{(0)}(\mathbf{R}, \tau)$ is the ordinary diffusion Green's function $g_{i j}(1$ $-2)=\delta_{i j} g_{0}(R, \tau)(i, j=x, y, z)$ written in a cylindrical system of coordinates, with

$$
\begin{equation*}
g_{0}(R, \tau)=\frac{1}{\left(4 \pi D_{0} \tau\right)^{3 / 2}} \exp \left\{-\frac{R^{2}}{4 D_{0} \tau}\right\} \tag{26}
\end{equation*}
$$

It should be recalled that the transition from Cartesian coordinates to cylindrical is done by using a unitary matrix $U_{\beta k}(\varphi)$ according to the following relationships:

$$
\begin{align*}
& A_{\beta}=U_{\beta k}(\varphi) A_{k}, \\
& G_{\alpha \beta}(1 ; 2)=U_{\alpha i}\left(\varphi_{1}\right) G_{i j}(1 ; 2) \widetilde{U}_{j \beta}\left(\varphi_{2}\right),  \tag{27}\\
& \alpha_{\gamma \beta}(\mathbf{r}, t)=U_{\gamma i}(\varphi) \alpha_{i j}(\mathbf{r}, t) \widetilde{U}_{j \beta}(\varphi)
\end{align*}
$$

The tilde indicates the transpose of a matrix: $\widetilde{U}_{j \beta}=U_{\beta j}$, and summation is implied over repeated indices. The components of the matrix $U_{\alpha i}(\varphi)$ are

$$
U_{\beta \kappa}(\varphi)=\left(\begin{array}{c}
\rho  \tag{28}\\
\varphi \\
z
\end{array}\right)\left(\begin{array}{ccc}
\cos \varphi & \sin \varphi & 0 \\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

According to (27), the Green's tensor has the form $g_{\alpha \beta}^{(0)}(1$ $-2)=U_{\alpha \beta}\left(\varphi_{1}-\varphi_{2}\right) g_{0}(R, \tau)$. One can easily verify that the tensor $G_{i j}^{(0)}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ depends on the difference of azimuthal angles, $\psi \equiv \varphi_{1}-\varphi_{2}$.

### 3.2. Green's tensor for axisymmetric problems

When Eq. (4) is used to find the magnetic field, it is often assumed that the distribution of field sources or the initial field is axisymmetric. In this case it is enough to know
the Green's tensor integrated with respect to the difference of the azimuthal angles, $\psi \equiv \varphi_{1}-\varphi_{2}$. We will denote this tensor by $\left\langle G_{\alpha \beta}^{(0)}\right\rangle \equiv\left\langle G_{\alpha \beta}^{(0)}\left(\rho_{1}, z_{1} ; \rho_{2}, z_{2} ; \tau\right)\right\rangle$. Integrating Eq. (25) with respect to the angle $\psi$, we arrive at exact expressions for the components $\left\langle G_{\alpha \beta}^{(0)}\right\rangle$ :

$$
\begin{align*}
&\left\langle G_{\rho \rho}^{(0)}\right\rangle=\left\langle G_{\varphi \varphi}^{(0)}\right\rangle \equiv G_{\perp}=\int_{0}^{2 \pi} d \psi \cos \psi g_{0}(R, \tau), \\
&\left\langle G_{z z}^{(0)}\right\rangle \equiv G_{\|}= \int_{0}^{2 \pi} d \psi g_{0}(R, \tau), \\
&\left\langle G_{\varphi \rho}^{(0)}\right\rangle \equiv G_{\varphi \rho}= \int_{-\infty}^{\infty} d z_{3} \int_{0}^{\infty} d \rho_{3} \rho_{3}^{2} \\
& \times \int_{0}^{\tau} d \tau^{\prime} G_{\perp}\left(\rho_{1}, z_{1} ; \rho_{3}, z_{3} ; \tau-\tau^{\prime}\right) \\
& \times\left(\nabla_{\rho_{3}} \omega\left(\rho_{3}, z_{3}\right)\right) G_{\perp}\left(\rho_{3}, z_{3} ; \rho_{2}, z_{2} ; \tau^{\prime}\right),  \tag{29}\\
&\left\langle G_{\varphi z}^{(0)}\right\rangle \equiv G_{\varphi z}= \int_{-\infty}^{\infty} d z_{3} \int_{0}^{\infty} d \rho_{3} \rho_{3}^{2} \\
&\left.\times \int_{0}^{\tau} d \tau^{\prime} G_{\perp}\left(\rho_{1}, z_{1} ; \rho_{3}, z_{3}\right) \tau-\tau^{\prime}\right) \\
& \times\left(\nabla_{z_{3}} \omega\left(\rho_{3}, z_{3}\right)\right) G_{\|}\left(\rho_{3}, z_{3} ; \rho_{2}, z_{2} ; \tau^{\prime}\right)
\end{align*}
$$

The other components $\left\langle G_{\alpha \beta}^{(0)}\right\rangle$ are equal to zero. Note that in calculating $G_{\perp}$ and $G_{\|}$, integrals with respect to $\psi$ lead to Bessel functions of imaginary argument, i.e., these components are of an explicit analytic form.

When there is axial symmetry, the scalar fluctuation correlator $A(1 ; 2) \equiv\left\langle\left\langle\alpha^{\prime}(1) \alpha^{\prime}(2)\right\rangle\right\rangle$, obviously, also undergoes no changes under rotations of the system of points 1 and 2 as a whole, i.e., it can be written in the form $A(1 ; 2)$ $=A\left(z_{1}, z_{2}, \rho_{1},\left|\mathbf{r}_{\perp}^{(1)}-\mathbf{r}_{\perp}^{(2)}\right|, \tau\right)$, where the vector $\mathbf{r}_{\perp}(\rho, \varphi)$ determines the point of a point in the $x y$ plane. The Green's tensor $\left\langle G_{\alpha \beta}^{(0)}\right\rangle$ integrated with respect to the difference $\psi$ of azimuthal angles is the part of $G_{\alpha \beta}^{(0)}$ that is independent of $\psi$. What is the contribution of this part to the tensor $\alpha_{\gamma \beta}$ ? If we transform $\left\langle G_{\alpha \beta}^{(0)}\right\rangle$ into $\left\langle G_{i j}^{(0)}\right\rangle$ by (27) and then calculate first the tensor $\alpha_{i j}(1)$ [see (17)] and then $\alpha_{\gamma \beta}(1)$, we obtain

$$
\begin{align*}
\alpha_{\rho \rho}(\mathbf{r}, t)= & \alpha_{\rho z}(\mathbf{r}, t)=\alpha_{z \rho}(\mathbf{r}, t)=\alpha_{z z}(\mathbf{r})=0,  \tag{30}\\
\alpha_{\rho \varphi}(\rho, z, t)= & -\alpha_{\varphi \rho}(\rho, z, t)=-\int d \mathbf{r}^{\prime} \int_{0}^{t} d \tau \\
& \times \cos \psi G_{\perp}\left(z-z^{\prime}, \rho, \rho^{\prime} ; \tau\right) \\
& \times \nabla_{z}^{\prime} A\left(z, z^{\prime}, \rho,\left|\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right|, \tau\right), \\
\alpha_{\varphi z}(\rho, z, t)= & -\int d \mathbf{r}^{\prime} \int_{0}^{t} d \tau G_{\perp}\left(z-z^{\prime}, \rho, \rho^{\prime} ; \tau\right) \\
& \times \nabla_{\rho} A\left(z, z^{\prime}, \rho,\left|\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right|, \tau\right),
\end{align*}
$$

$$
\begin{aligned}
\alpha_{z \varphi}(\rho, z, t)= & \int d \mathbf{r}^{\prime} \int_{0}^{t} d \tau G_{\|}\left(z-z^{\prime}, \rho, \rho^{\prime} ; \tau\right)\left[\cos \psi \nabla_{\rho}^{\prime} A\right. \\
& \left.+\sin \psi \nabla_{\varphi}^{\prime} A\right] \\
\alpha_{\varphi \varphi}(\rho, z, t)= & \int d \mathbf{r}^{\prime} \int_{0}^{t} d \tau \\
& \times\left\{-\cos \psi G_{\varphi \rho}\left(z, \rho ; z^{\prime}, \rho^{\prime} ; \tau\right) \nabla_{z}^{\prime} A\right. \\
& +\cos \psi G_{\varphi z}\left(z, \rho ; z^{\prime}, \rho^{\prime} ; \tau\right) \nabla_{\rho}^{\prime} A \\
& \left.+\sin \psi G_{\varphi z}\left(z, \rho ; z^{\prime}, \rho^{\prime} ; \tau\right) \nabla_{\varphi}^{\prime} A\right\}
\end{aligned}
$$

For brevity, in the last two formulas we have omitted the arguments of $A\left(z, z^{\prime}, \rho,\left|\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right|, \tau\right)$.

Clearly, when the helicity fluctuation distribution is uniform along the rotation axis $\left(A\left(z, z^{\prime}, \rho,\left|\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right|, \tau\right)=A(\mid z\right.$ $-z^{\prime}\left|, \rho,\left|\mathbf{r}_{\perp}-\mathbf{r}_{\perp}^{\prime}\right|, \tau\right)$ ), the components $\alpha_{\rho \varphi}=\alpha_{\varphi \rho}$ vanish because they are odd in $z-z^{\prime}$. In the absence of differential rotation in the $z$-coordinate $(\omega(\rho, z)=\omega(\rho))$, the component $G_{\varphi z}$ is zero and $G_{\varphi \rho}$ depends on $\left|z-z^{\prime}\right|$, which means that when the distribution of the fluctuations is uniform, the principal component $\alpha_{\varphi \varphi}$, which determines the amplification of the magnetic field, is zero.

Thus, for an $\alpha$ effect to exist ( $\alpha_{\varphi \varphi} \neq 0$ ) to exist, there must be a dependence of the angular velocity $\omega$ on the coordinate $z$ or a nonuniform distribution of helicity fluctuations along this coordinate or the two factors must act simultaneously. Here the $\alpha$ effect is highly anisotropic-only the azimuthal component of the magnetic field induces an azimuthal current, which results in amplification of the poloidal component of the average field.

### 3.3. Qualitative explanation of the $\alpha$ effect

Let us qualitatively examine the generation of the emf $\mathbf{E}_{\varphi}$ parallel to the average field $\left\langle\left\langle\mathbf{B}_{\varphi}\right\rangle\right\rangle$. We will begin with the contribution of the first term in $\alpha_{\varphi \varphi}$ in (30). Suppose that the initial uniform magnetic field is directed parallel to the azimuthal basis vector $\mathbf{e}_{\varphi}(1)$ at the observation point 1 (see Fig. 1). At points $2^{\prime}$ and $2^{\prime \prime}$, which are located at equal distances for the $x y$ plane, this field induces the emf $\mathbf{E}\left(2^{\prime}\right)$ $=\alpha^{\prime}\left(2^{\prime}\right) B_{0} \mathbf{e}_{\varphi}(1)$ and $\mathbf{E}\left(2^{\prime \prime}\right)=\alpha^{\prime}\left(2^{\prime \prime}\right) B_{0} \mathbf{e}_{\varphi}(1)$. The currents generated by these emf's induce at point 2 in the $x y$ plane two magnetic fields, $\mathbf{B}^{\prime}$ and $\mathbf{B}^{\prime \prime}$, which are perpendicular to the initial field but point in opposite directions. The net field $\mathbf{B}(2)=\mathbf{B}^{\prime}+\mathbf{B}^{\prime \prime}$ is directed along the rotation axis at an angle $\psi=\varphi_{1}-\varphi_{2}$ to the radial basis vector $\mathbf{e}_{\rho}(2)$, i.e., $B_{\rho}(2)$ $=-\cos \varphi\left|\mathbf{B}^{\prime}+\mathbf{B}^{\prime \prime}\right|$. Due to radial differential rotation $(\omega$ depends on $\rho$ ), this radial component transforms, with a probability $\propto G_{\varphi \rho}(1 ; 2)$, into the azimuthal component at point 1 and generates the azimuthal emf $\mathbf{E}_{\varphi} \propto$ $-\cos \psi G_{\varphi \rho}(1 ; 2) \alpha^{\prime}(1) \nabla_{z}^{\prime} \alpha^{\prime}(2) B_{0} \mathbf{e}_{\varphi}(1)$ at this point. The size of the circles in Fig. 1 corresponds to the relative values of the function $\alpha^{\prime}(\mathbf{r}, t)$. This picture shows again that for this part of the $\alpha_{\varphi \varphi}$ effect to exist the distribution of fluctuations must vary along the $z$-coordinate or the component $G_{\varphi \rho}$ of the Green's tensor must be nonuniform.

In examining the contributions of the second and third terms it is convenient to place the observation point 1 on the


FIG. 1. The mechanism for the occurrence of a transverse $\alpha$ effect (the $\alpha_{\varphi \varphi}$-component) due to the nonuniform distribution of helicity fluctuations along the rotation axis $z$ and the differential rotation in the perpendicular plane with $\omega=\omega(\rho)$.
$x$ axis, i.e., $\varphi=0$. Then the sum of these terms can be represented as $G_{\varphi}(1 ; 2) \nabla_{x}^{\prime} A$. As in the case with the first term (Fig. 1), we select the points $2^{\prime}$ and $2^{\prime \prime}$ at equal distances from the circle $\rho=\rho_{1}$ (see Fig. 2). The average magnetic field $B_{0} \mathbf{e}_{\varphi}(1)$ in this case is parallel to the axis. The emf's $\mathbf{E}\left(2^{\prime}\right)$ and $\mathbf{E}\left(2^{\prime \prime}\right)$ induced by the $\alpha^{\prime}(\mathbf{r}, t)$ field are also parallel to the $y$ axis. The electric currents generated by these emf's induce at the point 2 a finite magnetic field $\mathbf{B}(2)$ directed along the $z$ axis. Due to differential rotation ( $\omega$ depends on $z$ ), this field acquires, with a probability $\propto G_{\varphi z}(1 ; 2)$, an azimuthal component at the observation point 1 , where it generates an emf $\mathbf{E}_{\varphi} \propto G_{\varphi z}(1 ; 2) \nabla_{x}^{\prime} A$. For simplicity, in Fig. 2 we depicted the contribution from points $2^{\prime}$ and $2^{\prime \prime}$ in the $x y$ plane, but the same is true for other planes parallel to the $x y$ plane.

### 3.4. An approximate expression for the Green's tensor in the general case

The left-hand side of Eq. (4) (at $\alpha_{0}=0$ ) describes the evolution of the average magnetic field due to diffusion ( $D_{m}+D_{0} \neq 0$ ) and due to transport of "frozen-in'" field lines by regular motion. In our integral equation (25) the diffusion process is described by the tensor $g_{\alpha \beta}^{(0)}(1 ; 2)=U_{\alpha \beta}\left(\varphi_{1}\right.$ $\left.-\varphi_{2}\right) g_{0}(R, \tau)$, which corresponds to diffusive transport of the field lines in an isotropic medium, i.e., the initial direction of these lines is conserved. It is for this reason that $\gamma_{\alpha \beta}^{(0)}$ contains finite terms $g_{\rho \varphi}^{(0)}=\sin \left(\varphi_{1}-\varphi_{2}\right) g_{0}=-g_{\varphi \rho}^{(0)}$, according to which, say, the field $\mathbf{B}_{\rho}$, which was initially radial, acquires a $\varphi$-component as a result of diffusive transport to another point, and vice versa. Substitution of $g_{i j}^{(0)}(R, \tau)$ $=\delta_{i j} g_{0}(R, \tau)$ corresponding to $g_{\alpha \beta}^{(0)}$ into (17) leads to a purely antisymmetric tensor $\alpha_{i j}$, i.e., the $\alpha$ effect proper (the emf is directed parallel to the average magnetic field) does appear here. Differential rotation with $\omega=\omega(\rho)$ directly creates (due to the frozen-in field lines) an azimuthal component


FIG. 2. The mechanism for the occurrence of a transverse $\alpha$ effect (the $\alpha_{\varphi}$-component) due to the nonuniform distribution of helicity fluctuations perpendicular to the rotation axis $z$ and the longitudinal differential rotation with $\omega=\omega(z)$.
field from the radial component and yields an additional contribution to the $G_{\varphi \rho}^{(0)}$-component of the Green's tensor. However, we have seen that diffusion partially transforms this azimuthal component into the radial component, giving rise to an additional contribution to $G_{\rho \rho}^{(0)}$. The inverse sequence, first diffusion and then differential rotation with $\omega=\omega(\rho)$, gives an additional contribution to $G_{\rho \varphi}^{(0)}$. When $\omega=\omega(\rho)$ holds, the $z$-component of the field cannot transform into the radial or azimuthal component, so that in this case $G_{\varphi z}^{(0)}$ $=G_{\rho z}^{(0)}=0$. In the general case of rotation with $\omega=\omega(\rho, z)$, neither diffusion nor differential rotation can transform the horizontal (in the rotation plane) component of the field into the vertical component. Hence $G_{z \varphi}^{(0)}=G_{z \rho}^{(0)}=0$ always holds. Differential rotation with $\omega=\omega(z)$ generates from the $z$-component the azimuthal component $\left(G_{\varphi z}^{(0)} \neq 0\right)$, which through diffusion creates the radial component, leading to $G_{\rho z}^{(0)} \neq 0$.

All these qualitative conclusions are corroborated by the master integral equation (25).

In the axisymmetric case, the second term on the righthand side of Eq. (25) contributed nothing, which enabled us to find an exact analytic expression for the average Green's function $\left\langle G_{\alpha \beta}^{(0)}\right\rangle$. According to (10), to calculate the tensor $\alpha_{i j}(\mathbf{r}, t)$ we must know the Green's tensor in general form and not only its axisymmetric part. For this general case we express the Green's tensor $G_{\alpha \beta}^{(0)}(1 ; 2)$ in the form of a sum of the absolute term of Eq. $(25), g_{\alpha \beta}^{(0)}(1-2)$, and the first iteration of the equation. The structure of this expression is of the most general form, i.e., only the components $G_{z \varphi}^{(0)}=G_{z \rho}^{(0)}$ are equal to zero. This expression is probably quite accurate, since it allows for the first orders of the diffusion and differential-rotation processes, while higher-order processes provide small contributions (this follows from general physical considerations). It should alsobe recalled that in magnetic dynamo theory the system of coordinates rotates together with the medium with a constant angular velocity $\omega_{0}$, so that $\omega(\rho, z)$ stands for the remaining part of the angular velocity, which often (say, for the sun) is much smaller than $\omega_{0}$. Usually the gradients of the angular velocity, $\nabla_{\rho} \omega$ and $\nabla_{z} \omega$, are also smooth functions on the characteristic scales of the
problem. All this suggests that the proposed expression for $G_{\alpha \beta}^{(0)}(1 ; 2)$ can be used in practical calculations and estimates. Thus, plugging $g_{\alpha \beta}^{(0)}(1-2)$ into the integral terms of Eq. (18), we arrive at the following expression for $G_{\alpha \beta}^{(0)}(1 ; 2)$ :

$$
\begin{align*}
& G_{\alpha \beta}(1 ; 2)=U_{\alpha \beta}(\psi) g_{0}(1-2)-\frac{\partial}{\partial \psi}\left[U_{\alpha \beta}(\psi) f\right]+\left(\begin{array}{c}
\rho \\
\varphi \\
z
\end{array}\right) \\
& \quad \times\left(\begin{array}{ccc}
a \sin \psi-c \cos \psi & c \sin \psi-b \cos \psi & h \sin \psi-g \cos \psi \\
a \cos \psi+c \sin \psi & c \cos \psi+b \sin \psi & h \cos \psi+g \sin \psi \\
0 & 0 & 0
\end{array}\right) \tag{31}
\end{align*}
$$

Here we have introduced the notation

$$
\begin{gather*}
f(1 ; 2)=\int d 3 \omega(3) g_{0}(1-3) g_{0}(3-2), \\
a(1 ; 2)=\int d 3 \rho_{3}\left(\nabla_{\rho} \omega(3)\right) \cos ^{2} \psi^{\prime} g_{0}(1-3) g_{0}(3-2), \\
b(1 ; 2)=\int d 3 \rho_{3}\left(\nabla_{\rho} \omega(3)\right) \sin ^{2} \psi^{\prime} g_{0}(1-3) g_{0}(3-2), \\
c(1 ; 2)=\int d 3 \rho_{3}\left(\nabla_{\rho} \omega(3)\right) \sin \psi^{\prime} \cos \psi^{\prime} g_{0}(1-3) g_{0}(3 \\
-2), \\
g(1 ; 2)=\int d 3 \rho_{3}\left(\nabla_{z} \omega(3)\right) \sin \psi^{\prime} g_{0}(1-3) g_{0}(3-2), \\
h(1 ; 2)=\int d 3 \rho_{3}\left(\nabla_{z} \omega(3)\right) \cos \psi^{\prime} g_{0}(1-3) g_{0}(3-2), \tag{32}
\end{gather*}
$$

$\psi=\varphi_{1}-\varphi_{2}$, and $\psi^{\prime}=\varphi_{3}-\varphi_{2}$. Interestingly, integrating (31) with respect to $\psi$ leads to the axisymmetric Green's tensor (29), i.e., this approximation incorporates the previous, axisymmetric, approximation.

Using (31), we can easily write the components of the tensor $\alpha_{\beta \gamma}(\mathbf{r}, t)$ explicitly. Here we will limit ourselves to
the most important, diagonal, components. For convenience we first write the general formulas for these components:

$$
\begin{align*}
\alpha_{\rho \rho}(\mathbf{r}, t)= & \int d 2\left\{-\sin \psi G_{\rho \rho}^{(0)}(1 ; 2) \nabla_{z}^{(2)} A(1 ; 2)\right. \\
& +\cos \psi G_{\rho \varphi}^{(0)}(1 ; 2) \nabla_{z}^{(2)} A(1 ; 2)+\left[\sin \psi \nabla_{\rho}^{(2)}\right. \\
& \left.\left.\times A(1 ; 2)-\cos \psi \nabla_{\varphi}^{(2)} A(1 ; 2)\right] G_{\rho z}^{(0)}(1 ; 2)\right\}, \tag{33}
\end{align*}
$$

$$
\alpha_{\varphi \varphi}(\mathbf{r}, t)=\int d 2\left\{-\cos \psi G_{\varphi \rho}^{(0)}(1 ; 2) \nabla_{z}^{(2)} A(1 ; 2)\right.
$$

$$
-\sin \psi G_{\varphi \varphi}^{(0)}(1 ; 2) \nabla_{z}^{(2)} A(1 ; 2)
$$

$$
+\left[\cos \psi \nabla_{\rho}^{(2)} A(1 ; 2)\right.
$$

$$
\begin{equation*}
\left.\left.+\sin \psi \nabla_{\varphi}^{(2)} A(1 ; 2)\right] G_{\varphi z}^{(0)}(1 ; 2)\right\} \tag{34}
\end{equation*}
$$

$$
\alpha_{z z}(\mathbf{r}, t)=\int d 2\left[G_{z \rho}^{(0)}(1 ; 2) \nabla_{\varphi}^{(2)} A(1 ; 2)\right.
$$

$$
\begin{equation*}
\left.-G_{z \varphi}^{(0)}(1 ; 2) \nabla_{\rho}^{(2)} A(1 ; 2)\right] \tag{35}
\end{equation*}
$$

First we see that $\alpha_{z z}(\mathbf{r}, t) \equiv 0$, since in a medium with differential rotation with $\omega=\omega(\rho, z)$ the components $G_{z \varphi}^{(0)}=G_{z \rho}^{(0)}$ are equal to zero. We also note that the difference from the corresponding formula in the case of using the axisymmetric Green's tensor [formula (29)] is very large. There $\alpha_{\rho \rho}(\mathbf{r}, t)$ $=0$, since $\left\langle G_{\rho \varphi}^{(0)}\right\rangle=\left\langle G_{\rho z}^{(0)}\right\rangle=0$, and the first term in (33) contributed nothing because it is odd in $\psi$.

Inserting the components of the tensor (31) into (33) and (34) yields

$$
\begin{align*}
\alpha_{\rho \rho}(\rho, z, t)= & \int d 2\left\{-f \nabla_{z}^{(2)} A(1 ; 2)-\left(a \sin ^{2} \psi\right.\right. \\
& \left.+b \cos ^{2} \psi\right) \nabla_{z}^{(2)} A(1 ; 2) \\
& +h \sin \psi\left[\sin \psi \nabla_{\rho}^{(2)} A(1 ; 2)\right. \\
& \left.\left.-\cos \psi \nabla_{\varphi}^{(2)} A(1 ; 2)\right]\right\},  \tag{36}\\
\alpha_{\varphi \varphi}(\rho, z, t)= & \int d 2\left\{-f \nabla_{z}^{(2)} A(1 ; 2)-\left(a \cos ^{2} \psi\right.\right. \\
& \left.+b \sin ^{2} \psi\right) \nabla_{z}^{(2)} A(1 ; 2) \\
& +h \cos \psi\left[\cos \psi \nabla_{\rho}^{(2)} A(1 ; 2)\right. \\
& \left.\left.+\sin \psi \nabla_{\varphi}^{(2)} A(1 ; 2)\right]\right\}, \tag{37}
\end{align*}
$$

We see that the components $\alpha_{\rho \rho}$ and $\alpha_{\varphi \varphi}$ are of the same order. This means that in calculating the kinetic coefficients $\alpha_{\beta \gamma}(\mathbf{r}, t)$ we must use the Green's tensor in general form. The part of this tensor that is averaged over the azimuthal angle strongly distorts the structure of $\alpha_{\beta \gamma}(\mathbf{r}, t)$, although the order of $\alpha_{\varphi \varphi}$ remains unchanged. In a medium with rotation, all the components $\alpha_{\beta \gamma}(\mathbf{r}, t) \equiv \alpha_{\beta \gamma}(\rho, z, t)$ are independent of the azimuthal angle, which is the consequence of the fact that the fluctuation correlator is uniform in the angles: $A(1 ; 2)$ $=\left\langle\left\langle\alpha^{\prime}(1) \alpha^{\prime}(2)\right\rangle\right\rangle=A\left(z_{1}, z_{2}, \rho_{1}, \rho_{2}, \varphi_{1}-\varphi_{2}, \tau\right)$.

A qualitative explanation of the emergence of the $\alpha$ effect due to helicity fluctuations (see Figs. 1 and 2) given
above is fully applicable in relation to the second and third terms in (36) and (37). Attention should be focused on the first terms in these formulas, which appear because of the term with the derivative with respect to the azimuthal angle in the master integral equation (25). We will begin this explanation from fundamental considerations.

The exact solution of Eq. (25) in the absence of differential rotation, i.e., in the case of uniform rotation with a constant angular velocity $\omega_{0}$, has the following form: ${ }^{5}$

$$
\begin{align*}
G_{\alpha \beta}^{(0)}(1 ; 2)= & U_{\alpha \beta}\left(\psi-\omega_{0} \tau\right) g_{0}\left(\left|z-z^{\prime}\right|, \rho^{2}+\rho^{\prime 2}\right. \\
& \left.-2 \rho \rho^{\prime} \cos \left(\psi-\omega_{0} \tau\right), \tau\right) . \tag{38}
\end{align*}
$$

The physical meaning of this solution is very simple: it describes the ratio of frozen-in magnetic field and, simultaneously, the thermal diffusion of this field in accordance with the varying distance from the moving point 2 to the fixed observation point 1 . Susbstituting this solution in (33) and (34) yields

$$
\begin{equation*}
\alpha_{\rho \rho}=\alpha_{\varphi \varphi}=-\int d 2 \sin \left(\omega_{0} \tau\right) \nabla_{z}^{(2)} A(1 ; 2) g_{0} \tag{39}
\end{equation*}
$$

This formula describes the occurrence of the $\alpha$ effect due to the rotation of the induced magnetic field. Indeed, let the average field $\langle\langle\mathbf{B}\rangle\rangle=$ const be directed along the $y$ axis (see Fig. 3). In accordance with the values of the function $\alpha^{\prime}(\mathbf{r}, t)$, the emf's generated at points $2^{\prime}$ and $2^{\prime \prime}$ are $\mathbf{E}\left(2^{\prime}\right)$ $=\alpha^{\prime}\left(2^{\prime}\right)\langle\langle\mathbf{B}\rangle\rangle$ and $\mathbf{E}\left(2^{\prime \prime}\right)=\alpha^{\prime}\left(2^{\prime \prime}\right)\langle\langle\mathbf{B}\rangle\rangle$. The electric currents corresponding to these emf's induce at point 2 the resulting field $\mathbf{B}^{\prime}+\mathbf{B}^{\prime \prime}$ directed parallel to the $x$ axis. Due to its frozen-in nature, the field rotates about the rotation axis, so that a component $\mathbf{B}_{\| \mid}=\sin \left(\omega_{0} \tau\right)\left|\mathbf{B}^{\prime}+\mathbf{B}^{\prime \prime}\right|$ parallel to the average field $\langle\langle\mathbf{B}\rangle\rangle$ but pointing in the opposite direction appears at the observation point 1 . This is the component that generates an emf at point 1 in the same direction, i.e., an $\alpha$ effect is present. However, when only uniform rotation is considered no $\alpha$ effect appears, since we implicitly assumed that the average field $\langle\langle\mathbf{B}\rangle\rangle$ is fixed in relation to the fixed observation point 1. Actually $\langle\langle\mathbf{B}\rangle\rangle$ also rotates and no relative rotation through the angle $\omega_{0} \tau$ occurs. This becomes especially clear if we examine the problem in a rotating system of coordinates, where $\omega_{0}=0$.

In the presence of differential rotation we have already excluded the constant component of the angular velocity by going over to a rotating system of coordinates. With such a system of coordinates we can assume that the average field is fixed in relation to the point of observation and that the mechanism depicted in Fig. 3 does indeed work. The function $f(1 ; 2)$ corresponds to the solution (38) if we assume that locally the angular velocity $\omega(\rho, z)$ is constant and, more than that, $\omega(\rho, z) \tau$ is much smaller than unity (i.e., $\left.f \rightarrow \omega \tau g_{0}\right)$. Substituting the function $f(1 ; 2)$ for $\sin \left(\omega_{0} \tau\right) g_{0}$ $\approx \omega_{0} \tau g_{0}$ we obtain the first terms in (36) and (37). Thus, the term with $f(1 ; 2)$ describes the $\alpha$ effect caused by local rotations of the frozen-in induced magnetic fields.

Sometimes in magnetic dynamo problems the average value $\alpha_{\perp}(\mathbf{r}, t) \equiv\left(\alpha_{\rho \rho}+\alpha_{\varphi \varphi}\right) / 2$. Formulas (36) and (37) yield for this quantity a relatively simple expression:


FIG. 3. The mechanism for the occurrence of a transverse $\alpha$ effect due to the nonuniform distribution of helicity fluctuations along the $z$ axis and the rotation of the induced magnetic field.

$$
\begin{align*}
\alpha_{\perp}(\rho, z, t)= & -\int_{-\infty}^{\infty} d z^{\prime} \int_{0}^{\infty} d \rho^{\prime} \rho^{\prime} \int_{0}^{2 \pi} d \psi[(f(1 ; 2) \\
& \left.+\frac{a(1 ; 2)+b(1 ; 2)}{2}\right) \nabla_{z}^{\prime} A(1 ; 2) \\
& \left.-\frac{h(1 ; 2)}{2} \nabla_{\rho}^{\prime} A(1 ; 2)\right] \tag{40}
\end{align*}
$$

All the formulas obtained in this paper suggest that a nonuniform distribution of helicity fluctuations causes a largescale $\alpha$ effect. As for the longitudinal (along the rotation axis) $\alpha$ effect, the general formula (35) requires that finite components $G_{z \varphi}^{(0)}$ and $G_{z \rho}^{(0)}$ are needed for such an effect to exist. The idea that the field lines are frozen-in implies that such an effect is possible if in addition to rotation there are types of motion that eject matter out of the plane of rotation. Primarily this is convective movements of matter accompanied by expansion of the volume occupied by gas.

## 4. ESTIMATES OF THE $\alpha$ EFFECT AND DISCUSSION

In view of the complexity of the above formulas, estimates of the $\alpha$ effects made by these formulas are qualitative rather than quantitative. First we take the quantities $\omega(\rho, z)$ $\equiv \omega$ and the gradients $\nabla_{\rho} \omega$ and $\nabla_{z} \omega$ outside the integral sign, assuming them to be fairly smooth functions. This yields $f(1 ; 2) \approx \omega \tau g_{0}(1-2), \quad a(1 ; 2) \approx b(1 ; 2)$ $\approx\left(\nabla_{\rho} \omega\right) \tau g_{0}(1-2) l_{\text {diff }}(\tau), \quad$ and $\quad h(1 ; 2) \approx\left(\nabla_{z} \omega\right) \tau g_{0}(1$ $-2) l_{\text {diff }}(\tau)$, where $l_{\text {diff }}^{2}(\tau) \approx 6 D_{0} \tau$ determines the diffusion distance in time $\tau$. As noted earlier, the coefficients $\alpha_{\rho \rho}$ and $\alpha_{\varphi \varphi}$ are of the same order, with the result that our estimates refer to the average value of these quantities, $\alpha_{\perp}$. Using the foregoing estimates of the functions $f, a, b$, and $h$ and Eq. (40), we arrive at the final estimate:

$$
\begin{align*}
\alpha_{\perp} \approx & \omega \frac{\tau_{\alpha}^{2} \alpha_{1}^{2}}{L_{z}}+\frac{\tau_{\alpha}^{2} \alpha_{1}^{2}}{L_{\rho}}\left(\nabla_{\rho} \omega\right) l_{\mathrm{diff}}\left(\tau_{\alpha}\right) \\
& +\frac{\tau_{\alpha}^{2} \alpha_{1}^{2}}{L_{z}}\left(\nabla_{z} \omega\right) l_{\mathrm{diff}}\left(\tau_{\alpha}\right) \tag{41}
\end{align*}
$$

Here $\alpha_{1}^{2} \approx\left\langle\left\langle\alpha^{\prime 2}(\mathbf{r}, t)\right\rangle\right\rangle$ is the level of fluctuations, $\tau_{\alpha}$ is the lifetime of helicity correlations, and $L_{\rho}$ and $L_{z}$ are the characteristic lengths of nonuniformity of the fluctuation distribution, which are relatively small, since the nonuniformity of the fluctuations probably manifests itself most strongly near the boundaries of the region (for the sun, say, this is the upper and lower edge of the convective zone).

If we assume that each turbulent vortex transfers, in the process of scale fractionation, its angular moment to smaller vortices, then to make estimates we can assume that $\alpha_{1}^{2}$ $\approx u_{0}^{2}$ (which is usually done in estimates), where $u_{0}^{2}$ is the characteristic velocity of turbulent movements. What is important is that helicity fluctuations are inherent in any turbulence and are in no way related to Coriolis forces. As is known, Coriolis forces imply, when there is convection and differential rotation, the existence of an average helicity $\alpha_{0}$, which we set to zero in our discussion in "pure form'' of the novel mechanism for amplification of the average magnetic field by helicity fluctuations. These independent coefficients are relatively weak and can be added, with the quadratic effects being ignored. We also note that $u_{0}^{2}$ can strongly depend on the magnetic field. We must take the turbulent velocities and the distribution of the helicity fluctuations at the values that they had when formed by all the factors: the temperature, pressure, magnetic field, boundary conditions, etc. The characteristic lifetime of a fluctuation correlation is probably longer than the lifetime $\tau_{0}$ of a turbulent vortex, and so for estimates we assume that $\tau_{\alpha} \geqslant \tau_{0}$. The turbulent diffusion coefficient is usually estimated at $D_{0} \approx u_{0} R_{0}$, where $R_{0}$ is the characteristic size of a turbulent vortex (the
mixing length). Plugging all these quantities into (41), we arrive at a detailed estimate:

$$
\begin{equation*}
\alpha_{\perp} \geqslant \xi_{0}^{2}\left(\omega R_{0}\right) \frac{R_{0}}{L_{z}}+\xi_{0}^{5 / 2}\left(R_{0}^{2} \nabla_{\rho} \omega\right) \frac{R_{0}}{L_{\rho}}+\xi_{0}^{5 / 2}\left(R_{0}^{2} \nabla_{z} \omega\right) \frac{R_{0}}{L_{z}}, \tag{42}
\end{equation*}
$$

where $\xi_{0}=u_{0} \tau_{0} / R_{0}$ is a dimensionless parameter characterizing turbulence (the Strouhal number). It is usually assumed that $\xi_{0} \simeq 1$. This parameter can be also be written as the ratio of the vortex lifetime to the time of one rotation, $\xi_{0}$ $=\tau_{0} / t_{0}$, where $t_{0}=R_{0} / u_{0}$. If the vortex has time to make many rotations, then $\xi_{0} \gg 1$.

In estimating the $\alpha$ effect caused by the Coriolis force it is usually assumed that $\alpha_{0} \approx R_{0} \omega$ (see, e.g., Ref. 21). The estimate (42) shows that the coefficient $\alpha_{\perp}$, which reflects the nonuniformity in the distribution of the helicity fluctuations, may become equal to $\alpha_{0}$ or even larger than $\alpha_{0}$. True, in contrast to the mechanism of Coriolis forces, this novel mechanism may be important only near the boundaries of the region considered, where the distribution of fluctuations varies most.

In all the cases considered in this paper (see Figs. 1-3) we have seen that for an emf to be generated parallel to the average magnetic field there must be not only a nonuniform distribution of the helicity fluctuations but also a rotation of the magnetic field induced by the currents, i.e., differential rotation of the plasma is required. Generally speaking, as the general formula (18) implies, for the $\alpha$ effect to manifest itself there must be one vector, the gradient of the correlator of the helicity fluctuations, and one pseudoscalar, $G_{i}$ $=e_{i j k} G_{j k}^{(0)}$. The pseudovector is not necessarily the angular velocity $\omega$. In problems with complicated geometry, the quantity $\mathbf{G}$ may be related, say, to reflection asymmetry of the volume considered. Note that in experiments of Shteenbek et al. ${ }^{7}$ the liquid-sodium conductors were reflectionsymmetric.

## 5. CONCLUSION

Here are the main conclusions that can be drawn from the results of this investigation. The method of large-scale averaging of the equation of diffusion of a magnetic field was used to develop the novel effect first detected by Vishniac and Brandenburg ${ }^{15}$ and Sokolov, ${ }^{16}$ the large-scale amplification of the magnetic field by turbulent helicity fluctuations. It was found that for turbulence with a zero average helicity the necessary condition for such an effect is the presence of a nonuniform distribution of helicity fluctuations in the conducting turbulent medium. For isotropic, uniform,
and reflection-asymmetric turbulence, helicity fluctuations only amplify an already existing $\alpha$ effect. In a medium with differential rotation, a nonuniform distribution of the turbulent helicity fluctuations produces large-scale amplification of the average magnetic field even at zero average helicity. For this case the $\alpha$ effect is highly anisotropic: the average emf not directed parallel to the longitudinal component (along the rotation axis) of the magnetic field, i.e., $\alpha_{z z} \equiv \alpha_{\|}$ $=0$. All transverse components of the tensor $\alpha_{i j}(\mathbf{r}, t)$ are of the same order and can become equal to the coefficients $\alpha_{0}$ caused by Coriolis forces. It is also shown that the fluctuations of the diffusion coefficient and helicity reduce the initial turbulent diffusion coefficient.
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#### Abstract

Poisson-Lie $T$-duality in quantum $N=2$ superconformal Wess-Zumino-Novikov-Witten models is considered. The Poisson-Lie T-duality transformation rules of the super-Kac-Moody algebra currents are found from the conjecture that, as in the classical case, the quantum Poisson-Lie $T$-duality transformation is given by an automorphism which interchanges the isotropic subalgebras of the underlying Manin triple in one of the chirality sectors of the model. It is shown that quantum Poisson-Lie $T$-duality acts on the $N=2$ super-Virasoro algebra generators of the quantum models as a mirror symmetry acts: in one of the chirality sectors it is a trivial transformation while in another chirality sector it changes the sign of the $U(1)$ current and interchanges the spin- $3 / 2$ currents. A generalization of Poisson-Lie $T$-duality for the quantum Kazama-Suzuki models is proposed. It is shown that quantum Poisson-Lie $T$ duality acts in these models as a mirror symmetry also. © 1999 American Institute of Physics. [S1063-7761(99)00207-3]


## 1. INTRODUCTION

Target-space ( $T$ ) dualities in superstring theory relate backgrounds with different geometries and are symmetries of the underlying conformal field theory. ${ }^{1,2}$

The mirror symmetry ${ }^{3}$ discovered in superstring theory is a special type of $T$-duality. At the level of conformal field theory it can be formulated as an isomorphism between two theories, amounting to a change of sign of the $U(1)$ generator and an interchange of the spin- $3 / 2$ generators of the leftmoving (or rightmoving) $N=2$ superconformal algebra.

Mirror symmetry has mostly been studied in the context of Calabi-Yau superstring compactification. Important progress has been achieved in this direction in the last few years, based on the ideas of toric geometry. ${ }^{4}$ In particular, in Ref. 5 toric geometry mirror pair construction was proposed. Though it seems quite certain that pairs of Calabi-Yau manifolds constructed by these methods are mirror, one needs to show that the proposed pairs correspond to isomorphic conformal field theories, to prove that they are indeed mirror. Progress in this direction was made in Ref. 6, but a complete arguments has yet to be carried out. In fact, the only rigorously established example of mirror symmetry, the GreenePlesser construction, ${ }^{7}$ is based on the tensor products of the $N=2$ minimal models. ${ }^{8}$ For a review of mirror symmetry and toric geometry methods in Calabi-Yau superstring compactifications see the lectures of Greene. ${ }^{9}$

Recently, Strominger, Yau, Zaslow ${ }^{10}$ related mirror symmetry in superstring theory to the quantum Abelian $T$-duality in fibers of toricaly fibrated Calabi-Yau manifolds.

The Poisson-Lie (PL) T-duality, recently discovered by Klimcik and Severa in their excellent work, ${ }^{11}$ is a generalization of Abelian and non-Abelian T-dualities. ${ }^{12-14}$ This generalized duality is associated with two groups forming a Drinfeld double, ${ }^{15}$ and the duality transformation exchanges their roles. Many aspects of these ideas have been developed
in Refs. 16-26. In particular, in Ref. 26 it was shown that PL $T$-duality in the classical $N=2$ superconformal WZNW (SWZNW) and Kazama-Suzuki models is a mirror duality. It is reasonable to expect that PL $T$-duality in the quantum versions of these models will be a mirror duality also. Moreover, it is tempting to conjecture that PL $T$-duality is an adequate geometric structure underlying mirror symmetry in superstring theory. Motivated by this we propose a quantization of PL $T$-duality transformations in the $N=2$ SWZNW and Kazama-Suzuki models.

Quantum equivalence among PL $T$-duality related $\sigma$-models was studied perturbatively in Ref. 27 and Ref. 22, and it was shown that PL dualizability is compatible with renormalization at 1 loop. In particular it was shown in Ref. 22 that 1-loop beta functions for the coupling and the parameters in the two simplest examples of PL $T$-duality related models are equivalent. This allows us to suggest that their equivalence extends beyond the classical level with appropriate quantum modification of PL $T$-duality transformations rules.

In the present note the PL $T$-duality transformation rules of the fields in quantum $N=2$ SWZNW models will be found starting from the conjecture that as in the classical case, quantum $N=2$ SWZNW models are PL self-dual and the PL $T$-duality transformation is given by an automorphism of the super-Kac-Moody algebra in the rightmoving sector. Then we obtain PL $T$-duality transformation rules using the Knizhnik-Zamolodchikov equation, Ward identities and a quantum version of the classical formula which relates the generators of rightmoving super-Kac-Moody algebra to its PL $T$-duality transformed. We show that the generators of the $N=2$ super-Virasoro algebras transform under PL $T$-duality like a mirror duality: the $U(1)$ current changes sign and the spin- $3 / 2$ currents permute. Thus, the results are in agreement with the conjecture proposed in Ref. 28 that mirror symmetry can be related to a gauge symmetry (auto-
morphism) of the self-dual points of the moduli space of the $N=2$ superconformal field theories (SCFTs) (for the $N=0$ version of this conjecture see Ref. 29). Then we consider quantum PL $T$-duality in the Kazama-Suzuki models and propose a natural generalization of the quantum PL $T$-duality transformation. We show that as in the SWZNW models quantum PL $T$-duality in the Kazama-Suzuki models is a mirror duality also.

The structure of the paper is as follows: In Sec. 2 we briefly review PL $T$-duality in the classical $N=2$ SWZNW model following. ${ }^{26}$ In Sec. 3 we describe Manin triple construction of the quantum $N=2$ SWZNW models on the compact groups and obtain the PL $T$-duality transformation rules of the quantum fields. We show that PL $T$-duality transformation is given by an automorphism of the underlying Manin triple which permutes isotropic subalgebras of the triple. Then we obtain transformation rules of the rightmoving $N$ $=2$ super-Virasoro algebra generators. In Sec. 4 we present the Manin triple construction of the Kazama-Suzuki models. We show that they can be described as (Manin triple)/ (Manin subtriple)-cosets. We define quantum PL $T$-duality transformation in the Kazama-Suzuki models as the subset of the transformations of the numerator triple which stabilizes the denominator subtriple. Then we easily find transformation rules of the rightmoving $N=2$ super-Virasoro algebra generators of the coset. At the end of the section PL $T$-duality in the $N=2$ minimal models considered briefly as an example.

## 2. POISSON-LIE T-DUALITY AND MIRROR SYMMETRY IN THE CLASSICAL $N=2$ SUPERCONFORMAL WZNW MODELS

In this section we briefly review PL $T$-duality in the classical $N=2$ SWZNW models, following. ${ }^{25,26}$

We parameterize the super world-sheet by introducing the light cone coordinates $z_{ \pm}$and Grassman coordinates $\Theta_{ \pm}$ (we use the $N=1$ superfield formalism). The generators of the supersymmetry and covariant derivatives satisfying the standard relations are given by

$$
\begin{equation*}
Q_{\mp}=\frac{\partial}{\partial \Theta_{ \pm}}+i \Theta_{ \pm} \partial_{\mp}, \quad D_{\mp}=\frac{\partial}{\partial \Theta_{ \pm}}-i \Theta_{ \pm} \partial_{\mp} . \tag{1}
\end{equation*}
$$

The superfield of the $N=2$ SWZNW model

$$
\begin{equation*}
G=g+i \Theta_{-} \psi_{+}+i \Theta_{+} \psi_{-}+i \Theta_{-} \Theta_{+} F \tag{2}
\end{equation*}
$$

takes values in a compact Lie group $\mathbf{G}$ so that its Lie algebra $\mathbf{g}$ is endowed with an ad-invariant nondegenerate inner product $\langle$,$\rangle . The action of the model is given by$

$$
\begin{align*}
S_{\mathrm{SWZ}}= & \int d^{2} x d^{2} \Theta\left(\left\langle G^{-1} D_{+} G, G^{-1} D_{-} G\right\rangle\right)-\int d^{2} x d^{2} \Theta d t \\
& \times\left\langle G^{-1} \frac{\partial G}{\partial t},\left\{G^{-1} D_{-} G, G^{-1} D_{+} G\right\}\right\rangle \tag{3}
\end{align*}
$$

and possesses manifest $N=1$ superconformal and super-Kac-Moody symmetries. ${ }^{30}$

$$
\begin{align*}
& \delta_{a_{+}} G\left(z_{+}, x_{-}, \Theta_{+}, \Theta_{-}\right) \\
& \quad=a_{+}\left(z_{-}, \Theta_{+}\right) G\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right), \\
& \delta_{a_{-}} G\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right)  \tag{4}\\
& \quad=-G\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right) a_{-}\left(z_{+}, \Theta_{-}\right), \\
& G^{-1} \delta_{\epsilon_{+}} G=\left(G^{-1} \epsilon_{+}\left(z_{-}\right) Q_{+} G\right), \\
& \delta_{\epsilon_{-}} G G^{-1}=\epsilon_{-}\left(z_{+}\right) Q_{-} G G^{-1}, \tag{5}
\end{align*}
$$

where $a_{ \pm}$are $\mathbf{g}$-valued superfields.
An additional ingredient demanded by the $N=2$ superconformal symmetry is a complex structure $J$ on the finitedimensional Lie algebra of the model which is skewsymmetric with respect to the inner product $\langle,\rangle .{ }^{31-33}$ That is, we should demand that the following equations be satisfied on $\mathbf{g}$ :

$$
\begin{align*}
& J^{2}=-1, \quad\langle J x, y\rangle+\langle x, J y\rangle=0, \\
& {[J x, J y]-J[J x, y]-J[x, J y]=[x, y]} \tag{6}
\end{align*}
$$

for any elements $x, y$ in $\mathbf{g}$. It is clear that the corresponding Lie group is a complex manifold with left (or right) invariant complex structure. In the following we shall denote the real Lie group and the real Lie algebra with the complex structure satisfying (6) by the pairs ( $\mathbf{G}, J$ ) and ( $\mathbf{g}, J$ ) respectively.

The complex structure $J$ on the Lie algebra defines the second supersymmetry transformation ${ }^{31}$

$$
\begin{align*}
& \left(G^{-1} \delta_{\eta_{+}} G\right)^{a}=\eta_{+}\left(z_{-}\right)\left(J_{l}\right)_{b}^{a}\left(G^{-1} D_{+} G\right)^{b}, \\
& \left(\delta_{\eta_{-}} G G^{-1}\right)^{a}=\eta_{-}\left(z_{+}\right)\left(J_{r}\right)_{b}^{a}\left(D_{-} G G^{-1}\right)^{b} . \tag{7}
\end{align*}
$$

where $J_{l}, J_{r}$ are the left invariant and right invariant complex structures on $\mathbf{G}$ which correspond to the complex structure $J$.

The notion of Manin triple is closely related to a complex structure on a Lie algebra. By definition, ${ }^{15}$ a Manin triple ( $\mathbf{g}, \mathbf{g}_{+}, \mathbf{g}_{-}$) consists of a Lie algebra $\mathbf{g}$ with nondegenerate invariant inner product $\langle$,$\rangle and isotropic Lie subalge-$ bras $\mathbf{g}_{ \pm}$such that the vector space $\mathbf{g}=\mathbf{g}_{+} \oplus \mathbf{g}_{-}$.

With each pair $(\mathbf{g}, J)$ one can associate the complex Manin triple ( $\mathbf{g}^{\mathrm{C}}, \mathbf{g}_{+}, \mathbf{g}_{-}$), where $\mathbf{g}^{\mathrm{C}}$ is the complexification of $\mathbf{g}$ and $\mathbf{g}_{ \pm}$are $\pm i$ eigenspaces of $J$. Moreover, it can be proved that there exists a one-to-one correspondence between a complex Manin triple endowed with an anti-linear involution which conjugates isotropic subalgebras $\tau: \mathbf{g}_{ \pm} \rightarrow \mathbf{g}_{\mp}$ and a real Lie algebra endowed with an ad-invariant nondegenerate inner product $\langle$,$\rangle and complex structure J$ which is skewsymmetric with respect to $\langle,\rangle .{ }^{32}$ The conjugation can be used to extract a real form from a complex Manin triple.

Now we have to consider some geometric properties of the $N=2$ SWZNW models closely related to the existence of complex structures on the groups. We shall follow Ref. 25.

Let us fix some compact Lie group with the left invariant complex structure $(\mathbf{G}, J)$ and consider its Lie algebra with the complex structure $(\mathbf{g}, J)$. The complexification $\mathbf{g}^{\mathrm{C}}$ of $\mathbf{g}$ has the Manin triple structure $\left(\mathbf{g}^{\mathrm{C}}, \mathbf{g}_{+}, \mathbf{g}_{-}\right)$. The Lie group version of this triple is the double Lie group
$\left(\mathbf{G}^{\mathrm{C}}, \mathbf{G}_{+}, \mathbf{G}_{-}\right),{ }^{34-36}$ where the exponential subgroups $\mathbf{G}_{ \pm}$ correspond to the Lie algebras $\mathbf{g}_{ \pm}$. The real Lie group $\mathbf{G}$ is extracted from its complexification with the help of conjugation $\tau$ (it will be assumed in the following that $\tau$ is the hermitian conjugation)

$$
\begin{equation*}
\mathbf{G}=\left\{g \in \mathbf{G}^{\mathrm{C}} \mid \boldsymbol{\tau}(g)=g^{-1}\right\} . \tag{8}
\end{equation*}
$$

Each element $g \in \mathbf{G}^{\mathrm{C}}$ from the vicinity $\mathbf{G}_{1}$ of the unit element from $\mathbf{G}^{\mathrm{C}}$ admits two decompositions:

$$
\begin{equation*}
g=g_{+} g_{-}^{-1}=\tilde{g}_{-} \tilde{g}_{+}^{-1} \tag{9}
\end{equation*}
$$

Taking into account (8) and (9) we conclude that the element $g\left(g \in \mathbf{G}_{1}\right)$ belongs to $\mathbf{G}$ if

$$
\begin{equation*}
\tau\left(g_{ \pm}\right)=\tilde{g}_{\mp}^{-1} \tag{10}
\end{equation*}
$$

These equations mean that we can parameterize the elements of

$$
\begin{equation*}
\mathbf{C}_{1} \equiv \mathbf{G}_{1} \cap \mathbf{G} \tag{11}
\end{equation*}
$$

by the elements of the complex group $\mathbf{G}_{+}$(or $\mathbf{G}_{-}$), i.e., we can introduce complex coordinates (they are just matrix elements of $g_{+}\left(\right.$or $\left.\left.g_{-}\right)\right)$in the start $\mathbf{C}_{1}$.

To generate (9) and (10) one has to consider the set $W$ (which we shall assume in the following to be discrete and finite) of classes $\mathbf{G}_{+} \backslash \mathbf{G}^{C} / \mathbf{G}_{-}$and choose a representative $w$ for each class $[w] \in W$. It gives us the stratification of $\mathbf{G}^{\mathrm{C}} .{ }^{35}$

$$
\begin{equation*}
\mathbf{G}^{\mathrm{C}}=\cup_{|w| \in W} \mathbf{G}_{+} w \mathbf{G}_{-}=\cup_{|w| \in W} \mathbf{G}_{w} . \tag{12}
\end{equation*}
$$

There is a second stratification:

$$
\begin{equation*}
\mathbf{G}^{\mathrm{C}}=\cup_{|w| \in W} \mathbf{G}_{-} w \mathbf{G}_{+}=\cup_{|w| \in W} \mathbf{G}^{w} . \tag{13}
\end{equation*}
$$

We shall assume, in the following, that the representatives $w$ have been chosen to be unitary:

$$
\begin{equation*}
\tau(w)=w^{-1} \tag{14}
\end{equation*}
$$

It allows us to generalize (9) as follows:

$$
\begin{equation*}
g=w g_{+} g_{-}^{-1}=w \tilde{g}_{-} \tilde{g}_{+}^{-1}, \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
g+\in \mathbf{G}_{+}^{w}, \tilde{g}_{-} \in \mathbf{G}_{-}^{w} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}_{+}^{w}=\mathbf{G}_{+} \cap w^{-1} \mathbf{G}_{+} w, \quad \mathbf{G}_{-}^{w}=\mathbf{G}_{-} \cap w^{-1} \mathbf{G}_{-} w . \tag{17}
\end{equation*}
$$

In order for the element $g$ to belong to the real group $\mathbf{G}$ the elements $g_{ \pm}, \tilde{g}_{ \pm}$from (15) must satisfy (10). Thus, the formulas (10) and (15) define the mapping

$$
\begin{equation*}
\phi_{w}^{+}: \mathbf{G}_{+}^{w} \rightarrow \mathbf{C}_{w} \equiv \mathbf{G}_{w} \cap \mathbf{G} . \tag{18}
\end{equation*}
$$

In a similar way one can define the mapping

$$
\begin{equation*}
\phi_{w}^{-}: \mathbf{G}_{-}^{w} \rightarrow \mathbf{C}_{w} \equiv \mathbf{G}_{w} \cap \mathbf{G} . \tag{19}
\end{equation*}
$$

In Refs. 25 and 26 the following statements were proved.

1) The mappings (18) are holomorphic and define the natural (holomorphic) action of the complex group $\mathbf{G}_{+}$on $\mathbf{G}$; the set $W$ parameterizes the $\mathbf{G}_{+}$-orbits $\mathbf{C}_{w}$.
2) The ( $\mathbf{G}, J$ )-SWZNW model admits PL symmetry, ${ }^{11,37}$ with respect to $\mathbf{G}_{+}$action so that we may associate with each external surface $G_{+}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right) \subset \mathbf{G}_{+}$, of the model a mapping ('Noether charge'") $V_{-}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right)$from the super world-sheet into the group $\mathbf{G}_{-}$. The pair $\left[G_{+}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right), V_{-}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right)\right]$can be lifted into the the double $\mathbf{G}^{\mathrm{C}}$ :

$$
\begin{align*}
\Phi\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right)= & G_{+}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right) \\
& \times V_{-}\left(z_{+}, z_{-}, \Theta_{+}, \Theta_{-}\right) . \tag{20}
\end{align*}
$$

Moreover, the surface (20) can be rewritten in the form

$$
\begin{equation*}
\Phi\left(z_{ \pm}, \Theta_{ \pm}\right)=G\left(z_{ \pm}, \Theta_{ \pm}\right) H_{-}^{-1}\left(z_{+}, \Theta_{-}\right) . \tag{21}
\end{equation*}
$$

Here $G\left(z_{ \pm}, \Theta_{ \pm}\right) \subset \mathbf{G}$ is a solution of the $\mathbf{G}$-SWZNW model and the superfield $H_{-}$is given by the solution of the equation

$$
\begin{equation*}
H_{-}^{-1} D_{+} H_{-}=2\left(I_{+}\right)^{-}, \tag{22}
\end{equation*}
$$

where $\left(I_{+}\right)^{-}$is $\mathbf{g}_{-}$-projection of the conservation current $I_{+}=G^{-1} D_{+} G$ of the model.
3) With the appropriate modifications the above statements are true also for the mappings (19) and $\mathbf{G}_{-}$action on G. Thus, one can represent the surface (20) in the 'dual", parameterization ${ }^{11}$

$$
\begin{equation*}
\Phi\left(z_{ \pm}, \Theta_{ \pm}\right)=\breve{G}\left(z_{ \pm}, \Theta_{ \pm}\right) H_{+}^{-1}\left(z_{+}, \Theta_{-}\right), \tag{23}
\end{equation*}
$$

where $\breve{G}\left(z_{ \pm}, \Theta_{ \pm}\right)$is the dual solution of the G-SWZNW model and the superfield $H_{+}$is given by the similar equation

$$
\begin{equation*}
H_{+}^{-1} D_{+} H_{+}=2\left(\breve{I}_{+}\right)^{+} \tag{24}
\end{equation*}
$$

where $\left(\breve{I}_{+}\right)^{+}$is the $\mathbf{g}_{+}$-projection of the dual conserved current $\breve{I}_{+} \equiv \breve{G}^{-1} D_{+} \breve{G}$.
4) Under PL $T$-duality
$t: G\left(z_{ \pm}, \Theta_{ \pm}\right) \rightarrow \breve{G}\left(z_{ \pm}, \Theta_{ \pm}\right)=G\left(z_{ \pm}, \Theta_{ \pm}\right) H\left(z_{+}, \Theta_{-}\right)$,
where

$$
\begin{equation*}
H \equiv H_{-}^{-1} H_{+}, \tag{26}
\end{equation*}
$$

the conserved rightmoving current $I_{+}$transforms as

$$
\begin{equation*}
t:\left(I_{+}\right)^{-} \rightarrow\left(\breve{I}_{+}\right)^{+},\left(I_{+}\right)^{+} \rightarrow\left(\breve{I}_{+}\right)^{-}, \tag{27}
\end{equation*}
$$

while the conserved leftmoving current $I_{-} \equiv D_{-} G G^{-1}$ transforms identically:

$$
\begin{equation*}
t:\left(I_{-}\right)^{ \pm} \rightarrow\left(I_{-}\right)^{ \pm} \tag{28}
\end{equation*}
$$

Moreover, the classical rightmoving $N=2$ super-Virasoro algebra maps under PL $T$-duality as follows: ${ }^{26}$

$$
\begin{equation*}
t: \Sigma^{ \pm} \rightarrow \breve{\Sigma}^{\mp}, \quad T \pm i \partial K \rightarrow \breve{T} \mp i \partial \breve{K} \tag{29}
\end{equation*}
$$

where $\Sigma^{ \pm}$are the spin-3/2 currents, $T$ is the stress-energy tensor, and $K$ is the $U(1)$ current, while the leftmoving $N=2$ super-Virasoro algebra maps identically. Thus, PL $T$-duality in the classical $N=2$ SWZNW models is a mirror duality.

## 3. POISSON-LIE T-DUALITY AND MIRROR SYMMETRY IN THE QUANTUM $N=2$ SUPERCONFORMAL WZNW MODELS

We start with the Manin triple construction of the $N=2$ Virasoro algebra generators of the quantum SWZNW model on the group $(\mathbf{G}, J))^{32,33,38}$

Let us specify an orthonormal basis

$$
\begin{equation*}
\left\{E^{a}, E_{a}, a=1, \ldots, d\right\} \tag{30}
\end{equation*}
$$

in the Manin triple $\left(\mathbf{g}^{\mathrm{C}}, \mathbf{g}_{+}, \mathbf{g}_{-}\right)$, so that $\left\{E^{a}\right\}$ is a basis in $g_{+}$, and $\left\{E_{a}\right\}$ is a basis in $g_{-}$. The commutation relations and Jacoby identity in this basis take the form

$$
\begin{align*}
& {\left[E^{a}, E^{b}\right]=f_{c}^{a b} E^{c},} \\
& {\left[E_{a}, E_{b}\right]=f_{a b}^{c} E_{c},}  \tag{31}\\
& {\left[E^{a}, E_{b}\right]=f_{b c}^{a} E^{c}-f_{b}^{a c} E_{c},} \\
& f_{d}^{a b} f_{e}^{d c}+f_{d}^{b c} f_{e}^{d a}+f_{d}^{c a} f_{e}^{d b}=0, \\
& f_{a b}^{d} f_{d c}^{e}+f_{b c}^{d} f_{d a}^{e}+f_{c a}^{d} f_{d b}^{e}=0,  \tag{32}\\
& f_{m c}^{a} f_{d}^{b m}-f_{m d}^{a} f_{c}^{b m}-f_{m c}^{b} f_{d}^{a m}+f_{m d}^{b} f_{c}^{a m}=f_{c d}^{m} f_{m}^{a b}
\end{align*}
$$

Let us introduce the matrices

$$
\begin{equation*}
B_{a}^{b}=f_{c} f_{a}^{c d}+f^{c} f_{c a}^{b}, \quad A_{a}^{b}=f_{a c}^{d} f_{d}^{b c} \tag{33}
\end{equation*}
$$

Let $j^{a}(z), j_{a}(z)$ be the generators of the affine Kac-Moody algebra $\hat{g}^{\mathrm{C}}$, corresponding to the fixed basis $\left\{E^{a}, E_{a}\right\}$, so that the currents $j^{a}$ generate the subalgebra $\hat{g}_{+}$and the currents $j_{a}$ generate the subalgebra $\hat{g}_{-}$(we shall omit in the following the super-world-sheet indices $\pm$, keeping in mind that we are in the rightmoving sector). The singular operator product expansions (OPEs) between these currents are the following:

$$
\begin{align*}
j^{a}(z) j^{b}(w)= & -(z-w)^{-2} \frac{1}{2} k\left(E^{a}, E^{b}\right) \\
& +(z-w)^{-1} f_{c}^{a b} j^{c}(w)+\mathrm{reg} \\
j_{a}(z) j_{b}(w)= & -(z-w)^{-2} \frac{1}{2} k\left(E_{a}, E_{b}\right) \\
& +(z-w)^{-1} f_{a b}^{c} j_{c}(w)+\mathrm{reg}  \tag{34}\\
j^{a}(z) j_{b}(w)= & -(z-w)^{-2} \frac{1}{2}\left(q \delta_{b}^{a}+k\left(E^{a}, E_{b}\right)\right) \\
& +(z-w)^{-1}\left(f_{b c}^{a} j^{c}-f_{b}^{a c} j_{c}\right)(w)+\mathrm{reg}
\end{align*}
$$

where $k(x, y)$ denotes the Killing form for the vectors $x, y$ of $\mathbf{g}^{\mathrm{C}}$. Let $\psi^{a}(z), \psi_{a}(z)$ be free fermion currents which have the following singular OPEs:

$$
\begin{equation*}
\psi^{a}(z) \psi_{b}(w)=-(z-w)^{-1} \delta_{b}^{a}+\text { reg. } \tag{35}
\end{equation*}
$$

Then the $N=2$ Virasoro superalgebra currents and the central charge are given by ${ }^{31-33,38}$

$$
\Sigma^{+}=\frac{2}{\sqrt{q}}\left(\psi^{a} j_{a}+\frac{1}{2} f_{a b}^{c}: \psi^{a} \psi^{b} \psi_{c}:\right),
$$

$$
\begin{align*}
& \Sigma^{-}=\frac{2}{\sqrt{q}}\left(\psi_{a} j^{a}+\frac{1}{2} f_{c}^{a b}: \psi_{a} \psi_{b} \psi^{c}:\right)  \tag{36}\\
& K=\left(\frac{2 B_{a}^{b}}{q}-\delta_{a}^{b}\right): \psi^{a} \psi_{b}:-\frac{2}{q}\left(f_{c} j^{c}-f^{c} j_{c}\right), \\
& T=-\frac{1}{q}:\left(j^{a} j_{a}+j_{a} j^{a}\right):-\frac{1}{2}:\left(\partial \psi^{a} \psi_{a}-\psi^{a} \partial \psi_{a}\right):, \\
& c=3\left(d-\frac{2 A_{a}^{a}}{q}\right) . \tag{37}
\end{align*}
$$

The set of currents (36) can be combined into the superfields

$$
\begin{equation*}
\Gamma^{ \pm}=\frac{1}{\sqrt{2}} \Sigma^{+}+\Theta\left(T \mp \frac{1}{2} \partial K\right), \tag{38}
\end{equation*}
$$

so that the energy-momentum super-tensor is given by the sum
$\Gamma=\frac{1}{2}\left(\Gamma^{+}+\Gamma^{-}\right)=-\frac{1}{q}:\langle D I, I\rangle:+\frac{2}{3 q^{2}}:\langle I,:\{I, I\}:\rangle:$.
Here $I$ denotes Lie algebra valued super-Kac-Moody currents of the affine superalgebra $\hat{\mathbf{g}}$ :

$$
\begin{align*}
& I \equiv I^{a} E_{a}+I_{a} E^{a}, \\
& I^{a}=-\sqrt{\frac{q}{2}} \psi^{a}+\Theta\left(j^{a}+\left(\frac{1}{2} f_{b c}^{a}: \psi^{b} \psi^{c}:+f_{c}^{a b}: \psi_{b} \psi^{c}:\right)\right), \\
& I_{a}=-\sqrt{\frac{q}{2}} \psi_{a}+\Theta\left(j_{a}+\left(\frac{1}{2} f_{a}^{b c}: \psi_{b} \psi_{c}:+f_{a b}^{c}: \psi^{b} \psi_{c}:\right)\right)^{(40)} \tag{40}
\end{align*}
$$

We now propose a quantum version of the PL $T$-duality transformation. Perhaps the most comprehensive way to find PL T-duality transformation rules for the quantum fields of the model is to quantize canonically the Sfetsos canonical transformations for PL $T$-duality related $\sigma$-models ${ }^{21}$ and then define and solve the quantum version of the equations (22), (24), and (26). Though developing this approach for the $N$ $=2$ superconformal field theory is an important problem and worth solving, it is beyond our reach at the present moment.

Instead we determine the quantum counterpart of the mapping (25) as an automorphism of the operator algebra of the quantum fields, defined by right multiplication by the rightmoving matrix-valued function $H(Z)$, which implies that $N=2$ SWZNW model is PL self-dual. We propose a very simple way to find the matrix elements of $H$ using super-Kac-Moody Ward identities and the KnizhnikZamolodchikov equation.

In the $N=1$ superfield formalism an arbitrary conformal superfield is defined by the following OPEs. ${ }^{39}$

$$
\begin{align*}
& I^{a}\left(Z_{1}\right) F^{\Lambda}\left(Z_{2}\right)=Z_{12}^{-1 / 2} E^{a} F^{\Lambda}\left(Z_{2}\right)+\mathrm{reg}, \\
& I_{a}\left(Z_{1}\right) F^{\Lambda}\left(Z_{2}\right)=Z_{12}^{-1 / 2} E_{a} F^{\Lambda}\left(Z_{2}\right)+\mathrm{reg} . \tag{41}
\end{align*}
$$

Here $E^{a}, E_{a}$ denote the generators of the $\mathbf{g}^{\mathrm{C}}$ in the representation with the highest weight $\Lambda$,

$$
\begin{align*}
\Gamma\left(Z_{1}\right) F^{\Lambda}\left(Z_{2}\right)= & Z_{12}^{-3 / 2} \Delta F^{\Lambda}\left(Z_{2}\right)+Z_{12}^{-1} \frac{1}{2} D F^{\Lambda}\left(Z_{2}\right) \\
& +Z_{12}^{-1 / 2} \partial F^{\Lambda}\left(Z_{2}\right)+\mathrm{reg} \tag{42}
\end{align*}
$$

where the conformal dimension $\Delta$ is given by

$$
\begin{equation*}
\Delta=C_{\Lambda} / q, \quad C_{\Lambda} \equiv-\left(E^{a} E_{a}+E_{a} E^{a}\right) \tag{43}
\end{equation*}
$$

and we have used the standard notations for even and odd world-sheet super-intervals between a pair of points $Z_{i}$ $=\left(z_{i}, \Theta_{i}\right), i=1,2$ :

$$
\begin{equation*}
Z_{12} \equiv z_{1}-z_{2}-\Theta_{1} \Theta_{2}, \quad \Theta_{12}=Z_{12}^{1 / 2} \equiv \Theta_{1}-\Theta_{2}, \tag{44}
\end{equation*}
$$

so that

$$
\begin{equation*}
Z_{12}^{n+1 / 2}=Z_{12}^{n} \Theta_{12}, \quad n \in \mathbb{Z} \tag{45}
\end{equation*}
$$

We postulate the quantum version of the formula (25):

$$
\begin{equation*}
t: F^{\Lambda}(Z) \rightarrow \breve{F}^{\Lambda}(Z)=F^{\Lambda}(Z) H(Z) \tag{46}
\end{equation*}
$$

which is the quantum counterpart of (25) (here and in what follows the leftmoving coordinate dependence of the fields will be omitted for simplicity). It follows from the Sugawara formula (39) and the OPEs (41) and (42) that the conformal superfield $F^{\Lambda}(Z)$ of the model satisfies the KnizhnikZamolodchikov equation ${ }^{39}$

$$
\begin{equation*}
\frac{q}{2} D F^{\Lambda}(Z)+: F^{\Lambda} I:(Z)=0 \tag{47}
\end{equation*}
$$

which is a quantization of the classical relation $I=G^{-1}$ $D G$. In view of (46): the dual field $\breve{F}^{\Lambda}$ satisfies the similar equation

$$
\begin{align*}
\frac{q}{2} D \breve{F}^{\Lambda}(Z) & =-: \breve{F}^{\Lambda} \breve{I}:(Z) \\
& =-: \breve{F}^{\Lambda} H^{-1} I H:(Z)+\frac{q}{2} \breve{F}^{\Lambda} H^{-1} D H(Z) . \tag{48}
\end{align*}
$$

Let us go back for a moment to the classical case and consider Eqs. (22), (24), and (26). Using them we can write

$$
\begin{equation*}
H^{-1} D H=2\left(\breve{I}^{+}-H^{-1} I^{-} H\right) \tag{49}
\end{equation*}
$$

As its quantum version we propose

$$
\begin{equation*}
\frac{q}{2} \breve{F}^{\Lambda} H^{-1} D H(Z)=-2: \breve{F}^{\Lambda}\left(\breve{I}^{+}-H^{-1} I^{-} H\right):(Z) \tag{50}
\end{equation*}
$$

The substitution (50) converts (48) into

$$
\begin{equation*}
: \breve{F}^{\Lambda}\left(\breve{I}^{-}-\breve{I}^{+}\right):(Z)=: \breve{F}^{\Lambda}\left(H^{-1}\left(I^{+}-I^{-}\right) H\right):(Z) \tag{51}
\end{equation*}
$$

Using the left-invariant complex structure $J$ on the group $\mathbf{G}$ one can rewrite it in the form

$$
\begin{equation*}
: \breve{F}^{\Lambda}(J \operatorname{End}(H) J \breve{I}):(Z)=: \breve{F}^{\Lambda} I:(Z), \tag{52}
\end{equation*}
$$

where we have introduced the notation $\operatorname{End}(H) x=H x H^{-1}$, $x \in \mathbf{g}^{\mathrm{C}}$ and we imply that $\operatorname{End}(H)$ belongs to the group of super-Kac-Moody algebra automorphisms. The equation (52) means that $\operatorname{End}(H)$ interchanges the isotropic subalgebras of the Manin triple because it anticommutes with the complex structure $J$.

By virtue of (52) Eq. (48) takes the form
$\frac{q}{2} \breve{F}^{\Lambda} H^{-1} D H(Z)=: \breve{F}^{\Lambda}\left(\left(\operatorname{End}\left(H^{-1}\right) J \operatorname{End}(H) J-1\right) \breve{I}\right):(Z)$.

Using super-Kac-Moody Ward identities ${ }^{39}$ it is easy to see that (53) decays into the system of equations

$$
\begin{align*}
& H^{-1} D H=0 \\
& \operatorname{End}\left(H^{-1}\right) J \operatorname{End}(H) J-1=0 \tag{54}
\end{align*}
$$

Its solution is given by the constant matrix anticommuting with $J$ :

$$
\begin{equation*}
D H=0, \quad J \operatorname{End}(H)+\operatorname{End}(H) J=0 . \tag{55}
\end{equation*}
$$

In the orthonormal basis we have chosen, any matrix which anti-commutes with $J$ should have the form

$$
\left(\begin{array}{ll}
0 & 1  \tag{56}\\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
h & 0 \\
0 & \bar{h}
\end{array}\right)
$$

where $h$ is an arbitrary complex matrix (the bar denotes complex conjugation). Let us denote by $\operatorname{Aut}(\mathbf{g}, J)$ the group of automorphisms of $\mathbf{g}$ which commute with $J$. It is clear that

$$
\operatorname{End}(H)=\left(\begin{array}{ll}
0 & 1  \tag{57}\\
1 & 0
\end{array}\right)
$$

is a solution of (55). Hence each solution of (55) should have the form:
$\operatorname{End}(H)=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)\left(\begin{array}{cc}m & 0 \\ 0 & \bar{m}\end{array}\right), \quad\left(\begin{array}{cc}m & 0 \\ 0 & \bar{m}\end{array}\right) \in \operatorname{Aut}(\mathbf{g}, J)$.
In view of (52) End ( $H$ ) should be also an automorphism of the algebra $\hat{\mathbf{g}}$. It imposes on the matrix $m$ the relation

$$
\begin{equation*}
m^{c b} \bar{m}_{a b}=\delta_{a}^{c} \tag{59}
\end{equation*}
$$

The next condition we should demand is $t^{2}=1$ (that is, PL $T$-duality is an involution). It gives the second relation for $m$ :

$$
\begin{equation*}
m^{c b} \bar{m}_{b a}=\delta_{a}^{c} . \tag{60}
\end{equation*}
$$

Therefore the set of PL $T$-duality transformations in the $N$ $=2$ superconformal WZNW model on the group manifold $\mathbf{G}$ is given by the set of matrices (58) satisfying (59) and (60). Hence, under the quantum PL $T$-duality the currents (40) transform as

$$
\begin{equation*}
t: I^{a} \rightarrow m^{a b} I_{b}, \quad I_{a} \rightarrow \bar{m}_{a b} I^{b} \tag{61}
\end{equation*}
$$

or in components,
$t: \psi^{a} \rightarrow m^{a b} \psi_{b}, \quad j^{a} \rightarrow m^{a b} j_{b}, \quad \psi_{a} \rightarrow \bar{m}_{a b} \psi^{b}, \quad j_{a} \rightarrow \bar{m}_{a b} j^{b}$.

Taking into account (36), (59), and (62) we find the PL $T$-duality transformation of the $N=2$ Virasoro superalgebra currents:

$$
\begin{equation*}
t: \sum^{ \pm} \rightarrow \sum^{\mp}, \quad t: K \rightarrow-K, \quad T \rightarrow T . \tag{63}
\end{equation*}
$$

Notice that, as in the classical case, PL $T$-duality acts in the leftmoving sector as an identity transformation. Therefore we may conclude that quantum PL $T$-duality in the $N=2$ superconformal WZNW models is a mirror duality and has a geometric realization which is given by PL $\mathbf{G}_{ \pm}$-holomorphic action on the target space of the model.

Here a remark is in order. In many examples of the $N=2$ SWZNW models on the compact groups $(S U(3), S U(2) \times U(1), \ldots)$ the transformations (61) coincide with Weyl reflections. In these cases mirror symmetry was interpreted by the authors of Ref. 28 as a gauge symmetry. They presented also a contradictory example, $S U(2)$ $\times S U(2)$ SWZNW model, where the Weyl reflections failed to give mirror symmetry. It follows from our formula (61) that in this example mirror symmetry is given by an external automorphism of the Lie algebra $s u(2) \times s u(2)$. This example illustrates the general picture: PL $T$-duality is given by an automorphism (internal or external) which interchanges the isotropic subalgebras of the underlying Manin triple.

## 4. POISSON-LIE T-DUALITY AND MIRROR SYMMETRY IN QUANTUM KAZAMA—SUZUKI MODELS

In this section we consider PL $T$-duality in KazamaSuzuki models. Kazama and Suzuki have studied ${ }^{40}$ the conditions under which an $N=1$ superconformal coset model can have an extra supersymmetry, giving rise to an $N=2$ superconformal model. Then the $N=2$ superconformal coset theories were classified more accurately in Ref. 41. Their conclusion can be reformulated as follows. Suppose the Manin triple $\left(\mathbf{g}^{\mathrm{C}}, \mathbf{g}_{+}, \mathbf{g}_{-}\right)$associated with the pair $(\mathbf{g}, J)$ has a Manin subtriple ( $\mathbf{h}, \mathbf{h}_{+}, \mathbf{h}_{-}$), that is, $\mathbf{h}_{+} \subset \mathbf{g}_{ \pm}$are subalgebras of $\mathbf{g}_{ \pm}$such that $\mathbf{h} \equiv \mathbf{h}_{+} \oplus \mathbf{h}_{-}$is a subalgebra of $\mathbf{g}^{\mathrm{C}}$ and $\tau: \mathbf{h}_{+}$ $\rightarrow \mathbf{h}_{-}$. Notice that the Manin subtriple specified above defines (with the help of the involution $\tau$ ) a pair ( $\mathbf{k}, J)$ such that $\mathbf{k}^{\mathrm{C}}=\mathbf{h}$ and $\mathbf{k} \subset \mathbf{g}$.

Assume that the basis (30) is chosen so that the subbases

$$
\begin{equation*}
\left\{E^{i}, i=1, \ldots, d_{h}\right\}, \quad\left\{E_{i}, i=1, \ldots, d_{h}\right\} \tag{64}
\end{equation*}
$$

are bases in the subalgebras $\mathbf{h}_{+}$and $\mathbf{h}_{-}$, respectively. Let us consider a vector subspace

$$
\begin{equation*}
\mathbf{a}=\mathbf{g}^{\mathrm{C}} / \mathbf{h} \tag{65}
\end{equation*}
$$

generated (over C) by the vectors

$$
\begin{equation*}
\left\{E^{\alpha}, \alpha=d_{h}+1, \ldots, d\right\}, \quad\left\{E_{\alpha}, \alpha=d_{h}+1, \ldots, d\right\} \tag{66}
\end{equation*}
$$

The Manin triple construction of the Kazama-Suzuki models is given by the following.

## Proposition

Suppose the isotropic subspaces

$$
\begin{equation*}
\mathbf{a}_{ \pm} \equiv \mathbf{a} \cap \mathbf{g}_{ \pm} \tag{67}
\end{equation*}
$$

are Lie subalgebras. Then the currents

$$
\sum_{c s}^{+}=\frac{2}{\sqrt{q}}\left(\psi^{\alpha} j_{\alpha}+\frac{1}{2} f_{\alpha \beta}^{\gamma}: \psi^{\alpha} \psi^{\beta} \psi_{\gamma}:\right)
$$

$$
\begin{align*}
\sum_{c s}= & \frac{2}{\sqrt{q}}\left(\psi_{\alpha} j^{\alpha}+\frac{1}{2} f_{\gamma}^{\alpha \beta}: \psi_{\alpha} \psi_{\beta} \psi^{\gamma}:\right), \\
K_{c s}= & \left(\frac{2 C_{\alpha}^{\beta}}{q}-\delta_{\alpha}^{\beta}\right): \psi^{\alpha} \psi_{\beta}:-\frac{2}{q}\left(\hat{f}_{c} j^{c}-\hat{f}^{c} j_{c}\right),  \tag{68}\\
T_{c s}= & -\frac{1}{q}:\left(j^{a} j_{a}+j_{a} j^{a}\right):-\frac{1}{2}:\left(\partial \psi^{a} \psi_{a}-\psi^{a} \partial \psi_{a}\right): \\
& +\frac{1}{q}:\left(u^{k} u_{k}+u_{k} u^{k}\right):,
\end{align*}
$$

where

$$
\begin{array}{ll}
\hat{f}^{a}=f_{\gamma}^{a \gamma}, \quad \hat{f}_{a}=f_{a \gamma}^{\gamma}, & C_{\beta}^{\alpha}=\hat{f}^{a} f_{a \beta}^{\alpha}+\hat{f}_{a} f_{\beta}^{a \alpha}, \\
u^{k}=j^{k}-f_{\beta}^{k \alpha}: \psi^{\beta} \psi_{\alpha}:, & u_{k}=j_{k}+f_{k \alpha}^{\beta}: \psi^{\alpha} \psi_{\beta}: \tag{70}
\end{array}
$$

satisfy the OPEs of the $N=2$ super-Virasoro algebra with the central charge

$$
\begin{equation*}
c_{c s}=c_{g}-c_{h} \tag{71}
\end{equation*}
$$

This is just the $N=2$ extension ${ }^{42}$ of the Goggard-KernOlive construction formulated in terms of Manin triples and can be checked by direct calculations.

The Kazama-Suzuki model based on the coset $\mathbf{G} / \mathbf{K}$ can be obtained from the SWZNW model on the group $\mathbf{G}$ by gauging an anomaly-free subgroup $\mathbf{K}{ }^{43}$ In view of the Manin triple construction (68) and (71) this implies classically that the currents corresponding to the Manin subtriple ( $\mathbf{h}, \mathbf{h}_{+}, \mathbf{h}_{-}$) should vanish:

$$
\begin{equation*}
I^{i}(Z)=I_{i}(Z)=0 \tag{72}
\end{equation*}
$$

In quantizing the theory canonically one should impose in some way such constraints on physical states. We impose

$$
\begin{equation*}
I^{i}\left(Z_{1}\right) \Phi\left(Z_{2}\right)=\mathrm{reg}, \quad I_{i}\left(Z_{1}\right) \Phi\left(Z_{2}\right)=\mathrm{reg} \tag{73}
\end{equation*}
$$

that is, the physical states of the coset are the highest vectors of the trivial $\hat{\mathbf{h}}$-representation.

Under PL T-duality (61) the set of constraints (73) will transform, in general, into another set of constraints giving another coset model. Therefore we should define PL $T$-duality transformations in the Kazama-Suzuki model as the subset of $(58)-(60)$ which stabilizes the set (73), or equivalently, as the subset which stabilizes the Manin subtriple ( $\mathbf{h}, \mathbf{h}_{+}, \mathbf{h}_{-}$). Taking into account this condition and using (61) we obtain PL $T$-duality transformation rules for the currents (68) of the $N=2$ super-Virasoro algebra,

$$
\begin{equation*}
t: \sum_{c s}^{ \pm} \rightarrow \sum_{c s}^{\mp}, \quad t: K_{c s} \rightarrow-K_{c s}, T_{c s} \rightarrow T_{c s} \tag{74}
\end{equation*}
$$

which are similar to (63). It is clear that PL $T$-duality in the leftmoving sector is given by the identity transformation.

Let us consider an example of the Kazama-Suzuki model based on the coset $U(2) /(U(1) \times U(1))$ (the $N=2$ minimal model). The complexification of $u(2)$ is the Lie algebra $g l(2, \mathrm{C})$. In this case the commutation relations (31) in the orthonormal basis (30) are given by

$$
\begin{equation*}
\left[E^{0}, E^{1}\right]=E^{1}, \quad\left[E_{0}, E_{1}\right]=E_{1}, \quad\left[E^{1}, E_{1}\right]=-E^{0}+E_{0} . \tag{75}
\end{equation*}
$$

The isotropic subalgebras $\mathbf{g}_{+}$and $\mathbf{g}_{-}$of the complex Manin triple are generated by the vectors $E^{0}, E^{1}$ and $E_{0}, E_{1}$ respectively. The currents of the super-Kac-Moody algebra $\hat{g} l(2, \mathrm{C})$ are characterized by the following OPEs

$$
\begin{align*}
& I^{a}\left(Z_{1}\right) I^{b}\left(Z_{2}\right)=Z_{12}^{-1 / 2} f_{c}^{a b} I^{c}(Z)+\mathrm{reg}, \\
& I_{a}\left(Z_{1}\right) I_{b}\left(Z_{2}\right)=Z_{12}^{-1 / 2} f_{a b}^{c} I_{c}(Z)+\mathrm{reg},  \tag{76}\\
& I^{a}\left(Z_{1}\right) I_{b}\left(Z_{2}\right)=-Z_{12}^{-1} \frac{q}{2} \delta_{b}^{a}+Z_{12}^{-1 / 2}\left(f_{b c}^{a} I^{c}-f_{b}^{a c} I_{c}\right)+\mathrm{reg},
\end{align*}
$$

where $a, b, c=0,1$ and the structure constants are given by (75). The Manin subtriple defining our coset model is given by

$$
\begin{equation*}
h=h_{+} \oplus h_{-}, \quad h_{+}=\mathrm{C} E^{0}, \quad h_{-}=\mathrm{C} E_{0} . \tag{77}
\end{equation*}
$$

Thus, the Manin subtriple corresponds to the $N=2 U(1)^{2}$-SWZNW model which is described by the pair of scalar complex free superfields $X^{0}(Z), X_{0}(Z)$ with obvious OPEs

$$
\begin{equation*}
X^{0}\left(Z_{1}\right) X_{0}\left(Z_{2}\right)=-2 \log Z_{12} . \tag{78}
\end{equation*}
$$

The currents of the super-Kac-Moody algebra $\hat{g} l(2, C)$ can be realized in terms of the fields $X^{0}(Z), X_{0}(Z)$ and superparafermions $S^{1}(Z), S_{1}(Z):^{44}$

$$
\begin{align*}
& I^{0}=\frac{\sqrt{q}}{2} D X^{0}, \quad I_{0}=\frac{\sqrt{q}}{2} D X_{0} \\
& I^{1}=i S^{1} \exp \left(-\frac{1}{\sqrt{q}}\left(X_{0}-X^{0}\right)\right),  \tag{79}\\
& I_{1}=i S_{1} \exp \left(\frac{1}{\sqrt{q}}\left(X_{0}-X^{0}\right)\right)
\end{align*}
$$

The super-parafermion OPEs are deduced from the OPEs (76) and (78) and the null-vector relation in the trivial $\widehat{s u}(2)$-representation.

The most general PL $T$-duality transformation in $U(2)$-SWZNW model is given by

$$
\begin{align*}
& I^{0} \rightarrow I_{0}, \quad I_{0} \rightarrow I^{0}, \\
& I^{1} \rightarrow \exp (i \phi) I_{1}, \quad I_{1} \rightarrow \exp (-i \phi) I^{1}, \tag{80}
\end{align*}
$$

where $\phi$ is an arbitrary real number. We see that the constraints transform into itself. From these formulas we easily find the PL $T$-duality transformations of the parafermions of the coset

$$
\begin{equation*}
S^{1} \rightarrow \exp (i \phi) S_{1}, \quad S_{1} \rightarrow \exp (-i \phi) S^{1} \tag{81}
\end{equation*}
$$

Thus, the PL $T$-duality transformation acts in the $U(1)^{2}$-subspace of the $U(2)$-SWZNW model as the usual $R \rightarrow 1 / R \quad T$-duality (at the self-dual point), while the PL $T$-duality transformation (81) corresponds to the axial-vector duality of the coset $S U(2) / U(1)^{29}$ (to see this is enough to recover the leftmoving constraints).

It is clear that there is a direct generalization of this example to the coset models $\mathbf{G} / U(I)^{r}$, where $r$ is the dimension of the maximal torus of the group $\mathbf{G}$. the PL $T$-duality transformation will act on the maximal torus as an Abelian $R \rightarrow 1 / R \quad T$-duality (at the self-dual point), while in the $N=2$ Kazama-Suzuki model it will act as an axial-vector duality. ${ }^{45}$ In the non-Abelian coset models the PL $T$-duality transformation rules of the fields are given by the nonAbelian generalization of the axial-vector duality via Ref. 46. In principle they can be found using the non-Abelian generalization of the super-parafermions (79). Some aspects of this construction in the non supersymmetric case can be found in Ref. 47.

Thus, in summary, we conclude that quantum PL $T$-duality in the Kazama-Suzuki models is a mirror duality also.

## 5. CONCLUSION

In this work we have considered the PL $T$-duality transformation in quantum $N=2$ superconformal WZNW and Kazama-Suzuki models. The PL T-duality transformation rules in the quantum $N=2$ SWZNW are found using the Manin triple construction of the $N=2$ SWZNW models, the Knizhnik-Zamolodchikov equation. Ward identities, and the conjecture that, as in the classical case, PL $T$-duality is given by constant automorphisms of the rightmoving super-KacMoody algebras of the models which interchange the isotropic subalgebras of the underlying Manin triples. We have shown that in these models PL $T$-duality is a mirror duality. We have thus given a geometric realization of the mirror symmetry in these models. Notice also that our results are in agreement with the conjecture proposed in ${ }^{28}$ that mirror symmetry can be considered as a gauge symmetry (which is extended in some cases by the external automorphisms) of the self-dual points of the moduli space of the $N=2$ superconformal field theories.

We have given Manin triple construction of the Kazama-Suzuki models, representing them as (Manin triple $) /($ Manin subtriple $)$-cosets. By means of this representation we defined PL $T$-duality transformations in the Kazama-Suzuki models as the subset of PL T-duality transformations of the numerator triple which stabilize the denominator triple. It was shown that, thus defined, PL $T$-duality is a mirror duality also. An interesting open problem is to find the corresponding geometric picture of PL $T$-duality and mirror symmetry in the classical KazamaSuzuki models.

Our results are useful in discussing Calabi-Yau superstring compactifications and allow us to conjecture that PL $T$-duality is an adequate geometric structure underlying mirror symmetry. The extension of our results to the Gepner construction of superstring vacua ${ }^{48}$ (see also, Ref. 49) would be a test of the conjecture.

Another interesting problem is to quantize the equations (22) and (24) and determine the quantum version of (21) and (23). Moreover, their solution is important in the context of quantum PL $T$-duality and mirror symmetry; it may be useful also in discussing $T$-duality for open strings and $D$-branes on
curved backgrounds and will be helpful in 'quantization'" of the existing treatments. ${ }^{17,18}$
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Solutions which approximately describe the effect of strong thermal self-action of a laser beam in weakly absorbing media (gases and liquids) have been obtained. This paper considers the regimes of thermal conductivity, transverse flows of gases at subsonic and supersonic velocities, transonic nonlinear regime, and gravitational convection in a horizontal beam. Assuming that the shape of transverse intensity distribution is constant, and that the wave front can be approximated by a second-power polynomial, ordinary differential equations and their solutions for average transverse dimensions of beams have been obtained. These approximate solutions are in satisfactory agreement with exact solutions. © 1999 American Institute of Physics. [S1063-7761(99)01007-0]

## 1. INTRODUCTION

Propagation of an intense laser beam through nonlinear absorbing media (liquids and gases) is described by a system of equations that includes the Navier-Stokes aerohydrodynamic equations and the wave-optic equation in the parabolic approximation, ${ }^{1,2}$ which is the nonlinear Fresnel or Schrödinger equation. The related aero-optic effects occur on optical paths in the laboratory, in the atmosphere, and in technological laser facilities. The optical configurations involved can vary: horizontal, vertical, focused, parallel, and divergent beams; optical configurations defined by mirrors, lenses, telescopes and other devices. In the hydrodynamic aspect of the problem, the following situations and effects are of great interest: a uniform air flow which is either longitudinal or transverse with respect to the laser beam; effect of thermal conductivity, viscosity, acoustic perturbations (pressure variations); subsonic, transonic, supersonic, and hypersonic regimes; gravitational convection. Theoretical and experimental investigations of the entire variety of different regimes is labor-consuming. In the case of a strong thermal self-action, a numerical solution in the limit of geometrical optics is impossible because of large local gradients.

In the case of small perturbations of the beam due to heating and changes in the refraction index of the medium, a linearized Gebhardt-Smith solution of optical equations ${ }^{3}$ (see also Refs. 4 and 5), obtained for a transverse air flowing through a parallel laser beam in the approximation of geometrical optics without allowance for the viscosity, thermal conductivity, and acoustic perturbations in the medium, has played an important role. This solution was used in describing gas-dynamic regimes of thermal self-refraction in a uniform transverse air flow. ${ }^{6}$ Generalization of the Talanov transformation ${ }^{7}$ of transverse coordinates of focused beams to the case of a variable beam radius defined in vacuum and utilization of similarity transformations in hydrodynamic equations allowed us to derive linearized solutions of aerooptic equations for complex optical configurations in various gas-dynamic conditions. ${ }^{8}$

Under conditions of strong thermal self-action, quasistabilization (or saturation) of perturbation parameters (namely, the peak intensity, its shift, and transverse intensity distribution) was detected in experiments ${ }^{9-11}$ and numerical calculations. ${ }^{12-15}$ With the help of averaged characteristics (transverse dimensions and deviation angles associated with a smoothed wave front) and dimensionality considerations, approximate solutions have been obtained in the case of purely convective air flow and in the case of gravitational convection in a horizontal beam. ${ }^{16}$ A polynomial approximation of the wave front phase at large Fresnel numbers allowed us to relate the average characteristics to the coefficients of this polynomial and derive ordinary differential equations for average radii and shifts in the simple, purely convective regime of transverse air flow. ${ }^{17}$

In this paper we present the derivation of equations and solutions for average radii and shifts in the case of a transverse air flowing through a laser beam with velocities ranging between zero and hypersonic values, including the transonic regime, for the case of gravitational convection in a horizontal beam, and also for a stagnant, thermally conductive medium. The assumptions and conditions used in deriving these equations are formulated and generalized.

## 2. STATEMENT OF THE AERO-OPTIC PROBLEM

Propagation of an intense laser beam in a nonlinear medium is described by a parabolized wave equation of the paraxial (small-angle) optics ${ }^{2}$ for the transverse component of a slowly varying electric field amplitude $E$. In the physical variables "radiation intensity $I=E^{*} E —$ deviation angle $\boldsymbol{\vartheta}$ $=\nabla_{\perp} \Phi$," where $\Phi$ is the wave front phase of the beam, $\nabla_{\perp}=\mathbf{e}_{x} \partial / \partial x+\mathbf{e}_{y} \partial / \partial y$, we obtain a system of equations for the eikonal and energy conservation

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}+\boldsymbol{\vartheta} \boldsymbol{\nabla}_{\perp}\right) \boldsymbol{\vartheta}=N \boldsymbol{\nabla}_{\perp} \rho_{1}+\frac{1}{2 F^{2}} \boldsymbol{\nabla}_{\perp}\left\{\frac{1}{\sqrt{I}} \boldsymbol{\nabla}_{\perp}^{2} \sqrt{I}\right\} \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}+\boldsymbol{\vartheta} \boldsymbol{\nabla}_{\perp}\right) \ln I+\boldsymbol{\nabla}_{\perp} \boldsymbol{\vartheta}=-N_{\alpha} . \tag{2}
\end{equation*}
$$

The coordinate $z$ is measured in units of the optical path length $L$, the transverse coordinates $x$ and $y$ are measured in units of the characteristic (initial) beam radius $r_{0}$, the angle $\boldsymbol{\vartheta}$ is measured in units of $r_{0} / L$, and the radiation intensity $I$ is measured in units of $I_{0}=P_{0} / \pi r_{0}^{2}$, where $P_{0}$ is the total initial power of the beam. The parameters of optical similarity are the following: the Fresnel number $F=2 \pi r_{0}^{2} / \lambda L$, where $\lambda$ is the radiation wavelength; the radiation attenuation (absorption) number $N_{\alpha}=\alpha L$, where $\alpha$ is the absorption coefficient of the medium; the self-action number $N$ $=\left(L / z_{T}\right)^{2}$, where $z_{T}=r_{0} / \sqrt{Q\left(T_{0} / n_{0}\right)(\partial n / \partial T)}$ is the length of thermal self-action, $Q=\alpha P_{0} \tau /\left(\pi r_{0}^{2} \rho_{0} C_{p} T_{0}\right)$ is the parameter of temperature and density perturbation, $\rho_{0}, T_{0}$, $C_{p}$, and $n_{0}$ are the density, temperature, specific heat at a constant pressure, and the refraction index in the unperturbed medium, and $\tau$ is the heating time constant. Here we assume a linear relation between the refraction index and changes in the density and temperature of the medium:

$$
\begin{equation*}
\Delta n=\frac{\partial n}{\partial T} \Delta T, \quad \frac{\Delta T}{T_{0}}=Q T_{1} \tag{3a}
\end{equation*}
$$

in the case of liquid and

$$
\begin{align*}
& \Delta n=\frac{\partial n}{\partial \rho} \Delta \rho, \quad \frac{\Delta \rho}{\rho_{0}}=Q \rho_{1}, \\
& n=1+\gamma \frac{\rho}{\rho_{s}}=n_{0}+\left(n_{0}-1\right) \frac{\Delta \rho}{\rho_{0}} \tag{3b}
\end{align*}
$$

in the case of gas, where $\gamma$ is the Gladstone-Dayle constant, and $\rho_{s}$ is the density under standard conditions. For air, in particular, $\rho_{s}=1.225 \mathrm{~kg} / \mathrm{m}^{3}$, and for the visible and infrared optical ranges we have $\gamma=2.9 \times 10^{-4}$. The perturbations of density, $\rho_{1}$, and temperature, $T_{1}$, are derived from the conditions of mass, momentum, and energy conservation, and from the medium equation of state:

$$
\begin{align*}
& \frac{d \rho}{d t}+\rho \operatorname{div} \mathbf{V}=0,  \tag{4}\\
& \rho \frac{\partial \mathbf{V}}{d t}+\operatorname{Eu} \boldsymbol{\nabla} p=-\frac{\mathbf{e}_{y}}{\operatorname{Fr}}\left(1+Q \rho_{1}\right)+\frac{1}{\operatorname{Re}} \Delta^{\prime} \mathbf{V}+\cdots,  \tag{5}\\
& \frac{d T_{1}}{d t}+\frac{\kappa}{(\kappa-1) Q} \frac{d p}{d t}=I(x, y, z, t)+\frac{1}{\operatorname{Pe}} \Delta^{\prime} T_{1}+\cdots,  \tag{6}\\
& p=\rho T \tag{7}
\end{align*}
$$

where

$$
\begin{aligned}
& \frac{d}{d t}=\frac{\partial}{\partial t}+\mathbf{V}, \boldsymbol{\nabla}, \quad \Delta^{\prime}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\left(\frac{r_{0}}{L}\right)^{2} \frac{\partial^{2}}{\partial z^{2}}, \\
& \operatorname{Re}=\frac{r_{0}^{2}}{\nu \tau}, \quad \operatorname{Pe}=\frac{r_{0}^{2}}{\chi \tau}, \quad \operatorname{Pr}=\frac{\nu}{\chi}, \\
& \mathrm{Fr}=\frac{V_{L}^{2}}{L g \beta T_{0}}, \quad \mathrm{Eu}=\frac{p_{0}}{\rho_{0} V_{L}^{2}},
\end{aligned}
$$

$\mathbf{V}$ is the medium velocity, $\nu, \chi, \beta$, and $\kappa$ are the coefficients of the kinematic viscosity, thermal diffusivity, thermal expansion [for gases $\beta T_{0}=-\left(T_{0} / \rho_{0}\right)(\partial \rho / \partial T) \equiv 1$ ], and the adiabatic constant; and $g$ is gravitational acceleration. The density $\rho$, temperature $T$, and pressure $p$ are divided by their initial values $\rho_{0}, T_{0}$, and $p_{0}$. Let us consider the following situations: in a stagnant medium the heat flow is due to the quasi-stationary thermal conductivity; under a transverse air flow along the $x$-axis at a constant velocity $u_{0}, \tau=r_{0} / u_{0}$; in the case of steady gravitational convection along the $y$-axis in a horizontal beam with a characteristic velocity $V_{L}=\mathrm{v}_{g}$ $=\left(\alpha P_{0} g / \pi \rho_{0} C_{p} T_{0}\right)^{1 / 3}, \tau=r_{0} / v_{g}$. In the case of gravitational convection, by equating $Q$ to the Froude number Fr we obtain the scales of velocity $\mathrm{V}_{g}$ and density (temperature) perturbations:

$$
Q_{g}=\left(\frac{\alpha P_{0}}{\pi r_{0}^{2} \rho_{0} C_{p} T_{0}}\right)^{2 / 3}\left(\frac{r_{0}}{g}\right)^{1 / 3} .
$$

The scales of gas-dynamic similarity parameters (whether they are smaller or larger than, or of order of unity) are the Euler number $\mathrm{Eu}\left(\mathrm{Eu}=\underline{1 / \kappa M^{2}}\right.$ in gases, where $M=u_{0} / c$ is the Mach number, $c=\sqrt{\kappa p_{0} / \rho_{0}}$ is the speed of sound in the gas), the Reynolds number Re, and the Péclet number Pe depend on the specific situation and determine the gasdynamic regime of self-action. The Prandtl number is Pr $=\mathrm{Pe} / \mathrm{Re}$.

## 3. BASIC IDEAS OF THE APPROXIMATE METHOD

We have a weak self-action at $N \ll 1$ in almost parallel and divergent beams. Strong self-action takes place at $N$ $\geqslant 1$ and also in tightly focused beams under conditions of a weak or notable nonlinearity of the medium. The approximate description of the weak self-action is based on the following underlying ideas.

1. Let us introduce average transverse dimensions (radii) $a_{x}$ and $a_{y}$, and displacements $x_{c}$ and $y_{c}$ of the center of gravity of the intensity distribution, which are functions of the longitudinal coordinate $z$ alone:

$$
\begin{align*}
& a_{x}(z)=\sqrt{\int_{-\infty}^{\infty} \int_{-\infty}\left(x-x_{c}\right)^{2} q d x d y} \\
& x_{c}(z)=\iint_{-\infty}^{\infty} x q d x d y \tag{8}
\end{align*}
$$

$$
a_{y}(z)=\sqrt{\int_{-\infty}^{\infty} \int_{-\infty}\left(y-y_{c}\right)^{2} q d x d y}
$$

$$
\begin{equation*}
y_{c}(z)=\int_{-\infty}^{\infty} \int_{-\infty} y q d x d y \tag{9}
\end{equation*}
$$

where

$$
q(x, y, z)=I(x, y, z) / W, \quad W(z)=\iint_{-\infty}^{\infty} I d x d y
$$

For simplicity the power $W$ is assumed to be constant along the optical path: $N_{\alpha} \ll 1$. We consider two-dimensional (plane) and three-dimensional beams, in particular, an axially symmetrical one, where the displacement is zero. The average radius of the axially symmetrical beam is given by the formula

$$
\begin{equation*}
a(z)=2 \pi \sqrt{\int_{0}^{\infty} r^{2} q(r, z) r d r}, \quad W(z)=2 \pi \int_{0}^{\infty} \operatorname{Irdr} . \tag{10}
\end{equation*}
$$

2. It is convenient to use displaced and compressed (extended) transverse coordinates:

$$
\begin{equation*}
\xi=\frac{x-x_{c}(z)}{a_{x}(z)}, \quad \eta=\frac{y-y_{c}(z)}{a_{y}(z)} . \tag{11}
\end{equation*}
$$

3. In the experiments ${ }^{3,9-11}$ and numerical calculations for the convective, ${ }^{3}$ supersonic, ${ }^{12}$ and other gas-dynamic regimes ${ }^{13-15}$ perturbations saturate with increasing $N$ and $z$ : the deviation from the initial direction stabilizes, the peak amplitude and form of the transverse intensity distribution $f(\xi, \eta)$ tend to constant characteristics. An increase in the thermal self-action parameter $N$ is equivalent to an increase in the coordinate $z$. In a uniform gas flow, these characteristics can be maintained approximately constant within certain intervals over long sections of the optical path comparable to its total length $L$ and the thermal self-action length $z_{T}$ (Ref. 12). A similar quasi-stabilization of perturbations also takes place in the case of gravitational convection due to heating of the medium in a vertical ${ }^{10,14,15}$ or horizontal ${ }^{11,13}$ laser beam. We assume that the shape of the transverse intensity distribution $f(\xi, \eta)$ is constant along the optical path, and the power density varies due to changes in the mean radii:

$$
\begin{align*}
& I(x, y, z)=\frac{f(\xi, \eta)}{a_{x}(z) a_{y}(z)} \text { or } I(r, z)=\frac{f(\xi)}{a^{1+k}(z)} \\
& \xi=\frac{r-x_{c}^{1-k}(z)}{a(z)} \tag{12}
\end{align*}
$$

where $k=0$ or $k=1$ in a plane or axially symmetrical beam, respectively.
4. Under the conditions of saturation of the thermal selfaction effect we approximate in the general case the wave front phase $\Phi$ by a second-power polynomial ${ }^{17}$

$$
\begin{align*}
\Phi(x, y, z)= & c_{0}+\left[x-x_{c}(z)\right] c_{1 x}+\left[y-y_{c}(z)\right] c_{1 y} \\
& +\left(x-x_{c}\right)^{2} \frac{c_{2 x}}{2}+\left(y-y_{c}\right)^{2} \frac{c_{2 y}}{2} \\
& +\left(x-x_{c}\right)\left(y-y_{c}\right) c_{x y}+\cdots \tag{13}
\end{align*}
$$

where

$$
c_{1 x}(z)=\frac{d x_{c}}{d z}, \quad c_{1 y}(z)=\frac{d y_{c}}{d z}, \quad c_{2 x}(z)=\frac{1}{a_{x}(z)} \frac{d a_{x}}{d z}
$$

$$
c_{2 y}(z)=\frac{1}{a_{y}(z)} \frac{d a_{y}}{d z}, \quad c_{x y}=0
$$

For the case of an axially symmetrical beam, we have

$$
\Phi(r, z)=c_{0}+r^{2} \frac{c_{2}}{2}+\ldots, \quad c_{1}=0
$$

and for a plane beam

$$
\Phi(x, z)=c_{0}+\left[x-x_{c}(z)\right] c_{1}+\left(x-x_{c}\right)^{2} \frac{c_{2}}{2}+\ldots
$$

We assume that in the three-dimensional configuration there is a symmetry with respect to one coordinate, $x$ or $y$; in this case the off-diagonal coefficient is zero, $c_{x y}=0$.
5. Applying coordinate transformation (11) to the equations for the medium (4)-(7) and the similarity transformation to the main perturbations of the gas-dynamic parameters like

$$
\begin{align*}
& \rho_{1}(x, y, z)=R(\xi, \eta) A(z), \quad T_{1}=T(\xi, \eta) B(z) \\
& p_{1}=P(\xi, \eta) C(z), \quad u_{1}(x, y, z)=U(\xi, \eta) D(z)  \tag{14}\\
& \mathrm{v}_{1}=V(\xi, \eta) E(z), \quad w_{1}=W(\xi, \eta) F(z)
\end{align*}
$$

we obtain the relations between functions $A, B, C, D, E$, and $F$, on the one hand, and average radii, on the other. For functions $R, P, T, U, V$, and $W$ we formulate an autonomous problem, which does not include $z$ if equations are written for coordinates $\xi$ and $\eta$. For example, for the function $\rho_{1}$ we obtain formulas like

$$
\begin{equation*}
\rho_{1}(x, y, z)=\frac{R(\xi, \eta)}{a_{x}^{m} a_{y}^{n}(z)} \tag{15}
\end{equation*}
$$

6. Let us substitute the approximation of the angle $\boldsymbol{\vartheta}$ in the form of polynomial (13) on the left of the eikonal equation (1) and the function $\rho_{1}$ in the form given by Eq. (14) or (15) on the right. Let us integrate Eq. (1) with the weight function $q(x, y, z)=I / W$ across the beam. Taking into account the condition of energy conservation (2) with the intensity given by Eq. (12), we obtain an equation for displacements $x_{c}$ and $y_{c}$. Calculating the divergence of each term in Eq. (1) and repeating the integration with the weight function $q$, we obtain ordinary differential or integral-differential equations for mean radii $a_{x}$ and $a_{y}$ [and, in general, for the function $A(z)]$. In the first stage, we omit the correction for diffraction effects, which is of the order of the inverse Fresnel number squared, to avoid complications. Near the focal point, the diffraction term makes the main contribution and should be taken into account.

Below the approximate method for investigating a laser beam self-action will be tested taking as examples various aero-optical problems.

## 4. QUASI-STEADY THERMAL CONDUCTIVITY

In a stagnant medium where thermal conductivity is the dominant mechanism transmitting perturbations and $\mathrm{Pe} \ll 1$ (and also in the case of a transverse air flow with a small velocity, $V_{L}<\chi / r_{0}$ ), we can set to zero the left-hand side of Eq. (6) in the quasi-steady limit, $t \gg r_{0}^{2} / \chi$. Over the charac-



FIG. 1. Normalized universal solution, average radii $Y$, and expansion angles $\varphi=$ const $\cdot d Y / d X$ as functions of the normalized coordinate $X$ measured along the laser beam in the case of (a) defocusing and (b) self-focusing. The exponent in Eq. (26) is (curves 1) $m=1$; (2) $5 / 3$; (3) 2 ; (4) 3 ; (5) 15 .
teristic time scale $\tau=r_{0}^{2} / \chi$ the Péclet number $\mathrm{Pe}=1$. Since pressure fluctuations are smaller than $Q$, acoustic perturbations can be ignored, $p \approx$ const. Perturbations of the density and temperature are of the order of $Q$ and, as follows from Eq. (7), have opposite signs: $\rho_{1}=-T_{1}$. The equation (6) of thermal conductivity takes the form

$$
\begin{equation*}
\frac{1}{a^{2}(z) \xi^{k}} \frac{\partial}{\partial \xi} \xi^{k} \frac{\partial \rho_{1}}{\partial \xi}=\frac{f(\xi)}{a^{1+k}(z)}, \quad \rho_{1}=a^{1-k}(z) R(\xi) \tag{16}
\end{equation*}
$$

where $k=0$ and 1 for the plane and axially symmetrical configurations, respectively. The procedure described in Sec. 3.6 yields

$$
\begin{align*}
& \frac{d^{2} x_{c}}{d z^{2}}=\frac{b_{c}}{a^{k}}, \quad x_{c}(0)=x_{c 1}, \quad \frac{d x_{c}(0)}{d z}=\theta_{c 1},  \tag{17}\\
& \frac{d^{2} a}{d z^{2}}=\frac{b}{a^{k}(z)}, \quad a(0)=a_{1}, \quad \frac{d a(0)}{d z}=\theta_{1},
\end{align*}
$$

where

$$
\begin{aligned}
& b_{c}= \begin{cases}N\left[\frac{d R(+\infty)}{d \xi}-\frac{W}{2}\right], & k=0, \\
0, & k=1,\end{cases} \\
& b=\frac{N}{W} \int_{\xi_{0}}^{\infty} f^{2}(\xi)(\pi \xi)^{k} d \xi>0,
\end{aligned}
$$

$a_{1}, x_{c 1}, \theta_{1}$, and $\theta_{c 1}$ are the initial values (at $z=z_{0}=0$ ) of the average radius, displacement of the center of gravity of the intensity distribution, beam expansion angle, and the rate of the center-of-gravity deviation from the axis, respectively, $\xi_{0}=-\infty, 0$ for $k=0,1$.

In the case of a plane beam $(k=0)$ the solution is trivial:

$$
\begin{equation*}
a(z)=a_{1}+z \theta_{1}+\frac{z^{2}}{2} b, \quad x_{c}=x_{c 1}+z \theta_{c 1}+\frac{z^{2}}{2} b_{c} . \tag{18}
\end{equation*}
$$

For an axially symmetrical beam $(k=1)$, a universal solution of a more general equation

$$
\frac{d^{2} a}{d z^{2}}= \pm \frac{b}{a(z)}
$$

in new independent variables $\varphi, Y$, and $X$,

$$
\begin{aligned}
& \varphi=\frac{\theta}{\sqrt{2 b}}, \quad Y=\frac{a}{a_{1}} \exp \left( \pm \varphi_{1}^{2}\right), \\
& X=\frac{2}{\sqrt{\pi}}\left[\frac{z \exp \left( \pm \varphi_{1}^{2}\right)}{a_{1}} \sqrt{\frac{b}{2}} \pm \int_{0}^{\varphi_{1}} \exp \left( \pm t^{2}\right) d t\right],
\end{aligned}
$$

can be written in the form

$$
\begin{equation*}
Y=\exp \left( \pm \varphi^{2}\right), \quad X= \pm \frac{2}{\sqrt{\pi}} \int_{0}^{\varphi} \exp \left( \pm t^{2}\right) d t \tag{19}
\end{equation*}
$$

The normalization conditions for the radius $Y$ and angle $\varphi$ are selected in such a way that the solution should not include the constants $a_{1}, \theta_{1}$, and $b$, and the focal point be set at $X= \pm 1$. The solution determined by Eq. (19) is shown in Fig. 1 (curves 1). Note that an absolutely steady regime of thermal conductivity is impossible in both plane and axially symmetrical configurations.

## 5. AIR FLOW CROSSING A HORIZONTAL LASER BEAM

Let us consider a uniform air flow with a constant velocity $V_{L}=u_{0} \gg \chi / r_{0}, \nu / r_{0}$ aligned with the $x$-axis. The viscosity and thermal conductivity can be ignored because Re , $\mathrm{Pe} \gg 1$. The characteristic time is $\tau=r_{0} / u_{0}$. Linearization of medium equations (4)-(7) yields the following equation for the principal term in the density perturbation $\rho_{1}$ :

$$
\begin{equation*}
\left[M^{2}\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right)^{2}-\nabla_{\perp}^{2}\right]\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial x}\right) \rho_{1}=\nabla_{\perp}^{2} I . \tag{20}
\end{equation*}
$$

In the steady-state limit $t \gg \tau$ and for a plane beam, this equation and its solution take the form

$$
\begin{equation*}
\frac{\partial \rho_{1}}{\partial \xi}=\frac{f(\xi)}{M^{2}-1}, \quad \rho_{1}=\frac{1}{M^{2}-1} \int_{-\infty}^{\xi} f\left(\xi_{1}\right) d \xi_{1} \equiv R(\xi) \tag{21}
\end{equation*}
$$

For displacement $x_{c}$ and average radius $a(z)$, we derive the following expressions from the eikonal equation (1):

$$
\begin{align*}
& \frac{d^{2} x_{c}}{d z^{2}}= \frac{b_{c}}{a(z)}, \quad b_{c}=\frac{N}{W\left(M^{2}-1\right)} \int_{-\infty}^{\infty} f^{2}(\xi) d \xi \\
& x_{c}(0)=x_{c 1}, \quad \frac{d x_{c}(0)}{d z}=\theta_{c 1} \\
& \frac{d^{2} a}{d z^{2}}= \frac{b}{a(z)}, \quad b=0, \quad a(z)=a_{1}+z \theta_{1}  \tag{22}\\
& x_{c}(z)= x_{c 1}+z \theta_{c 1}+\frac{b_{c} a_{1}}{\theta_{1}^{2}}\left\{\left(1+\frac{\theta_{1} z}{a_{1}}\right)\right. \\
&\left.\times\left[\ln \left(1+\frac{\theta_{1} z}{a_{1}}\right)-1\right]+1\right\}
\end{align*}
$$

With the initial conditions $x_{c 1}=0$ and $\theta_{c 1}=0$ in a subsonic flow, the beam shifts downstream with respect to the flow $\left(b_{c}<0\right)$, and in a supersonic flow it shifts upstream ( $b_{c}$ $>0$ ). The heated gas acts as an optical wedge or prism, for it shifts the beam without broadening if it is initially planeparallel ( $\theta_{1}=0$ ).

In the case of a three-dimensional beam in the steadystate convection regime, which is realized at the small Mach numbers, $M^{2} \ll 1$, we have the following solutions for the density perturbation:

$$
\rho_{1}=\frac{R(\xi, \eta)}{a_{y}(z)}, \quad R(\xi, \eta)=-\int_{-\infty}^{\xi} f\left(\xi_{1}, \eta\right) d \xi_{1}
$$

and the corresponding equations for $x_{c}, a_{x}$, and $a_{y}$ (the variable $y_{c}=0$ ):

$$
\begin{align*}
& \frac{d^{2} x_{c}}{d z^{2}}=\frac{b_{c}}{a_{x} a_{y}(z)} \\
& \frac{d^{2} a_{x}}{d z^{2}}=\frac{b_{x}}{a_{x} a_{y}(z)}, \quad a_{x}(z)=a_{x 1}+z \theta_{x 1}  \tag{23}\\
& \frac{d^{2} a_{y}}{d z^{2}}=\frac{b_{y}}{a_{y}^{2}(z)}, \quad a_{y}(0)=a_{y 1}, \quad \frac{d a_{y}(0)}{d z}=\theta_{y 1} \tag{24}
\end{align*}
$$

where

$$
\begin{aligned}
& b_{c}=-\frac{N}{W} \iint_{-\infty}^{\infty} f^{2}(\xi, \eta) d \xi d \eta, \quad b_{x}=0, \\
& b_{y}=-\frac{N}{W} \iint_{-\infty}^{\infty} f(\xi, \eta) \int_{-\infty}^{\xi} \frac{\partial^{2} f}{\partial \eta^{2}} d \xi_{1} d \xi d \eta>0 .
\end{aligned}
$$

Equation (24) is the free-fall equation (Ref. 18, Sec. 6.188). In the case of zero initial conditions ( $x_{c}=0, \theta_{c}=0, \theta_{x 1}=0$, and $\theta_{y 1}=0$ ), the beam deviates upstream with respect to the aerodynamic flow and is extended in the transverse direction. A universal solution of Eq. (24) for the average beam thickness $a_{y}$ in the direction transverse to the flow and for angle
$\theta_{y}$ (the case of self-focusing corresponds to the minus sign, $\left.b_{y} \rightarrow \pm\left|b_{y}\right| \equiv \pm b\right)$ is expressed in the new variables $\varphi(X)$ and $Y(X)$ :

$$
\begin{aligned}
& \varphi=\frac{\theta_{y}}{\sqrt{C_{1}}}, \quad C_{1}=\left|\theta_{y 1}^{2} \pm \frac{2 b}{a_{y 1}}\right|, \quad Y=a_{y} \frac{C_{1}}{2 b}, \\
& X=\frac{2}{\pi}\left[\frac{z C_{1}^{3 / 2}}{2 b} \pm \frac{\varphi_{1}}{1 \mp \varphi_{1}^{2}}+\left\{\begin{array}{c}
\tanh ^{-1} \varphi_{1} \\
-\tan ^{-1} \varphi_{1}
\end{array}\right], \quad \varphi_{1}=\frac{\theta_{y 1}}{\sqrt{C_{1}}}\right.
\end{aligned}
$$

in the form ${ }^{16}$

$$
Y=\frac{1}{1 \mp \varphi^{2}}, \quad X=\frac{2}{\pi}\left[ \pm \frac{\varphi}{1 \mp \varphi^{2}}+\left\{\begin{array}{l}
\tanh ^{-1} \varphi  \tag{25}\\
-\tan ^{-1} \varphi
\end{array}\right]\right.
$$

In a flow moving with a velocity comparable to the sound velocity, $M>1$ or $M<1$ (the case of a transonic flow will be considered separately), acoustic perturbations of the pressure are essential. A transform like that described by Eq. (14) is possible only under an additional condition $a_{y}=$ const $\cdot a_{x}$, which does not hold, in general, because it is violated as $M^{2} \rightarrow 0$ [see Eqs. (23) and (24)]. In specific cases where this condition holds, the solution for $a_{x}(z)$ is similar to Eq. (25).

## 6. GENERAL FORM OF THE BASIC EQUATION FOR AVERAGE RADII

The examples discussed above indicate that the average radii (or the maximum one, which is transverse with respect to the flow) are determined by equations like

$$
\begin{align*}
& \frac{d^{2} a}{d z^{2}}= \pm \frac{b}{a^{m}(z)}, \quad b>0, \quad m>0,  \tag{26}\\
& a(0)=a_{1}, \quad \theta(0)=\frac{d a}{d z}=\theta_{1} .
\end{align*}
$$

The exponent $m$ and the form of the similarity transformation of the sought-for functions and independent coordinate measured along the beam that would exclude from the universal solution similarity parameters $a_{1}, \theta_{1}$, and $b$ [Eqs. (19) and (25)] depend on the specific gas-dynamic regime. The plus sign corresponds to a defocusing medium $(d \theta / d z>0$, the expansion angle increases), the minus sign corresponds to a focusing medium $(d \theta / d z<0$, the expansion angle decreases). Recall that the initial parameters, namely, the mean radius $a_{1}$ and angle $\theta_{1}$, are divided by the characteristic parameters $r_{0}$ and $r_{0} / L$. Let $m>1$ (the variants with $m=0$ and 1 were considered in the previous sections). Multiplying Eq. (26) by $2 d a / d z$, we obtain the first integral

$$
\begin{align*}
& \theta^{2} \equiv\left(\frac{d a}{d z}\right)^{2}=\frac{ \pm 2 b}{(-m+1) a^{m-1}}+C_{1}, \\
& C_{1}=\theta_{1}^{2} \mp \frac{2 b}{(-m+1) a_{1}^{m-1}} . \tag{27}
\end{align*}
$$

From Eqs. (26) and (27) we derive

$$
a(z)=\left[\frac{ \pm 2 b}{(m-1)\left(C_{1}-\theta^{2}\right)}\right]^{1 /(m-1)}
$$

$$
\begin{equation*}
a(z)=\left(\frac{ \pm b}{d \theta / d z}\right)^{1 / m} \tag{28}
\end{equation*}
$$

Solutions can be obtained in an explicit form, as will be shown below, only in the specific case of $m=3$ and in the case of large $m, m \gg 1$. Implicit relations can be obtained in the form $z(a), \theta(a)$, but the form $z(\theta), a(\theta)$ is more convenient, in particular, because the sign of derivative $d \theta / d z$ in the first-order equation is unchanged over the entire space $-\infty<z<\infty$ in both focusing and defocusing cases. Using Eq. (28), we derive from Eq. (27) the expression

$$
\begin{equation*}
\left[\frac{ \pm 2 b}{(m-1)\left(C_{1}-\theta^{2}\right)}\right]^{m /(m-1)} d \theta= \pm b d z \tag{29}
\end{equation*}
$$

In Secs. 4 and 5 we gave solutions of Eq. (26) for $m=0,1$, and 2 [see Eqs. (18), (19), and (25)]. In the nonlinear optics, the nonlinearity of the third order in the field $E$ (i.e., $E^{3}$ ) is often considered, when the nonlinear correction to the dielectric function of the medium [the function $\rho_{1}$ in Eq. (1)] is proportional to the light intensity $I$ (Ref. 19, p. 280). We assume a quasi-steady shape of the transverse intensity distribution and apply the procedure discussed in Sec. 3.6 to the eikonal equation, where we set

$$
\begin{equation*}
\rho_{1}=\text { const } \cdot I(r, z)=\frac{f(\xi)}{a^{1+k}(z)}, \quad \xi=\frac{r-x_{c}^{1-k}(z)}{a(z)} \tag{30}
\end{equation*}
$$

For a plane beam $(k=0)$ the constant $b_{c}=0$ and the displacement is absent at zero initial conditions $\left(x_{c 1}=0, \theta_{c 1}\right.$ $=0$ ). The average radius is determined by Eq. (26) with the exponent $m=2$, and its solution is given by Eq. (25).

In an axially symmetrical beam $(k=1)$ the average radius $a(z)$ and angle $\theta(z)$ are described by Eq. (26) at $m$ $=3$. A universal solution in terms of variables $\varphi, Y$, and $X$,

$$
\begin{aligned}
& \varphi=\frac{\theta}{\sqrt{C_{1}}}, \quad C_{1}=\left|\theta_{1}^{2} \pm \frac{b}{a_{1}^{2}}\right| \\
& Y=a \sqrt{\frac{C_{1}}{b}} \quad X=\frac{C_{1}}{\sqrt{b}}\left[z \pm \frac{a_{1} \theta_{1}}{C_{1}}\right] \\
& b=- \text { const } \cdot \frac{\pi N}{W} \int_{0}^{\infty} \xi\left[f^{\prime}(\xi)\right]^{2} d \xi
\end{aligned}
$$

is derived from Eq. (29) in an explicit form:

$$
\begin{equation*}
Y=\frac{1}{\sqrt{1 \mp \varphi^{2}}}=\sqrt{1 \pm X^{2}}, \quad \varphi=\frac{ \pm X}{\sqrt{1 \pm X^{2}}} \tag{31}
\end{equation*}
$$

A similar solution was given in Ref. 19, p. 286 only in the beam-axis vicinity and in the case of an approximate description of beams whose wave fronts remained spherical or cylindrical in media with cubic nonlinearity.

In a medium with a fifth-order nonlinearity, we have

$$
\begin{equation*}
\rho_{1}=\text { const } \cdot I^{2}(r, z)=\frac{f^{2}(\xi)}{a^{2(1+k)}(z)} \tag{32}
\end{equation*}
$$

In the case of a plane beam $(k=0)$, we have $b_{c}=0$. There is no displacement at zero initial conditions $\left(x_{c 1}=0, \theta_{c 1}=0\right)$.

For the average radius in Eq. (1), we obtain, following the procedure described in Sec. 3.6, Eq. (26) with the exponent $m=3$, and its solution is given by Eq. (31).

In the case of an axially symmetrical beam $(k=1)$, we derive the following expressions from the eikonal equation (1) for the function $a(z)$ :

$$
\begin{equation*}
\frac{d^{2} a}{d z^{2}}=\frac{b}{a^{5}(z)}, \quad b=\text { const } \cdot \frac{\pi N}{W} \int_{0}^{\infty} f \frac{d}{d \xi}\left(\xi \frac{d}{d \xi} f^{2}\right) d \xi \tag{33}
\end{equation*}
$$

In the case of a focusing medium $(b<0)$ the universal solution in variables $\varphi, Y$, and $X$,

$$
\begin{aligned}
& \varphi=\frac{\theta}{\sqrt{C_{1}}}, \quad C_{1}=\left|\theta_{1}^{2}-\frac{b}{2 a_{1}^{4}}\right|, \quad Y=a\left(\frac{2 C_{1}}{b}\right)^{1 / 4}, \\
& X=\frac{\sqrt{2}}{\beta}\left[\left(\frac{2^{3} C_{1}^{3}}{b}\right)^{1 / 4} z+F\left(\alpha_{1}, \frac{1}{\sqrt{2}}\right)-2 E\left(\alpha_{1}, \frac{1}{\sqrt{2}}\right)\right],
\end{aligned}
$$

has the form (we assume $b=|b|$ )

$$
\begin{equation*}
Y=\frac{1}{\left(1+\varphi^{2}\right)^{1 / 4}}, \quad X=\frac{\sqrt{2}}{\beta}\left[F\left(\alpha, \frac{1}{\sqrt{2}}\right)-2 E\left(\alpha, \frac{1}{\sqrt{2}}\right)\right] \tag{34}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha=\cos ^{-1} \frac{1}{\left(1+\varphi^{2}\right)^{1 / 4}}, \quad \alpha_{1}=\cos ^{-1} \frac{1}{\left(1+\varphi_{1}^{2}\right)^{1 / 4}}, \\
& \beta=\sqrt{2}\left[2 E\left(\frac{\pi}{2}, \frac{1}{\sqrt{2}}\right)-F\left(\frac{\pi}{2}, \frac{1}{\sqrt{2}}\right)\right] \simeq 1.198
\end{aligned}
$$

$F(\alpha, k)$ and $E(\alpha, k)$ are the elliptic integrals of the first and second kind (Ref. 20, Sec. 1.2.79).

## 7. TRANSONIC STEADY-STATE REGIME

Fundamental differences between the regime, which is nonlinear from the viewpoint of gas dynamics, and the neighboring subsonic and supersonic regimes ${ }^{21}$ appear at small values of the transonic similarity parameter $K=(1$ $\left.-M^{2}\right) / Q^{2 / 3}$ such that $|K| \ll 0.29$, as follows from an exact numerical solution. ${ }^{22}$ This fact is indirectly confirmed by experiments ${ }^{23}$ conducted in a transonic wind tunnel filled with a mixture of air and hexafluoric sulphur $\mathrm{SF}_{6}$ with an absorption coefficient $\alpha=20 \mathrm{~m}^{-1}$. The beam generated by a $\mathrm{CO}_{2}$ laser $(\lambda=10.6 \mu \mathrm{~m})$ had a power $P_{0}=500 \mathrm{~W}$ and a diameter $2 r_{0}=1.5 \mathrm{~mm}$. The parameter $|K|>2$. No shock waves were detected.

The proposed method of average radii allows us to obtain a universal solution in the case of $|K| \ll 1$. Let us consider a three-dimensional beam symmetrical in the coordinate $y$. In a transonic flow, acoustic perturbations propagating upstream in the flow are driven by the flow at a velocity close to that of sound. Thus perturbations are accumulated in the region of radiation, the region occupied by the perturbations expands in the transverse direction by a factor $Q^{-1 / 3}$, and the characteristics of perturbations in gasdynamic parameters, in particular, the density, increase to
$Q^{2 / 3}$ (Ref. 22). The problem is separated into the internal problem in the region with dimensions $x, y \sim r_{0}$ and the external one in a wider region $x \sim r_{0}, \tilde{y} \sim y Q^{1 / 3} \sim 1$. Then their solution are matched. Within the radius $r_{0}$ the density perturbations are independent of the transverse coordinate $y$. The beam is extended and displaced owing to the thermal self-action only along the $x$-axis directed along the flow. The radiation intensity in the regime of a quasi-steady distribution is described by the equation

$$
I(x, y, z)=\frac{f(\xi, y)}{a(z)}, \quad \xi=\frac{x-x_{c}(z)}{a(z)} .
$$

Let us determine the function which describes the main component of the density perturbation $\rho_{1}=R(\xi) / a^{i}(z)$, $i$ $=$ const. For the internal problem, we have the following expansions for calculated parameters:
$\frac{\rho}{\rho_{0}}=1+Q^{2 / 3} \rho_{1}+Q \rho_{2}+\cdots, \quad \frac{p}{p_{0}}=1+Q^{2 / 3} p_{1}+Q p_{2}+\cdots$,
$\frac{u}{u_{0}}=1+Q^{2 / 3} u_{1}+Q u_{2}+\cdots, \quad \frac{\mathrm{v}}{u_{0}}=Q \mathrm{v}_{1}+Q^{4 / 3} \mathrm{v}_{2}+\cdots$.
From Eqs. (4)-(7) we derive in the first-order approximation of the perturbation theory

$$
\begin{align*}
& \frac{\partial}{\partial \xi}\left(\rho_{1}+u_{1}\right)=0, \quad \frac{\partial}{\partial \xi}\left(\kappa u_{1}+p_{1}\right)=0, \\
& \frac{\partial}{\partial \xi}\left(p_{1}-\kappa \rho_{1}\right)=0, \quad \frac{\partial p_{1}}{\partial y}=0,  \tag{35}\\
& \rho_{1}=-u_{1}=p_{1}(\xi, z) / \kappa .
\end{align*}
$$

In the second-order approximation the equations have the form

$$
\begin{aligned}
& \frac{\partial}{\partial \xi}\left(\rho_{2}+u_{2}\right)=-a(z) \frac{\partial \mathrm{v}_{1}}{\partial y}, \quad \frac{\partial}{\partial \xi}\left(u_{2}+\frac{p_{2}}{\kappa}\right)=0, \\
& \frac{\kappa}{a(z)} \frac{\partial \mathrm{v}_{1}}{\partial \xi}+\frac{\partial p_{2}}{\partial y}=0, \quad \frac{\partial}{\partial \xi}\left(\frac{p_{2}}{\kappa}-\rho_{2}\right)=f(\xi, y),
\end{aligned}
$$

and their solutions are

$$
\begin{align*}
& \mathrm{v}_{1}(x, y, z)=\frac{1}{a(z)} \int_{0}^{y} f\left(\xi, y^{\prime}\right) d y^{\prime},  \tag{36}\\
& p_{2}=-\kappa u_{2}=-\frac{\kappa}{a(z)} \int_{0}^{y} \frac{\partial \mathrm{v}_{1}\left(\xi, y^{\prime}\right)}{\partial \xi} d y^{\prime}, \\
& \rho_{2}=\frac{p_{2}}{\kappa}-\int_{-\infty}^{\xi} f\left(\xi^{\prime}, y\right) d \xi^{\prime} .
\end{align*}
$$

The function $p_{1}$ is independent of $y$ and determined by the solution of the external problem, like the functions $\rho_{1}$ and $u_{1}$ related to the former by Eq. (35). The second-order approximation is needed to close the problem in the first-order approximation.

Let us introduce for the external problem a compressed coordinate $\tilde{y}=y Q^{1 / 3} a^{j}(z)$ such that $\tilde{y} \sim 1$ for $y \gg 1$, where $j$ is
a certain number. The expansions of the sought-for functions in powers of the small parameter up to the third order have the form

$$
\begin{align*}
& \frac{\rho}{\rho_{0}}=1+Q^{2 / 3} \rho_{1}+Q \rho_{2}+Q^{4 / 3} \rho_{3} \ldots \\
& \frac{p}{p_{0}}=1+Q^{2 / 3} p_{1}+Q p_{2}+Q^{4 / 3} p_{3} \ldots  \tag{37}\\
& \frac{u}{u_{0}}=1+Q^{2 / 3} u_{1}+Q u_{2}+Q^{4 / 3} u_{3} \ldots \\
& \frac{\mathrm{v}}{u_{0}}=Q \frac{V_{1}(\xi, \tilde{y})}{a(z)}+Q^{4 / 3} \mathbf{v}_{2}+Q^{5 / 3} \mathbf{v}_{3} \ldots
\end{align*}
$$

We have taken into account that the function $V_{1}$ for $\tilde{y} \rightarrow 0$ should match the solution $\mathrm{V}_{1}$ of the internal problem as $y$ $\rightarrow \infty$. Substitution of expansions (37) in the initial gasdynamic equations (4)-(7) leads to the following system of equations (up to the third order), which are necessary for closing the problem in the lowest-order approximation: in the first-order approximation

$$
\begin{equation*}
\rho_{1}=-u_{1}=\frac{p_{1}(\xi, \tilde{y}, z)}{\kappa}, \quad \frac{\partial V_{1}}{\partial \xi}+a^{j+2}(z) \frac{\partial \rho_{1}}{\partial \tilde{y}}=0 \tag{38}
\end{equation*}
$$

in the second-order approximation

$$
\begin{equation*}
\rho_{2}=-u_{2}=\frac{p_{2}(\xi, \tilde{y}, z)}{\kappa}, \quad \frac{\partial \mathrm{v}_{2}}{\partial \xi}+a^{j+2}(z) \frac{\partial \rho_{2}}{\partial \tilde{y}}=0 \tag{39}
\end{equation*}
$$

in the third-order approximation

$$
\begin{aligned}
& \frac{\partial}{\partial \xi}\left(\rho_{3}+u_{3}\right)=2 \rho_{1} \frac{\partial \rho_{1}}{\partial \xi}-a^{j}(z) \frac{\partial V_{1}}{\partial \tilde{y}}, \\
& \frac{\partial}{\partial \xi}\left(\kappa u_{3}+p_{3}\right)=0, \quad \frac{\partial}{\partial \xi}\left(\frac{p_{3}}{\kappa}-\rho_{3}\right)=(\kappa-1) \rho_{1} \frac{\partial \rho_{1}}{\partial \xi}, \\
& \kappa \frac{\partial \mathbf{v}_{3}}{\partial \xi}+a^{j+1}(z) \frac{\partial p_{3}}{\partial \tilde{y}}=0 .
\end{aligned}
$$

Here we have taken into account that the transonic similarity parameter $K$ is zero. From the first three equation we derive

$$
\begin{equation*}
(\kappa+1) \rho_{1} \frac{\partial \rho_{1}}{\partial \xi}-a^{j}(z) \frac{\partial V_{1}}{\partial \tilde{y}}=0 . \tag{40}
\end{equation*}
$$

Equations (40) and (38) close the problem for the functions $\rho_{1}$ and $V_{1}$ in the lowest-order approximation. The similarity transformation

$$
\begin{align*}
& \rho_{1}(x, y, z)=\frac{R_{1}(\xi, \eta)}{(\kappa+1)^{1 / 3} a^{2 / 3}}, \\
& \eta=(\kappa+1)^{1 / 3} \tilde{y} \equiv[(\kappa+1) Q]^{1 / 3} \frac{y}{a^{4 / 3}}, \quad j=-\frac{4}{3} \tag{41}
\end{align*}
$$

reduces the problem in the first-order approximation to the universal form which is independent of the similarity numbers and coordinate $z$ along the beam axis:

$$
\begin{align*}
& R_{1} \frac{\partial R_{1}}{\partial \xi}-\frac{\partial V_{1}}{\partial \eta}=0, \quad R_{1},\left.V_{1}\right|_{\xi \rightarrow-\infty ; \eta \rightarrow+\infty} \rightarrow 0, \\
& \frac{\partial R_{1}}{\partial \eta}+\frac{\partial V_{1}}{\partial \xi}=0, \quad V_{1}(\xi, 0)=\int_{0}^{\infty} f(\xi, y) d y . \tag{42}
\end{align*}
$$

The gas-dynamic problem is reduced to a nonlinear secondorder equation like the Tricomi equation. ${ }^{24}$ There are numerical methods for solving this problem. ${ }^{22}$

Thus, we have obtained a result which is important for the optical part of the problem of the laser beam self-action: the density perturbation function within the transverse dimension $r_{0}$, according to Eq. (41), has the form

$$
\begin{equation*}
\rho_{1}(x, z)=\frac{R(\xi)}{a^{2 / 3}(z)}, \quad R(\xi)=\frac{R_{1}(\xi, \eta=0)}{(\kappa+1)^{1 / 3}} . \tag{43}
\end{equation*}
$$

An initially collimated beam suffers neither displacement nor expansion in the direction perpendicular to the gas flow. From the eikonal equation (1) we derive the following equations for the displacement $x_{c}(z)$ and average radius $a(z)$ in the direction along the gas flow:

$$
\begin{align*}
& \frac{d^{2} x_{c}}{d z^{2}}=\frac{b_{c}}{a^{5 / 3}(z)}, \quad x_{c}(0)=x_{c 1}, \quad \frac{d x_{c}(0)}{d z}=\theta_{c 1} \\
& \frac{d^{2} a}{d z^{2}}=\frac{b}{a^{5 / 3}(z)}, \quad a(0)=a_{1}, \quad \frac{d a(0)}{d z}=\theta_{1}, \tag{44}
\end{align*}
$$

where

$$
\begin{aligned}
& b_{c}=\frac{N}{W} \int_{-\infty}^{\infty} f(\xi, y) \frac{d R(\xi)}{d \xi} d \xi d y \\
& b=\frac{N}{W} \iint_{-\infty}^{\infty} f(\xi, y) \frac{d^{2} R(\xi)}{d \xi^{2}} d \xi d y
\end{aligned}
$$

The similarity transformation and integration of Eq. (29) at $m=5 / 3$ in variables $\varphi, Y, X$ and $b \rightarrow \pm|b| \rightarrow \pm b$,

$$
\begin{aligned}
& \varphi=\frac{\theta}{\sqrt{C_{1}}}, \quad C_{1}=\left|\theta_{1}^{2} \pm \frac{3 b}{a_{1}^{2 / 3}}\right|, \quad Y=a\left(\frac{C_{1}}{3 b}\right)^{3 / 2}, \\
& X=\frac{z C_{1}^{2}}{2(3 b)^{3 / 2}} \pm \frac{\varphi_{1}\left(3 \mp 2 \varphi_{1}^{2}\right)}{2\left(1 \mp \varphi_{1}^{2}\right)^{3 / 2}}, \quad \varphi_{1}=\frac{\theta_{1}}{\sqrt{C_{1}}}
\end{aligned}
$$

yield the following universal solution:

$$
\begin{equation*}
Y=\frac{1}{\left(1 \mp \varphi^{2}\right)^{3 / 2}}, \quad X= \pm \frac{\varphi\left(3 \mp 2 \varphi^{2}\right)}{2\left(1 \mp \varphi^{2}\right)^{3 / 2}} \tag{45}
\end{equation*}
$$

The displacement $x_{c}$ can be easily calculated by substituting on the right-hand side of Eq. (44) the expression $\left(b_{c} / b\right) d^{2} a / d z^{2}$ and integrating this equation twice with the initial conditions:

$$
\begin{equation*}
x_{c}(z)=\frac{b_{c}}{b}\left[a(z)-a_{1}-\theta_{1} z\right]+x_{c 1}+\theta_{c 1} z \tag{46}
\end{equation*}
$$

The differences between the displacement and increase in the average radius are the linear function and the constant factor $b_{c} / b$. This result also applies to other regimes with $b_{c} \neq 0$ and $b \neq 0$.

In the region around the speed of sound, where the Mach number satisfies the condition $Q^{2 / 3} \ll\left|M^{2}-1\right| \ll 1$, the density perturbation is described by the linearized equation (20), where the gradients in the direction perpendicular to the flow can be ignored, i.e., Eq. (21) and its solution are valid. The constants $b_{x}=b_{y}=0$. The average radii follow linear functions:

$$
a_{x}(z)=a_{x 1}+z \theta_{x 1}, \quad a_{y}(z)=a_{y 1}+z \theta_{y 1}
$$

The displacement $x_{c}$ [recall that $y_{c}=0$ by virtue of the symmetry relation $I(x, y, z)=I(x,-y, z)]$ is determined, in general, by the equation

$$
\begin{aligned}
& \frac{d^{2} x_{c}}{d z^{2}}=\frac{b_{c}}{\left(a_{x 1}+z \theta_{x 1}\right)\left(a_{y 1}+z \theta_{y 1}\right)} \\
& b_{c}=-\frac{N}{\left(M^{2}-1\right) W} \iint_{-\infty}^{\infty} f^{2}(\xi, \eta) d \xi d \eta
\end{aligned}
$$

whose solution can be easily obtained in the explicit form. In the specific case of $\theta_{y 1}=0$, the displacement $x_{c}$ is described by the corresponding formula in Eq. (22). In practice, $b_{x}$ $\neq 0$, since the assumption that the form of the intensity distribution is constant is not absolutely accurate. The parameter $a_{x}$ in this case is given by Eq. (25).

## 8. DEVELOPED STEADY-STATE GRAVITATIONAL CONVECTION IN A HORIZONTAL LASER BEAM

The characteristic velocity $V_{L}$ in this case is that of gravitational convection: ${ }^{13,25,26} \quad V_{L}=\mathrm{v}_{g}=\left(\alpha P_{0} g /\right.$ $\left.\pi \rho_{0} C_{p} T_{0}\right)^{1 / 3}$, and the characteristic transient time is $\tau$ $=r_{0} / \mathrm{V}_{g}$. The viscosity and thermal conductivity are negligible, $\mathrm{Pe}, \mathrm{Re} \gg 1$. We assume that the beam is symmetrical relative to the vertical $y$-axis: $I(x, y, z)=I(-x, y, z)$. The linearized medium equations (4)-(7) have the form

$$
\begin{align*}
& \frac{\partial u}{\partial x}+\frac{\partial \mathrm{v}}{\partial y}=0, \quad u,\left.\mathrm{v}\right|_{x \rightarrow \pm \infty} \rightarrow 0,\left.\quad \mathrm{v}\right|_{y \rightarrow-\infty} \rightarrow 0 \\
& u \frac{\partial \mathrm{v}}{\partial x}+\mathrm{v} \frac{\partial \mathrm{v}}{\partial y}+\frac{\partial p_{1}}{\partial y}=-\rho_{1}, \quad p_{1},\left.\rho_{1}\right|_{x \rightarrow \pm \infty} \rightarrow 0  \tag{47}\\
& u \frac{\partial \rho_{1}}{\partial x}+\mathrm{v} \frac{\partial \rho_{1}}{\partial y}=-\frac{f(\xi, \eta)}{a_{x}(z) a_{y}(z)}
\end{align*}
$$

The similarity transformation

$$
\begin{aligned}
& u=\left(\frac{a_{x}}{a_{y}}\right)^{2 / 3} U(\xi, \eta), \quad \mathrm{v}=\left(\frac{a_{y}}{a_{x}}\right)^{1 / 3} V(\xi, \eta), \\
& \rho_{1}=\frac{R(\xi, \eta)}{a_{x}^{2 / 3} a_{y}^{1 / 3}}, \quad p_{1}=\left(\frac{a_{y}}{a_{x}}\right)^{2 / 3} P(\xi, \eta)
\end{aligned}
$$

reduces the system of equations to a form which does not include the coordinate $z$ :

$$
\begin{aligned}
& \frac{\partial U}{\partial \xi}+\frac{\partial V}{\partial \eta}=0, \quad U \frac{\partial V}{\partial \xi}+V \frac{\partial V}{\partial \eta}+\frac{\partial P}{\partial \eta}=-R, \\
& U \frac{\partial R}{\partial \xi}+V \frac{\partial R}{\partial \eta}=-f(\xi, \eta) .
\end{aligned}
$$

From the optical equations we derive the following system of equations for the average radii and displacements $y_{c}(z)$ :

$$
\begin{array}{ll}
\frac{d^{2} a_{x}}{d z^{2}}=\frac{b_{x}}{a_{x}^{5 / 3} a_{y}^{1 / 3}(z)}, \quad a_{x}(0)=a_{x 1}, & \frac{d a_{x}(0)}{d z}=\theta_{x 1} \\
\frac{d^{2} a_{y}}{d z^{2}}=\frac{b_{y}}{a_{x}^{2 / 3} a_{y}^{4 / 3}(z)}, \quad a_{y}(0)=a_{y 1}, \quad \frac{d a_{y}(0)}{d z}=\theta_{y 1}  \tag{48}\\
\frac{d^{2} y_{c}}{d z^{2}}=\frac{b_{c y}}{a_{x}^{2 / 3} a_{y}^{4 / 3}(z)}, \quad y_{c}(0)=y_{c 1}, \quad \frac{d y_{c}(0)}{d z}=\theta_{y c 1}
\end{array}
$$

where

$$
\begin{aligned}
& b_{x}=\frac{N}{W} \iint_{-\infty}^{\infty} f(\xi, \eta) \frac{\partial^{2} R}{\partial \xi^{2}} d \xi d \eta \\
& b_{y}=\frac{N}{W} \iint_{-\infty}^{\infty} f(\xi, \eta) \frac{\partial^{2} R}{\partial \eta^{2}} d \xi d \eta \\
& b_{c y}=\frac{N}{W} \iint_{-\infty}^{\infty} f(\xi, \eta) \frac{\partial R}{\partial \eta} d \xi d \eta
\end{aligned}
$$

For an estimate, it is usually sufficient to calculate the larger transverse beam radius $a=a_{x}$. Let us assume that $a_{y}$ $=$ const $\cdot a_{x}$. Then the first line in Eq. (48) reduces to an equation like (29) with the exponent $m=2$. The solution for the average radius is given by Eq. (25), the displacement $y_{c}(z)$ is determined by Eq. (46) with $a=a_{x}$ and an unknown numerical factor:

$$
\begin{equation*}
y_{c}(z)=\text { const } \cdot \frac{b_{c y}}{b_{y}}\left[a_{x}(z)-a_{x 1}-\theta_{x 1} z\right]+y_{c 1}+\theta_{y c 1} z \tag{49}
\end{equation*}
$$

Thus, our technique allows us to estimate perturbations in a laser beam without solving hydrodynamic equations. The constants $b_{x}, b_{y}, b_{c x}, b_{c y}$, etc. proportional to the selfaction parameter $N$ can be determined by comparing approximate solutions to experimental data or more accurate numerical calculations obtained previously for typical situations, as was done, following a known algorithm, ${ }^{13}$ for model optical configurations in the regime of purely convective transverse gas flow ${ }^{17}$ and for the regime of gravitational convection in a horizontal beam. ${ }^{16}$ For an annular beam with an outside diameter a factor of 2.86 larger than the inside diameter, the calculations yield $b_{y}=0.540 \mathrm{~N}, b_{c x}=-0.470 \mathrm{~N}$ in the case of a flow along the $x$-axis; $b_{x}=0.354 N, b_{y}$ $=0.159 \mathrm{~N}$, and $b_{c y}=-0.195 \mathrm{~N}$ in the case of gravitational convection along the vertical $y$-axis. For a Gaussian focused
beam in conditions of convective gas flow we have $b_{y}$ $=0.354 \mathrm{~N}$ and $b_{c y}=-0.289 \mathrm{~N}$. In other examples with more complicated optical configurations, the numerical factor relating the similarity parameters $b_{x}, b_{y}$, and $b_{c y}$ of the approximate method to the self-action similarity number $N$ was in accurate solutions no greater than unity for the larger average radius and twice as small for the displacement. The system of ordinary differential equations can be easily solved for arbitrary exponents in power functions of average radii $a_{x}$ and $a_{y}$. If there is a universal analytical solution, the estimate of perturbations is, naturally, simpler. A complicated optical configuration can be divided into sections, and perturbations imposed on different analytical solutions can be estimated in each section for different heat-transfer mechanisms.

## 9. LIMITING CASE OF LARGE $m$

Equations (28) and (29) in variables $\varphi, Y$, and $X$,

$$
\begin{aligned}
\varphi= & \frac{\theta}{\sqrt{C_{1}}}, \quad C_{1}=\left|\theta_{1}^{2} \mp \frac{2 b}{(-m+1) a_{1}^{m-1}}\right| \\
Y= & a\left(\frac{m-1}{2 b} C_{1}\right)^{1 /(m-1)}, \\
X= & \frac{\pi}{2}\left[z\left(\frac{m-1}{2}\right)^{m /(m-1)}\left(\frac{C_{1}}{b}\right)^{1 /(m-1)} \sqrt{C_{1}}\right. \\
& +\left\{\begin{array}{c}
\tanh ^{-1} \varphi_{1} \\
-\tan ^{-1} \varphi_{1}
\end{array}\right]
\end{aligned}
$$

have an obvious asymptotic analytical solution for $m \gg 1$ :

$$
\begin{align*}
& Y=\frac{1}{\left(1 \mp \varphi^{2}\right)^{1 /(m-1)}} \approx 1-\frac{1}{m} \ln \left(1 \mp \varphi^{2}\right)+O\left(\frac{1}{m^{2}}\right), \\
& \varphi=\left\{\begin{array}{l}
\tanh (\pi X / 2) \\
\tan (-\pi X / 2)
\end{array}+O\left(\frac{1}{m}\right),\right.  \tag{50}\\
& X=\frac{2}{\pi}\left\{\begin{array}{l}
\tanh ^{-1} \varphi \\
-\tan ^{-1} \varphi
\end{array}+O\left(\frac{1}{m}\right) .\right.
\end{align*}
$$

Compare solutions (19), (45), (25), (31), (34), and (50) obtained at $m=1,5 / 3,2,3,5$, and $m \gg 1$, respectively. Table I lists similarity transformations, equations, and their solutions for all cases discussed above. Figure 1 shows curves for $m$ $=1,5 / 3,2,3$, and 15 in defocusing and focusing media. The rate of the average radius in defocusing media and over the larger sections of optical paths in focusing media, except sections near the focal points, increases with decreasing exponent $m$ in the second-order equation (26) for the average radius starting with $m=1$. The universal solutions obtained for all $m$ cover the whole range of various situations in the initial statement of the problem: $0 \leqslant b<\infty,-\infty<\theta_{1}<\infty, 0$ $<a_{1}<\infty$. Setting $z=0$ (and $\varphi_{1}$ ) and then calculating $\varphi_{2}$ $=\varphi(z=1)$, we find appropriate sections of universal curves, which describe the beam perturbations plotted in physical variables. This section can contain no waists of the beam or

TABLE I. Universal solutions of Eq. (26) describing focusing and defocusing of a laser beam in a nonlinear medium in the aberration-free approximation of geometrical optics: average transverse dimension (radius) $a=a_{\text {phys }} / r_{0}$ and corresponding expansion angle $\theta=\theta_{\text {phys }} / \theta_{0} \equiv d a / d z$ versus the coordinate measured along the beam axis, $z=z_{\text {phys }} / L$.

| $m$ | Transformations | Equations | Solutions | Heat transfer mechansims; plane beam $D=2$ <br> three-dimensional beam $D=3$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{gathered} \varphi=\frac{\theta}{\sqrt{2 b}} \\ Y=\frac{a}{a_{1}} \exp \left( \pm \varphi_{1}^{2}\right) \\ X=\frac{2}{\sqrt{\pi}}\left[\frac{z \exp \left( \pm \varphi_{1}^{2}\right)}{a_{1}}\right. \\ \times \sqrt{\left.\frac{b}{2} \pm \int_{0}^{\varphi_{1}} \exp \left( \pm t^{2}\right) d t\right]} \end{gathered}$ | $\begin{gathered} \frac{d Y}{d X}=\sqrt{\pi} \varphi \\ \frac{d \varphi}{d X}= \pm \frac{\sqrt{\pi}}{2} \exp \left(\mp \varphi^{2}\right) \end{gathered}$ | $\begin{gathered} Y=\exp \left( \pm \varphi^{2}\right) \\ X= \pm \frac{2}{\sqrt{\pi}} \int_{0}^{\varphi} \exp \left( \pm t^{2}\right) d t \end{gathered}$ | thermal conductivity $\begin{gathered} D=3 \\ V_{L}<\chi / r_{0} \end{gathered}$ $t \gg r_{0}^{2} / \chi$ <br> transverse flow, $D=2$ <br> convection $M^{2} \ll 1$; <br> subsonic $M<1$; <br> supersonic $M>1$ |
| 5/3 | $\begin{gathered} \varphi=\frac{\theta}{\sqrt{C_{1}}} \\ C_{1}=\left\|\theta_{1}^{2} \pm \frac{3 b}{a_{1}^{2 / 3}}\right\| \\ Y=a\left[C_{1} / 3 b\right]^{3 / 2} \\ X=\frac{z C_{1}^{2}}{2(3 b)^{3 / 2}} \pm \frac{\varphi_{1}\left(3 \mp 2 \varphi_{1}^{2}\right)}{2\left(1 \mp \varphi_{1}^{2}\right)^{3 / 2}} \end{gathered}$ | $\begin{gathered} \frac{d Y}{d X}=2 \varphi \\ \frac{d \varphi}{d X}= \pm \frac{2}{3}\left(1 \mp \varphi^{2}\right)^{5 / 2} \end{gathered}$ | $\begin{gathered} Y=\frac{1}{\left(1 \mp \varphi^{2}\right)^{3 / 2}} \\ X= \pm \frac{\varphi\left(3 \mp 2 \varphi^{2}\right)}{2\left(1 \mp \varphi^{2}\right)^{3 / 2}} \end{gathered}$ | transverse <br> transonic flow; $D=3$; $\left\|1-M^{2}\right\| \ll Q^{2 / 3}$ |
| 2 | $\begin{gathered} \varphi \frac{\theta}{\sqrt{C_{1}}} \\ C_{1}=\left\|\theta_{1}^{2} \pm \frac{2 b}{a_{1}}\right\| \\ Y=\frac{a C_{1}}{2 b} \\ X=\frac{2}{\pi}\left[\frac{z C_{1}^{3 / 2}}{2 b} \pm \frac{\varphi_{1}}{1 \mp \varphi_{1}^{2}}\right. \\ +\left\{\begin{array}{l} \tanh ^{-1} \varphi_{1} \\ -\tan ^{-1} \varphi_{1} \end{array}\right] \end{gathered}$ | $\begin{gathered} \frac{d Y}{d X}=\frac{\pi}{2} \varphi \\ \frac{d \varphi}{d X}= \pm \frac{\pi}{4}\left(1 \mp \varphi^{2}\right)^{2} \end{gathered}$ | $\begin{gathered} Y=\frac{1}{1 \mp \varphi^{2}} \\ X=\frac{2}{\pi}\left[\frac{ \pm \varphi}{1 \mp \varphi^{2}}+\left\{\begin{array}{c} \tanh ^{-1} \varphi \\ -\tan ^{-1} \varphi \end{array}\right]\right. \end{gathered}$ | transverse convetion flow, $D=3$ $M^{2} \ll 1,$ <br> subsonic supersonic $Q^{2 / 3} \ll\left\|1-M^{2}\right\| \ll 1 ;$ <br> gravitational convection in horizontal beam, $D=3$ |
| 3 | $\begin{gathered} \varphi=\frac{\theta}{\sqrt{C_{1}}} \\ C_{1}=\left\|\theta_{1}^{2} \pm \frac{b}{a_{1}^{2}}\right\| \\ Y=a \sqrt{\frac{C_{1}}{b}} \\ X=z \frac{C_{1}}{\sqrt{b}} \pm \frac{a_{1} \theta_{1}}{\sqrt{b}} \end{gathered}$ | $\begin{gathered} \frac{d Y}{d X}=\varphi \\ \frac{d \varphi}{d X}= \pm\left(1 \mp \varphi^{2}\right)^{3 / 2} \end{gathered}$ | $Y=\frac{1}{\sqrt{1 \mp \varphi^{2}}} \equiv \sqrt{1 \pm X^{2}}$ $\begin{aligned} X & =\frac{ \pm \varphi}{\sqrt{1 \mp \varphi^{2}}} \\ \varphi & =\frac{ \pm X}{\sqrt{1 \pm X^{2}}} \end{aligned}$ | cubic <br> nonlinearity $D=3 \text {; }$ <br> nonlinearity of fifth power, $D=2$ |

Continuation of Table I.
$m$ Transformations

Equations
Solutions

| $\begin{array}{lr} \varphi=\theta / \sqrt{C_{1}} & \text { focusing medium (minus sign) } \\ C_{1}=b / 2 a_{1}^{4}-\theta_{1}^{2} & \\ Y=a\left(2 C_{1} / b\right)^{1 / 4} & Y=\left(1+\varphi^{2}\right)^{-1 / 4} \end{array}$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| 5 | $X=\frac{\sqrt{2}}{\beta}\left[\left(\frac{2^{3} C_{1}^{3}}{b}\right)^{1 / 4} z+F\left(\alpha_{1} \frac{1}{\sqrt{2}}\right)\right.$ | $\frac{d Y}{d X}=\frac{\beta}{2} \varphi$ | $X=\frac{\sqrt{2}}{\beta}\left[F\left(\alpha, \frac{1}{\sqrt{2}}\right)\right.$ |
|  | $\left.-2 E\left(\alpha_{1}, \frac{1}{\sqrt{2}}\right)\right]$ | $\frac{d \varphi}{d X}=-\beta\left(1+\varphi^{2}\right)^{5 / 4}$ | $\left.-2 E\left(\alpha, \frac{1}{\sqrt{2}}\right)\right]$ |
|  | $\beta=1.198$ |  | $\alpha=\cos ^{-1}\left(1=\varphi^{2}\right)^{-1 / 4}$ |
| $m \gg 1$ |  |  | $Y=\left(1 \mp \varphi^{2}\right)^{-1 /(m-1)}$ |
|  | $\varphi=\frac{\theta}{\sqrt{C_{1}}}$ | $\frac{d Y}{d X}=\frac{\pi}{m-1} \varphi$ | $\simeq 1-\frac{\ln \left(1 \mp \varphi^{2}\right)}{m}+O\left(\frac{1}{m^{2}}\right)$ |
|  | $Y=a\left(\frac{m-1}{2 b} C_{1}\right)^{1 /(m-1)}$ | $\frac{d \varphi}{d X}= \pm \frac{\pi}{2}\left(1 \mp \varphi^{2}\right)^{m /(m-1)}$ | $\varphi=\left\{\begin{array}{c}\tanh (\pi X / 2) \\ \tan (-\pi X / 2)\end{array}+O\left(\frac{1}{m}\right)\right.$ |
|  | $C_{1}=\left\|\theta_{1}^{2} \mp \frac{2 b}{(m-1) a_{1}^{m-1}}\right\|$ | $X=\frac{2}{\pi}\left\{\begin{array}{l}\tanh ^{-1} \varphi \\ -\tan ^{-1} \varphi\end{array}+O\left(\frac{1}{m}\right)\right.$ |  |
|  | $X=\frac{\tau}{2}\left[z\left(\frac{m-1}{1}\right)^{m /(m-1)}\left(\frac{C_{1}}{b}\right)^{1 /(m-1)} \sqrt{C_{1}}+\left\{\begin{array}{c}\tanh ^{-1} \varphi_{1} \\ \tan ^{-1} \varphi_{1}\end{array}\right]\right.$ |  |  |

focal points (in situations with defocusing). A beam can be compressed or extended in both defocusing and focusing media, depending on the initial conditions.

## 10. COMPARISON BETWEEN APPROXIMATE AND EXACT SOLUTIONS

1. In order to illustrate the performance of the suggested technique, we have obtained an exact numerical solution for the case of a plane collimated Gaussian beam in uniform transverse subsonic and supersonic flows ( $m=1 ; D=2$ ) with the initial conditions
$I(z=0, x)=\exp \left(-x^{2}\right), \quad \Phi(z=0)=$ const, $\quad \boldsymbol{\vartheta}(z=0)=0$.
The similarity numbers were selected as follows: the Fresnel number $F \gg 1$, absorption number $N_{\alpha}=0$, self-action number
$N=1$; Mach number $M=0-85 ; 1.1-2.0$. The numbers of meshpoints are $N_{x}=256,512$, and $1024, N_{z}=200-800$, the step widths $\Delta x=0.01-0.05$ and $\Delta z=0.0025-0.01$; the dimensions of the studied region are $x_{\text {phys }}=(10-20) r_{0}, z_{\text {phys }}$ $=2 z_{T}$. The results are shown in Figs. 2-4. The profile of a perturbed beam is approximately constant over the section $z / L=1.5-2$. Further calculations are difficult because of large local gradients around the intensity peak. In Fig. 2a the average transverse beam dimension $a$ calculated using the approximate method [see solution (22)] is compared to the exact numerical solution. The error is within $7 \%$. The beam displacement $x_{c}$ calculated by the approximate method is very close to the exact calculation (Fig. 2b). The intensity profile shape is approximately constant only around the intensity peak, as one can see in Fig. 3. Therefore, the constant


FIG. 2. Comparison between approximate calculations of (a) average beam dimensions $a / r_{0}$ and (b) center-of-gravity shifts $x_{c} / r_{0}$ of the intensity distribution (dashed lines) and exact values (solid lines) for the Gaussian beam under a transverse gas flow: (1) $M=0.01$; (2) 0.5 ; (3) 1.5 . The similarity numbers $F \gg 1, N_{\alpha}$ $=0, N=1$.


FIG. 3. Profiles of exact numerical solutions for the Gaussian beam propagation under a transverse gas flow: (a) $M=0.1$; (1) $z / L=1.5$; (2) 1.7 ; (3) 1.9 ; (b) $M=1.5$; (1) $z / L=1 / 6$; (2) 1.8; (3) 2.0.
$b$ in solution (22) is in fact nonzero, and in the exact solution the average transverse dimension $a(z)$ approximately follows a linear function. Figure 4 a shows the constant $b_{c}$ versus the Mach number. In the vicinity of the point $M=1$ neither the exact nor approximate solution applies. Figure 4b shows the initial values $a_{1}\left(z_{0} / L=1.5\right), x_{c 1}\left(z_{0} / L=1.5\right)$ as functions of $M$. The initial slopes of the curves $a(z)$ and $x_{c}(z)$ are $\theta_{1} /\left(r_{0} / L\right)=0.337,0.344,0.405,0.572,0.956$, $1.735,2.162,1.123,0.2175$, and $0.0465 ; \theta_{c 1} /\left(r_{0} / L\right)$ $=-1.135,-1.149,-1.280,-1.593,-2.370,-3.957$, 4.854, 2.711, 0.8813 , and 0.3544 at $M=0.01,0.1,0.3,0.5$, $0.7,0.85,1.1,1.2,1.5$, and 2.0 , respectively.
2. As a second example, we have calculated an exact numerical solution for an axially symmetrical beam in a quasi-steady-state heat-conducting regime ( $m=1 ; D=3$ ) and compared it with the approximate solution (19).

Figure 5a shows intensity profiles $I(r) / I_{0}$ at the moment $t=7 \tau$ in different cross sections. The intensity profiles are similar. The relative change in the average radius $a(z)$ over the time interval $\tau$ is $2.47,1.42,0.90,0.63$, and $0.47 \%$ at moments $t=3 \tau, 4 \tau, 5 \tau, 6 \tau$, and $7 \tau$, respectively. This indicates the existence of a quasi-steady state.

Figure 5 b shows the mean radius $a(z) / r_{0}$, deviation angle $\theta /\left(r_{0} / L\right)$, and 'constant'" $b$ as functions of $z$ along the optical path. Note a slight change in $b$ (as was expected, on the basis of our assumption) and excellent agreement between approximate calculations of the average radius and deviation angle, on the one hand, and accurate calculations in the section $z / L=1.5-3.0$, on the other.

## 11. SOLUTIONS WITH FOCAL POINTS

In a focusing medium, transverse dimensions of a beam can be reduced by an order of magnitude (Fig. 1b). The minimal dimension at a focal point, $a_{f}$, is limited by a diffraction and is of the order of the inverse Fresnel number, $a_{f} / r_{0} \sim F^{-n}$, as follows from the eikonal equation (1). In the previous sections, we have disregarded the wave effects, thus admitting an error of the order of $F^{-2}$. In most aero-optical problems, the equation for the average transverse beam dimensions, which takes into account the diffraction, can be reduced to a general ordinary differential equation

$$
\begin{align*}
& \frac{d^{2} a}{d z^{2}}=\frac{1}{a(z)}\left[\frac{ \pm b}{a^{m-1}(z)}+\frac{c}{F^{2} a^{2}(z)}\right], \quad b, c>0, \quad m>0 \\
& a(0)=a_{1}, \quad \theta(0)=\theta_{1} . \tag{51}
\end{align*}
$$

This equation is valid at all the Fresnel numbers $F$, just as the initial equation (1). The first integral of Eq. (51) for $m>1$ is

$$
\begin{align*}
& \theta^{2} \equiv\left(\frac{d a}{d z}\right)^{2}=\frac{ \pm 2 b}{(-m+1) a^{m-1}}-\frac{c}{F^{2} a^{2}}+C_{1}, \\
& C_{1}=\theta_{1}^{2} \mp \frac{2 b}{(-m+1) a_{1}^{m-1}}+\frac{c}{F^{2} a_{1}^{2}} . \tag{52}
\end{align*}
$$

It is obvious that at $m \geqslant 3$ diffraction cannot compensate for self-focusing since the second term on the right side cannot grow faster than the first as $a \rightarrow 0$.


FIG. 4. (a) Parameter $b_{c}$ and (b, curve 1) initial average dimensions $a_{1} / r_{0}$ and (b, curve 2) displacements $x_{c 1} / r_{0}$ in the cross section at $z_{0} / L=1.5$ versus the Mach number $M$.



FIG. 5. (a) Transverse distributions in the initially Gaussian beam in the heat-conducting regime of self-action in cross sections (1) z/L $=0$; (2) 1.0 ; (3) 1.5 ; (4) 2.0 ; (5) 2.5 ; (6) 3.0. (b) Average radius $a / r_{0}$ [curves 1 , the exact solution is shown by the solid line, the approximate solution (19) by the dashed line], (2) 'constant"' $b$, and (3) angle of expansion $\theta /\left(r_{0} / L\right)$ with respect to initial axis as functions of the optical path length $z$. The time moment for all curves is $t=7 \tau$; similarity numbers $N=1, F \gg 1, N_{\alpha}=0$.

1. Let us analyze the solution on an optical path including a focal point, taking as a example an axially symmetrical beam that propagates through a focusing medium in the heatconducting regime ( $m=1$, the sign in front of $b$ in Eq. (51) is minus, and $D=3$ ). The first integral of Eq. (51) is

$$
\begin{equation*}
\theta \equiv \frac{d a}{d z}= \pm \sqrt{-2 b \ln a-\frac{c}{F^{2} a^{2}}+C_{1}} \tag{53}
\end{equation*}
$$

Here the plus sign corresponds to the section in front of the focal point, where $\theta=0$, and the minus sign corresponds to the section behind the focal point. In the case of the Gaussian initial intensity distribution and a plane initial wave front, exact numerical calculations performed at $N=-2$ and $F$ $=3$ demonstrated that relative changes in the average radius are within $0.46 \%$ at the moments $t>4 \tau$, the focal distance is $z_{f} \approx 2.20 L$ at $t=4 \tau$, the minimal radius is $a\left(z_{f}=2.2\right) / r_{0}$ $=0.4969$, and the constants are $b=0.5307, c=2.190$, and $C_{1}=c / F^{2}$. The intensity profiles are shown in Fig. 6a. Behind the focus, the bell-shaped intensity distribution persists at least on the path section extending to the point $z=3 L$. At the focal point, the peak intensity is almost seven times higher, in accordance with the approximate formula $I / I_{0}$ $\sim\left(a_{f} / r_{0}\right)^{-2} \sim F^{2}$.

Figure 6 b illustrates the dynamics of formation of a focusing lens. At the moment the quasi-steady state sets in, $t$ $=4 \tau$, and the solution of the approximate equation (53) (dashed line) is close to the exact solution (solid curve 5).

There is a satisfactory agreement between these two solutions in front of the focal point, at the focus, and behind the focal point to $z=3 L$.
2. A second example of an optical path with a focal point is a focused plane beam $\left(\theta_{1}<0\right)$ under transverse subsonic and supersonic gas flows ( $m=1 ; D=2$ ) in the limit of geometrical optics at $F \gg 1$. In this case the constant $b=0$ [Eq. (22)]. The transverse beam dimension decreases following a linear function $a(z)=a_{1}-z\left|\theta_{1}\right|$. Within the distance $z-z_{f}$ $\sim F^{-1}$ from the focus at $z_{f} \approx a_{1} /\left|\theta_{1}\right|$, we have to take diffraction into account, i.e., obtain a solution in the neighborhood of the focal point in extended coordinates $Z=(z$ $\left.-z_{f}\right) F$ and match it to the external solution at $Z \rightarrow \pm \infty$ on the scale $z \sim 1$ (Ref. 27). In this specific case, the general solution of Eq. (51), which satisfies the conditions of both the external and internal problems, is the upper branch of solution (31), where $b$ must be replaced by $c / F^{2}$. The minimal beam dimension is diffraction limited; it is $a_{f}$ $=\sqrt{c} /\left(F\left|\theta_{1}\right|\right)$.

Using the basic equation (51) at $b \neq 0$ and equating approximately the second term on the right side to the first term, we can estimate the beam compression at the focal point: $a_{f} \sim 1 / F^{\alpha}$, where $\alpha=2 / 3,1,3 / 2$, and 2 at $m=0,1,5 / 3$, and 2 , respectively. By equating the left-hand and right-hand sides, we estimate the longitudinal dimension of the focal region: $z-z_{f} \sim 1 / F^{\beta}$, where $\beta=1 / 3,1,2$, and 3 at $m=0,1$, $5 / 3$, and 2 , respectively.


FIG. 6. (a) Intensity profiles for a Gaussian beam in a focusing medium ( $N=-2, F=3$ ) in a quasi-steady heat-conducting regime in the following cross sections: (1) $z / L=0$; (2) 1.0 ; (3) 1.5 ; (4) 2.0; (5) 3.0; the time $t=4 \tau$. (b) Average radius $a / r_{0}$ versus the optical path length on a section including the focal point: the solid curves show exact solutions at moments (1) $t$ $=0$; (2) $0.0255 \tau$; (3) $0.0631 \tau$; (4) $1.303 \tau$; (5) $4.00 \tau$; the approximate quasi-steady solution is shown by the dashed line. The constants $b=-0.5307, c=2.190$, the Fresnel number $F$ $=3$. The initial radius $a(z=0) / r_{0}=1$, the expansion angle $\theta(z=0) /\left(r_{0} / L\right)=0$.

## 12. CONCLUSIONS

1. The proposed procedure of approximate description of the laser beam self-action allows us, without solving a complicated system of equations, to draw the following conclusions concerning the self-action effects.

Under a steady-state gas flow, the expansion of a plane collimated beam is negligible (or small), the beam shifts in the downstream direction in a subsonic flow and in the upstream direction in a supersonic flow.

In the convective steady-state regime at $M \ll 1$ of a transverse gas flow, a three-dimensional collimated beam is extended mostly in the direction transverse with respect to the gas flow.

In a transonic gas flow, the predominant effect is expansion (convergence) of the beam in the direction aligned with the gas flow.
2. Universal solutions for all situations under discussion do not contain similarity parameters. In different physical situations, whose only common parameter is the exponent $m$ in Eq. (26), one can use a solution given in Table I.
3. At the focal point, the minimal beam dimension is diffraction-limited in situations when the exponent $m<3$. It seems that for $m \geqslant 3$ the main assumption of the unchanged shape of intensity distribution fails near the focal point.
4. Comparison with the exact solution at $m=1$ in the case of transverse flow of a gas with zero viscosity and zero thermal conductivity (a plane laser beam) has demonstrated a difference of several percent. Good agreement between the exact and approximate solutions also takes place in the quasi-steady regime with a finite thermal conductivity at $m$ $=1$ (axially symmetrical beam) in both focusing and defocusing media.
5. The described procedure can be generalized to the case of $N_{\alpha} \sim 1$ and is applicable for the laser beam selfaction in a longitudinal gas flow, in a vertical laser beam (in the presence of gravitational convection), and in the cases of other mechanisms of optical nonlinearity (Kerr effect, electrostriction, etc.).
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#### Abstract

The thermal evolution of the competition between the ferro- and antiferromagnetic exchange interactions in $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ alloys, which display different magnetic properties, depending on composition and temperature, is investigated. The distribution functions of the magnetic hyperfine fields $P\left(B_{\mathrm{hf}}\right)$ for ${ }^{57} \mathrm{Fe}$ are determined by Mössbauer spectroscopy in the temperature range $5-300 \mathrm{~K}$ for the alloys with $x=0,0.024,0.082,0.136,0.195$, and 0.252 . The temperature dependence of the integrated intensity $I_{s}(T)$ is analyzed for the low- and high-field portions of $P\left(B_{\mathrm{hf}}\right)$. The features found in the behavior of $I_{s}(T)$ are interpreted as results of variation of the ratio between the competing exchange interactions of different signs as a result of the thermal destruction of antiferromagnetic $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds. It is shown that the changes in the spin structure in the low-temperature range are due to the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds. One of the consequences of this destruction is "reentrance" (an increase in the hyperfine field with increasing temperature for some of the Fe atoms). The relationship between the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds and the magnetic transitions of the $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ system to the spin-glass state is considered. © 1999 American Institute of Physics. [S1063-7761(99)01107-5]


## 1. INTRODUCTION

Magnetic systems with competing exchange interactions of different sign display a large variety of types of magnetic ordering (ferromagnetism, antiferromagnetism, spin-glass ordering, and reentrant spin-glass ordering). Concentrated magnetic systems, in which all (or most) of the atoms have a nonzero magnetic moment are most characteristic in this respect. The theoretical analysis of the magnetic behavior of such magnets is very complicated. It is difficult to apply the results of calculations performed for simple model systems to real magnets containing magnetic atoms of different types. Experimental investigations of the relationship between the behavior of competing exchange interactions and the magnetic structure on the microscopic level would be of great interest.

A characteristic example of systems with competing exchange interactions and strong spatial inhomogeneity in the distribution of the exchange fields is provided by disordered $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ alloys with an fcc structure. In the ferromagnetic alloy $\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}$ the ferromagnetic (FM) exchange coupling constants $J_{\mathrm{FeNi}}$ and $J_{\mathrm{NiNi}}$ (which are equal to 450 and 600 K , respectively) are several times greater than the antiferromagnetic (AFM) coupling constant $J_{\text {FeFe }}$ (Ref. 1). Nevertheless,
in regions with a high local concentration of iron the ferromagnetic spin structure becomes unstable and conditions conducive to the formation of frustrated states and states with antiferromagnetic spin orientations are created (see Refs. 2 and 3 and the references cited there). The $\mathrm{Mn}-\mathrm{Fe}$ exchange interaction in an fcc lattice is antiferromagnetic and strong (compared with the $\mathrm{Fe}-\mathrm{Fe}$ exchange interaction); therefore, even a small admixture of Mn increases the competition between the exchange interactions of different sign and causes local disturbances of the ferromagnetic structure of the alloys. The magnetic properties of $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ alloys depend strongly on composition and temperature. Investigations of the magnetic phase diagrams of $\mathrm{Fe}_{0.65}\left(\mathrm{Ni}_{1-x} \mathrm{Mn}_{x}\right)_{0.35}$ (Ref. 3), $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x}\left(\mathrm{Fe}_{0.84} \mathrm{Mn}_{0.16}\right)_{x}$ (Ref. 4), and $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ (Ref. 5) systems have shown that a transition to the spin-glass (SG) state is characteristic of these alloys. Two magnetic transitions (the appearance of a reentrant spin glass), as well as the formation of a mixed $(\mathrm{FM}+\mathrm{SG})$ phase, were observed over a broad range of concentrations. Considerable spin polarization was observed for the SG phase of $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ alloys even in very weak magnetic fields $(10-60 \mathrm{mT})$; and significant shifts of
the characteristic temperatures were observed in stronger fields. ${ }^{5,6}$

The unusual behavior of the SG phase in an external magnetic field has been explained within the phenomenological cluster model of Shiga et al., ${ }^{3}$ but the question of the mechanism of the formation of the SG phase in the $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ system remains open. One necessary condition for the formation of an SG phase is the presence of a signchanging exchange interaction between the magnetic centers (atoms or magnetic clusters). For "classical"' (magnetically dilute) spin glasses, the indirect long-range exchange interaction via conduction electrons has been regarded traditionally as such an interaction. In the case of concentrated spin glasses (which include the SG phase of the $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ system) this interaction cannot play a decisive role, and the formation of the SG phase should be regarded as a consequence of the competition among the exchange interactions between atoms of different types over short distances. Elucidation of the concrete mechanisms for the formation and decomposition of the SG phase in the $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ system is of fundamental importance for developing a theory of concentrated spin glasses.

Mössbauer spectroscopy offers a possibility to observe spin configurations of different types and to classify these states according to the amplitude of the magnetic hyperfine field $B_{\mathrm{hf}}$. The possibility of performing measurements over a broad temperature range permits, in particular, obtaining data on the effective exchange fields and the thermal stability of perturbed spin configurations. The use of this method to study disordered $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ alloys is based on an analysis of the hyperfine-field distribution functions $P\left(B_{\mathrm{hf}}\right)$. The present work included Mössbauer investigations of $P\left(B_{\mathrm{hf}}\right)$ for ${ }^{57} \mathrm{Fe}$ in $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ alloys in the concentration range $0 \leqslant x \leqslant 0.252$. Attention was focused for the most part on studying the temperature dependence of $P\left(B_{\mathrm{hf}}\right)$ for different ranges of values of $B_{\mathrm{hf}}$. The features of this dependence are interpreted as results of the influence of the temperature on the competition between the exchange interactions of different sign. An earlier Mössbauer study of $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ alloys was described in Ref. 7. The dependences of the mean hyperfine field $\left\langle B_{\mathrm{hf}}\right\rangle$ on composition and temperature were obtained in that work. The temperature dependence of the structure of $P\left(B_{\mathrm{hf}}\right)$ was not examined in Ref. 7.

## 2. EXPERIMENTAL METHOD

The test samples of $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ were prepared by fusing the metals with a purity no poorer than $99.9 \%$; the ingots were rolled into foils having a thickness of $\approx 10 \mu \mathrm{~m}$ and rapidly cooled. The composition and homogeneity of the alloys were monitored by x-ray fluorescence microanalysis; the deviations of the concentrations of the components from the nominal composition did not exceed $0.1 \mathrm{at} . \%$. The manganese concentration range chosen $(0 \leqslant x \leqslant 0.252)$ covers the entire sequence of magnetic phases of this system (FM, FM + SG, SG, and AFM). ${ }^{5}$ The Mössbauer absorption spectra were measured in the temperature range $5-300 \mathrm{~K}$. Resonance detectors were employed to increase the magnitude of
the resonant absorption effect and the resolving power for detecting Mössbauer radiation with an energy of 14.4 keV .

The distribution functions of the magnetic hyperfine fields $P\left(B_{\mathrm{hf}}\right)$ were calculated using histograms. ${ }^{8}$ The resultant Mössbauer spectrum was represented by the convolution of the distribution function $P\left(B_{\mathrm{hf}}\right)$ and an elementary magnetic sextet. The widths of the histogram intervals were chosen so that they would slightly exceed the instrumental width of the components of the magnetic sextets. This allowed us to use the direct method for minimizing the $\chi^{2}$ functional (using the FUMILI minimization program) and to eliminate the need to employ a smoothing procedure. The variable parameters for minimizing the $\chi^{2}$ functional were the components of the $P\left(B_{\mathrm{hf}}\right)$ histogram, the relative intensities of the second and fifth components of the magnetic sextets $\alpha$, the linewidths, the isomer shift, and the correlation coefficients between the hyperfine field and the quadrupole splitting. (This correlation was introduced to take into account the weak asymmetry of the absorption spectra.) For spectra with a resolved hyperfine structure the variable parameter $\alpha$ differed from 2.0 by no more than $10 \%$ (which corresponds to random orientations of the spins in the sample). The spectra with a poorly resolved structure were treated with the fixed value $\alpha=2.0$. Some other features of the method for treating the spectra were described in Ref. 8.

In most cases (the alloys with a high manganese concentration and all the alloys at high temperatures) the satellite structure of $P\left(B_{\mathrm{hf}}\right)$ is complicated and poorly resolved. For this reason, a method based on consideration of the total (integrated) intensities $I_{s}$ in selected ranges of variation of $B_{\mathrm{hf}}$ was employed in analyzing the temperature dependence of the components of the distribution functions. Such a data analysis method enabled us to eliminate the possible errors in the determination of the intensities of the individual components of $P\left(B_{\mathrm{hf}}\right)$ and to represent the temperature dependence of the low- and high-field intensities $I_{s}(T)$ in a simple and graphic form.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the Mössbauer absorption spectra measured at 5 K and the corresponding hyperfine-field distribution functions $P\left(B_{\mathrm{hf}}\right)$ for the alloys with $x=0,0.024,0.082$, $0.136,0.195$, and 0.252 . The hyperfine-field distributions $P\left(B_{\mathrm{hf}}\right)$ for the same alloys at various temperatures are shown in Figs. 2 and 3.

### 3.1. Hyperfine-field distributions $P\left(B_{\mathrm{hf}}\right)$ at 5 K

Let us briefly consider some features of the structure of $P\left(B_{\mathrm{hf}}\right)$ at 5 K . For $\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}$ more than $90 \%$ of the intensity is concentrated in the principal maximum, which is centered at $B_{\mathrm{hf}}=34.5 \mathrm{~T}$. The profile of the principal maximum of $P\left(B_{\mathrm{hf}}\right)$ can be easily interpreted on the assumption of a statistical distribution of Fe and Ni atoms at the lattice points if the magnitude of the magnetic hyperfine field acting on the nucleus of an Fe atom in a given atomic configuration is described by the following familiar formula:

$$
\begin{equation*}
B_{\mathrm{hf}}=a \mu_{\mathrm{Fe}}+b\left[n_{\mathrm{Fe}} \mu_{\mathrm{Fe}}+\left(12-n_{\mathrm{Fe}}\right) \mu_{\mathrm{Ni}}\right] \tag{1}
\end{equation*}
$$



FIG. 1. Mössbauer spectra measured at 5 K (on the left) and corresponding hyperfine-field distribution functions $P$ (on the right) for $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ alloys. The solid lines in the left-hand part were calculated using the method described in the text.
where $\mu_{\mathrm{Fe}}$ and $\mu_{\mathrm{Ni}}$ are the magnetic moments of the Fe and Ni atoms, and $n_{\mathrm{Fe}}$ is the number of nearest-neighbor Fe atoms in the particular configuration. The first term in this formula is the contribution of the intrinsic magnetic moment of the specific atom to $B_{\mathrm{hf}}$, and the second term is the total contribution of the atoms in the local environment to $B_{\mathrm{hf}}$. If $\mu_{\mathrm{Fe}}=2.5 \mu_{B}$ and $\mu_{\mathrm{Ni}}=0.6 \mu_{B}$, a comparison of the observed profile of the principal maximum with a calculation based on formula (1) (with consideration of the binomial distribution of the atoms of different types in the first coordination sphere) yields the following values for the coefficients:

$$
a=9.4 \mathrm{~T} / \mu_{B}, \quad b=0.5 \mathrm{~T} / \mu_{B}
$$

(a doubled number of histogram intervals in comparison to Fig. 1 was used to analyze the profile of the principal maximum.) The values of $a$ and $b$ which we found are typical of ferromagnetic iron alloys. The presence of weak satellite lines (with a total intensity of $6-8 \%$ ) can be attributed to the formation of perturbed spin configurations in regions with a high local concentration of iron. ${ }^{2,7}$

The replacement of Fe and Ni atoms by Mn atoms quickly destroys the ferromagnetic spin structure of the alloy. The alloy with $x=0.024$ exhibits intense satellites with $B_{\mathrm{hf}} \approx 22 \mathrm{~T}$ and $B_{\mathrm{hf}} \approx 28 \mathrm{~T}$ to the left of the principal maximum, which can easily be attributed within formula (1) to
spin reorientation in some Fe atoms under the influence of the antiferromagnetic $\mathrm{Mn}-\mathrm{Fe}$ interaction. Raising the concentration of Mn to $8.2 \%$ leads to destruction of the principal maximum and the formation of a broad hyperfine-field distribution in the range $9-36 \mathrm{~T}$. When the Mn concentration is increased further, a rapid increase in the intensity of the lowfield components and a general shift of the hyperfine-field distribution toward lower values of $B_{\text {hf }}$ are observed. The integrated intensity in the range $B_{\mathrm{hf}}<4 \mathrm{~T}$ for the alloys with $x=0.082,0.136,0.195$, and 0.252 is equal, respectively, to $8,13,16$, and $33 \%$. Raising the manganese concentration leads to a rapid decrease in the mean value of the hyperfine field $\left\langle B_{\mathrm{hf}}\right\rangle$, which is equal to $32.6,28.9,21.9,16.1,14.5$, and 11.9 T for the alloys with $x=0,0.024,0.082,0.136,0.195$, and 0.252 , respectively.

The values of $B_{\mathrm{hf}}$ exceeding $8-10 \mathrm{~T}$ can be explained on the basis of the approximation of Eq. (1) in terms of the spin flip occurring as a result of the influence of antiferromagnetic $\mathrm{Fe}-\mathrm{Fe}$ and $\mathrm{Mn}-\mathrm{Fe}$ exchange interactions. The states with $B_{\mathrm{hf}}<8 \mathrm{~T}$ cannot be attributed solely to the spin flip. The Fe atoms in such states must have a temperature-dependent mean value of the magnetic moment $\langle\mu\rangle_{T}$ less than the nominal value of $\mu_{\mathrm{Fe}}$. The decrease in $\langle\mu\rangle_{T}$ means that the exchange fields for some Fe sites are very small and the local magnetization is not in a state of saturation even at


FIG. 2. Hyperfine-field distributions $P\left(B_{\mathrm{hf}}\right)$ for the alloys with $x=0,0.024$, and 0.082 at various temperatures.
$T=5 \mathrm{~K}$. The possibility for the formation of such states follows from a theoretical analysis of systems with competing exchange interactions. ${ }^{9}$

### 3.2. Influence of the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds on the competition between exchange interactions

As can be seen from Figs. 1 and 2, for the alloys with low manganese concentrations the structure of $P\left(B_{\mathrm{hf}}\right)$ is relatively stable over a broad range of temperatures. In particular, a rise in temperature to $\sim 200 \mathrm{~K}$ is not accompanied by a significant increase in intensity in the low-field region. This means that at low manganese concentrations most of the perturbed spin configurations are characterized by high thermal stability. It can be concluded that (in agreement with the data in Ref. 10) the exchange coupling constant $J_{\mathrm{MnFe}}$ is very large and is probably close to 200 K . For the alloys with $x \geqslant 0.136$ (Figs. 1 and 3) a rise in temperature is accompanied by rapid displacement of the distributions $P\left(B_{\mathrm{hf}}\right)$ toward weaker hyperfine fields and an increase in intensity near $B_{\mathrm{hf}} \approx 0$. The increase in intensity near zero values of $B_{\mathrm{hf}}$ clearly indicates occurrence of the "fusing" of frustrated spins considered in the theory of systems with competing exchange interactions. ${ }^{9}$

A further analysis of the behavior of $P\left(B_{\mathrm{hf}}\right)$ for alloys of various composition was performed using integrated intensities (see Sec. 2). For the alloys with $x \geqslant 0.082$ the temperature dependences of the integrated intensities $I_{s}(T)$ for the low-field ( $B_{\mathrm{hf}}<5 \mathrm{~T}$ ) and high-field ( $B_{\mathrm{hf}}>17 \mathrm{~T}$ ) ranges, in which the behavioral features of $I_{s}(T)$ are most clearly displayed, were compared. The low-field range includes only states of Fe atoms for which (as was pointed out above) the exchange fields are known to be small (i.e., frustrated or nearly frustrated states) at 5 K . Conversely, the states of the high-field range with large values of $B_{\mathrm{hf}}$ at 5 K are characterized by values of the temperature-dependent mean magnetic moment $\langle\mu\rangle_{T}$ equal (or close) to the nominal value of $\mu_{\mathrm{Fe}}$. For the alloys with $x=0$ and 0.024 the intensity of the low-field satellites is very small; therefore, in these cases only the temperature dependence of $I_{s}(T)$ for the region of the principal maximum ( $B_{\mathrm{hf}}=30-38 \mathrm{~T}$ ) was considered. The results are shown in Figs. 4 and 5. As is seen from Fig. 4, for alloys with high manganese concentrations the temperature dependences of the high- and low-field integrated intensities have characteristic features, which are most clearly displayed for the alloys with $x=0.136$ and $x=0.195$. A rapid rise in the integrated intensity in the low-


FIG. 3. Hyperfine-field distributions $P\left(B_{\mathrm{hf}}\right)$ for the alloys with $x=0.136,0.195$, and 0.252 at various temperatures.
field region and a synchronous decrease in the high-field region are observed in the temperature range $40-70 \mathrm{~K}$. When the temperature is raised further, both the increase in intensity at weak fields and the decrease at strong fields cease. In the case of the alloy with $x=0.136$ these intensities remain constant in a broad temperature range. The alloy with $x=0.195$ clearly displays an anomalous increase in the inte-
grated intensity at strong fields, i.e., a return of some of the Fe atoms to states with large values of $B_{\mathrm{hf}}$ ('reentrance"') when the temperature is raised in the range $T=110$ -130 K . For the alloys with $x=0$ and 0.024 the intensity of the principal maximum decreases rapidly (almost abruptly for the alloy with $x=0$ ) when the temperature is raised in the range $50-70 \mathrm{~K}$ (Fig. 5). In the range $110-130 \mathrm{~K}$ the inten-


FIG. 4. Temperature dependence of the integrated intensity $I_{s}(T)$ at strong ( $B_{\mathrm{hf}}>17 \mathrm{~T}$ ) (a) and weak ( $B_{\mathrm{hf}}<5 \mathrm{~T}$ ) (b) fields for the alloys with $x$ $=0.082(\bigcirc), x=0.136(\bigcirc), x=0.195(\mathbf{\Delta})$, and $x=0.252(\nabla)$. The measurement errors do not exceed the size of the symbols.


FIG. 5. Temperature dependence of the integrated intensity $I_{s}(T)$ in the region of the principal maximum ( $B_{\mathrm{hf}}=30-38 \mathrm{~T}$ ) for the alloys with $x=0(■)$ and $x=0.024(\diamond)$. The measurement errors do not exceed the size of the symbols.
sity remains constant for the alloy with $x=0$, while an increase in the integrated intensity, which corresponds to the 'reentrance"' just described, is clearly seen for the alloy with $x=0.024$.

It is significant that these features of the behavior of $I_{s}(T)$ are observed in the same temperature ranges for alloys with different manganese concentrations. Clearly, significant reorganization of the spin structure of the alloys takes place at these temperatures due to variation of the ratio between the contributions to the exchange interaction. It is natural to theorize that such variation of the ratio between the exchange interactions of different sign is associated with the antiferromagnetic $\mathrm{Fe}-\mathrm{Fe}$ exchange interaction, which has a very low characteristic temperature $\Theta$. A rise in temperature should cause the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds and, consequently, a change in the balance between the competing interactions (which is especially significant in regions with a high local concentration of iron). One obvious consequence of the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds is a decrease in the antiferromagnetic contribution to the exchange interaction at temperatures close to $\Theta$. The corresponding change in the balance between the contributions to the exchange field should be manifested in the behavior of the local magnetization and $B_{\mathrm{hf}}$, primarily for the Fe sites at which the energy of exchange interaction is comparable to $k \Theta$. At such sites $B_{\mathrm{hf}}$ decreases rapidly with increasing temperature, but at temperatures above $\approx 50 \mathrm{~K}$ the thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ bonds causes an increase in the resultant exchange field and a corresponding rise in $B_{\mathrm{hf}}$. The increase in $B_{\mathrm{hf}}$ with increasing temperature accounts for 'reentrance," which is manifested experimentally as a plateau on the plots of the integrated intensity versus temperature at strong fields (or even as a rise in this intensity for the alloys with $x=0.024$ and $x=0.195$ ). The temperature range in which "reentrance" is observed agrees well with the estimate of the exchange coupling constant $J_{\mathrm{FeFe}}$ found by lowangle neutron scattering. ${ }^{1}$

The phenomena just described should take place to some
extent in all the alloys investigated; however, it is difficult to observe the melting of spins and "reentrance" in the alloy with $x=0.082$ because of the low concentration of states with weak exchange fields and the complicated satellite structure of the hyperfine-field distribution. In the alloy with $x=0.252$ 'reentrance" is not observed because of the low temperature for the transition of this alloy to the paramagnetic state.

The thermal destruction of $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds accounts for the features of the magnetic phase diagram of the $\left(\mathrm{Fe}_{0.65} \mathrm{Ni}_{0.35}\right)_{1-x} \mathrm{Mn}_{x}$ system and the mechanism for formation of the SG phase in these alloys. Let us focus our attention on the fact that the temperature range in which the anomalies of $I_{s}(T)$ considered above are observed coincides with the temperature range of the transitions to the SG phase (or a mixed FM + SG phase). We also note that the temperatures of these transitions depend weakly on the manganese concentration. ${ }^{5}$ This suggests the existence of a direct relationship between the transition to the SG phase and the thermal evolution of the $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds. The cluster model of the SG phase of the $\mathrm{Fe}-\mathrm{Ni}-\mathrm{Mn}$ system proposed by Shiga et al. ${ }^{3}$ accounts for the behavior of this phase in external magnetic fields, but does not specify the nature of the sign-changing exchange interaction between the clusters. Iron is the dominant component in the alloys under consideration; therefore, even in the alloys with a considerable manganese concentration the antiferromagnetic $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds should play a decisive role in the formation of sites with weak sign-changing exchange fields. Magnetic clusters form in regions with large contributions from ferromagnetic $\mathrm{Ni}-\mathrm{Ni}, \mathrm{Ni}-\mathrm{Fe}$, and $\mathrm{Ni}-\mathrm{Mn}$ exchange bonds, while a relatively weak sign-changing interaction appears in regions with a high local concentration of iron. The temperature range for stability of the SG phase should coincide with the range for stability of the $\mathrm{Fe}-\mathrm{Fe}$ exchange bonds, as is observed in the alloys considered. The relative compositional independence of the critical temperature for decomposition of the SG phase is a natural consequence of such a mechanism for the formation and decomposition of the signchanging exchange interaction. The existence of a region with a mixed ( $\mathrm{FM}+\mathrm{SG}$ ) phase is attributed to spatial fluctuations of the local concentration of iron and the gradual course of the destruction of the sign-changing exchange interaction as the temperature is raised. The SG phase does not form in the alloys with $x \leqslant 0.04$ because of the low concentration of Fe sites with weak exchange fields.

It is noteworthy that, according to the results of our measurements, in the alloys with $x=0.136$ and 0.195 some of the Fe atoms remain in the magnetically ordered state at temperatures above $50-70 \mathrm{~K}$ (i.e., above the nominal temperatures for decomposition of the SG phase found from an analysis of the magnetization curves ${ }^{5}$ ). The rapid increase in the integrated intensity at weak fields in the range $50-70 \mathrm{~K}$ corresponds to decomposition of the SG phase, but complete passage of the system into the paramagnetic state does not occur. As follows from the form of the magnetic phase diagram, ${ }^{5}$ this deviation from the data in Ref. 5 cannot be attributed to special features of the sample-preparation process or small variations in the composition of the alloys. It
can be theorized that in the concentration range $x \geqslant 0.14$ there is a mixed-phase region at temperatures above the normal temperature of the transition to the SG phase, which is not manifested in the magnetic measurements because of the small contribution of the magnetic transition to the magnetization and its highly diffuse nature. Our measurements do not permit identification of the type of magnetic ordering, but the existence of a magnetically ordered phase at $T>70 \mathrm{~K}$ follows unequivocally from the data presented in Figs. 3 and 4. The temperature of the magnetic transition in the alloy with $x=0.252$ was found to be equal to $\sim 90 \mathrm{~K}$, in agreement with the data presented in the magnetic phase diagram. ${ }^{5}$ In the control measurements of the Mössbauer spectra which we performed for the alloy with $x=0.082$ in weak magnetic fields, the temperature of the reentrant transition to the SG phase was found to be $\sim 40 \mathrm{~K}$, which is also consistent with the results in Ref. 5.
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#### Abstract

The polarization state of a second-harmonic wave after reflection from a semi-infinite, optically isotropic magnetic medium is considered for the three characteristic uniformmagnetization directions corresponding to the linear magneto-optical Kerr effects. Expressions for the complex amplitudes of the wave field which specify the nonlinear Kerr effects, viz., the polar, meridional, and equatorial effects, are obtained in a first approximation with respect to the magnetization. The dependences of these effects on the angle of incidence of the inducing wave obtained as a result of a numerical experiment are presented. Analytical formulas are found for them at small angles of incidence. A comparative analysis of the linear and nonlinear Kerr effects is made. © 1999 American Institute of Physics. [S1063-7761(99)01207-X]


## 1. INTRODUCTION

Low-dimensional magnetic systems (surfaces, thin films, multilayer structures, quantum dots, and quantum wires) are attracting a great deal of attention. Many unexpected and nontrivial effects associated with the properties of magnetic surfaces and interfaces have been discovered in recent years. These include giant magnetoresistance, significant surface anisotropy, deviations of the magnetic moments on a surface from their bulk values, oscillating exchange interactions between neighboring magnetic layers, and strong biquadratic exchange in multilayer structures. Apart from their unquestionable fundamental significance, these systems are of great practical interest for magnetic memory, sensors, etc.

Some new magneto-optical effects associated with the surfaces of magnetic media, viz., the nonlinear secondharmonic Kerr effects, were recently predicted and detected soon thereafter. ${ }^{1-6}$ Although second-harmonic generation is forbidden in materials with an inversion center, and most widely encountered materials ( $\mathrm{Fe}, \mathrm{Co}, \mathrm{Ni}, \mathrm{FeNi}$, etc.) are such, space-inversion symmetry is broken at a surface or an interface. Time-reversal symmetry is also broken in magnets. The breaking of these symmetries leads to the appearance of second-harmonic magneto-optical phenomena, which have been found to significantly surpass the corresponding linear effects in magnitude. ${ }^{4,6}$ The large value of the polarization plane rotation angle of a second-harmonic wave (relative to the polarization of the inducing wave) ensures high contrast between regions with oppositely directed magnetization. For example, it can exceed $50 \%$ in a $\mathrm{Co} / \mathrm{Cu}(100)$ multilayer structure. ${ }^{5}$ In an $\mathrm{Fe} / \mathrm{Cr}$ multilayer structure and in singlecrystal iron whiskers the ratio between the nonlinear and linear Kerr rotation is of the order of $10^{3}$ (Ref. 6). A comparison of the linear and nonlinear equatorial Kerr effects was made in Ref. 7. Nonlinear Kerr effects have been successfully employed for probing buried interfaces in multilayer films ${ }^{5,8-11}$ and spin-polarization quantum wells. ${ }^{12-14}$ They are also interesting for studying the spin
dynamics on magnetic surfaces and in ultrathin layers on the real time scale (in the femtosecond range). ${ }^{1)}$

Thus, nonlinear magneto-optical effects offer a new promising tool for investigating magnetic surfaces and interfaces in magnetic films and multilayer structures with high spatial and temporal resolution, especially surface magnetic anisotropy and interlayer exchange, magnetic domains, quantum wells, noncollinear (canted) surface and interlayer structures, and the relationship between the geometric roughness and the magnetic, tunneling, and transport properties of nanostructures.

However, in order to reliably compare nonlinear and linear magneto-optical effects and to use them to investigate magnetic surfaces and other low-dimensional magnetic structures, tools must be developed to describe nonlinear magneto-optical effects within the familiar approach that is widely used in linear magneto-optics. Within this approach the magneto-optical properties of a material are described by two complex parameters: the refractive index $n$ and the magneto-optical parameter $Q=\varepsilon_{12} / n^{2}$, where $\varepsilon_{12}$ is an offdiagonal element of the dielectric tensor of the medium (see, for example, Ref. 24).

This paper describes a calculation of the complex amplitude of the second harmonic of a wave reflected from a semiinfinite space filled with a ferromagnetic material for arbitrary angles of incidence of the inducing wave in the three geometric configurations which are usually set up in magneto-optical experiments, viz., in the configurations of the polar, meridional, and equatorial Kerr effects. The polarization states of a reflected second-harmonic wave are calculated. Analytical formulas for the nonlinear magneto-optical Kerr effects at small angles of incidence of the inducing wave ${ }^{2)}$ and the results of numerical experiments (at arbitrary angles), which characterize these effects as well as the ratios between them and the corresponding linear effects, are presented.

We note that nonlinear magneto-optical effects are described by a $T$-odd axial fourth-order tensor. On the one
hand, such a tensor corresponds to the great diversity of these effects, and, on the other hand, the large number of components in it creates certain difficulties and uncertainties in the analysis of an experiment. In the present work we utilize a theory of magnetic symmetry and an adequate hierarchy of small parameters, which permit considerable reduction of the number of parameters needed to completely describe nonlinear magneto-optical effects.

## 2. NONLINEAR POLARIZATION AND MAGNETIZATION OF A MEDIUM

Some theoretical aspects associated with the second harmonic in magnetic media were considered in Refs. 15 and 26-29. According to Refs. 15 and 26-29, nonlinear magneto-optical effects can be described in terms of electrodynamics using the nonlinear electric polarization vector $\mathbf{P}$, which includes components that are proportional to the local magnetization vector (or other basis vectors in the case of more complicated magnetic structures). If the polarization $\mathbf{P}$ is localized on the surface of the medium, the nonlinear magneto-optical effects are caused exclusively by the presence of these surfaces and are determined by the distribution of the magnetization on these surfaces.

The second-order nonlinear surface optical polarization can be written in the form ${ }^{1,30}$

$$
\begin{equation*}
P_{i}=\chi_{i j k}^{(2)}(\mathbf{M}) E_{j} E_{k} \tag{2.1}
\end{equation*}
$$

where the nonlinear surface susceptibility $\chi^{(2)}$ depends on the magnetization $\mathbf{M}$, and $E_{j}$ is a component of the electric field of the light wave. The properties of the third-rank polar tensor $\chi^{(2)}$ and its dependence on magnetization are determined by the time-reversal symmetry and the symmetry of the surface. The time-reversal property (without allowance for dissipation) requires that $\operatorname{Re} \chi^{(2)}$ be an even function of $\mathbf{M}$ and that $\operatorname{Im} \chi^{(2)}$ be an odd function. It follows from symmetry arguments that the polarization $\mathbf{P}$ can be represented in the form

$$
\begin{equation*}
\mathbf{P}=\mathbf{P}_{0}+\mathbf{P}_{m} \tag{2.2}
\end{equation*}
$$

where the magnetization-independent contribution is

$$
\begin{equation*}
\mathbf{P}_{0}=\chi_{1} \mathbf{E}(\mathbf{E} \cdot \mathbf{H})+\chi_{2} E^{2} \mathbf{N}, \tag{2.2a}
\end{equation*}
$$

and the contribution which is linearly dependent on $\mathbf{M}$ is

$$
\begin{align*}
\mathbf{P}_{m}= & \chi_{3} \mathbf{E}(\mathbf{E}(\mathbf{m} \cdot \mathbf{N}))+\chi_{4} E^{2}(\mathbf{m} \cdot \mathbf{N}) \\
& +\chi_{5}(\mathbf{E} \cdot \mathbf{m})(\mathbf{E} \cdot \mathbf{N})+\chi_{6}(\mathbf{E} \cdot \mathbf{N})(\mathbf{E} \cdot \mathbf{m}) \tag{2.2b}
\end{align*}
$$

Here $\chi_{1}$ and $\chi_{2}$ are the nonlinear optical parameters, $\chi_{3}, \ldots, \chi_{6}$ are the nonlinear magneto-optical parameters, $\mathbf{m}=\mathbf{M} / M$ is a vector which characterizes the magnetization direction, and $\mathbf{N}$ is a normal to the surface. Since $\mathbf{P}$ is a polar vector, only two independent combinations of the polar vectors $\mathbf{N}$ and $\mathbf{E}$, which are second order in $\mathbf{E}$, form the polar vector $\mathbf{P}_{0}$ and only four independent combinations formed from $\mathbf{E}$ and $\mathbf{N}$ and the axial vector $\mathbf{m}$ give $\mathbf{P}_{m}$.

The relation (2.2) should be regarded as an expansion of $\mathbf{P}(\mathbf{E}, \mathbf{N}, \mathbf{M})$ in $\mathbf{E}, \mathbf{N}$, and $\mathbf{M}$. We restrict the analysis to the terms which are quadratic in $\mathbf{E}$ and linear in $\mathbf{N}$ and $\mathbf{M}$. The ratio of the light-wave field $E$ to the magnitude of the intra-
atomic field $E^{*}$, the ratio $\zeta=E_{\text {surf }} / E^{*}$ of the surface electric field $E_{\text {surf }}$ (which breaks the even symmetry at the surface) to $E^{*}$ (for $\mathbf{N}$ ), and the magnitude of the magneto-optical gyrotropy (for $\mathbf{M}$ ), which is determined by the magneto-optical parameter $Q$ and usually satisfies the condition $Q \ll 1$, are small parameters.

Here expansion in $\mathbf{N}$ actually means expansion in $\mathbf{N} E_{\text {surf }}$, as can be shown in the following manner. Let us assume that there is a surface layer, in which the properties of the medium vary in such a manner that their variation can be described using the polar vector $\mathbf{A}$, which is parallel to $\mathbf{N}$. The influence of $\mathbf{A}$ on the optical properties of the medium will be characterized by $E_{\text {surf }}$, although these quantities, in general, should not be considered identical. The nonlinear optical properties can then be described using the nonlinear susceptibility $\chi^{(3)}$, so that $\mathbf{P}=\chi^{(3)} \mathbf{E}_{\text {surf }} \mathbf{E E}$ or $\mathbf{P}=\tilde{\chi}^{(3)} \mathbf{A E}$. In general, the properties of the tensors $\chi^{(3)}$ and $\tilde{\chi}^{(3)}$ can differ somewhat, but this difference does not influence the ensuing arguments. Assuming that the thickness of the surface layer can be less than the wavelength of the light, we can use a $\delta$ function to go over to a local description of the surface polarization. The averaged product $\chi^{(3)} \mathbf{E}_{\text {surf }}$ reliably reflects the nonlinear surface susceptibility $\chi^{(2)}$. Consideration of terms of higher order in $\mathbf{N}$ implies allowance for contributions of a polarization vector of the type $\mathbf{P}^{5}=\chi^{(5)} \mathbf{E}_{\text {surf }} \mathbf{E}_{\text {surf }} \mathbf{E}_{\text {surf }} \mathbf{E E}$, which are clearly at least $\zeta^{2}$ times smaller than the terms taken into account above. The latter follows from the known relation $\mathbf{P}^{n+1} / \mathbf{P}^{n} \sim 1 / E^{*}$ (Ref. 30). There may be cases in which $E_{\text {surf }} \sim E^{*}$; expansion in $\mathbf{N} E_{\text {surf }}$ is then inapplicable, and the theory under consideration is not completely general.

The use of the expansions (2.2a) and (2.2b) reduces the number of parameters needed to describe nonlinear magnetooptical phenomena [in comparison to the general formula (2.1)]. We can show this by comparing (2.1) with (2.2) and (2.2a). Formula (2.2a) can naturally be represented in a matrix form, just as (2.1), where the third-rank tensor has the following form in Voight's notation:

$$
\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & e_{15} & 0  \tag{2.3}\\
0 & 0 & 0 & e_{15} & 0 & 0 \\
e_{31} & e_{31} & e_{33} & 0 & 0 & 0
\end{array}\right]
$$

We recall that it is symmetric relative to interchange of the indices $j$ and $k$. Such a form for the tensor $\chi_{i j k}^{(2)}$ corresponds to the limiting $\infty m$ symmetry group (the Curie group). A uniform electric field, for example, has this symmetry. It follows from (2.2a) that $e_{33}=e_{31}+2 e_{15}$, i.e., the tensor $\chi_{i j k}^{(2)}$ ( $M=0$ ) is specified in our case by two independent parameters, rather than three, as required by $\infty m$ symmetry. However, there is no contradiction between formulas (2.2a) and (2.3), since (2.2a) corresponds to the linear approximation with respect to $\zeta$. Taking into account the next term with respect to $\zeta$ in the expansion in (2.2a) in, for example, the form $\mathbf{N}(\mathbf{N} \cdot \mathbf{E})^{2}$, we obtain $e_{33}=e_{31}+2 e_{15}+O\left(\zeta^{2}\right)$.

After reflection from a medium with an inversion center, a second-harmonic wave, in general, includes the influence of not only the surface components, but also the bulk com-


FIG. 1. Determination of the normal modes with a frequency $\omega$ for a semiinfinite magnetic medium.
ponents of the polarization $\mathbf{P}$. However, the latter are manifested to a considerably weaker extent, especially in the case of metals. ${ }^{31}$

## 3. POLARIZATION STATE OF REFLECTED WAVES

In order to investigate nonlinear magneto-optical Kerr effects and compare them to the corresponding linear effects, we must determine the polarization state and the intensity of the reflected waves at the frequencies $\omega$ and $2 \omega$. This can be done most simply in the case where reflection occurs from a semi-infinite, optically isotropic magnetic medium, in which the uniform-magnetization direction is characterized by the vector $\mathbf{m}$ (Fig. 1). The crux of the problem is to find the components $E_{s}^{(r)}$ and $E_{p}^{(r)}$ of the electric field of the wave at $\omega$ and the components $\widetilde{E}_{s}^{(r)}$ and $\widetilde{E}_{p}^{(r)}$ at $2 \omega$. The polarization factor can be introduced as $\chi=-E_{p}^{(r)} / E_{s}^{(r)}$ or $\chi=E_{s}^{(r)} / E_{p}^{(r)}$, depending on which of the two directions, viz., the direction of $s$ or $p$ polarization, respectively, is chosen for measuring the polarization plane rotation angle. The polarization factor $\tilde{\chi}$ for the second harmonic (a tilde is used to denote quantities related to the second harmonic) should be introduced by analogy with the one from the definitions of $\chi$. The Kerr rotation (the rotation angle of the major axis of the polarization ellipse) is found from the relation ${ }^{32}$

$$
\begin{equation*}
\tan 2 \theta=\frac{2 \operatorname{Re} \chi}{1-|\chi|^{2}} \tag{3.1}
\end{equation*}
$$

The ellipticity is defined in the following manner:

$$
\begin{equation*}
\eta=\frac{1}{2} \arcsin \frac{2 \operatorname{Im} \chi}{1+|\chi|^{2}} . \tag{3.2}
\end{equation*}
$$

The signs of $\theta$ and $\eta$ correspond to the direction of observation of the wave vector $\mathbf{k}^{(r)}$. If $0<\eta<\pi / 4$, the wave has left-elliptic polarization, and if $-\pi / 4<\eta<0$, it has rightelliptic polarization. In the case of linear polarization $(\eta$ $=0$ ), the condition $\operatorname{Im} \chi=0$ should hold. Circular polarization corresponds to $\eta=\pi / 4$ (left) and $\eta=-\pi / 4$ (right). These definitions clearly also apply to the nonlinear polar and meridional Kerr effects if the quantities appearing in (3.1) and (3.2) are construed as those pertaining to the second harmonic. We note that the signs of $\theta$ and $\eta$ also depend on the representation of the plane wave.

The definition of the equatorial Kerr effect as the relative change $\delta=\left(I-I_{0}\right) / I_{0}$ in the intensity of a reflected wave in
response to passage of the medium from a state with uniform magnetization $(I)$ to a state without magnetization $\left(I_{0}\right)$ is convenient only for a wave with the frequency $\omega$. The analogous definition for the nonlinear case, which was used in Ref. 24, gives an unbounded increase in $\widetilde{\delta}$ as the angle of incidence decreases. It is therefore more convenient to use the definition

$$
\begin{equation*}
\widetilde{\delta}=\left(I-I_{0}\right) /\left(I+I_{0}\right) . \tag{3.3}
\end{equation*}
$$

We shall also define the linear equatorial effect by analogy with (3.3).

To examine the nonlinear magneto-optical Kerr effects we must use the results of the solution of the linear problem: the reflection matrix and the representations of the normal modes in a magnetic medium for the orientations of $\mathbf{m}$ which appear in the definitions of the linear Kerr effects. In this case the dielectric tensor of the magnetic medium is ${ }^{25}$

$$
\hat{\varepsilon}(\omega)=n^{2}\left[\begin{array}{ccc}
1 & -i m_{3} Q & i m_{2} Q  \tag{3.4}\\
i m_{3} Q & 1 & -i m_{1} Q \\
-i m_{2} Q & i m_{1} Q & 1
\end{array}\right]
$$

where $n$ is the complex refractive index $(\operatorname{Im} n>0)$, and $Q$ is the magneto-optical parameter, which depends linearly on magnetization. The magnetic permeability is assumed to be equal to unity.

An incident wave $\mathbf{E}^{(i)}=\mathbf{E}_{0}^{(i)} \exp \left[i\left(\mathbf{k}^{(i)} \mathbf{x}-\omega t\right)\right]$ and a reflected wave $\mathbf{E}^{(r)}=\mathbf{E}_{0}^{(r)} \times \exp \left[i\left(\mathbf{k}^{(r)} \mathbf{x}-\omega t\right)\right]$, which propagates in a transparent medium $\left(x_{3}<0\right)$ with the refractive index $n_{0}(\omega)$, can be represented in the form of waves with $s$ and $p$ polarization, which are related to one another through the reflection matrix

$$
\left[\begin{array}{c}
E_{s}^{(r)}  \tag{3.5}\\
E_{p}^{(r)}
\end{array}\right]=\left[\begin{array}{ll}
r_{s s} & r_{s p} \\
r_{p s} & r_{p p}
\end{array}\right]\left[\begin{array}{c}
E_{s}^{(i)} \\
E_{p}^{(i)}
\end{array}\right],
$$

whose elements depend on the optical parameters of the two media. In the semi-infinite region of the magnetic medium the two solutions of Fresnel's equation correspond to two normal modes. Knowledge of all three components of the electric field is needed for each of them.

## 4. REFLECTION MATRIX AND COMPLEX FIELD AMPLITUDES OF A WAVE AT THE FREQUENCY $\omega$

We next present the elements of the reflection matrix and the formulas for the complex field amplitudes appearing in the definition (2.2) of the nonlinear surface polarization ${ }^{25}$ for the three directions of $\mathbf{m}$ (Fig. 1).

### 4.1. Polar geometry, $\mathbf{m}=(\mathbf{0}, \mathbf{0}, \mathbf{1})$

The magnetization is orthogonal to the surface of the medium and lies in the plane of incidence. The elements of the reflection matrix are

$$
\begin{align*}
& r_{s s}=\frac{X^{-}}{X^{+}}, \quad r_{p p}=\frac{Y^{-}}{Y^{+}},  \tag{4.1}\\
& r_{s p}=-r_{p s}=\frac{i n_{0} n^{2} Q}{X^{+} Y^{+}} \cos \varphi, \tag{4.2}
\end{align*}
$$

where $X^{ \pm}=n_{0} \cos \varphi \pm \sqrt{n^{2}-\alpha^{2}}, \quad Y^{ \pm}=n_{0} \sqrt{n^{2}-\alpha^{2}} \pm n^{2} \cos \varphi$, and $\alpha=n_{0} \sin \varphi$.

The components of the electric field in the magnetic medium are

$$
\begin{align*}
& E_{1}=\frac{2 n_{0} \cos \varphi}{X^{+}}\left[E_{s}^{(i)}+\frac{i n^{2} Q}{2 Y^{+}} E_{p}^{(i)}\right] \\
& E_{2}=\frac{2 n_{0} \cos \varphi}{Y^{+}}\left[\sqrt{n^{2}-\alpha^{2}} E_{p}^{(i)}-\frac{i n^{2} Q \cos \varphi}{2 X^{+}} E_{s}^{(i)}\right]  \tag{4.3}\\
& E_{3}=-\frac{2 n_{0} \alpha \cos \varphi}{Y^{+}}\left[E_{p}^{(i)}+\frac{i n_{0} Q}{2 X^{+}} E_{s}^{(i)}\right]
\end{align*}
$$

If the incident wave has linear polarization, the reflected wave will have elliptic polarization with the major axis of the polarization ellipse turned through a certain angle, which is determined from (3.1).

### 4.2. Meridional geometry, $\mathbf{m}=(0,1,0)$

The magnetization is parallel to the surface of the medium and lies in the plane of incidence. This effect, like the polar effect, consists of the appearance of ellipticity and rotation of the polarization plane of the reflected wave if the incident wave is linearly polarized. The elements $r_{s s}$ and $r_{p p}$ are determined from (4.1), and

$$
\begin{equation*}
r_{s p}=r_{p s}=\frac{i \alpha n_{0} n^{2} Q \cos \varphi}{X^{+} Y^{+} \sqrt{n^{2}-\alpha^{2}}} . \tag{4.4}
\end{equation*}
$$

The components of the electric field in the magnetic medium are

$$
\begin{align*}
& E_{1}=\frac{2 n_{0} \cos \varphi}{X^{+}}\left[E_{s}^{(i)}+\frac{i \alpha n^{2} Q}{2 Y^{+} \sqrt{n^{2}-\alpha^{2}}} E_{p}^{(i)}\right], \\
& E_{2}=\frac{2 n_{0} \cos \varphi}{Y^{+}}\left[\sqrt{n^{2}-\alpha^{2}} E_{p}^{(i)}+\frac{i \alpha n^{2} Q \cos \varphi}{2 X^{+} \sqrt{n^{2}-\alpha^{2}}} E_{s}^{(i)}\right],  \tag{4.5}\\
& E_{3}=-\frac{2 n_{0} \cos \varphi}{Y^{+}}\left[\alpha E_{p}^{(i)}-\frac{i Q}{X^{+}}\left(Y^{+}+\frac{\alpha^{2} n_{0}}{2 \sqrt{n^{2}-\alpha^{2}}}\right) E_{s}^{(i)}\right] .
\end{align*}
$$

### 4.3. Equatorial geometry, $m=(1,0,0)$

The magnetization is parallel to the surface of the medium and orthogonal to the plane of incidence. The equality $r_{s p}=r_{p s}=0$ signifies that the reflected wave has the same polarization as the incident wave. The element $r_{s s}$ is determined from (4.1), and the other diagonal element is

$$
\begin{equation*}
r_{p p}=\frac{Y^{-}}{Y^{+}}\left[1-\frac{i n_{0}^{2} n^{2} Q}{Y^{-} Y^{+}} \sin 2 \varphi\right] \tag{4.6}
\end{equation*}
$$



FIG. 2. Waves with the frequency $\omega_{s}$ governed by the nonlinear surface polarization $\mathbf{P}$.

The complex amplitudes of the field in the magnetic medium are
$E_{1}=\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}$,
$E_{2}=\frac{2 n_{0} \cos \varphi}{Y^{+}}\left[\sqrt{n^{2}-\alpha^{2}}-\frac{i \alpha n^{2} Q}{Y^{+}} \cos \varphi\right] E_{p}^{(i)}$,
$E_{3}=-\frac{2 n_{0} \cos \varphi}{Y^{+}}\left[\alpha+\frac{i n^{2} Q}{Y^{+}}\left(n_{0}+\sqrt{n^{2}-\alpha^{2}} \cos \varphi\right)\right] E_{p}^{(i)}$.
The equatorial effect clearly takes place only for oblique incidence.

## 5. NORMAL MODES WITH A FREQUENCY OF $2 \omega$

The surface polarization $\quad \mathbf{P}=\left(\mathbf{P}_{0}+\mathbf{P}_{m}\right) \exp \left[i\left(k_{0 s} \alpha x_{2}\right.\right.$ $\left.\left.-\omega_{s} t\right)\right]$, where $\omega_{s}=2 \omega$ and the wave number $k_{0 s}=\omega_{s} / c$, is a source of plane waves with a frequency $\omega_{s}$, which are damped in the semi-infinite magnetic medium (Fig. 2). To find the polarization state of these waves, Maxwell's equation must be solved in the two regions.

In the region of the magnetic medium $\left(x_{3}>0\right)$

$$
\begin{equation*}
\operatorname{curl} \tilde{\mathbf{H}}=-i \omega_{s} \varepsilon_{0} \hat{\varepsilon}\left(\omega_{s}\right) \widetilde{\mathbf{E}}, \quad \operatorname{curl} \tilde{\mathbf{E}}=i \omega_{s} \mu_{0} \tilde{\mathbf{H}} \tag{5.1}
\end{equation*}
$$

Here the dielectric tensor

$$
\hat{\varepsilon}\left(\omega_{s}\right)=\widetilde{n}^{2}\left[\begin{array}{ccc}
1 & -i m_{3} \widetilde{Q} & i m_{2} \widetilde{Q} \\
-i m_{3} \widetilde{Q} & 1 & -i m_{1} \widetilde{Q} \\
-i m_{2} \widetilde{Q} & i m_{1} \widetilde{Q} & 1
\end{array}\right]
$$

contains the refractive index $\tilde{n}=n\left(\omega_{s}\right)$ and the magnetooptical parameter $\widetilde{Q}=Q\left(\omega_{s}\right)$.

In the region of the transparent medium $\left(x_{3}<0\right)$ with the refractive index $\tilde{n}_{0}=n_{0}\left(\omega_{s}\right)$

$$
\begin{equation*}
\operatorname{curl} \widetilde{\mathbf{H}}=-i \omega_{s} \varepsilon_{0} \tilde{n}_{0}^{2} \widetilde{\mathbf{E}}, \quad \operatorname{curl} \widetilde{\mathbf{E}}=i \omega_{s} \mu_{0} \tilde{\mathbf{H}} \tag{5.2}
\end{equation*}
$$

The boundary conditions at the surface ( $x_{3}=0$ ) can be obtained as was done in Ref. 33. The following relations are obtained as a result:

$$
\begin{align*}
& \widetilde{E}_{1}^{+}-\widetilde{E}_{1}^{-}=0, \quad \widetilde{E}_{2}^{+}-\widetilde{E}_{2}^{-}=-i \alpha \tilde{n}^{-2} k_{0 s} \varepsilon_{0}^{-1} P_{3}, \\
& \widetilde{H}_{1}^{+}-\widetilde{H}_{1}^{-}=\omega_{s}\left(m_{1} \widetilde{Q} P_{3}-i P_{2}\right), \\
& \widetilde{H}_{2}^{+}-\widetilde{H}_{2}^{-}=\omega_{s}\left(m_{2} \widetilde{Q} P_{3}+i P_{1}\right) . \tag{5.3}
\end{align*}
$$

Equations (5.1), whose solution has the form of a plane wave $\widetilde{\mathbf{E}}=\widetilde{\mathbf{E}}_{0} \exp \left[i\left(\mathbf{k x}-\omega_{s} t\right)\right]$ with a wave vector $\mathbf{k}=k_{0 s}(0, \alpha, \gamma)$, reduce to the following wave equation in matrix form:

$$
\left[\begin{array}{ccc}
\alpha^{2}+\gamma^{2}-\tilde{n}^{2} & i \tilde{n}^{2} m_{3} \widetilde{Q} & -i \tilde{n}^{2} m_{2} \widetilde{Q}  \tag{5.4}\\
-i \tilde{n}^{2} m_{3} \widetilde{Q} & \gamma^{2}-\tilde{n}^{2} & -\alpha \gamma+i \tilde{n}^{2} m_{1} \widetilde{Q} \\
i \tilde{n}^{2} m_{2} \widetilde{Q} & -\alpha \gamma-i \tilde{n}^{2} m_{1} \widetilde{Q} & \alpha^{2}-\tilde{n}^{2}
\end{array}\right]\left[\begin{array}{c}
\widetilde{E}_{1} \\
\widetilde{E}_{2} \\
\widetilde{E}_{3}
\end{array}\right]=0 .
$$

This equation can be solved only for values of $\gamma$ which are solutions of Fresnel's equation

$$
\begin{align*}
\gamma^{4}- & {\left[2\left(\tilde{n}^{2}-\alpha^{2}\right)-\tilde{n}^{2} \widetilde{Q}^{2}\left(1-m_{3}^{2}\right)\right] \gamma^{2}-2 \tilde{n}^{2} \widetilde{Q}^{2} m_{2} m_{3} \alpha \gamma } \\
& +\left(\tilde{n}^{2}-\alpha^{2}\right)^{2}-\tilde{n}^{2} \widetilde{Q}^{2}\left[\tilde{n}^{2}-\left(1-m_{2}^{2}\right) \alpha^{2}\right]=0 . \tag{5.5}
\end{align*}
$$

Since the medium is assumed to be semi-infinite, of the four roots of Eq. (5.5) only those which correspond to two waves departing from the surface, i.e., normal modes, have physical meaning. Their form depends on the direction of $\mathbf{m}$. We next present representations of the normal modes in the first approximation with respect to $\widetilde{Q}$ for the orientations of $\mathbf{m}$ which correspond to the definitions of the three magnetooptical Kerr effects.
agraph *Polar effect, $\mathbf{m}=(0,0,1)$. It follows from (5.5) that

$$
\gamma_{1,2}=\sqrt{\tilde{n}^{2}-\alpha^{2}} \mp \frac{1}{2} \tilde{n} \widetilde{Q},
$$

and Eq. (5.4) gives two modes

$$
\begin{align*}
\widetilde{\mathbf{E}}^{(1,2)} & =\widetilde{\mathbf{E}}_{02}^{(1,2)} \exp \left(i \tilde{\mathbf{k}}^{(1,2)} \mathbf{x}\right)\left( \pm \xi, 1,-\alpha\left(\tilde{n}^{2}-\alpha^{2}\right)^{-1} \gamma_{1,2}\right),  \tag{5.6}\\
\widetilde{\mathbf{H}}^{(1,2)} & =\frac{\xi k_{0 s} \widetilde{\mathbf{E}}_{02}^{(1,2)}}{\omega_{s} \mu_{0}} \exp \left(i \tilde{\mathbf{k}}^{(1,2)} \mathbf{x}\right)\left(\xi \gamma_{1,2}, \pm \gamma_{1,2}, \mp \alpha\right),
\end{align*}
$$

where $\xi=i \tilde{n} \sqrt{\tilde{n}^{2}-\alpha^{2}}, \tilde{\mathbf{k}}^{(j)}=k_{0 s}\left(0, \alpha, \gamma_{j}\right)$, the upper sign corresponds to the first mode, and the lower sign corresponds to the second mode.
agraph *Meridional effect, $\mathbf{m}=(0,1,0)$. To find the normal modes from (5.4) we need the exact values of

$$
\gamma_{1,2}=\sqrt{\tilde{n}^{2}-\alpha^{2}-\frac{1}{2} \tilde{n}^{2} \widetilde{Q}^{2} \mp \tilde{n} \widetilde{Q} \sqrt{\alpha^{2}+\frac{1}{4} \tilde{n}^{2} \widetilde{Q}^{2}}} .
$$

Then

$$
\begin{align*}
\widetilde{\mathbf{E}}^{(1,2)}= & \widetilde{\mathbf{E}}_{02}^{(1,2)} \exp \left(i \tilde{\mathbf{k}}^{(1,2)} \mathbf{x}\right) \\
& \times\left(\frac{i \tilde{n}^{2} \widetilde{Q}\left(\tilde{n}^{2}-\gamma_{1,2}^{2}\right)}{\alpha \gamma_{1,2}\left(\tilde{n}^{2}-\alpha^{2}-\gamma_{1,2}^{2}\right)}, 1, \frac{\tilde{n}^{2}-\gamma_{1,2}^{2}}{\alpha \gamma_{1,2}}\right), \tag{5.7}
\end{align*}
$$

$$
\begin{aligned}
\widetilde{\mathbf{H}}^{(1,2)}= & \frac{k_{0 s} \widetilde{\mathbf{E}}_{02}^{(1,2)}}{\omega_{s} \mu_{0}} \\
& \times \exp \left(i \tilde{\mathbf{k}}^{(1,2)} \mathbf{x}\right)\left(-\frac{\tilde{n}^{2}}{\gamma_{1,2}}, \frac{i \tilde{n}^{2} \widetilde{Q}\left(\tilde{n}^{2}-\gamma_{1,2}^{2}\right)}{\alpha\left(\tilde{n}^{2}-\alpha^{2}-\gamma_{1,2}^{2}\right)},\right. \\
& \left.-\frac{i \tilde{n}^{2} \widetilde{Q}\left(\tilde{n}^{2}-\gamma_{1,2}^{2}\right)}{\gamma_{1,2}\left(\tilde{n}^{2}-\alpha^{2}-\gamma_{1,2}^{2}\right)}\right) .
\end{aligned}
$$

Equatorial effect, $\mathbf{m}=(1,0,0)$. It follows from (5.5) that

$$
\gamma_{1,2} \approx \gamma=\sqrt{\tilde{n}^{2}-\alpha^{2}}
$$

and the normal modes are

$$
\begin{align*}
& \widetilde{\mathbf{E}}^{(1)}=\widetilde{\mathbf{E}}_{01}^{(1)} \exp (i \tilde{\mathbf{k}} \mathbf{x})(1,0,0), \\
& \widetilde{\mathbf{H}}^{(1)}=\frac{k_{0 s} \widetilde{\mathbf{E}}_{01}^{(1)}}{\omega_{s} \mu_{0}} \exp (i \tilde{\mathbf{k}} \mathbf{x})(0, \gamma,-\alpha),  \tag{5.8}\\
& \widetilde{\mathbf{E}}^{(2)}=\widetilde{\mathbf{E}}_{02}^{(2)} \exp (i \tilde{\mathbf{k}} \mathbf{x})\left(0,1,-\frac{\alpha \gamma+i \tilde{n}^{2} \widetilde{Q}}{\widetilde{n}^{2}-\alpha^{2}}\right), \\
& \widetilde{\mathbf{H}}^{(2)}=\frac{k_{0 s} \widetilde{\mathbf{E}}_{02}^{(2)}}{\omega_{s} \mu_{0}} \exp (i \tilde{\mathbf{k}} \mathbf{x})\left(\frac{\tilde{n}^{2}(\gamma+i \alpha \widetilde{Q})}{\tilde{n}^{2}-\alpha^{2}}, 0,0\right) .
\end{align*}
$$

Here the first mode has $s$ polarization, and the vector $\widetilde{\mathbf{E}}^{(2)}$ lies in the plane of incidence, but is not orthogonal to the wave vector.

It follows from (5.2) that only one plane wave $\widetilde{\mathbf{E}}^{(r)}=\widetilde{\mathbf{E}}_{0}^{(r)} \exp \left[i\left(\tilde{\mathbf{k}} \mathbf{x}-\omega_{s} t\right)\right] \quad$ with the wave vector $\widetilde{k}^{(r)}$ $=k_{0 s} \tilde{n}_{0}(0, \sin \psi, \cos \psi)$ propagates in the transparent medium $\left(x_{3}<0\right)$ (Fig. 2). In contrast with the normal modes in the magnetic medium, this wave can be represented in the form of a superposition of waves with $s$ and $p$ polarization. In particular, at the surface

$$
\begin{align*}
& \widetilde{\mathbf{E}}^{(r)}=\left(\widetilde{\mathbf{E}}_{s}^{(r)}, \widetilde{\mathbf{E}}_{p}^{(r)} \cos \psi, \widetilde{\mathbf{E}}_{p}^{(r)} \sin \psi\right),  \tag{5.9}\\
& \widetilde{\mathbf{H}}^{(r)}=\frac{k_{0 s} \tilde{n}_{0}}{\omega_{s} \mu_{0}}\left(\widetilde{\mathbf{E}}_{p}^{(r)},-\widetilde{\mathbf{E}}_{s}^{(r)} \cos \psi,-\widetilde{\mathbf{E}}_{s}^{(r)} \sin \psi\right) .
\end{align*}
$$

The boundary conditions (5.3) are satisfied if the relation

$$
\begin{equation*}
\sin \psi=\frac{n_{0}}{\tilde{n}_{0}} \sin \varphi \tag{5.10}
\end{equation*}
$$

which can be called the reflection law for a wave with the frequency $\omega_{s}$, holds. If the refractive index of the transparent medium does not depend on frequency, we have $\psi=\varphi$.

## 6. NONLINEAR POLAR KERR EFFECT

In the case $\mathbf{m}=(0,0,1)$ the expressions (5.6) for the normal modes and the boundary conditions (5.3) give the following representations of the $s$ and $p$ components of the reflected wave with the frequency $\omega_{s}$ in terms of the components of the nonlinear surface polarization:


FIG. 3. Polarization plane rotation angle and ellipticity for the nonlinear (solid lines) and linear (dashed lines, to which the right-hand scale refers) polar (a) and meridional (b) Kerr effects for $s$ and $p$ polarization of the incident wave.

$$
\begin{align*}
& \widetilde{E}_{s}^{(r)}=\frac{i k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}}\left[P_{1}+\frac{i \widetilde{Q}}{2 \widetilde{Y}^{+}}\left(P_{2} \tilde{n}^{2} \cos \psi-\alpha \tilde{n}_{0} P_{3}\right)\right],  \tag{6.1}\\
& \widetilde{E}_{p}^{(r)}=\frac{i k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left[\sqrt{\tilde{n}^{2}-\alpha^{2}} P_{2}+\alpha P_{3}-\frac{i \tilde{n}^{2} \widetilde{Q}}{2 \widetilde{X}^{+}} P_{1}\right],
\end{align*}
$$

where $\tilde{X}^{+}=\tilde{n}_{0} \cos \psi+\sqrt{\tilde{n}^{2}-\alpha^{2}}, \quad \tilde{Y}^{+}=\tilde{n}_{0} \sqrt{\tilde{n}^{2}-\alpha^{2}}+\tilde{n}^{2} \cos \psi$, and $\alpha=n_{0} \sin \varphi$. According to (2.2), in the configuration of the polar Kerr effect the components of $\mathbf{P}$ are

$$
\begin{aligned}
& P_{1}=\chi_{1} E_{1} E_{3}+\left(\chi_{5}+\chi_{6}\right) E_{2} E_{3}, \\
& P_{2}=\chi_{1} E_{2} E_{3}-\left(\chi_{5}+\chi_{6}\right) E_{1} E_{3}, \\
& P_{3}=\chi_{2}\left(E_{1}^{2}+E_{2}^{2}\right)+\left(\chi_{1}+\chi_{2}\right) E_{3}^{2},
\end{aligned}
$$

where the complex amplitudes $E_{1}, E_{2}$, and $E_{3}$ are known from (4.3). Thus, the $s$ and $p$ components of the reflected wave with the frequency $\omega_{s}$ are now defined in terms of the $s$ and $p$ components of the incident wave $\mathbf{E}^{(i)}$ and the optical parameters of the medium. In particular, if the incident wave has $s$ polarization (Fig. 1), then

$$
\begin{align*}
& \widetilde{E}_{s}^{(r)}=\frac{\alpha k_{0 s}}{2 \varepsilon_{0} \widetilde{X}^{+}}\left(\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}\right)^{2}\left[\chi_{1} \frac{n_{0} Q}{Y^{+}}+\chi_{2} \frac{\tilde{n}_{0} \widetilde{Q}}{\widetilde{Y}_{(6.2)}^{+}}\right],  \tag{6.2}\\
& \widetilde{E}_{p}^{(r)}=\frac{i \alpha k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}\right)^{2} \chi_{2},
\end{align*}
$$

and if it has $p$ polarization, then

$$
\begin{aligned}
\widetilde{E}_{s}^{(r)}= & \frac{\alpha k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}}\left(\frac{2 n_{0} \cos \varphi}{Y^{+}} E_{p}^{(i)}\right)^{2} \\
& \times\left\{\frac{1}{2} \chi_{1}\left[\frac{n^{2} Q}{X^{+}}+\frac{\widetilde{Q}}{\widetilde{Y}^{+}}\left(\sqrt{n^{2}-\alpha^{2}} \widetilde{n}^{2} \cos \psi+\alpha^{2} \widetilde{n}_{0}\right)\right]\right. \\
& \left.+\chi_{2} \frac{\tilde{n}_{0} n^{2} \widetilde{Q}}{2 \widetilde{Y}^{+}}-i\left(\chi_{5}+\chi_{6}\right) \sqrt{n^{2}-\alpha^{2}}\right\} \\
\widetilde{E}_{p}^{(r)}= & -\frac{i \alpha k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{Y^{+}} E_{p}^{(i)}\right)^{2} \\
& \times\left[\chi_{1}\left(\sqrt{\left(\tilde{n}^{2}-\alpha^{2}\right)\left(n^{2}-\alpha^{2}\right)}-\alpha^{2}\right)-\chi_{2} n^{2}\right]
\end{aligned}
$$

In each case the reflected wave with the frequency $\omega_{s}$ is elliptically polarized. Substitution of the parameter $\tilde{\chi}$ found from (6.2) or (6.3) into (3.1) and (3.2) gives the results needed: the polarization plane rotation angle and the ellipticity for the second harmonic. In a first approximation with respect to the angle of incidence $\varphi$ the corresponding formulas for the complex angle $\widetilde{\theta}+i \tilde{\eta}$ are fairly compact. In fact, if the incident wave has $s$ polarization (Fig. 2) and $\widetilde{\theta}_{s}$ is measured from the direction for $p$ polarization ( $\tilde{\chi}$ $\left.=\widetilde{E}_{s}^{(r)} / \widetilde{E}_{p}^{(r)}\right)$, then

$$
\begin{equation*}
\tilde{\theta}_{s}+i \tilde{\eta}_{s}=\frac{1}{2 i}\left[\frac{n_{0} \tilde{n} Q}{n\left(n_{0}+n\right)} \frac{\chi_{1}}{\chi_{2}}+\frac{\tilde{n}_{0} \widetilde{Q}}{\tilde{n}_{0}+\tilde{n}}\right] . \tag{6.4}
\end{equation*}
$$

The Kerr angle $\widetilde{\theta}_{p}+i \tilde{\eta}_{p}$ ( $p$ polarization of the incident wave and $\left.\tilde{\chi}=\widetilde{E}_{s}^{(r)} / \widetilde{E}_{p}^{(r)}\right)$ in this approximation likewise does not depend on $\varphi$ :

$$
\begin{align*}
\widetilde{\theta}_{p}+i \tilde{\eta}_{p}= & i \tilde{n}\left\{\left[\frac{1}{2}\left(\frac{n Q}{n_{0}+n}+\widetilde{Q}\right)-i \frac{\chi_{5}+\chi_{6}}{\chi_{1}}\right]\right. \\
& \left.\times\left(\tilde{n}-n \frac{\chi_{2}}{\chi_{1}}\right)^{-1}-\frac{\tilde{n}_{0} \widetilde{Q}}{2 \tilde{n}\left(\tilde{n}_{0}+\tilde{n}\right)}\right\} . \tag{6.5}
\end{align*}
$$

As an example we present some characteristic plots of the polarization plane rotation angle and the ellipticity versus the angle of incidence $\varphi$ (Fig. 3a) for the linear $(\theta, \eta)$ and nonlinear $(\widetilde{\theta}, \tilde{\eta})$ Kerr effects when $\tilde{n}_{0}=n_{0}=1, \tilde{n}=n=2.36$ $\pm 3.48 i, \widetilde{Q}=Q=-0.034+0.003 i$ ( $n$ and $Q$ correspond to iron), $\quad \chi_{2} / \chi_{1}=0.1, \quad \chi_{j} / \chi_{1}=0.01 i, \quad \operatorname{Im} \chi_{1}=0, \quad$ and $j$ $=3, \ldots, 6$ (the values of these ratios are close to the values given in Refs. 34 and 35). For $s$ polarization of the incident wave, the direction for $p$ polarization was chosen as the direction for measuring the angle $\widetilde{\theta}_{s}$. As can be seen from the curves, the polarizations of the reflected waves with the frequencies $\omega$ and $\omega_{s}$ are nearly orthogonal in this case. It should be noted that in the case of normal incidence the nonlinear polarization $\mathbf{P}$ has only one nonzero component $P_{3}$, and, as follows from (6.1), (6.2), and (6.3), the reflected wave is totally absent since $\alpha=0$. However, the polarization factor $\tilde{\chi}$ is nonzero because of the linear dependence of the field components on $\alpha$. This means that as $\varphi \rightarrow 0$, the polarization plane rotation angle and the ellipticity can have fairly
large values (as can be seen from Fig. 3), while the intensity of the reflected wave becomes infinitesimally small.

## 7. NONLINEAR MERIDIONAL KERR EFFECT

If the incident wave is linearly polarized and $\mathbf{m}$ $=(0,1,0)$, the reflected waves with frequencies equal to $\omega$ and $\omega_{s}$ will be elliptically polarized with the major axes of the polarization ellipsoids turned through certain angles (Kerr rotation) relative to the $s$ polarization of these waves. In order to find the Kerr angle and the ellipticity for the second harmonic, we must substitute the expressions (5.7) for normal modes into the boundary conditions (5.3) and use (5.9). As a result, the $s$ and $p$ components of the reflected wave with the frequency $\omega_{s}$ will be as follows:

$$
\begin{align*}
\widetilde{E}_{s}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}}\left[P_{1}+\frac{i \alpha \tilde{n}^{2} \widetilde{Q} \cos \psi}{2 \widetilde{Y}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}} P_{2}\right. \\
& \left.-i Q\left(1+\frac{\alpha^{2} \tilde{n}_{0}}{2 \widetilde{Y}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}}\right) P_{3}\right],  \tag{7.1}\\
\widetilde{E}_{p}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left[\alpha P_{3}+\sqrt{\tilde{n}^{2}-\alpha^{2}} P_{2}+\frac{i \alpha \tilde{n}^{2} \widetilde{Q}}{2 \widetilde{X}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}} P_{1}\right],
\end{align*}
$$

where, according to (2.2), the components of the nonlinear surface polarization are

$$
\begin{aligned}
P_{1}= & \chi_{1} E_{1} E_{3}+\left(\chi_{3}+\chi_{4}\right) E_{1}^{2}+\left(\chi_{4}+\chi_{6}\right) E_{2}^{2} \\
& +\left(\chi_{4}-\chi_{5}\right) E_{3}^{2}, \\
P_{2}= & \chi_{1} E_{2} E_{3}+\left(\chi_{3}-\chi_{6}\right) E_{1} E_{2}, \\
P_{3}= & \chi_{2}\left(E_{1}^{2}+E_{2}^{2}\right)+\left(\chi_{1}+\chi_{2}\right) E_{3}^{2}+\left(\chi_{3}+\chi_{5}\right) E_{1} E_{3},
\end{aligned}
$$

and the complex amplitudes $E_{1}, E_{2}$, and $E_{3}$ can be found from (4.5).

If the incident wave has $s$ polarization, then

$$
\begin{align*}
\widetilde{E}_{s}^{(r)}= & -\frac{k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}}\left(\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}\right)^{2} \\
& \times\left[\chi_{1} Q\left(1+\frac{\alpha^{2} n_{0}}{2 Y^{+} \sqrt{n^{2}-\alpha^{2}}}\right)\right. \\
& \left.-\chi_{2} \widetilde{Q}\left(1+\frac{\alpha^{2} \tilde{n}_{0}}{2 \widetilde{Y}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}}\right)-i\left(\chi_{3}+\chi_{4}\right)\right],  \tag{7.2}\\
\widetilde{E}_{p}^{(r)}= & \frac{i \alpha k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}\right)^{2} \chi_{2},
\end{align*}
$$

and if it has $p$ polarization, then

$$
\begin{align*}
\widetilde{E}_{s}^{(r)}= & \frac{k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}}\left(\frac{2 n_{0} \cos \varphi}{Y^{+}} E_{p}^{(i)}\right)^{2} \\
& \times\left\{\chi _ { 1 } \left[\alpha^{2} \widetilde{Q}\left(1+\frac{\alpha^{2} \widetilde{n}_{0}+\tilde{n}^{2} \sqrt{n^{2}-\alpha^{2}} \cos \psi}{2 \widetilde{Y}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}}\right)\right.\right. \\
& \left.+\frac{\alpha^{2} n^{2} Q}{2 X^{+} \sqrt{n^{2}-\alpha^{2}}}\right]+\chi_{2} n^{2} \widetilde{Q}\left(1+\frac{\alpha^{2} \tilde{n}_{0}}{2 \widetilde{Y}^{+} \sqrt{\tilde{n}^{2}-\alpha^{2}}}\right) \\
& \left.+i \chi_{4} n^{2}-i \chi_{5} \alpha^{2}+i \chi_{6}\left(n^{2}-\alpha^{2}\right)\right\},  \tag{7.3}\\
\widetilde{E}_{p}^{(r)}= & \frac{i \alpha k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{Y^{+}} E_{p}^{(i)}\right)^{2} \\
& \times\left[\chi_{1}\left(\alpha^{2}-\sqrt{\left(\tilde{n}^{2}-\alpha^{2}\right)\left(n^{2}-\alpha^{2}\right)}\right)+\chi_{2} n^{2}\right] .
\end{align*}
$$

Determining the polarization factor $\tilde{\chi}$ from (7.1) or (7.2) and (7.3) and substituting it into (3.1) and (3.2), we can easily obtain the polarization plane rotation angle $\widetilde{\theta}$ and the ellipticity $\tilde{\eta}$ of the reflected wave. For small values of $\varphi$ and $s$ polarization of the incident wave we have

$$
\begin{equation*}
\tilde{\chi}=-\frac{\widetilde{E}_{p}^{(r)}}{\widetilde{E}_{s}^{(r)}}=\frac{i n_{0} \varphi}{\tilde{n}} \frac{\chi_{2}}{\chi_{1} Q-\chi_{2} \widetilde{Q}-i\left(\chi_{3}+\chi_{4}\right)}, \tag{7.4}
\end{equation*}
$$

and for $p$ polarization we have

$$
\begin{equation*}
\tilde{\chi}=\frac{\widetilde{E}_{s}^{(r)}}{\widetilde{E}_{p}^{(r)}}=\frac{n \tilde{n}}{i \tilde{n}_{0} \varphi} \frac{\chi_{2} \widetilde{Q}+i\left(\chi_{4}+\chi_{6}\right)}{\chi_{2} n-\chi_{1} \tilde{n}} . \tag{7.5}
\end{equation*}
$$

In Fig. 3b both $\widetilde{\theta}$ and $\tilde{\eta}$ depend on the polarization of the incident wave and the angle of incidence in the case of the linear and nonlinear meridional Kerr effects. We used the same values of the required parameters as those used to construct the plots in Fig. 3a.

## 8. NONLINEAR EQUATORIAL KERR EFFECT

To calculate the intensities appearing in the definition (3.3) of this effect we need the complex amplitudes $\widetilde{E}_{s}^{(r)}$ and $\widetilde{E}_{p}^{(r)}$, which are found after plugging the normal modes (5.8) into the boundary conditions (5.3) for $\mathbf{m}=(1,0,0)$ :

$$
\begin{align*}
\widetilde{E}_{p}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left\{\sqrt{\tilde{n}^{2}-\alpha^{2}} P_{2}+\alpha P_{3}-\frac{i \tilde{n}^{2} \widetilde{Q}}{\widetilde{Y}^{+}}\right. \\
& \left.\times\left[\alpha \cos \psi P_{2}-\left(\tilde{n}_{0}+\sqrt{\tilde{n}^{2}-\alpha^{2}} \cos \psi\right) P_{3}\right]\right\},  \tag{8.1}\\
\widetilde{E}_{s}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \widetilde{X}^{+}} P_{1},
\end{align*}
$$

where, as follows from (2.2), the components of the nonlinear polarization

$$
\begin{aligned}
P_{1}= & \chi_{1} E_{1} E_{3}-\left(\chi_{3}-\chi_{6}\right) E_{1} E_{2}, \\
P_{2}= & \chi_{1} E_{2} E_{3}-\left(\chi_{4}+\chi_{6}\right) E_{1}^{2}-\left(\chi_{3}+\chi_{4}\right) E_{2}^{2} \\
& -\left(\chi_{4}-\chi_{5}\right) E_{3}^{2}, \\
P_{3}= & \chi_{2}\left(E_{1}^{2}+E_{2}^{2}\right)+\left(\chi_{1}+\chi_{2}\right) E_{3}^{2}-\left(\chi_{3}+\chi_{5}\right) E_{2} E_{3}
\end{aligned}
$$

are specified in terms of the complex amplitudes $E_{1}, E_{2}$, and $E_{3}$, in accordance with (4.7). Regardless of whether the incident wave has $s$ or $p$ polarization, the relation $\widetilde{E}_{s}^{(r)}=0$ holds; i.e., the reflected wave with the frequency $\omega_{s}$ will have only a $p$ component (see Fig. 2). This property is also observed in the case of films, as has been confirmed experimentally. ${ }^{7}$ If the incident wave has $s$ polarization, then

$$
\begin{align*}
\widetilde{E}_{p}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \widetilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{X^{+}} E_{s}^{(i)}\right)^{2}\left\{\chi _ { 2 } \left[\alpha+\frac{i \tilde{n}^{2} \widetilde{Q}}{\widetilde{Y}^{+}}\right.\right. \\
& \left.\left.\times\left(\tilde{n}+\sqrt{\tilde{n}^{2}-\alpha^{2}} \cos \psi\right)\right]-\left(\chi_{4}+\chi_{6}\right) \sqrt{\tilde{n}^{2}-\alpha^{2}}\right\}, \tag{8.2}
\end{align*}
$$

and for $p$ polarization we have

$$
\begin{align*}
\widetilde{E}_{p}^{(r)}= & \frac{i k_{0 s}}{\varepsilon_{0} \tilde{Y}^{+}}\left(\frac{2 n_{0} \cos \varphi}{Y^{+}} E_{p}^{(i)}\right)^{2} \\
& \times\left\{\chi _ { 1 } \left[-i n^{2} Q\left(\sqrt{\tilde{n}^{2}-\alpha^{2}}\left(1-\frac{2 \alpha^{2} \cos \varphi}{Y^{+}}\right)\right.\right.\right. \\
& \left.\left.-\frac{2 \alpha^{2}}{Y^{+}}\left(n_{0}+\sqrt{n^{2}-\alpha^{2}} \cos \varphi\right)\right)\right] \\
& +\alpha\left[\alpha^{2}-\sqrt{\left(\tilde{n}^{2}-\alpha^{2}\right)\left(n^{2}-\alpha^{2}\right)}\right] \\
& +\frac{i \alpha^{2} \tilde{n}^{2} \widetilde{Q}}{\tilde{Y}^{+}}\left[\tilde{n}_{0}+\left(\sqrt{\tilde{n}^{2}-\alpha^{2}}+\sqrt{n^{2}-\alpha^{2}}\right) \cos \psi\right] \\
& +\chi_{2} n^{2}\left[\alpha+\frac{2 i \alpha^{2} n_{0} Q}{Y^{+}}+\frac{i \tilde{n}^{2} \widetilde{Q}}{\widetilde{Y}^{+}}\right. \\
& \left.\times\left(\tilde{n}_{0}+\sqrt{\tilde{n}^{2}-\alpha^{2}} \cos \psi\right)\right]+\chi_{3} \sqrt{\tilde{n}^{2}-\alpha^{2}}\left[\alpha^{2}\right. \\
& \left.-\sqrt{\left(\tilde{n}^{2}-\alpha^{2}\right)\left(n^{2}-\alpha^{2}\right)}\right]-\chi_{4} n^{2} \sqrt{\tilde{n}^{2}-\alpha^{2}} \\
& \left.+\chi_{5} \alpha^{2}\left(\sqrt{\tilde{n}^{2}-\alpha^{2}}+\sqrt{n^{2}-\alpha^{2}}\right)\right\} . \tag{8.3}
\end{align*}
$$

In order to determine the intensity of the reflected wave $I_{0}$, all the magnetization-dependent parameters ( $Q, \widetilde{Q}, \chi_{3}, \ldots, \chi_{6}$ ) must be set equal to zero.

After calculating the intensity from (8.1) or (8.2) and (8.3) and substituting it into (3.3), we obtain the characteristic $\widetilde{\delta}$ of the nonlinear equatorial Kerr effect. We note that the asymptotic expansion $\widetilde{\delta}=1+O\left(\varphi^{2}\right)$ holds as $\varphi \rightarrow 0$, while the relative change in intensity $\left(I-I_{0}\right) / I_{0} \propto \varphi^{-2}$.

Figure 4 shows plots of $\widetilde{\delta}$ versus $\varphi$ for $s$ and $p$ polarizations of the incident wave. The characteristic $\delta$ of the linear


FIG. 4. Dependence of the nonlinear (solid lines) and linear (dashed line, right-hand scale) equatorial Kerr effects on the angle of incidence and polarization of the incident wave.
equatorial effect was determined in a similar manner for comparison. All the parameters correspond to those for which the plots in Fig. 3 were constructed.

## 9. CONCLUSIONS

The principal results of this work include the analytical expressions found for a semi-infinite magnetic medium, which characterize the $s$ and $p$ components of the reflected second-harmonic wave in terms of optical and magnetooptical parameters of the media provided the uniformmagnetization directions correspond to the three directions which were adopted in the classification of the linear magneto-optical Kerr effects. All the results are given in the linear approximation with respect to the magnetizationdependent parameters. Equations which relate the $s$ and $p$ components of the reflected second-harmonic wave to the nonlinear surface electric polarization have been obtained. This made it possible to determine the polarization plane rotation angle (the Kerr rotation) and ellipticity of that wave for arbitrary polarization of the incident wave.

Expressions which characterize the nonlinear magnetooptical Kerr effects, viz., the polar, meridional, and equatorial effects, have been found. Plots of these effects as functions of the angle of incidence for incident waves with $s$ or $p$ polarization have been presented for known values of the parameters. It has been shown that they significantly surpass the corresponding linear magneto-optical Kerr effects. Although application of the method described here to layered media would be of greater interest, the results which we obtained can be useful for illustrating the features of the nonlinear magneto-optical Kerr effects.

[^10]${ }^{2)}$ The nonlinear equatorial Kerr effect was also considered for small angles of incidence in Refs. 24 and 25.
${ }^{1}$ Ru-Pin Pan, H. D. Wei, and Y. R. Shen, Phys. Rev. B 39, 1229 (1989).
${ }^{2}$ J. Reif, J. C. Zink, C. M. Schneider, and J. Kirschner, Phys. Rev. Lett. 67, 2878 (1991).
${ }^{3}$ G. Spierings, V. Koutsos, H. A. Wierenga, M. W. J. Prins, D. Abraham, and T. Rasing, Surf. Sci. 287, 747 (1993).
${ }^{4}$ U. Pustogowa, W. Hübner, and K. H. Bennemann, Phys. Rev. B 49, 10031 (1994).
${ }^{5}$ H. A. Wierenga, W. de Jong, M. W. J. Prins, T. Rasing, R. Vollmer, A. Kirilyuk, H. Schwabe, and J. Kirschner, Phys. Rev. Lett. 74, 1462 (1995).
${ }^{6}$ B. Koopmans, M. Groot Koerkamp, T. Rasing, and H. van den Berg, Phys. Rev. Lett. 74, 3692 (1995).
${ }^{7}$ R. Vollmer, A. Kirilyuk, H. Schwabe, J. Kirschner, H. A. Wierenga, W. de Jong, and T. Rasing, J. Magn. Magn. Mater. 148, 295 (1995).
${ }^{8}$ G. Spierings, V. Koutsos, H. A. Wierenga, M. W. J. Prins, D. Abraham, and T. Rasing, J. Magn. Magn. Mater. 121, 109 (1993).
${ }^{9}$ H. A. Wierenga, M. W. J. Prins, and T. Rasing, Physica B 204, 281 (1995).
${ }^{10}$ T. M. Crawford, C. T. Rogers, T. J. Silva, and Y. K. Kim, J. Appl. Phys. 81, 4354 (1997).
${ }^{11}$ T. M. Crawford, C. T. Rogers, T. J. Silva, and Y. K. Kim, IEEE Trans. Magn. MAG-38, 3598 (1997).
${ }^{12}$ H. A. Wierenga, W. de Jong, M. W. J. Prins, T. Rasing, R. Vollmer, A. Kirilyuk, H. Schwabe, and J. Kirschner, Phys. Rev. Lett. 74, 1462 (1995).
${ }^{13}$ T. A. Luce, W. Hübner, and K. H. Bennemann, Phys. Rev. Lett. 77, 2810 (1996).
${ }^{14}$ A. Kirilyuk, T. Rasing, R. Megy, and P. Beauvillain, Phys. Rev. Lett. 77, 4608 (1996).
${ }^{15}$ N. N. Akhmediev and A. K. Zvezdin, JETP Lett. 38, 196 (1983).
${ }^{16}$ N. N. Akhmediev, S. B. Borisov, A. K. Zvezdin, I. L. Lyubchanskiĭ, and

Yu. V. Melikhov, Fiz. Tverd. Tela (Leningrad) 27, 1075 (1985) [Sov. Phys. Solid State 27, 650 (1985)].
${ }^{17}$ A. M. Agal'tsov, V. S. Gorelik, A. K. Zvezdin, V. A. Murashov, and D. N. Rakov, Kratk. Soobshch. Fiz. 5, 37 (1989).
${ }^{18}$ M. Fiebig, D. Fröhlich, B. B. Krichevtsov, and R. V. Pisarev, Phys. Rev. Lett. 73, 2127 (1994).
${ }^{19}$ A. Aktsipetrov, O. V. Braginskaya, and D. A. Esikov, Kvantovaya Élektron. 17, 359 (1990) [Sov. J. Quantum Electron. 20, 296 (1990)].
${ }^{20}$ R. V. Pisarev, B. B. Krichevtsov, V. N. Gridnev, V. P. Klin, D. Fröhlich, and C. Pahlke-Lerch, J. Phys. C 5, 8621 (1993).
${ }^{21}$ G. Petrocelli, S. Martelucci, and M. Richetta, Appl. Phys. Lett. 71, 1931 (1993).
${ }^{22}$ V. V. Pavlov, R. V. Pisarev, A. Kirilyuk, and T. Rasing, Phys. Rev. Lett. 78, 2004 (1997).
${ }^{23}$ J. Reif, C. Rau, and E. Matthias, Phys. Rev. Lett. 71, 1931 (1993).
${ }^{24}$ A. K. Zvezdin, Physica A 241, 444 (1997).
${ }^{25}$ A. K. Zvezdin and V. A. Kotov, Modern Magneto-Optics and MagnetoOptical Materials, Institute of Physics, Bristol, England (1997).
${ }^{26}$ P. S. Pershan, Phys. Rev. 130, 919 (1963).
${ }^{27}$ S. Kielich and R. Zavodny, Opt. Acta 20, 867 (1973).
${ }^{28}$ E. B. Graham and R. E. Raab, Philos. Mag. B 66, 269 (1992).
${ }^{29}$ S. S. Girgel' and T. V. Demidova, Opt. Spektrosk. 62, 63 (1987) [sic].
${ }^{30}$ Y. R. Shen, The Principles of Nonlinear Optics, Wiley, New York (1984) [Russ. transl., Nauka, Moscow (1989)].
${ }^{31}$ W. Hübner and K. H. Bennemann, Phys. Rev. B 40, 5973 (1989).
${ }^{32}$ R. M. A. Azzam and N. M. Bashara, Ellipsometry and Polarized Light, North-Holland, Amsterdam (1977).
${ }^{33}$ B. Jérôme and Y. R. Shen, Phys. Rev. E 48, 4556 (1993).
${ }^{34}$ U. Pustogowa, W. Hübner, and K. H. Bennemann, Phys. Rev. B 48, 8607 (1993).
${ }^{35}$ U. Pustogowa, W. Hübner, and K. H. Bennemann, Surf. Sci. 307-309, 1129 (1994).

Translated by P. Shelnitz

# Flattening of vacancy force fields on a kinematic interface between solids 

V. V. Meshcheryakov,*) G. D. Kuznetsov, and A. A. Yuldashev<br>Moscow State Institute of Steel and Alloys, 117936 Moscow, Russia<br>(Submitted 17 November 1998)<br>Zh. Éksp. Teor. Fiz. 116, 157-167 (July 1999)


#### Abstract

It is shown that the diffusive formation of the boundary of a crystal moving uniformly over the surface of another crystal should be accompanied by flattening of the displacement fields of the crystal lattice in the vicinity of vacancies. As the relative velocity of the crystals rises, the flattening of vacancies leads to lowering of their dipole moments and an increase in the number of contact atoms on the interface between the crystals. This phenomenon should be manifested most strongly for high rates of relative motion of the bodies and for small contact areas in the nanoscopic range. It is noted that the decrease in the dipole moment of a vacancy into which a contact atom diffuses can be the reason for the passage of the kinematic interface between the contacting crystals into a quasimolten state. It is concluded that friction in a polyatomic contact should differ qualitatively from friction in the monatomic contacts created in atomic-force microscopy. © 1999 American Institute of Physics. [S1063-7761(99)01307-4]


## 1. INTRODUCTION

The reviews of experimental and theoretical studies of the features of the friction between solid materials in Refs. 1 and 2 show that the question of the mechanism of friction is still of great interest. A large portion of these studies focused on the properties of the monatomic contacts used in atomicforce microscopy. ${ }^{3-7}$ One of their features is generalization of the results of experiments with monatomic contacts to the case of polyatomic contacts, which is based on an implicit assumption that the mechanisms of friction are identical in both systems. Nevertheless, there has been no experimental verification or even theoretical substantiation of this assumption.

Another portion of these studies focused directly on polyatomic contacts. Special mention should be made here of Refs. 8-10, in which the concept of 'stick-slip'' motion was adopted as a basis for developing models of the mechanism of kinematic friction in "solid-on-solid" systems. The essence of this mechanism is that one crystal moving over the surface of another crystal, which should be considered rigid and fixed, experiences periodic locking, which is overcome with resultant passage of the original crystal into a sliding state. In this case some physical characteristics, being averages over a lattice period, turn out to differ in absolute value from the characteristics associated with crystals in a static state. These ideas underlie the work in Refs. 8 and 9, which have a theoretical character and in which the microscopic side of the problem of kinematic friction was considered. A periodic lattice potential was proposed as the factor providing for the locked state, and the frictional force was proposed as the quantity which is averaged over the sliding states. The same ideas underlie the experimental study in Ref. 10, in which the macroscopic side of the problem was considered. However, microscopic surface irregularities were proposed as the factor providing for the locked state, and the resistance
of the contact to an electron current was proposed as the quantity averaged over the sliding states.

Disregarding the question of the structural level at which slip occurs, we can see something in common in these studies: the original models were constructed on the basis of an interface with a static potential well. It is difficult to imagine how stick-slip motion can be realized without the generation of vacancies by the crystal boundaries (see, for example, Ref. 11) or, in other words, without the diffusion of atoms among vacant lattice sites under the action of external stresses. In fact, if the characteristic value of the force sufficient for detaching one atom from the surface of a crystal is assumed to be of the order of $10^{-4}$ dyne, ${ }^{12}$ then under loads of the order of, for example, $10^{5}$ dyne, the number of contact atoms diffusing into vacancies at a given moment during stick-slip motion is of the order of $10^{9}$. The role of these $10^{9}$ atoms in shaping the frictional forces or electrical conductance of contacts can be taken into account phenomenologically, but a more detailed approach based on evaluation of the variation of the number of diffusing atoms as a function of the external conditions for carrying the experiment is also possible.

In this paper we shall describe the dynamics of the formation of a moving force contact and give an estimate of the variation of the number of contact atoms as a function of the relative velocity of the bodies in the contact under the action of an external force. The development of Tomlinson's old conception ${ }^{13}$ of a relationship between the number of contact atoms on an interface with an external load, which was adopted in Ref. 14, is based on a solution of the problem of the motion of a point force dipole in a crystal. A moving dipole simulates an elementary act of diffusion of an atom from a lattice point into a vacancy. As a whole, diffusion should govern two processes. At first a static equilibrium is established on the interface between the deformable crystal and the absolutely rigid substrate in the absence of relative motion between them along the contacting surfaces. This is followed by the establishment of a dynamic equilibrium, un-
der which the deformable crystal moves over the surface of the rigid substrate, causing the dynamic transport of atoms and vacancies, while maintaining a static equilibrium in the direction perpendicular to the interface. In this case the diffusive motion of an atom can be regarded as an elementary act of passage of the moving crystal from a locked state to a sliding state, and the motion formed as result of many diffusive acts of the interface can be regarded as an instantaneous picture of stick-slip motion.

A description of such a detailed mechanism of friction using the ordinary electron-phonon model of crystals would hardly be possible at present. In this paper we therefore restrict the discussion to the model of a crystal in the form of an infinite continuous medium containing moving point force sources. Nevertheless, just such an approach allows us to see in the stage of formulating the problem that the force fields of moving atoms and vacancies, which account for the relative motion of the crystals, must be flattened. The ensuing analysis shows that a consequence of the flattening of the dipole force fields should be an increase in the number of contact atoms in the interacting crystals. This result leads to conclusions which can find application in the analysis of grain-boundary slip in polycrystals and the relative motion of nanocrystals in nanocrystalline materials.

## 2. FORMATION OF A KINEMATIC INTERFACE

We assume that an interface between crystals or individual crystallites in polycrystals is formed only by the diffusive motion of atoms among vacant sites in the crystal lattice. In this case the movement of atoms into vacancies, whose initial velocities are equal to zero, specifies a static interface. A moving, or kinematic, interface formed by the uniform motion of one crystal relative to the surface of the other is specified by the movement of atoms into vacancies moving with an initial velocity $\mathbf{v}_{0}$.

The number $n$ of contact atoms at a static interface is determined by the external load and the parameters of the interactions between atoms. ${ }^{13,14}$ At a kinematic interface the value of $n$ should also depend on the velocity $\mathbf{v}_{0}$. The basis for this can be as follows.

The movement of atoms into vacancies should be accompanied by considerable dynamic lattice strains, which can be described using point force dipoles. ${ }^{14,15}$ Assuming that a vacancy moving in the direction of an atom fixed by an interatomic bond creates a volumetric strain in the crystal, we consider the equation

$$
\begin{equation*}
D_{i k}(\mathbf{r}, t) s_{k}(\mathbf{r}, t)=F_{i}(\mathbf{r}, t) \tag{1}
\end{equation*}
$$

for the dynamic displacements of lattice atoms from their equilibrium positions $s_{k}(\mathbf{r}, t)$. The differential operator $D_{i k}(\mathbf{r}, t)$ is defined in the form of a matrix:

$$
D_{i k}(\mathbf{r}, t)=\rho_{0} \delta_{i k} \frac{\partial^{2}}{\partial t^{2}}-H_{i k, m n} \frac{\partial^{2}}{\partial x_{m} \partial x_{n}}
$$

where $\rho_{0}$ is the density of the medium, and $H_{i k, m n}$ is the Huang tensor, ${ }^{15}$ which describes the elastic and crystallo-
graphic properties of the crystal. The uniformly moving dipole characterizing the force field of a moving vacancy can be represented by the force density

$$
\begin{equation*}
F_{i}(\mathbf{r}, t)=-P_{i n}^{(0)} \frac{\partial}{\partial x_{n}} \delta\left(\mathbf{r}-\mathbf{v}_{0} t\right) \tag{2}
\end{equation*}
$$

where $P_{i n}^{(0)}$ is the static force-dipole tensor. ${ }^{15}$
The solution of Eq. (1) with an inhomogeneity of the type (2) is known from problems concerning moving electrodynamic multipoles. ${ }^{16}$ The principal result for a multipole moving with a velocity not exceeding the rate of propagation of electromagnetic waves in the medium is flattening of the level lines of its force field. The degree of flattening depends on the velocity of the multipole.

The analogous effect in a deformation problem should be expressed in the form of the flattening of the displacement field $s_{k}(\mathbf{r}, t)$ in the vicinity of a vacancy and, therefore, in the form of the change in its force state, which can be described by a force-dipole tensor. The change in the dipole tensor of a vacancy, in turn, should lead to a change in the force state of the fixed atom which diffuses into that vacancy. Under the conditions of constancy of the external load and static equilibrium of the contact pair (in the direction perpendicular to the interface) a change in the force state of a contact atom should lead to a change in the total number $n$ of contact atoms on the interface between the crystals. Finally, since the degree of flattening of a vacancy should be determined by the dipole velocity $\mathbf{v}_{0}$, we conclude that a function $n\left(\mathbf{v}_{0}\right)$ exists.

## 3. FLATTENING OF THE ELASTIC FIELD OF A VACANCY

We restrict the analysis to the solution of Eq. (1) for the case of an infinite crystal, which implies disregard of the possible differences in the bulk structure of the strain fields of vacancies located on the surface of the crystal and in its bulk. The tools of elasticity theory together with the conception of a point force dipole give satisfactory results for a discrete medium, ${ }^{15}$ but the problems which can be solved within such an approach have been formulated mainly for an infinite crystal. This is due not only to the technical difficulties in taking into account nontrivial boundary conditions, but also to the futility of quantitatively refining the solutions, which, at best, should have a qualitative character. We shall therefore restrict the discussion below to qualitative results and quantitative estimates with no more than order-ofmagnitude accuracy and we shall disregard the known differences in the forces of interatomic bonds and, therefore, the dipole moments of vacancies that move along the surface of a crystal and in its bulk.

We seek the solution of Eq. (1) for one component of the displacements of a point in a continuous isotropic medium described by two elastic constants. Setting

$$
H_{i k, m n}=c_{44} \delta_{i k} \delta_{m n}+\left(c_{11}-c_{44}\right) \delta_{i k m n}
$$

where $c_{11}$ and $c_{44}$ are the longitudinal and transverse elastic constants, we obtain the equation

$$
\begin{gathered}
\rho_{0} \frac{\partial^{2} s_{x}(\mathbf{r}, t)}{\partial t^{2}}-\left[c_{11} \frac{\partial^{2}}{\partial x^{2}}+c_{44}\left(\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}}\right)\right] s_{x}(\mathbf{r}, t) \\
=-\left[P_{x x}^{(0)} \frac{\partial}{\partial x}+P_{x y}^{(0)} \frac{\partial}{\partial y}+P_{x z}^{(0)} \frac{\partial}{\partial z}\right] \delta\left(\mathbf{r}-\mathbf{v}_{0} t\right) .
\end{gathered}
$$

After we go over to the new variables $\tilde{x}=\xi x, \tilde{y}=y$, and $\tilde{z}$ $=z$, where $\xi=\sqrt{c_{44} / c_{11}}$, it takes the following form:

$$
\begin{align*}
{\left[\nabla_{\tilde{\mathbf{r}}}^{2}-\right.} & \left.\frac{1}{c_{t}^{2}} \frac{\partial^{2}}{\partial t^{2}}\right] s_{x}(\tilde{\mathbf{r}}, t) \\
= & \frac{1}{\sqrt{c_{11} / c_{44}}}\left[\xi P_{x x}^{(0)} \frac{\partial}{\partial \tilde{x}}+P_{x y}^{(0)} \frac{\partial}{\partial \tilde{y}}+P_{x z}^{(0)} \frac{\partial}{\partial \tilde{z}}\right] \\
& \times \delta\left(\tilde{x}-\xi \mathrm{v}_{0 x} t\right) \delta\left(\tilde{y}-\mathrm{v}_{0 y} t\right) \delta\left(\tilde{z}-\mathrm{v}_{0 z} t\right) \tag{3}
\end{align*}
$$

where $c_{t}=\sqrt{c_{44} / \rho_{0}}$ is the velocity of transverse strains of the medium.

The solution of Eq. (3) can be found using an expansion of the displacements in monochromatic plane waves. Using standard transformations, we obtain the Fourier component of the displacement field

$$
\begin{aligned}
& s_{x}(\mathbf{k}, \omega) \\
& =\frac{i\left[\xi P_{x x}^{(0)} k_{x}+P_{x y}^{(0)} k_{y}+P_{x z}^{(0)} k_{z}\right] \delta\left(\xi k_{x} \mathrm{v}_{0 x}+k_{y} \mathrm{v}_{0 y}+k_{z} \mathrm{v}_{0 z}-\omega\right)}{(2 \pi)^{3} \sqrt{c_{11} c_{44}}\left(k^{2}-\omega^{2} / c_{t}^{2}\right)} .
\end{aligned}
$$

Inverse Fourier transformation of the function $s_{k}(\mathbf{r}, t)$ gives the strain field of the medium in the vicinity of a uniformly moving vacancy:

$$
\begin{equation*}
s_{x}(\mathbf{r}, t)=\frac{\gamma_{x l} \gamma_{y t} \gamma_{z t}\left(\mathbf{p}^{*} \cdot \mathbf{r}^{*}\right)}{4 \pi r^{* 3} \sqrt{c_{11} c_{44}}} \tag{4}
\end{equation*}
$$

Here the coefficients $\gamma_{\alpha k}=1 / \sqrt{1-\mathrm{v}_{0 \alpha}^{2} / c_{k}^{2}}$, where $\alpha=x, y, z$ correspond to strains propagating either with the longitudinal velocity $c_{l}=\sqrt{c_{11} / \rho_{0}}$ when $k=l$ or with the transverse velocity $c_{t}$ when $k=t$. The vectors $\mathbf{p}^{*}$ and $\mathbf{r}^{*}$ have the following components:

$$
\begin{aligned}
& \mathbf{p}^{*}=\left(\gamma_{x l} \xi P_{x x}^{(0)}, \gamma_{y t} P_{x y}^{(0)}, \gamma_{z t} P_{x z}^{(0)}\right), \\
& \mathbf{r}^{*}=\left[\gamma_{x l} \xi\left(x-\mathrm{v}_{0 x} t\right), \gamma_{y t}\left(y-\mathrm{v}_{0 y} t\right), \gamma_{z t}\left(z-\mathrm{v}_{0 z} t\right)\right]
\end{aligned}
$$

At $t=0$ the displacements of a vacancy moving along the $z$ axis with the velocity $\mathbf{v}_{0}=\left(0,0, \mathbf{v}_{0 z}\right)$

$$
\begin{align*}
& s_{x}\left(\mathbf{r}, \mathrm{v}_{0 z}\right) \\
&=\frac{\xi^{2} P_{x x}^{(0)} x+P_{x y}^{(0)} y+\frac{P_{x z}^{(0)} z}{1-\mathrm{v}_{0 z}^{2} / c_{t}^{2}}}{4 \pi \sqrt{c_{11} c_{44}\left(1-\frac{\mathrm{v}_{0 z}^{2}}{c_{t}^{2}}\right)\left(\xi^{2} x^{2}+y^{2}+\frac{z^{2}}{1-\mathrm{v}_{0 z}^{2} / c_{t}^{2}}\right)^{3}}} \tag{5}
\end{align*}
$$

have oblate level lines along the direction of motion of the vacancy.

Let us test the validity of formula (5) for the limiting value of the velocity $\mathrm{v}_{0 z}=0$ corresponding to the case of an interface between crystals. If we assume that the static dipole tensor is formed by a vector dyad, i.e.,

$$
\mathbf{P}^{(0)}=\left|\begin{array}{lll}
f_{0 x} x_{0} & f_{0 x} y_{0} & f_{0 x} z_{0} \\
f_{0 y} x_{0} & f_{0 y} y_{0} & f_{0 y} z_{0} \\
f_{0 z} x_{0} & f_{0 z} y_{0} & f_{0 z} z_{0}
\end{array}\right|
$$

where $\mathbf{f}_{0}\left(f_{0 x}, f_{0 y}, f_{0 z}\right)$ and $\mathbf{r}_{0}\left(x_{0}, y_{0}, z_{0}\right)$ are, respectively, the vectors of the dipole force and its moment arm, for the simplest case of an isotropic medium with one elastic constant $\kappa=c_{11}=c_{44}$ and for a velocity $\mathrm{v}_{0 z}=0$ formula (5) yields a relation which describes the displacement field of an elastic medium in the vicinity of a static vacancy,

$$
\mathbf{s}(\mathbf{r})=\frac{1}{4 \pi \kappa r^{3}} \mathbf{f}_{0}\left(\mathbf{r}_{0} \cdot \mathbf{r}\right)
$$

which obeys the familiar $r^{-2}$ decay law. ${ }^{17}$
The estimates of $\mathbf{s}$ for typical values of the elastic constants show that the displacements (5) amount to $10^{-2}$ $-10^{-1}$ of the interatomic distance in a region with a characteristic length measured in nanometers. Therefore, the flattening of the displacement fields on a kinematic interface can alter the distance between the moving bodies and make a contribution to the variation of the parameters of the interatomic interactions. This contribution will clearly be competitive toward the change in the forces of the interatomic bonds when a vacancy passes from the bulk to the surface. Nevertheless, we also disregard this contribution.

The static displacements $\mathbf{s}(\mathbf{r})$ are not needed below. We shall also ignore the estimates of the dynamic displacements $\mathbf{s}\left(\mathbf{r}, \mathrm{v}_{0 z}\right)$ and the differences between the latter and the static displacements, since, as will be seen from the following, the decisive physical characteristic of a point force dipole moving in a crystal is its dipole moment, rather than the structure of the force field, which is specified by assigning of the dipole tensor. Such an approach is consistent with the generally accepted opinion regarding the role of the dipole tensor in describing the properties of point defects. ${ }^{15}$

## 4. DIPOLE MOMENT OF A UNIFORMLY MOVING VACANCY

The components of the dipole tensor $\mathbf{P}^{(0)}$ are not independent parameters of the model. Since the medium is assigned by the elastic constants and the atomic volume, the displacement of an atomic volume to infinity or the formation of a vacancy, which amounts to the same thing, leads to the appearance of an extended force field with the parameters $\mathbf{f}_{0}$ and $\mathbf{r}_{0}$, which should be functions of the model parameters. For the model of a medium with a moving source, the independent parameters are supplemented by the source velocity $\mathbf{v}_{0}$. Thus, on the basis of the deduction of flattening of the force field of a moving source, we can pose the question of finding the dependence of $\mathbf{f}_{0}$ and $\mathbf{r}_{0}$ or a combination thereof on $\mathbf{v}_{0}$.

We utilize the fact that the displacement function (5), which is applied to the description of displacements of points in an atomic lattice, should be normalized to the dipole for-
mation volume $\Omega$. Since a dipole describes the force field of a vacancy in the problem under consideration, we set $\Omega$ equal to the atomic volume. Then $\Omega=m / \rho_{0}$, where $m$ is the atomic mass. In the absence of experimental data on the number $n$ of contact atoms, it is reasonable to make estimates with no more than order-of-magnitude accuracy. Therefore, the known possible deviations of the vacancy formation volume from $\Omega$ can be ignored.

We assume that the original force field in the vicinity of a vacancy is spherically symmetric. In this case the components of the dipole force $f_{0 x}=f_{0 y}=f_{0 z}$, the components of the moment arm of the dipole force $x_{0}=y_{0}=z_{0}$, and the components of the force-dipole tensor $P_{i k}^{(0)}=f_{0 z} z_{0}$. We calculate the normalization integral

$$
\begin{equation*}
\int \mathbf{s}\left(\mathbf{r}, \mathbf{v}_{0 z}\right) d \mathbf{S}=\Omega \tag{6}
\end{equation*}
$$

in the approximation $\xi=1$, for which the displacement component is

$$
s_{\alpha}=\frac{\gamma f_{0 z} z_{0}\left(x+y+\gamma^{2} z\right)}{4 \pi \kappa \sqrt{\left(x^{2}+y^{2}+\gamma^{2} z^{2}\right)^{3}}},
$$

where $\gamma=1 / \sqrt{1-\beta^{2}}, \beta=\mathrm{v}_{0 z} / c_{\kappa}$, and $c_{\kappa}=\sqrt{\kappa / \rho_{0}}$. In this case the integral (6) takes the form

$$
\begin{align*}
& A \int \frac{\left[2 x y+\left(\gamma^{2}+1\right)(x+y) z\right] d S}{r \sqrt{\left(x^{2}+y^{2}+\gamma^{2} z^{2}\right)^{3}}} \\
& +A \int \frac{d S}{r \sqrt{x^{2}+y^{2}+\gamma^{2} z^{2}}} \tag{7}
\end{align*}
$$

where we have introduced the notation $A=\gamma f_{0 z} z_{0} / 4 \pi \kappa$. The transition to spherical coordinates reveals that the first integral in (7) is equal to zero, and the second integral takes the form

$$
\begin{equation*}
A \int \frac{\sin \theta d \theta}{\sqrt{\sin ^{2} \theta+\gamma^{2} \cos ^{2} \theta}} . \tag{8}
\end{equation*}
$$

A calculation of the integral (8),

$$
\begin{aligned}
& \frac{2 \pi A}{\sqrt{\gamma^{2}-1}} \int_{-1}^{1} \frac{d u}{\sqrt{u^{2}+1 /\left(\gamma^{2}-1\right)}} \\
& \quad=\frac{2 \pi A}{\sqrt{\gamma^{2}-1}} \ln \left|\frac{\sqrt{1+1 /\left(\gamma^{2}-1\right)}+1}{\sqrt{1+1 /\left(\gamma^{2}-1\right)}-1}\right|
\end{aligned}
$$

and conversion to the parameter $\beta$ give the value of the integral

$$
\begin{equation*}
\int \mathbf{s}\left(\mathbf{r}, \mathrm{v}_{0 z}\right) d \mathbf{S}=\frac{f_{0 z} z_{0}}{2 \kappa \beta} \ln \left|\frac{1+\beta}{1-\beta}\right|=\frac{f_{0 z} z_{0} \tanh ^{-1} \beta}{\kappa \beta} \tag{9}
\end{equation*}
$$

Substituting (9) into the original normalization integral (6) and returning to the vector notation, we obtain the scalar product

$$
\begin{equation*}
\mathbf{f}_{0} \cdot \mathbf{r}_{0}=\frac{3 \beta}{\tanh ^{-1} \beta} \kappa \Omega, \tag{10}
\end{equation*}
$$



FIG. 1. Variation of the relative dipole moment of a uniformly moving vacancy.
which characterizes the variation of the components of the dipole tensor of a uniformly moving force dipole as a function of its velocity.

Figure 1 presents an illustration of formula (10). It follows from the plot of $\beta / \tanh ^{-1} \beta$ that an increase in the velocity of a dipole moving in an elastic medium is accompanied by a decrease in its dipole moment. The physical basis of the decrease in the dipole moment is the condition of conservation of the formation volume of the dipole as its force field is flattened. This condition requires compensation for the increase in the magnitude of the displacements of the deformable medium with increasing velocity of the dipole due to the decrease in the dipole force and its moment arm. In other words, if the formation volume remains constant, the vacancy becomes less rigid as its velocity increases. When $\beta=1$, i.e., when the dipole moves with the velocity of sound, the force-dipole moment vanishes. It can be stated that a linear continuous medium 'does not see" its own dipole force source, which moves with the strain propagation velocity in the medium. When $\beta=0$, formula (10) leads to the familiar relation $\mathbf{f}_{0} \cdot \mathbf{r}_{0}=3 \kappa \Omega$ (Ref. 14), which specifies the components of the dipole tensor of a static force dipole.

The decrease in the dipole moment of a vacancy into which an atom located on the interface between the media diffuses leads to a decrease in the energy of formation $E$ of the vacancy, since $E \propto P^{(0)}(\beta)$, and to a decrease in the selfdiffusion energy. This can correspond to passage of the interface into a quasimolten state similar to the one observed in particles of small dimensions. ${ }^{18}$ The quasimelting of the interface can, in turn, be the cause of both the decrease in the kinematic frictional force in comparison to the static frictional force and the increase in the electrical resistance of a moving contact in comparison to a stationary contact. A detailed analysis of these factors requires the use of a more complicated interaction Hamiltonian than the one which leads to Eq. (1). This applies, in particular, to the problem of the electrical conductance of a kinematic contact, whose solution is associated with the need to ascertain the particular features of the percolation of electrons through an interface in a system of ions having translational degrees of freedom.

The relation (10) also allows us to state that the decrease in the dipole moment of a vacancy into which a contact atom diffuses should alter the number of atom-vacancy pairs pro-
viding for the kinematic contact between the solids.

## 5. NUMBER OF CONTACT ATOMS ON A KINEMATIC INTERFACE

The number of contact atoms can be found by utilizing the condition of static equilibrium between the crystals along the $x$ axis, which is perpendicular to the direction of their relative motion. For an external force $F_{0}$ perpendicular to the interface between the crystals, the number of contact atoms should be

$$
\begin{equation*}
n(\beta)=\frac{F_{0}}{f_{0 x}(\beta)} \tag{11}
\end{equation*}
$$

If $f_{0 x}<F_{0} / n$, the external force per interfacial atom exceeds the force of an interatomic bond (without allowance for the
difference between surface and bulk bonds), which leads to diffusive redistribution of the atoms at the interface between the crystals under the action of the force $F_{0}$ and to an increase in the number of atoms $n$.

The value of $f_{0 x}$ is unknown, but it appears in the scalar product (10). Additional relations which permit the determination of $f_{0 x}$ can be established from the solution of the dynamic problem of a moving atom in a crystal. This problem is based on Eq. (1), in which the force nonuniformity,

$$
\begin{equation*}
F_{i}(\mathbf{r}, t)=f_{i}(t) \delta(\mathbf{r})-P_{i n}(t) \frac{\partial}{\partial x_{n}} \delta(\mathbf{r}), \tag{12}
\end{equation*}
$$

is specified by the dynamic dipole tensor

$$
\mathbf{P}(t)=\left|\begin{array}{lll}
f_{0 x} x_{0} & f_{0 x} y_{0} & f_{0 x}\left[z_{0}+z(t)\right] \\
f_{0 y} x_{0} & f_{0 y} y_{0} & f_{0 y}\left[z_{0}+z(t)\right] \\
{\left[f_{0 z}+f_{z}(t)\right] x_{0}} & {\left[f_{0 z}+f_{z}(t)\right] y_{0}} & {\left[f_{0 z}+f_{z}(t)\right]\left[z_{0}+z(t)\right]}
\end{array}\right|
$$

where $\mathbf{f}\left(f_{x}(t), f_{y}(t), f_{z}(t)\right)$ is the vector of the force acting on an atom with a mass $m$, and $\mathbf{r}(x(t), y(t), z(t))$ is the displacement vector of the atom.

The solution of Eq. (1) with the force density (11) was given in Ref. 14 in the wave-band approximation. The results include the frequency of the field of limiting strains,

$$
\begin{equation*}
\omega=\left(16 \kappa c_{\kappa} / m\right)^{1 / 3} \tag{13}
\end{equation*}
$$

at which the absorption of energy occurs in the system, and the relation between the vectors of the dipole force and its moment arm,

$$
\begin{equation*}
\mathbf{f}_{0}=-m \omega^{2} \mathbf{r}_{0} \tag{14}
\end{equation*}
$$

which ensures that the moments of the forces appearing upon deformation of the crystal are equal to zero.

A combined solution of Eqs. (10), (13), and (14) gives the component of the dipole force vector

$$
\begin{equation*}
f_{0 x}(\beta)=f_{0 x}(0) \sqrt{\frac{\beta}{\tanh ^{-1} \beta}} \tag{15}
\end{equation*}
$$

where $f_{0 x}(0)=16^{1 / 3} \kappa \Omega^{2 / 3}$, and the component of the vector of the moment arm of the dipole force

$$
x_{0}(\beta)=(\Omega / 16)^{1 / 3} \sqrt{\beta / \tanh ^{-1} \beta}
$$

which depend on the rate of uniform motion of the crystal relative to the rigid substrate.

Assuming that the magnitude of the force $F_{0}$ is assigned, from Eqs. (11) and (15) we find that the number of contact atoms on the kinematic interface in a crystal/absolutely-rigid-substrate system is

$$
\begin{equation*}
n(\beta)=n(0) \sqrt{\frac{\tanh ^{-1} \beta}{\beta}} \tag{16}
\end{equation*}
$$

where $n(0)=F_{0} / f_{0 x}(0)$ is the number of contact atoms at the stationary boundary.

An analysis of Eqs. (10) and (16) shows that the decrease in the vacancy dipole moment caused by the flattening of its force field should lead to an increase in the number of contact atoms with increasing velocity of the crystal that moves relative to the substrate. Since the number of contact atoms at the stationary interface varies in the range from the value $n(0)=1$, which is realized in atomic-force microscope, to the highest theoretically possible value, which is restricted by the number of atoms on the surface of the crystal $n(0) \approx N^{2 / 3}$, where $N$ is the total number of atoms in the sample, the intermediate and most typical value $n(0) \approx 10^{9}$, which corresponds to a load $F_{0}=10^{5}$ dyne, can be used for estimates.

For example, assuming that $c_{\kappa} \sim 10^{5} \mathrm{~cm} / \mathrm{s}$ within an order of magnitude, for a crystal or a grain boundary in a polycrystal moving with a velocity $\mathrm{V}_{0}=10^{2} \mathrm{~cm} / \mathrm{s}$ we obtain an increment of the number of contact atoms

$$
\Delta n=n(\beta)-n(0),
$$

equal to $\Delta n\left(10^{-3}\right) \approx 10^{2}$. Another pair of estimates for other values of $\beta$ gives $\Delta n\left(10^{-2}\right) \approx 10^{4}$ and $\Delta n\left(10^{-1}\right) \approx 10^{6}$. These results are illustrated in Fig. 2. The function $\Delta n(\beta)$ has a logarithmic character because the vacancy dipole moment vanishes as $\beta \rightarrow 1$. At fairly high rates of relative motion of the crystals the change in the number of contact atoms can be very significant. It thus follows that the flattening of the vacancy force field, which can be ignored in the case of a single diffusion event on a fairly extensive boundary, can make an appreciable contribution to the changes in properties which depend on the number of contact atoms on a kinematic interface. Thus, the phenomenon of the flattening of vacancies and alteration of the number of contact atoms


FIG. 2. Dependence of the increment of the number of contact atoms on the relative velocity of crystals having a number of contact atoms $n(0) \approx 10^{9}$ in the static state.
can be especially significant in two extreme cases: the case of high rates of motion of the bodies, which is realized, for example, during relative motions of grain boundaries, ${ }^{19}$ and the case of small dimensions of the contact areas in the nanoscopic range, which is realized in nanocrystalline materials. In the latter case the approach of the number of contact atoms $n(\beta) \approx N^{2 / 3}$ to the number of atoms on the surface of a moving nanocrystal or an individual crystallite of the nanocrystalline material causes sharp enhancement of the influence of the individual strain fields on the properties not only of the interfaces, but also on their bulk properties. ${ }^{20}$ Thus, the softening of the phonon spectrum in the region of the long-wavelength boundary can lead to the appearance of features in the flow of current through a contact pair.

## 6. CONCLUSIONS

The solution of the problem of the dipole moment of a force source moving uniformly in a crystal relative to a static boundary shows that the changes in the properties of a kinematic interface between crystals in comparison to a static boundary is associated with a need to take into account the strain fields of the crystal created by the dynamics of the atom-vacancy pair. The displacement of atoms in the crystal from static equilibrium positions into moving positions leads to flattening of the vacancy force fields and a change in the number of contact atoms. Hence it follows that friction in a polyatomic contact should differ qualitatively from friction in a monatomic contact. This conclusion imposes a restriction on the possible generalization of the results of experiments with a monatomic atomic-force microscope tip to the case of systems with polyatomic contacts.

The qualitative solution of the problem of the flattening of the vacancy force field does not require knowledge of the features of the interatomic interactions (which is associated with allowance for the character of the conductivity of the materials) or consideration of the difference between the character of the bulk diffusion and that of the surface diffusion. At the same time, the inclusion of these factors would make it possible to give more exact quantitative estimates and, therefore, to examine a concrete experimental situation. On the other hand, at present there is no possibility for observing the dynamics of the formation of a force contact in
situ, although the alternative of measuring the number of contact atoms as a function of the relative velocity of the bodies has not been ruled out. Such an experiment can be based on measurements of the current flowing through a contact pair. In this case, however, the approach described in this paper will not be adequate for explaining the variation of the current. The increase in the number of contact atoms as the crystal moves should increase the electrical conductance of the entire contact, which is a parallel group of point contacts, but the decrease in the vacancy dipole moment can diminish the conductance of an individual point contact to a considerable extent. Allowance for the latter calls for significant complication of the formulation of the problem of kinematic friction.

We wish to thank A. G. Lyapin and O. A. Kazakov for a discussion of the results of this study and for offering some critical remarks.
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#### Abstract

It is shown that in crystal lattices with a basis the cooperative behavior of a certain type of atoms performing optical long-wavelength vibrations in a double-well potential of the field of the matrix lattice may lead to the formation of a bistable sublattice. As a result of the interaction of the metastable states of such a sublattice with the vibrational states of the matrix lattice, the elastic and thermal properties of the crystal acquire anomalous, hysteresis-like, temperature curves. The concepts developed in the paper make it possible to obtain a qualitative interpretation, which agrees with the experimental data, of the hysteresis-like temperature dependence of the speed and absorption of ultrasonic waves, the specific heat, and the thermal conductivity in superconducting yttrium and bismuth cuprates. © 1999 American Institute of Physics. [S1063-7761(99)01407-9]


## 1. INTRODUCTION

Precision experiments in which the propagation of ultrasound in high- $T_{c}$ superconductors ${ }^{1-15}$ and ferroelectric conductors (see, e.g., Refs. 16 and 17) was studied detected temperature hysteresis of the speed of ultrasound (and Pal'Val' et al., ${ }^{4}$ Kim et al., ${ }^{8}$ and Borisov et al. ${ }^{17}$ detected temperature hysteresis of the absorption coefficient of ultrasound) that was found to encompass a temperature range from ten to hundred kelvins. More than that, in the same temperature range superconductors revealed hysteresis behavior of specific heat ${ }^{18-20}$ and thermal conductivity. ${ }^{21-25}$ What is remarkable is the large interval of temperature hysteresis and at the same time the absence of relaxation in the measured parameters in the hysteresis region (some samples were kept at a fixed temperature for several hours). Although there is still no universal opinion concerning the nature of the observed anomalies, it is obvious that they are related in one way or another to the metastable states of the crystal lattice. The absence of relaxation processes may indicate, for instance, that the metastable states form in conditions of a strong correlation of the lattice degrees of freedom, since otherwise local energy fluctuation would rapidly destroy the metastable states.

Below we show that this anomalous, hysteresis, behavior of the elastic and thermal characteristics of such compounds may be due to the presence in them of an anharmonically unstable, strongly correlated sublattice that executes optical long-wavelength vibrations in the field of the matrix lattice.

## 2. A MODEL OF A STRONGLY CORRELATED BISTABLE SUBLATTICE

### 2.1. Independent and strongly correlated particles in a double-well crystal potential; a bistable sublattice

In a crystal lattice with a multiatomic basis we examine a sublattice formed by ions of a single species. Suppose that
each ion vibrates in a double-well asymmetric potential (Fig. 1) oriented, say, along one of the crystallographic axes. In the absence of ordering long-range forces the ions may be thought of as being almost entirely independent of one another. In this case, in addition to the intrawell vibrations in the limit $\Theta \ll U$ (where $\Theta=k_{B} T$ is the temperature expressed in energy units and $U$ is the height of the potential barrier), the ions are capable, due to thermal fluctuations, of performing slower movements, say, hop across the potential barrier from one stable position to another with a probability $\propto \exp \{-U / \Theta\}$. At high temperatures $(\Theta \geqslant U / 2)$ the ions are passing, i.e., they oscillate above the barrier. ${ }^{26,27}$

Under realistic conditions there are always correlations between the displacements of the ions in a crystal. The correlation between the relative displacement of the ions in the sublattice may be so strong that a cooperative effect could arise in which the displacement of one atom would generate similar displacements of the neighboring ions, i.e., a coherent ensemble acting as an integral whole is formed. Such a situation has a large probability of occurring in highly polarized systems. In this case a change in an external parameter, e.g., the temperature, gives rise to a coordinated shift of the atoms of the sublattice considered. The cooperative behavior of the ions of the correlated sublattice makes the sublattice unresponsive to fluctuations since, being "bombarded' by the quanta of the reservoir (e.g., by the phonon of the matrix lattice), the sublattice perceives a perturbation as an integral whole. Such unresponsiveness, or rigidity, of the sublattice, which prevents the separate ions from behaving independently, extends over distances of order the coherence length and means that the transition of a separate ion from intrawell dynamics to above-barrier dynamics can occur only when the entire coherent volume undergoes such a transition, since the probability of the entire correlated ensemble consisting of $n$ particles surmounting the barrier simultaneously is proportional to $\exp \{-n U / \Theta\}$ (here $U$ has the meaning of the


FIG. 1. The schematic of the potential and the dynamics of transitions for a strongly correlated bistable sublattice.
potential of the entire sublattice per particle); for this reason, even at $n \sim 10$ the activation transitions of the correlated ensemble (and hence of each particle comprising the ensemble) across the barrier are unlikely to occur, even at temperatures $\Theta \sim U / 2$.

Thus, when being heated, a strongly correlated sublattice will evolve from vibrations in the global minimum to abovebarrier vibrations, with the slower component of motion, hops from the global minimum to the local and back, being almost entirely excluded. Of course, due to renormalization, in a strongly correlated sublattice the double-well ion potential differs from the "bare" potential inherent in independent particles, so that it would be more natural to speak of a double-well potential for the entire coherent sublattice per particle, and all fluctuation transitions across the barrier for such a sublattice can be ignored, as we have just seen.

### 2.2. Model Hamiltonian and the derivation of the main relationships

To thoroughly study the dynamics of such a sublattice consisting of $N$ particles we need to write down the sublattice Hamiltonian $H_{l}$. Disregarding insignificant details, we may assume that the coherence length extends over the entire sublattice, i.e., the lattice is a single coherent ensemble. Then

$$
\begin{equation*}
H_{l}=N H_{\mathrm{anh}}, \tag{1}
\end{equation*}
$$

where $H_{\text {anh }}$ is the reduced (to a single ion) Hamiltonian of the strongly correlated lattice. We write the latter Hamiltonian in the form of an anharmonic oscillator in a doublewell potential with asymmetric wells formed by the field of the matrix lattice:

$$
\begin{equation*}
H_{\mathrm{anh}}=\frac{p^{2}}{2 m}+\frac{\alpha}{2} q^{2}-\frac{\beta}{3} q^{3}+\frac{\gamma}{4} q^{4}, \tag{2}
\end{equation*}
$$

where $m$ is the ion mass and $q$ and $p$ are the coordinate and canonically conjugate momentum of the ion along a specified direction fixed, say, by one of the crystallographic axes.

We examine the thermal behavior of the sublattice in the approximation of self-consistent phonons. ${ }^{28}$ To this end we
introduce the statistical-mean displacement $\langle q\rangle$, the dynamic displacement $\delta q(t)=q(t)-\langle q\rangle$, and the variance $\sigma \equiv\langle(q$ $\left.-\langle q\rangle)^{2}\right\rangle$. Then, using the relationships $\left\langle(\delta q)^{2 n}\right\rangle=(2 n-1)$ $\times \ldots \times 3 \sigma^{n}$ and $\left\langle(\delta q)^{2 n+1}\right\rangle=0$ ( $n$ is an integer), valid in the adopted approximation, we find that

$$
\begin{equation*}
\left\langle H_{\mathrm{anh}}\right\rangle=\frac{\alpha}{2}\langle q\rangle^{2}-\frac{\beta}{3}\langle q\rangle^{3}+\frac{\gamma}{4}\langle q\rangle^{4}+m \Omega^{2} \sigma-\frac{3}{4} \gamma \sigma^{2}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega^{2} \equiv \frac{\left[\alpha-2 \beta\langle q\rangle+3 \gamma\left(\sigma+\langle q\rangle^{2}\right)\right]}{m} \tag{4}
\end{equation*}
$$

is the effective frequency characterizing the sublattice. The variance $\sigma$ can be found by the fluctuation-dissipation theorem:

$$
\begin{equation*}
\sigma=\frac{1}{2 m \Omega} \operatorname{coth} \frac{\Omega}{2 \Theta} \tag{5}
\end{equation*}
$$

(we set $\hbar=1$ throughout the paper), the relation between $\sigma$ and $\langle q\rangle$ can be established from the condition for stability of the sublattice, $\left\langle\partial H_{\text {anh }} / \partial(\delta q)\right\rangle=0$ :

$$
\begin{equation*}
(\beta-3 \gamma\langle q\rangle) \sigma=\alpha\langle q\rangle-\beta\langle q\rangle^{2}+\gamma\langle q\rangle^{3} . \tag{6}
\end{equation*}
$$

The free energy $F$, which we must know in order to give a complete statistical-thermodynamic description of the system, is established by the Bogolyubov variational principle:

$$
\begin{align*}
F \leqslant & F_{0}-\left\langle H_{\mathrm{anh}}-H_{0}\right\rangle_{0}=\frac{\alpha}{2}\langle q\rangle^{2}-\frac{\beta}{3}\langle q\rangle^{3}+\frac{\gamma}{4}\langle q\rangle^{4} \\
& +\Theta \ln \left(2 \sinh \frac{\Omega}{2 \Theta}\right)-\frac{3}{4} \gamma \sigma^{2}, \tag{7}
\end{align*}
$$

where $F_{0}$ is the free energy corresponding to the Hamiltonian of the pseudoharmonic approximation,

$$
\begin{equation*}
H_{0}=\frac{\alpha}{2}\langle q\rangle^{2}-\frac{\beta}{3}\langle q\rangle^{3}+\frac{\gamma}{4}\langle q\rangle^{4}+\frac{p^{2}}{2 m}+\frac{m}{2} \Omega^{2}(\delta q)^{2} . \tag{8}
\end{equation*}
$$

The closed system of equations (3)-(8) makes it possible, at least qualitatively, to describe the thermal behavior of the bistable sublattice model considered here.

### 2.3. Temperature dependence of the dynamic and statistical characteristics of a bistable sublattice

The results of numerical calculations by formulas (4)(7) are illustrated by Figs. 2 and 3.

Figure 2(a) depicts the temperature dependence of the mean displacement $\langle q\rangle$ of the sublattice. The solution represented by curve 1 , which lies below the asymptote (the dashed line) and has the shape of a hysteresis curve, describes the transition of the sublattice from the global minimum (see Fig. 1) to passing trajectories (above-barrier oscillations) when the system temperature is raised from absolute zero; in the high-temperature limit, $\langle q\rangle$ approaches its asymptotic value $\langle q\rangle_{\mathrm{as}}=\beta / 3 \gamma$. Above the asymptote there is the solution represented by curve 2 , which is related to the possibility of the sublattice being in the second, local, minimum at low temperatures. However, the probability that the



FIG. 2. Temperature dependence of the statistical-mean displacement $\langle q\rangle$ (a), the variance $\sigma(\mathrm{b})$, and the effective frequency $\Omega$ (c) of a bistable sublattice. (d) The statisticalmean displacement $\langle q\rangle$ for an anharmonic oscillator calculated by the molecular-dynamics method with allowance for kinetic-energy fluctuations; (e) the same for the case where the kinetic-energy fluctuations are weaker by a factor of $100 ; q_{0}=\langle q\rangle_{\text {as }}, \sigma_{0}=\sigma\left(q_{0}\right)$, and $\Omega_{0}=\Omega\left(q_{0}, \sigma_{0}\right)$. The parameters of the bistable potential are $u_{1}=0.03 \mathrm{eV}, \quad q_{1}$ $=0.073 \AA, q_{2}=0.14 \AA$, and $T_{0}=173 \mathrm{~K}$. The curves 1 and 2 describe the motion of the lattice in the global and local minima of the potential, respectively. The dotted curves represent unstable solutions.
local minimum will be occupied is extremely low, since the thermal fluctuations that would take the system from the global minimum to the local one are suppressed by the strongly correlated movements of the atoms in the sublattice (see Sec. 2.1). Hence the contribution of this solution [see also Figs. 2(b) and 2(c)], which would be effective for the case of


FIG. 3. Temperature dependence of the free energy of a bistable sublattice: curves 1 and 4 correspond to states in the global and local minima, curve 2 corresponds to above-barrier states, and curve 3 corresponds to an unstable solution; $u_{1}=0.03 \mathrm{eV}, q_{1}=0.073 \AA, q_{2}=0.14 \AA$, and $T_{0}=173 \mathrm{~K}$.
independent particles, will be ignored throughout the paper (nor will it be depicted in the figures, with the exception of Figs. 3 and 5).

The hysteresis behavior of the statistical-mean displacement $\langle q\rangle$, the displacement variance $\sigma$, and the effective frequency $\Omega$ of the sublattice (Fig. 2) is explained by the nature of the temperature dependence of the free energy $F$ per particle (Fig. 3). The 'low-temperature"' branches of the hysteresis curves in Fig. 2 correspond to the free energy of the sublattice in the left, global, minimum (curve 1 in Fig. 3), while the "high-temperature" branches correspond to the free energy of above-barrier vibrations (curve 2 in Fig. 2); curve 3 in Fig. 3 describes unstable states; and curve 4 corresponds to solutions that refer to the positions of the sublattice in the right, local, minimum.

At the point $T_{0}$ the free energies become equal, and under the condition of total equilibrium at this point there would have been a transition of the sublattice from intrawell vibrations to above-barrier vibrations or back, depending on whether the system is heated or cooled. However, Fig. 3 shows (and so does Fig. 2) that 'overheated'" [in the interval $\left(T_{0}, T_{2}\right)$ ] or "supercooled"' [in the interval $\left.\left(T_{0}, T_{1}\right)\right]$ metastable states may set in (see the discussion below). When heated, the sublattice, reaching the boundary of the metastable region at point $T_{2}$, suddenly changes its dynamics: it undergoes a first-order transition from intrawell vibrations to above-barrier vibrations, with the frequency decreasing approximately twofold (see Figs. 2 and 3); when cooled, the sublattice, entering the region of metastable states and approaching the region boundary at point $T_{1}$, discontinues its above-barrier motion and 'falls" into the deeper potential
well, retaining its previous frequency of vibrations in the process. The hysteresis region $\Delta T=T_{2}-T_{1}$ depends primarily on the depth of the local minimum: as the depth decreases, $\Delta T$ becomes smaller, and at the transition point $T_{c}$ vanishes completely; at this point the first and second temperature derivatives of $\langle q\rangle, \sigma$, and $\Omega$ become infinite, which corresponds to a second-order transition.

Thus, at the points $T_{1}$ and $T_{2}$, where the boundaries of the metastable regions are crossed, at the point $T_{0}$ where the free energies are equal, and at the transition point $T_{c}$ the states of the correlated, ordered, sublattice change, i.e., order-order transitions of the first- or second orders occur.

What is interesting is that the results of moleculardynamics modeling agree completely with our results obtained by the self-consistent phonon approximation. Molecular-dynamics calculations (Fig. 2) show that when the fluctuation hops across the barrier are effective (the case of independent particles), even at fairly moderate temperatures the second, local, minimum may become occupied (in accordance with the Boltzmann factor $\exp \{-U / \Theta\}$ ), and we will have a monotonic temperature dependence [Fig. 2(d)] of the displacement and hence of the other parameters, the displacement variance and the effective frequency of the system's vibrations. As the probability of fluctuation transitions drops, due to the realization of a correlated state in the sublattice, the temperature dependence of the displacement and the other parameters acquires the shape of a hysteresis curve.

### 2.4. Qualitative interpretation of the hysteresis behavior of a bistable lattice with strongly correlated particles

The hysteresis behavior of a strongly correlated sublattice in an asymmetric double-well potential can easily be understood from qualitative physical considerations based on classical statistical physics.

In view of the broken symmetry, at low temperatures the sublattice is in the left, global, minimum. As a result of heating, the oscillation trajectories (the behavior of the system is examined using the tools of classical statistical physics) of the ions of the correlated sublattice gradually rise to the vertex $O$ (Fig. 1) of the potential barrier, because the fluctuations in a coherent ensemble are suppressed (this aspect was discussed earlier). At first glance, when on path $b$, the sublattice (and hence each ion) could, as its temperature grows, either go over to the closest passing orbit $c$ by reducing its velocity (since the distance between the stopping points increases) or find itself in the right well. However, both cases are impossible. Finding itself, for instance, on the path $c$, which is directly above the barrier, and hence reducing its kinetic energy, the sublattice would be at a lower temperature (since in the classical limit the temperature is simply the average kinetic energy), and this would violate the isothermal condition (the sublattice is in contact with the thermostat). Hence eventually the sublattice will find itself on a higher path, say $c^{\prime}$, starting from which it will rise higher and higher as the temperature increases. Neither can the sublattice go from path $b$ in the left well to path $d$ in the right, since it would have to lower its average kinetic energy, i.e., its temperature. We now consider the reverse course that the
system takes when the temperature is lowered. As the temperature of the thermostat decreases, the sublattice gradually goes over to lower paths down to path $c$ on which the sublattice average kinetic energy $K_{c}$, i.e., the temperature $T_{c}$, is much lower than the one ( $K_{c^{\prime}}$ or $T_{c^{\prime}}$ ) that the sublattice had when it emerged from the left well and went over to passing trajectories. A further decrease in temperature will force the sublattice to "fall" onto one of the low-lying paths in the left well (due to the broken symmetry), say onto path $a$, without changing its average kinetic energy, i.e., $K_{a}$ will be equal to $K_{c}$, or $T_{a}=T_{c}$. Thus, the size of the hysteresis region is $K_{c^{\prime}}-K_{c}=K_{b}-K_{a}$ or, what is the same thing, $T_{c^{\prime}}$ $-T_{c}=T_{b}-T_{a}$.

## 3. INTERACTION BETWEEN THE BISTABLE SUBLATTICE AND THE MATRIX LATTICE

### 3.1. The total lattice Hamiltonian

The interaction of the anharmonic vibrations of a bistable lattice and the phonon excitations of the matrix lattice may lead to experimentally observable effects. For instance, the scattering of a traveling acoustic mode of the matrix lattice by perturbations caused by the vibrational motion of the bistable lattice in a double-well potential gives rise to singularities in the real and imaginary parts of these modes, which must be observable in experiments, in particular, in the anomalous behavior of the elastic and thermal characteristics of the crystal, such as the speed (the elastic modulus) and decay of ultrasound and the thermal conductivity. Thus, to study these questions we must focus on the interaction between the vibrational degrees of freedom of the matrix and the bistable sublattice.

We write the total lattice Hamiltonian $H$ normalized to the number of atoms in the bistable sublattice as

$$
\begin{equation*}
H=H_{h}+H_{\mathrm{anh}}+H_{\mathrm{int}} . \tag{9}
\end{equation*}
$$

The first term on the right-hand side of Eq. (9), $H_{h}$, models the phonon Hamiltonian of the lattice and is taken in the form of the Hamiltonian of a set of harmonic oscillators whose parameters are normalized to the empirical values of the lattice constants of the crystal:

$$
\begin{equation*}
H_{h}=\sum_{k}\left(\frac{p_{k}^{2}}{2 \mu_{k}}+\frac{\mu_{k} \omega_{k}^{2}}{2} x_{k}^{2}\right), \tag{10}
\end{equation*}
$$

where $x_{k}, p_{k}, \mu_{k}$, and $\omega_{k}$ are the displacement, momentum, mass, and frequency of the $k$ th oscillator (mode). The term $H_{\text {anh }}$ is the Hamiltonian describing the bistable sublattice; it is defined in (2). The last term in (9), $H_{\text {int }}$, allows for the coupling of the lattice oscillators and the bistable sublattice; it is chosen in the form of a sum of the cubic and quartet interaction terms:

$$
\begin{align*}
& H_{\mathrm{int}}=H_{\mathrm{int}}^{(3)}+H_{\mathrm{int}}^{(4)},  \tag{11}\\
& H_{\mathrm{int}}^{(3)}=q^{2} \sum_{k} \lambda_{k} x_{k}, \quad H_{\mathrm{int}}^{(4)}=q^{2} \sum_{k, k^{\prime}} \lambda_{k k^{\prime}} x_{k} x_{k^{\prime}}, \tag{12}
\end{align*}
$$

where $\lambda_{k}$ and $\lambda_{k k^{\prime}}$ are the coupling coefficients.

### 3.2. Deriving the Dyson equation for the phonon Green's function

To find the renormalized frequencies of the matrix lattice and the corresponding decay coefficients, we use the method of equations of motion for two-time retarded Green's functions. ${ }^{29}$

$$
\begin{align*}
\left\langle\left\langle x_{k}(t) ; x_{k^{\prime}}\left(t^{\prime}\right)\right\rangle\right\rangle= & -i \theta\left(t-t^{\prime}\right)\left\langle\left[x_{k}(t), x_{k^{\prime}}\left(t^{\prime}\right)\right]\right\rangle \\
= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \omega \exp \left\{-i \omega\left(t-t^{\prime}\right)\right\} \\
& \times\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}, \tag{13}
\end{align*}
$$

where $\langle\cdots\rangle$ denotes the operation of quantum-statistical averaging, $[\cdots, \cdots]$ stands for a commutator, and $\theta(\tau)$ is the Heaviside step function. Differentiating the Green's function (13) first with respect to $t$ and then with respect to $t^{\prime}$ as described in Ref. 28, we arrive at three coupled equations for the Fourier transforms of the Green's functions:

$$
\begin{align*}
& \sum_{k^{\prime \prime}} {\left[\mu_{k}\left(\omega^{2}-\omega_{k}^{2}\right) \delta_{k k^{\prime \prime}}-2\left(\sigma+\langle q\rangle^{2}\right) \lambda_{k k^{\prime \prime}}\right]\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega} } \\
&=\delta_{k k^{\prime}}+\sum_{k^{\prime \prime}} 2 \lambda_{k k^{\prime \prime}} \cdot \mathrm{ir}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}+\lambda_{k}\left\langle\left\langle Q \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega},  \tag{14}\\
& \sum_{k_{1}}\left[\mu_{k^{\prime}}\left(\omega^{2}-\omega_{k^{\prime}}^{2}\right) \delta_{k^{\prime} k_{1}}-2\left(\sigma+\langle q\rangle^{2}\right) \lambda_{k^{\prime} k_{1}}\right]\left\langle\left\langle Q \mid x_{k_{1}}\right\rangle\right\rangle_{\omega} \\
&=\sum_{k_{1}} 2 \lambda_{k^{\prime} k_{1}}\left\langle\left\langle Q \mid Q x_{k_{1}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}}+\lambda_{k^{\prime}}\langle\langle Q \mid Q\rangle\rangle_{\omega},  \tag{15}\\
& \sum_{k_{1}}\left[\mu_{k^{\prime}}\left(\omega^{2}-\omega_{k^{\prime}}^{2}\right) \delta_{k^{\prime} k_{1}}-2\left(\sigma+\langle q\rangle^{2}\right) \lambda_{k^{\prime} k_{1}}\right] .{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid x_{k_{1}}\right\rangle\right\rangle_{\omega} \\
&=\sum_{k_{1}} 2 \lambda_{k^{\prime} k_{1}} \cdot \mathrm{ir}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid Q x_{k_{1}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}}+\lambda_{k^{\prime}}{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid Q\right\rangle\right\rangle_{\omega}, \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
Q \equiv 2\langle q\rangle \delta q+(\delta q)^{2} \tag{17}
\end{equation*}
$$

The superscript "ir" indicates that the corresponding Green's function is irreducible, i.e., it cannot be reduced to lower-order functions by decoupling the product of singletime operators. ${ }^{28}$

We define the Green's function in the lowest-order approximation as

$$
\begin{align*}
\sum_{k^{\prime \prime}} & {\left[\mu_{k^{\prime}}\left(\omega^{2}-\omega_{k}^{2}\right) \delta_{k k^{\prime \prime}}-2 \lambda_{k k^{\prime \prime}}\right.} \\
& \left.\times\left(\sigma+\langle q\rangle^{2}\right)\right]\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)}=\delta_{k k^{\prime}} \tag{18}
\end{align*}
$$

Then Eqs. (14)-(16) become

$$
\begin{align*}
\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}= & \left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)}+\sum_{k^{\prime \prime}, k_{1}} 2 \lambda_{k^{\prime \prime} k_{1}}\left\langle\left\langle x_{k} \mid x_{k^{\prime \prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k_{1}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}+\sum_{k^{\prime \prime}} \lambda_{k^{\prime \prime}}\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times\left\langle\left\langle Q \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}, \tag{19}
\end{align*}
$$

$$
\begin{align*}
& \left\langle\left\langle Q \mid x_{k^{\prime}}\right\rangle\right\rangle=\sum_{k^{\prime \prime}} \lambda_{k^{\prime \prime}}\langle\langle Q \mid Q\rangle\rangle_{\omega} \cdot\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& +\sum_{k^{\prime \prime}, k_{1}} 2 \lambda_{k_{1} k^{\prime \prime}}\left\langle\left\langle Q \mid Q x_{k_{1}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \cdot\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)},  \tag{20}\\
& { }^{\left.{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k_{1}} \mid x_{k^{\prime}}\right\rangle\right\rangle\right\rangle_{\omega}=} \sum_{k^{\prime \prime}} \lambda_{k^{\prime \prime}} \cdot \mathrm{ir}\left\langle\left\langle Q x_{k_{1}} \mid Q\right\rangle\right\rangle_{\omega} \cdot\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \quad+\sum_{k^{\prime \prime}, k_{0}} 2 \lambda_{k_{0} k^{\prime \prime}}{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k_{1}} \mid Q x_{k_{0}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \\
&  \tag{21}\\
& \times\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)},
\end{align*}
$$

thus yielding

$$
\begin{align*}
\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}= & \left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)}+\sum_{k^{\prime}, k^{\prime \prime}} \lambda_{k^{\prime} k^{\prime \prime}}\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times\langle\langle Q \mid Q\rangle\rangle_{\omega} \cdot\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)} \\
& +\sum_{k^{\prime}, k^{\prime \prime}, k_{0}, k_{1}} 4 \lambda_{k^{\prime}, k^{\prime \prime}} \lambda_{k_{0}, k_{1}}\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid Q x_{k_{0}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \cdot\left\langle\left\langle x_{k_{1}} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)} \\
& +\sum_{k^{\prime}, k^{\prime \prime}, k_{1}} 2 \lambda_{k^{\prime} k^{\prime \prime}} \lambda_{k_{1}}\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k^{\prime \prime}} \mid Q\right\rangle\right\rangle_{\omega} \cdot\left\langle\left\langle x_{k_{1}} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)} \\
& +\sum_{k^{\prime}, k^{\prime \prime}, k_{1}} 2 \lambda_{k_{1} k^{\prime \prime}} \lambda_{k^{\prime}}\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \times\left\langle\left\langle Q \mid Q x_{k_{1}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \cdot\left\langle\left\langle x_{k^{\prime \prime}} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)} \tag{22}
\end{align*}
$$

The two last "interference" terms in (22), containing the Green's functions ${ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k} \mid Q\right\rangle\right\rangle$ and $\left\langle\left\langle Q \mid Q x_{k}\right\rangle\right\rangle{ }^{\mathrm{ir}}$, have an order of smallness in the interaction $H_{\text {int }}$ higher than the second and can be discarded. We also ignore the contribution of off-diagonal components of the Green's functions in the lowest-order approximation, assuming that $\left\langle\left\langle x_{k} \mid x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{(0)}$ $=\delta_{k k^{\prime}}\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)}$, and write Eq. (22) in the form of the Dyson equation:

$$
\begin{equation*}
\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{-1}=\left(\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)}\right)^{-1}-M_{k}(\omega), \tag{23}
\end{equation*}
$$

where the self-energy part has the form

$$
\begin{align*}
M_{k}(\omega)= & \lambda_{k}^{2}\langle\langle Q \mid Q\rangle\rangle_{\omega}+\sum_{k^{\prime}, k^{\prime \prime}} 4 \lambda_{k k^{\prime}} \lambda_{k^{\prime \prime} k} \\
& \times{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k^{\prime}} \mid Q x_{k^{\prime \prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \tag{24}
\end{align*}
$$

with

$$
\begin{align*}
\langle\langle Q \mid Q\rangle\rangle_{\omega}= & 4\langle q\rangle^{2}\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega}+\left\langle\left\langle(\delta q)^{2} \mid(\delta q)^{2}\right\rangle\right\rangle_{\omega} \\
& +2\langle q\rangle\left(\left\langle\left\langle\delta q \mid(\delta q)^{2}\right\rangle\right\rangle_{\omega}+\left\langle\left\langle(\delta q)^{2} \mid \delta q\right\rangle\right\rangle_{\omega}\right), \tag{25}
\end{align*}
$$

$$
\begin{align*}
{ }^{\mathrm{ir}}\left\langle\left\langle Q x_{k} \mid Q x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}}= & 4\langle q\rangle^{2}\left\langle\left\langle\delta q x_{k} \mid \delta q x_{k^{\prime}}\right\rangle\right\rangle_{\omega} \\
& +{ }^{\mathrm{ir}}\left\langle\left\langle(\delta q)^{2} x_{k} \mid(\delta q)^{2} x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}}+2\langle q\rangle \\
& \times\left(\left\langle\left\langle\delta q x_{k} \mid(\delta q)^{2} x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}}\right. \\
& \left.+{ }^{\mathrm{ir}}\left\langle\left\langle(\delta q)^{2} x_{k} \mid \delta q x_{k^{\prime}}\right\rangle\right\rangle_{\omega}\right) . \tag{26}
\end{align*}
$$

[it should be recalled that the operator $Q$ is defined in Eq. (17)].

### 3.3. An approximate calculation of the self-energy part

It is convenient to express the higher-order Green's functions that enter into $M_{k}(\omega)$ [see Eqs. (25) and (26)] in terms of correlation functions via the spectral theorem. ${ }^{29}$ For instance, for one of these Green's functions we have

$$
\begin{align*}
& { }^{\mathrm{ir}}\left\langle\left\langle(\delta q)^{2} x_{k} \mid(\delta q)^{2} x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \\
& \quad=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{\omega-\omega^{\prime}}\left(\exp \frac{\omega^{\prime}}{\Theta}+1\right) \int_{-\infty}^{\infty} d t \\
& \quad \times \exp \left\{-i \omega^{\prime} t\right\}\left\langle{ }^{\mathrm{ir}}\left[(\delta q(t))^{2} x_{k}(t)\right]\left[\left(\delta q\left(t^{\prime}\right)\right)^{2} x_{k^{\prime}}\left(t^{\prime}\right)\right]^{\mathrm{ir}}\right\rangle . \tag{27}
\end{align*}
$$

The correlation function in (27) can be decoupled by forming pairwise two-time averages (single-time averages, according to the definition of the "ir" operation, are equal to zero):

$$
\begin{align*}
& \left\langle{ }^{\mathrm{ir}}\left[(\delta q(t))^{2} x_{k}(t)\right]\left[\left(\delta q\left(t^{\prime}\right)\right)^{2} x_{k^{\prime}}\left(t^{\prime}\right)\right]^{\mathrm{ir}}\right\rangle \\
& \quad \approx 2 \delta_{k k^{\prime}}\left\langle\delta q(t) \delta q\left(t^{\prime}\right)\right\rangle^{2} \cdot\left\langle x_{k}(t) x_{k}\left(t^{\prime}\right)\right\rangle, \tag{28}
\end{align*}
$$

where the factor 2 reflects the two possible ways of pairing the operators $\delta q$ taken at times $t$ and $t^{\prime}$. By analogy with the diagrammatic technique, we can assume that adopting the approximation (28) is equivalent to ignoring the vertex corrections in the processes of interaction between phonons and the vibrations of the bistable sublattice. The spectral theorem can be used to express the one-particle correlators in (28) in terms of the corresponding Green's functions:

$$
\begin{align*}
& { }^{\mathrm{ir}}\left\langle\left\langle(\delta q)^{2} x_{k} \mid(\delta q)^{2} x_{k^{\prime}}\right\rangle\right\rangle_{\omega}^{\mathrm{ir}} \\
& \quad \approx 2 \delta_{k k^{\prime}} \iint_{-\infty}^{\infty} \int \frac{d \omega_{1} d \omega_{2} d \omega_{3}}{\omega-\left(\omega_{1}+\omega_{2}+\omega_{3}\right)} \\
& \quad \times \frac{\exp \left\{\left(\omega_{1}+\omega_{2}+\omega_{3}\right) / \Theta\right\}-1}{\left[\exp \left\{\omega_{1} / \Theta\right\}-1\right]\left[\exp \left\{\omega_{2} / \Theta\right\}-1\right]\left[\exp \left\{\omega_{3} / \Theta\right\}-1\right]} \\
& \quad \times\left[-\frac{1}{\pi} \operatorname{Im}\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega_{1}+i \varepsilon}\right]\left[-\frac{1}{\pi} \operatorname{Im}\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega_{2}+i \varepsilon}\right] \\
& \quad \times\left[-\frac{1}{\pi} \operatorname{Im}\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega_{3}+i \varepsilon}\right] . \tag{29}
\end{align*}
$$

In the same way one should deal with the remaining Green's functions in the expression for $M_{k}(\omega)$; some of these, namely those in the parentheses in Eqs. (25) and (26), vanish in view of approximations of the form (28). Next, in calculating (29) we can ignore the self-energy parts of the oneparticle Green's functions by writing them in the lowestorder approximation:

$$
\begin{equation*}
\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega} \rightarrow\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega}^{(0)}=\left[m\left(\omega^{2}-\Omega^{2}\right)\right]^{-1} \tag{30}
\end{equation*}
$$

with $\langle\langle\delta q \mid \delta q\rangle\rangle_{\omega}^{(0)}$ the Green's function corresponding to the Hamiltonian $H_{0}$ [Eq. (8)], and

$$
\begin{align*}
& \left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega} \rightarrow\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)} \\
& \quad=\left[\mu_{k}\left(\omega^{2}-\omega_{k}^{2}\right)-2 \lambda_{k k}\left(\sigma+\langle q\rangle^{2}\right)\right]^{-1} \tag{31}
\end{align*}
$$

This enables us to explicitly calculate the exact Green's function $\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}$ on the basis of (23).

### 3.4. Determining the shift and decay of the lattice mode frequencies

The renormalized frequencies of the lattice modes, $\varepsilon_{k}$, and the decay coefficients $\Gamma_{k}$ can be found by solving the equation
$\left(\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)}\right)^{-1}-\operatorname{Re} M_{k}\left(\widetilde{\omega}_{k}+i \varepsilon\right)+i \operatorname{Im} M_{k}\left(\widetilde{\omega}_{k}+i \varepsilon\right)=0$,
where

$$
\begin{equation*}
\widetilde{\omega}_{k} \approx \omega_{k}+\frac{\lambda_{k k}}{\mu_{k} \omega_{k}}\left(\sigma+\langle q\rangle^{2}\right) \tag{33}
\end{equation*}
$$

is the pole of the Green's function $\left\langle\left\langle x_{k} \mid x_{k}\right\rangle\right\rangle_{\omega}^{(0)}$. From (32) it follows that

$$
\begin{align*}
& \varepsilon_{k} \approx \widetilde{\omega}_{k}+\frac{1}{2 \mu_{k} \widetilde{\omega}_{k}} \operatorname{Re} M_{k}\left(\widetilde{\omega}_{k}+i \varepsilon\right),  \tag{34}\\
& \Gamma_{k} \approx-\frac{1}{2 \mu_{k} \widetilde{\omega}_{k}} \operatorname{Im} M_{k}\left(\widetilde{\omega}_{k}+i \varepsilon\right) . \tag{35}
\end{align*}
$$

For our further investigations it is enough to determine the contributions to the renormalized frequencies $\varepsilon_{k}$ and decay coefficients $\Gamma_{k}$ of the cubic, $H_{\mathrm{int}}^{(3)}$, and quartet, $H_{\mathrm{int}}^{(4)}$, interactions in the first nonvanishing orders: the first in $H_{\mathrm{int}}^{(4)}$ and the second in $H_{\mathrm{int}}^{(3)}$ for $\varepsilon_{k}$ and the second in $H_{\mathrm{int}}^{(4)}$ for $\Gamma_{k}$.

Dealing with the first term in the expression (24) for the self-energy part in the same way as we did in (29), where the exact one-particle Green's functions are replaced by their lowest-order approximations (30) and (31), we arrive at an expression for the contribution to $M_{k}(\omega)$ of the cubic interaction in second order:

$$
\begin{align*}
& M_{k}^{(3)}\left(\widetilde{\omega}_{k}\right)=4 \lambda_{k}^{2}\left[\frac{\langle q\rangle^{2}}{m\left(\widetilde{\omega}_{k}^{2}-\Omega^{2}\right)}+\frac{\sigma}{m\left(\widetilde{\omega}_{k}^{2}-4 \Omega^{2}\right)}\right]  \tag{36}\\
& \varepsilon_{k} \equiv \omega_{k}+\Delta_{k}=\widetilde{\omega}_{k}+\frac{1}{2 \mu_{k} \widetilde{\omega}_{k}} M_{k}^{(3)}\left(\widetilde{\omega}_{k}\right) . \tag{37}
\end{align*}
$$

Reasoning in a similar manner, we find an expression for the second term in (24) resulting from the quartet interaction:

$$
\begin{align*}
M_{k}^{(4)} & \left(\widetilde{\omega}_{k}\right) \\
& =\frac{2}{m \Omega \mu_{k} \omega_{k} \widetilde{\omega}_{k}} \sum_{k^{\prime}} \lambda_{k k^{\prime}}^{2} \omega_{k^{\prime}} \\
& \times\left\{4 \langle q \rangle ^ { 2 } \left[\frac{\left(\Omega-\widetilde{\omega}_{k^{\prime}}\right)\left[n\left(\widetilde{\omega}_{k^{\prime}}\right)-n(\Omega)\right]}{\widetilde{\omega}_{k}^{2}-\left(\Omega-\widetilde{\omega}_{k^{\prime}}\right)^{2}}\right.\right. \\
& \left.+\frac{\left(\Omega+\widetilde{\omega}_{k^{\prime}}\right)\left[1+n\left(\widetilde{\omega}_{k^{\prime}}\right)+n(\Omega)\right]}{\widetilde{\omega}_{k}^{2}-\left(\Omega+\widetilde{\omega}_{k^{\prime}}\right)^{2}}\right] \\
& +\frac{2 \Omega-\widetilde{\omega}_{k^{\prime}}}{m \Omega} \frac{[n(\Omega)+1]^{2} n\left(\widetilde{\omega}_{k^{\prime}}\right)-n^{2}(\Omega)\left[n\left(\widetilde{\omega}_{k^{\prime}}\right)+1\right]}{\widetilde{\omega}_{k}^{2}-\left(2 \Omega-\widetilde{\omega}_{k^{\prime}}\right)^{2}} \\
& +\frac{2 \Omega+\widetilde{\omega}_{k^{\prime}}}{m \Omega} \frac{[n(\Omega)+1]^{2}\left[n\left(\widetilde{\omega}_{k^{\prime}}\right)+1\right]-n^{2}(\Omega) n\left(\widetilde{\omega}_{k^{\prime}}\right)}{\widetilde{\omega}_{k}^{2}-\left(2 \Omega+\widetilde{\omega}_{k^{\prime}}\right)^{2}} \\
& \left.+\frac{2 \widetilde{\omega}_{k^{\prime}}}{m \Omega} \frac{n(\Omega)[n(\Omega)+1]}{\widetilde{\omega}^{2}-\widetilde{\omega}_{k^{\prime}}^{2}}\right\}, \tag{38}
\end{align*}
$$

where $n(x)=[\exp \{x / \Theta\}-1]^{-1}$.
The decay coefficients $\Gamma_{k}$, which can be expressed in terms of $\operatorname{Im} M_{k}^{(4)}\left(\widetilde{\omega}_{k}+i \varepsilon\right)$, are due to processes of creation (annihilation) of one or two vibrational quanta of the bistable sublattice accompanied by processes of absorption (emission) of two quanta of the matrix lattice, and also to processes of elastic scattering of the quanta of the matrix lattice that do not change the vibrational state of the bistable sublattice. On the basis of (35) and (38) we can write

$$
\begin{align*}
\Gamma_{k}= & \frac{\pi}{2 \mu_{k} \widetilde{\omega}_{k} m \Omega} \sum_{k^{\prime}} \frac{\lambda_{k k^{\prime}}^{2}}{\mu_{k^{\prime}} \widetilde{\omega}_{k^{\prime}}}\left\{4 \langle q \rangle ^ { 2 } \left(\left[n\left(\widetilde{\omega}_{k^{\prime}}\right)-n(\Omega)\right]\right.\right. \\
& \times\left[\delta\left(\widetilde{\omega}_{k^{\prime}}+\widetilde{\omega}_{k}-\Omega\right)-\delta\left(\widetilde{\omega}_{k^{\prime}}-\widetilde{\omega}_{k}-\Omega\right)\right]+[1 \\
& \left.+n\left(\widetilde{\omega}_{k^{\prime}}\right)+n(\Omega)\right]\left[\delta\left(\widetilde{\omega}_{k^{\prime}}-\widetilde{\omega}_{k}+\Omega\right)-\delta\left(\widetilde{\omega}_{k^{\prime}}+\widetilde{\omega}_{k}\right.\right. \\
& +\Omega)])+\frac{1}{m \Omega}\left[(n(\Omega)+1)^{2} n\left(\widetilde{\omega}_{k^{\prime}}\right)-n^{2}(\Omega)\right. \\
& \left.\times\left(n\left(\widetilde{\omega}_{k^{\prime}}\right)+1\right)\right]\left[\delta\left(\widetilde{\omega}_{k^{\prime}}+\widetilde{\omega}_{k}-2 \Omega\right)-\delta\left(\widetilde{\omega}_{k^{\prime}}-\widetilde{\omega}_{k}\right.\right. \\
& -2 \Omega)]+\frac{2}{m \Omega} n(\Omega)(n(\Omega)+1)\left[\delta\left(\widetilde{\omega}_{k^{\prime}}-\widetilde{\omega}_{k}\right)\right. \\
& \left.\left.-\delta\left(\widetilde{\omega}_{k^{\prime}}+\widetilde{\omega}_{k}\right)\right]\right\} . \tag{39}
\end{align*}
$$

To do some estimates, it is enough to examine the onedimensional model of a lattice in the Debye approximation. Plugging the expression for the coupling coefficient in the form

$$
\begin{equation*}
\lambda_{k k^{\prime}}=\frac{\lambda}{M} \sum_{j=1}^{M} \exp \left\{i\left(k^{\prime}+k\right) r_{j}\right\} \sqrt{\mu_{k} \mu_{k^{\prime}}} \omega_{k} \omega_{k^{\prime}} \tag{40}
\end{equation*}
$$

( $\mathbf{r}_{j}$ is the radius vector of the $j$ th atom in the matrix lattice, and $\lambda$ is a constant whose dimensions are $\mathrm{cm}^{-2}$ ) into (39), we find that for $k<k_{D} / 2$ and $\omega_{D} \approx \Omega\left(k_{D}\right.$ and $\omega_{D}$ are the Debye wave vector and frequency) only elastic processes provide nonvanishing contributions to decay:

$$
\begin{equation*}
\Gamma_{k} \approx 4 \pi \lambda^{2}\left(\frac{\hbar}{2 m \Omega}\right)^{2} n(\Omega)[n(\Omega+1)] \omega_{k} \frac{k}{k_{D}} \frac{1}{\delta^{3}}, \tag{41}
\end{equation*}
$$

where $\delta=\widetilde{\omega}_{k} / \omega_{k}$. The above equation shows that the quartet interaction $H_{\mathrm{int}}^{(4)}$ has almost no damping effect on vibrations in the ultrasonic frequency range. Indeed, for reasonable values of the parameters $\left(\lambda=8 \AA^{-2}, \Omega=10^{13} \mathrm{~s}^{-1}, T=273 \mathrm{~K}\right.$, and $\delta=1$ ) we have the estimate

$$
\begin{equation*}
\frac{\Gamma_{k}}{\omega_{k}} \sim 10^{-2} \frac{k}{k_{D}} \tag{42}
\end{equation*}
$$

i.e., the decay of acoustic vibrations becomes significant only at maximum frequencies $\left(k \sim k_{D}\right)$.

### 3.5. Temperature hysteresis of the shift and decay of the lattice mode frequencies as a result of interaction with the bistable lattice

The temperature dependence of the frequency shift $\Delta_{k}(T)$ is determined by the dependence of this shift on the characteristics $\langle q\rangle, \sigma$, and $\Omega$, which experience temperature hysteresis, and by the competition between negative (for $\Omega$ $>\widetilde{\omega}_{k}$ ) cubic and positive (for $\lambda_{k k}>0$ ) quartet contributions. Indeed, for instance, when the sample is cooled, the stable states of the correlated sublattice become metastable, and at the temperature $T_{1}$ the sublattice suddenly goes over to another stable branch (see Figs. 2 and 3), as a result of which related abrupt changes are experienced by the frequency shifts $\Delta_{k}$ of the acoustic modes of the matrix [see Eqs. (33), (36), and (37)] interacting with the sublattice (Fig. 4). Now, when heated, the sublattice is on this new branch up to a temperature $T_{2}$, after which it again suddenly returns to its old, high-temperature, stable branch, thus bringing about a sudden (discontinuous) change in $\Delta_{k}$ (Fig. 4). Figure 4 depicts the $\Delta_{k}$ vs. $T$ curves calculated by formulas (33), (36) and (37) for different ratios of the competing interactions of the third $\left(\lambda_{k}\right)$ and fourth $\left(\lambda_{k k}\right)$ orders.

The temperature dependence of the decay of an acoustic mode ( $\Gamma_{k}$ ) for $k \sim k_{D}$ is depicted in Fig. 5 (note that here we allow for neither the nonlinearity of the matrix lattice proper, a nonlinearity that provides a nonhysteresis contribution to decay, nor for other decay mechanisms). The decay that is the largest (the high-temperature branch of curve 1) for the scattering of lattice modes by perturbations caused by abovebarrier vibrations of the bistable sublattice suddenly becomes smaller (the low-temperature branch of the curve 1) when the sublattice abruptly reduces the amplitude of its vibrations after it has been "captured" by the global minimum as a result of cooling, The stable branch of curve 2 represents the contribution to scattering of the local minimum of the bistable potential. Actually this contribution will be smaller, since it must be multiplied by a quantity proportional to $\exp \left\{-\Delta F / k_{B} T\right\}$, where $\Delta F$ is the difference of free energies of the sublattice in the local and global minima; hence, the system is heated from absolute zero, the increase in decay follows almost exactly the low-temperature branch of curve 1 , and then the decay suddenly increases, going over to the high-temperature branch and thus completing the hysteresis cycle.


FIG. 4. Temperature dependence of the relative shift of the acoustic modes of the matrix with allowance for cubic interaction (a), quartet interaction (b), and competition of quartet and cubic interactions (c); $u_{1}=0.03 \mathrm{eV}, q_{1}$ $=0.073 \AA, q_{2}=0.14 \AA, T_{0}=173 \mathrm{~K}, \lambda_{k k} / \mu_{k} \omega_{k}^{2}=8.3 \AA^{-2}$, and $\lambda_{k}=3.74$ $\times 10^{-21} \mathrm{eV} \cdot \AA^{-3}$.

## 4. EXPERIMENTAL PREREQUISITES FOR THE EXISTENCE OF A BISTABLE SUBLATTICE IN SUPERCONDUCTING OXIDE CUPRATES

At present there are many papers that point to the important role that the apical oxygen atom plays in the formation of the superconducting properties of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ or compounds with a structure containing apical atoms. In the


FIG. 5. Temperature dependence of the decay of the acoustic modes of the matrix in a crystal with a bistable sublattice; $u_{1}=0.03 \mathrm{eV}, q_{1}=0.073 \AA$, $q_{2}=0.14 \AA$, and $T_{0}=173 \mathrm{~K}$.
$\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ compound, each apical atom $\mathrm{O}(4)$ interacts along the crystallographic axis $\mathbf{c}$ with the two nearest neighbors, the atoms $\mathrm{Cu}(1)$ and $\mathrm{Cu}(2)\left(l_{\mathrm{Cu}(1)}=1.80-1.86 \AA\right.$ and $l_{\mathrm{Cu}(2)}=2.30-2.45 \AA$; see Refs. 30 and 31), whose coordination in oxygen is not the same. The nature of the bond of the apical atom varies substantially: from covalent for the superconducting compound $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ to ionic for a nonsuperconducting compound. ${ }^{32}$ Participating in the transfer of holes from the basal planes to the $\mathrm{CuO}_{2}$ planes, an apical atom manifests a number of features in the temperature dependence of the vibrational states. For instance, $x$-ray studies, ${ }^{33-35}$ ion-channeling experiments, ${ }^{36,37}$ Raman spectroscopy, ${ }^{38-40}$ and neutron scattering measurements ${ }^{41}$ have revealed that the total energy of an apical $O(4)$ atom, as a function of the position along the crystallographic axis $\mathbf{c}$ has two minima. Note that pyro- and piezoelectricity have been detected in single crystals of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$, which suggests that there is macroscopic polarization along the $\mathbf{c}$ axis (see, e.g., Ref. 42). The occurrence of macroscopic polarization is usually attributed to the anharmonic motion of $\mathrm{O}(4)$ ions. ${ }^{42,43}$

The nontrivial dynamics of the strongly correlated apical $\mathrm{O}(4)$ atoms in a double-well potential must also directly manifest itself in the nature of the interaction between the vibrational states of the atoms and the electron subsystem of the crystal, which in addition to the participation of apical atoms in charge transfer from the basal plane to the $\mathrm{CuO}_{2}$ plane may be one of the reasons for the formation of high $-T_{c}$ superconductivity. ${ }^{44-46}$ More than that, as we will show shortly, by allowing for the interaction between the bistable oxygen sublattice and the vibrational states of the matrix lattice we can explain a number of experimentally established phenomena: the temperature hysteresis of the specific heat and thermal conductivity and of the speed and absorption of ultrasound in yttrium and bismuth cuprates.

## 5. TEMPERATURE HYSTERESIS OF THE SPEED AND DECAY COEFFICIENT OF ULTRASOUND IN HIGH- $T_{c}$ OXIDE CUPRATES. COMPARISON OF THEORY AND EXPERIMENT

The temperature hysteresis of the speed of ultrasound was observed by the methods of ultrasound spectroscopy ${ }^{1-14}$ (see also the review by Lubenets et al. ${ }^{15}$ ) soon after the discovery of high $-T_{c}$ superconductivity in a number of oxide cuprates, including the compounds $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ and $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$. This phenomenon can be observed not only polycrystals but also in single crystals, not only superconducting but also in nonsuperconducting high- $T_{c}$ compounds. The temperature interval of the hysteresis changes from sample to sample and depends on the oxygen nonstoichiometry and the way in which the sample is prepared. The values 55 and 215 K were fixed as the most reliable limits of hysteresis at the lower and higher ends of the temperature interval, although the upper limit was found to often move up to 270 K . Interestingly, Kim et al. ${ }^{8}$ (see also Ref. 4) also observed distinct temperature hysteresis of the absorption of


FIG. 6. Temperature dependence of the relative variation of the speed of an ultrasonic wave: (a) and (d) represent the results of calculations for a crystal with a bistable sublattice (the dotted curves represent an unstable solution), with (a) $u_{1}=0.03 \mathrm{eV}, \quad q_{1}=0.073 \AA, q_{2}=0.14 \AA$, and $\lambda_{k k} / \mu_{k} \omega_{k}^{2}=8.3 \AA^{-2}$, and (d) $u_{1}=0.04 \mathrm{eV}, q_{1}$ $=0.073 \AA, \quad q_{2}=0.14 \AA, \quad$ and $\quad \lambda_{k}=3.74$ $\times 10^{-21} \mathrm{eV} \cdot \AA^{-3} ; \quad \Delta \mathrm{V} / \mathrm{V}_{0}=\varepsilon_{k}(T) / \varepsilon_{k}(300 \mathrm{~K})$ $-1+(A-B T)$, with $A=0.19$ and $B=7.05$ $\times 10^{-4}$ the constants (determined from experiments ${ }^{6}$ ) of the linear dependence approximating the contribution of the main lattice. The experimental data for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ in the direction of the crystallographic axis $\mathbf{c}$ at 12 MHz (Ref. 2) are depicted in Fig. 6(b), and those at the frequency $1.25 \times 10^{5} \mathrm{~s}^{-1}$ in Fig. 6(c). Finally, the experimental data for $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$ (see Ref. 6) are depicted in Fig. 6(e).
ultrasound in a single-crystal $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ sample, and the regions of hysteresis of the speed and the absorption of ultrasound were found to coincide.

Various mechanisms for explaining these phenomena have been proposed. Among these are the redistribution of oxygen, ${ }^{11,13}$ the motion of twinning boundaries, ${ }^{47}$ and the presence of a ferroelectric ${ }^{10}$ or martensitic ${ }^{9}$ phase transition. However, no satisfactory and consistent interpretation of the temperature hysteresis of the speed and absorption of ultrasound was proposed in these papers.

We believe that a qualitative explanation of these phenomena can be found if we assume that yttrium and bismuth cuprates have a bistable oxygen sublattice that modulates the phonon spectrum of the matrix lattice. Indeed, as we showed within the scope of the general theory in Sec. 3, in this case the renormalized frequencies of the matrix and their imaginary parts acquire a hysteresis temperature dependence, so that the elastic constants of the crystal will vary in the same manner. To compare the theoretical curves with the experimental data we only need to know the empirical values of the parameters of the matrix and the sublattice and the nature of the interaction between the two.

### 5.1. Hysteresis of the speed of ultrasound in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$

The temperature-dependent renormalized frequency of the long-wavelength phonons, $\varepsilon_{k}$, directly determines the speed $\mathrm{v}(T)$ of an ultrasonic wave:

$$
\begin{equation*}
\mathrm{v}(T)=\operatorname{const} \cdot \varepsilon_{k}(T) \tag{43}
\end{equation*}
$$

where $k$ is the wave vector of the mode at whose frequency the ultrasonic measurements are carried out. As shown by further investigations, for an yttrium cuprate the quartet interaction $H_{\mathrm{int}}^{(4)}$ in the Hamiltonian $H_{\text {int }}$ [see Eq. (11)] is the most probable one. Here, in the first-order perturbation in $H_{\text {int }}^{(4)}$ we have [see Eqs. (33) and (34)]

$$
\begin{equation*}
\varepsilon_{k}(T) \approx \omega_{k}\left[1+\lambda\left(\sigma+\langle q\rangle^{2}\right)\right] \tag{44}
\end{equation*}
$$

where $\sigma$ and $\langle q\rangle^{2}$ are calculated self-consistently by Eqs. (4)-(6) and we have allowed for the fact [see Eq. (40)] that $\lambda_{k k}=\lambda \mu_{k} \omega_{k}^{2}$. Figure 6(a) depicts the temperature dependence of the speed of ultrasound, $\mathrm{v}(T)$, at the frequency $1.25 \times 10^{5} \mathrm{~s}^{-1}$ calculated theoretically from the formulas (43), (44), and (40) with allowance for (4)-(6). As applied to $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$, the model parameters were specified in the following way: the "bare" frequency of an $\mathrm{O}(4)$ ion in the global minimum, $(\alpha / m)^{1 / 2} \approx 600 \mathrm{~cm}^{-1}$, was determined from the spectra of Raman scattering of light; $;{ }^{38}$ the position of the second, local, minimum, $q_{2} \approx 0.14 \AA$, was found from the measured radial distribution function; ${ }^{48} q_{1} \approx q_{2} / 2$; the height of the potential barrier, $u_{1} \approx 0.03 \mathrm{eV}$, was chosen such that the hysteresis would land into the $100-200 \mathrm{~K}$ temperature range; and the coupling constant $\lambda \approx 8.3 \AA^{-2}$ was chosen such that the theoretical values of the maximum difference in the speeds of ultrasound on the bistable branches of the hysteresis curve would agree with the experimental data. In Figs. 6(b) and 6(c) we depict, for the sake of comparison with the calculated curves, the experimental data ${ }^{2,3}$ on the temperature dependence of the speed of longitudinal ultra-
sound propagating in the ceramic and single-crystal samples of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$. The theoretical curves reflect fairly well the experimentally observed behavior of the speed of ultrasound: in the hysteresis region, high speeds are realized in the cooling mode and low speeds in the heating ('thawing') mode. Thus, at reasonable values of the model parameters, not only do the size and temperature interval of the hysteresis loop agree with the experimental data but so does the sense of tracing of the hysteresis loop in the cooling-heating cycle.

### 5.2. Hysteresis of the speed of ultrasound in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$

The experimentally observed pattern of the temperature hysteresis of the speed of ultrasound in bismuth cuprates, in particular, in $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$ differs from that for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ : the higher values of the speed of ultrasound in the hysteresis region are realized in heating, while the lower values are realized in cooling. ${ }^{6,7}$ Such behavior of the elastic properties in bismuth cuprates can be explained if we assume that third-order anharmonicity dominates in the interaction between the matrix lattice and the bistable oxygen sublattice, so that we can assume that $\lambda_{k k}=0$. In this case, according to (34) and (36), the renormalized frequency is given by the formula

$$
\begin{equation*}
\varepsilon_{k}(T) \approx \omega_{k}-\frac{\lambda_{k}^{2}}{2 m \Omega^{2} \mu_{k} \omega_{k}}\left(\sigma+4\langle q\rangle^{2}\right), \tag{45}
\end{equation*}
$$

where we have allowed for the fact that $\Omega \gtrdot \omega_{k}$ holds in the experiment and that we have $\widetilde{\omega}_{k}=\omega_{k}$ at $\lambda_{k k} \approx 0$.

Figure 6(d) depicts the temperature dependence of the speed of ultrasound at 7.5 MHz calculated by (43) and (45) with allowance for the self-consistent equations (4)-(6) for both heating and cooling. When making numerical estimates, we assumed the parameters of the bistable potential to be the same as those for yttrium compounds. We did, however, adjust the height of the potential barrier, which, like the cubic coupling constant $\lambda_{k}$, was chosen so that the calculated values of the temperature integral and size of hysteresis would agree best with the experimentally observed values. For the sake of comparison, in Fig. 6(e) we depict the corresponding experimental dependence ${ }^{6}$ for ultrasonic longitudinal waves propagating in a $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$ single crystal. The theoretical curve represents fairly well the features of this dependence: the cooling curve lies below the heating curve, while the coincidences of the size and interval of the hysteresis in which the hysteresis loop is observed are realized at reasonable values of the parameters of the bistable and matrix lattices.

Thus, we conclude that the interaction between the metastable states of the strongly correlated oxygen sublattice (the apical $\mathrm{O}(4)$ atoms) and the matrix lattice in the high- $T_{c}$ compounds $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ and $\mathrm{Bi}_{2} \mathrm{Sr}_{2} \mathrm{Ca}_{1} \mathrm{Cu}_{2} \mathrm{O}_{8}$ results in renormalization of the elastic constants of the matrix lattice and, in the final analysis, an experimentally observable temperature hysteresis of the speed of ultrasound in the $60-270 \mathrm{~K}$ temperature range. The inversion of the hysteresis branches when yttrium cuprates are replaced by bismuth cuprates is a
consequence of the change in the interaction between the bistable sublattice of $\mathrm{O}(4)$ atoms and the matrix.

### 5.3. Hysteresis of the absorption coefficient of ultrasound in $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$

As noted earlier, Kim et al. ${ }^{8}$ clearly detected a temperature hysteresis in the absorption of a longitudinal ultrasound wave with a frequency of 5 MHz propagating in a singlecrystal sample of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$. A small hysteresis of the damping constant was also observed by Pal'-Val' et al. ${ }^{4}$ in a ceramic $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ at $1.25 \times 10^{5} \mathrm{~s}^{-1}$. The absorption of ultrasound was greater when the sample was heated than when the sample was cooled. The hysteresis regions for absorption and for the speed of the wave were found to coincide, but the hysteresis loops were traced in opposite directions. The explanation of these facts follows directly from our previous discussion. Indeed, the absorption coefficient $\alpha_{k}$ of an ultrasound wave with a wave vector $k$ is given by the formula

$$
\begin{equation*}
\alpha_{k}=\frac{\gamma_{k}}{\mathrm{v}(T)} \tag{46}
\end{equation*}
$$

where $\gamma_{k}$ is the attenuation of the wave, which includes as a component the decay coefficient of the hysteresis type, $\Gamma_{k}$, reflecting the presence of the quartet interaction $H_{\text {int }}^{(4)}$ (see Eqs. (39), (41), and (42) and Fig. 5) and the contributions from other scattering mechanisms: due to the nonlinearity of the matrix lattice proper, the effect of defects, the boundaries of the sample, etc.; $\mathrm{v}(T)$ is the speed of ultrasound given by formulas (43) and (44). But, as noted earlier, the decay constant $\Gamma_{k}$ in the ultrasonic frequency range is extremely small, i.e., other scattering mechanisms are effective. Hence the anomalous temperature behavior of the absorption coefficient can be related only to the hysteresis dependence of the speed $\mathrm{v}(T)$ of ultrasound. Figure $7(\mathrm{a})$ shows the results of a theoretical calculation of the absorption coefficient $\alpha_{k}$ by Eqs. (46), (43), and (44) (the attenuation $\gamma_{k}$ is assumed temperature-independent), and Fig. 7(c) depicts the experimental data. We see that there is not only qualitative agreement between the experimental data and the theoretical estimates (the extent and the sense of tracing of the hysteresis loop) but also a correspondence in the relative discrepancy between the absorption on the heating and cooling curves.

Note that temperature hysteresis of the speed and absorption of ultrasound of a similar type was observed by Borisov et al. ${ }^{17}$ in $\mathrm{LiKSO}_{4}$ crystals.

## 6. HYSTERESIS BEHAVIOR OF THE THERMAL PROPERTIES OF HIGH- $T_{c}$ OXIDE CUPRATES IN THE NORMAL STATE

### 6.1. Hysteresis behavior of specific heats

In the process of doing precision measurements, Vargas et al. ${ }^{18,19}$ detected a temperature hysteresis of the specific heat at constant pressure, $C_{P}(T)$, for the high- $T_{c}$ cuprates $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}(\sigma=0-1)$ in the $190-230 \mathrm{~K}$ temperature range. The heating curve was found to have a sharp peak at 220 K , while the cooling curve was found to have a fairly broad $(\sim 10 \mathrm{~K})$ maximum at 205 K [see Fig. 8(b)]. Kumar


FIG. 7. Temperature dependence of ultrasound absorption: (a), the results of calculations of $\alpha$ $\propto 1 / \mathrm{v}$ for a crystal with a bistable sublattice with $u_{1}=0.03 \mathrm{eV}, \quad q_{1}=0.073 \AA$, and $q_{2}=0.14 \AA$; (b), the experimentally measured absorption coefficient for the longitudinal $C_{33}$ mode at 5 MHz in the $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ crystal. ${ }^{8}$
et al. ${ }^{20}$ obtained similar results. Vargas et al. ${ }^{18,19}$ and Kumar et al. ${ }^{20}$ suggest that such anomalies are due to the lattice instability; in particular, they relate the narrow peak in the heating curve to the disordering of oxygen atoms in the $\mathrm{Cu}(1)-\mathrm{O}(1)$ chains, assuming that the interaction of these degrees of freedom and the lattice modes leads to a structural phase transition. We believe that these experimental facts can be explained within the scope of the idea that compounds of the form $\mathrm{Y}-\mathrm{Ba}-\mathrm{Cu}-\mathrm{O}$ contain a strongly correlated bistable oxygen sublattice. Experiments have shown that the hysteresis interval may change by several tens of kelvins depending on oxygen content (i.e., on the way in which the sample, chiefly ceramic, is prepared). Later we will return to the problem of finding the hysteresis interval for the specific heat $C_{p}$ measured in the experiments. ${ }^{18,19}$ Here we determine the contributions introduced by the bistable sublattice to the general value of the lattice specific heats at constant pressure, $C_{p}^{\text {an }}$, and at constant volume (constant mean displacement $\langle q\rangle$ ), $C_{\langle q\rangle}^{\mathrm{an}}$. Using formulas (3) and
(7), we can find the expressions for the specific heats at constant displacement and at constant pressure:

$$
\begin{align*}
& C_{\langle q\rangle}^{\mathrm{an}}=k_{B}\left(\frac{\partial\left\langle H_{\mathrm{anh}}\right\rangle}{\partial \Theta}\right)_{\langle q\rangle}=k_{B}\left(m \Omega^{2}+\frac{3}{2} \gamma \sigma\right)\left(\frac{\partial \sigma}{\partial \Theta}\right)_{\langle q\rangle}  \tag{47}\\
& \begin{aligned}
p=-\left(\frac{\partial F}{\partial\langle q\rangle}\right)_{\Theta}= & -\alpha\langle q\rangle+\beta\langle q\rangle^{2} \\
& -\gamma\langle q\rangle^{3}+\sigma(\beta-3 \gamma\langle q\rangle)
\end{aligned}
\end{align*}
$$

These expressions make it possible to calculate the specific heat at constant pressure:


FIG. 8. Temperature dependence of the specific heat at constant pressure [(a) and (b)] and constant volume (c) for a crystal with a bistable sublattice: for a harmonic crystal (curve 1), and for a crystal with a bistable lattice (curves 2 and 3). Curves 2 and 3 were calculated for different values of the bistable potential. The dotted curves represent unstable solutions; $u_{1}$ $=0.03 \mathrm{eV}, q_{1}=0.073 \AA$, and $q_{2}=0.14 \AA$. Figure $8(\mathrm{~b})$ depicts the experimental results for $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ (see Ref. 19).

$$
\begin{align*}
C_{p}^{\mathrm{an}}= & C_{\langle q\rangle}^{\mathrm{an}}-k_{B} \frac{\Theta(\partial p / \partial \Theta)_{\langle q\rangle}^{2}}{(\partial p / \partial\langle q\rangle)_{\Theta}}=k_{B}\left(m \Omega^{2}+\frac{3}{2} \gamma \sigma\right) \\
& \times\left(\frac{\partial \sigma}{\partial \Theta}\right)_{\langle q\rangle}-k_{B} \frac{\Theta\left[(\beta-3 \gamma\langle q\rangle)(\partial \sigma / \partial \Theta)_{\langle q\rangle}\right]^{2}}{(\beta-3 \gamma\langle q\rangle)(\partial \sigma / \partial\langle q\rangle)_{\Theta}-m \Omega^{2}},  \tag{49}\\
\left(\frac{\partial \sigma}{\partial \Theta}\right)_{\langle q\rangle} & =\frac{2 m \Omega^{2}}{\Theta} \varphi(\Omega, \sigma, \Theta), \\
\left(\frac{\partial \sigma}{\partial\langle q\rangle}\right)_{\Theta} & =2(\beta-3 \gamma\langle q\rangle) \varphi(\Omega, \sigma, \Theta)  \tag{50}\\
\varphi(\Omega, \sigma, \Theta) & =\frac{4 m^{2} \Omega^{2} \sigma^{2}+4 \Theta m \sigma-\hbar^{2}}{8 \Theta^{2} m^{2} \Omega^{2}+3 \gamma\left(4 m^{2} \Omega^{2} \sigma^{2}+4 \Theta m \sigma-\hbar^{2}\right)} .
\end{align*}
$$

The temperature dependence of the specific heat at constant volume (at constant mean displacement) $C_{\langle q\rangle}^{\mathrm{an}}$, constructed from (47) with allowance for (50), exhibits temperature hysteresis [Fig. 8(c)]. The hysteresis curve is transformed according to the shape of the anharmonic potential $U$ in which the atoms $\mathrm{O}(4)$ move: it consists of one loop if the metastable minimum lies fairly high above the global minimum and of two loops if the metastable minimum moves downward so that the potential becomes more symmetric [see the part of the caption referring to Fig. 8(c)].

Figure 8(a) depicts the temperature dependence of the specific heat at constant pressure, $C_{p}^{\text {an }}$, constructed from the above formulas. When the sample is cooled and the point $T_{1}$ is reached from the right, $C_{p}^{\text {an }}$ becomes infinite and then suddenly drops to the finite value $A$; when the sample is heated and the point $T_{2}$ is reached from the left, $C_{p}^{\text {an }}$ again becomes infinite and then suddenly drops to the value $B$. The size of the hysteresis interval ( $T_{1}, T_{2}$ ) depends on the values and ratios of the parameters $\alpha, \beta$, and $\gamma$ of the oxygen sublattice (in this specific case they were selected equal to the values in Sec. 5). In the state of thermodynamic equilibrium the system has no memory and the hysteresis disappears, i.e., the function $C_{p}^{\text {an }}(T)$ becomes single-valued; it has, however, a singular point at the temperature $T_{0}$ at which the values of the free energies for the cooling and heating curves coincide. The interval ( $T_{0}, T_{1}$ ) in heating and the interval ( $T_{0}, T_{2}$ ) in cooling determine the temperature range in which the system (sublattice) passes through a sequence of alternating unstable (metastable) states.

In real compounds to which our model can be applied, it is impossible to reach the theoretical boundary points of 'supercooling'" $\left(T_{1}\right)$ and 'overheating', $\left(T_{2}\right)$. The longer the system is left to itself in the region of metastable states, the higher the probability that, thanks to fluctuation processes, it will go over to the other, stable, branch of the hysteresis curve before it reaches the boundary point $T_{1}$ or $T_{2}$ and hence the narrower the hysteresis region: $T_{1} \rightarrow T_{1}^{\prime}>T_{1}$ and $T_{2} \rightarrow T_{2}^{\prime}<T_{2}$. If the lifetime of a given metastable state of the oxygen sublattice at a certain temperature $T_{1}^{\prime \prime}$ (the cooling curve) or $T_{2}^{\prime \prime}$ (the heating curve) exceeds the time the system is kept in the given state, i.e., the rate of scanning of the temperature in the experiment is such that fluctuation processes are unable to initiate the transition of the sublattice
from the metastable state to a stable state, the interval $\left(T_{1}^{\prime \prime}, T_{2}^{\prime \prime}\right)$ exactly determines the real interval of hysteresis behavior of the specific heat and other properties of high- $T_{c}$ compounds with a bistable sublattice in conditions of the given experiment. This is the reason why in their experiments Vargas et al. ${ }^{18,19}$ observed a hysteresis interval for the function $C_{p}^{\text {an }}(T)$ that was narrower [Fig. 8(b)] than the theoretical interval [Fig. 8(a)]. Unfortunately, we know of no experimental data on the $C$ vs. $T$ curves for temperature scanning rates so different that the "shrinking'" of the hysteresis loop can be followed as the temperature scanning rates change from high to low, i.e., as the thermodynamic parameters become more quasistatic.

### 6.2. Temperature hysteresis of the thermal conductivity in high $-T_{c}$ cuprates

In the process of doing precision measurements, Jezowski et al., ${ }^{21-23}$ Terzijska, ${ }^{24}$ and Cohn ${ }^{25}$ found a temperature hysteresis of the thermal conductivity of the high- $T_{c}$ compounds $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}(1: 2: 3)$ and $\mathrm{RBa}_{2} \mathrm{Cu}_{4} \mathrm{O}_{8}$ (1:2:4; $\mathrm{R}=\mathrm{Dy}, \mathrm{Gd}$, and Eu ) in the $70-230 \mathrm{~K}$ temperature range. The maximum relative discrepancy between the values of the thermal conductivity on the upper and lower branches of the hysteresis curve amounts to more than $5 \%$. What is remarkable is that the shape of the hysteresis curve, which is singleloop for all 1:2:4 superconductors, for 1:2:3 compounds depends on the index of oxygen nonstoichiometry. At $\delta=0$ a single loop is observed in experiments, while for oxygendepleted ( $\delta=1$ ), nonconducting, compounds the hysteresis curve consists of two loops with a definite sense of tracing of the contour when the sample is first cooled and then heated. The effect of the hysteresis behavior of the thermal conductivity is unusual and interesting not only in itself but also because the reason why it appears is related to the mechanism of high- $T_{c}$ superconductivity.

In the high- $T_{c}$ compounds 1:2:3 and 1:2:4 studied in the above experiments, heat is transferred primarily by longwavelength acoustic phonons ${ }^{49}$ (see also our attempt in Ref. 50 to relate the anomalies in the thermal conductivity of the 1:2:3 compound to optical excitations of the sublattice of apical oxygen atoms $\mathrm{O}(4)$ ). Below we will show that the hysteresis of the thermal conductivity can be directly related to the scattering of these acoustic modes by vibrational excitations of the bistable oxygen sublattice of the $\mathrm{O}(4)$ ions.

### 6.2.1. Remarks about the formula for thermal conductivity

The Kubo formula for the kinetic thermal conductivity $K$ can be approximately expressed in terms of the square of the one-particle Green's function $G_{k}$ for acoustic phonons transferring heat:

$$
\begin{align*}
K= & \frac{k_{B}}{3 \pi V \Theta} \sum_{k} \omega_{k}^{2} \mathrm{v}_{k}^{2} \\
& \times \int_{-\infty}^{\infty} d \omega \frac{\exp \{\omega / \Theta\}}{(\exp \{\omega / \Theta\}-1)^{2}}\left[\operatorname{Im} G_{k}(\omega+i \varepsilon)\right]^{2} \tag{51}
\end{align*}
$$

where $\mathrm{V}_{k}=\nabla_{k} \omega_{k}$ is the phonon group velocity, and $V$ is the volume occupied by the system. We write the Green's function as $G_{k}(\omega)=\left[\omega-\omega_{k}-\Delta_{k}(\omega)+i \gamma_{k}(\omega)\right]^{-1}$. The fre-


FIG. 9. Theoretical curves representing the temperature dependence of specific heat in crystals with a bistable sublattice: (a), cubic interaction between the bistable sublattice and the matrix is dominant; (b), competition between cubic and quartet interactions; $u_{1}=0.03 \mathrm{eV}, q_{1}=0.073 \AA$, $q_{2}=0.14 \AA, \quad T_{0}=173 \mathrm{~K}, \quad \lambda_{k k} / \mu_{k} \omega_{k}^{2}=8.3 \AA^{-2}$, and $\lambda_{k}=3.74 \times 10^{-21} \mathrm{eV} \cdot \AA^{-3}$. The insets schematically depict the experimental results ${ }^{21-23}$ for $\mathrm{RBa}_{2} \mathrm{Cu}_{4} \mathrm{O}_{8}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7}$ (a) and $\mathrm{RBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6}$ (b).
quency shift $\Delta_{k}(\omega)$ of the $k$ th acoustic mode is due to the interaction between this mode and the other modes of the matrix, defects, electrons, etc., and the bistable sublattice. The same can be said of the rate of scattering of an acoustic phonon, $\gamma_{k}$, related to the lifetime of this phonon by the formula $\tau_{k}(\omega)=\left[2 \gamma_{k}(\omega)\right]^{-1}$. We write the Green's function approximately as $G_{k}(\omega+i \varepsilon) \approx\left(\omega-\omega_{k}-\Delta_{k}+i \gamma_{k}\right)^{-1}$, replacing $\omega$ in the expressions for the frequency shift and decay by $\omega_{k}: \Delta_{k}=\Delta_{k}\left(\omega_{k}\right)$ and $\gamma_{k}=\gamma_{k}\left(\omega_{k}\right)$.

Then for $\gamma_{k} / \omega_{k} \ll 1$ we can write the expression (51) in the form ${ }^{51}$

$$
\begin{equation*}
K=\frac{k_{B}}{3 \Theta^{2} V} \sum_{k} \omega_{k}^{2} \mathrm{v}_{k}^{2} \frac{\exp \left\{\varepsilon_{k} / \Theta\right\}}{\left(\exp \left\{\varepsilon_{k} / \Theta\right\}-1\right)^{2}} \frac{1}{2 \gamma_{k}} \tag{52}
\end{equation*}
$$

where $\varepsilon_{k}=\omega_{k}+\Delta_{k}$. This formula differs from the standard expression ${ }^{52}$ in explicitly allowing for the effect of the frequency shift $\Delta_{k}$. Below we assume that the frequency shift $\Delta_{k}=\Delta_{k}(T)$ is caused solely by the interaction between the acoustic phonons and the vibrations of the bistable oxygen sublattice, with the frequency renormalization due to the nonlinearity of the matrix lattice proper, the interaction with defects and charge carriers, etc., included in the definition of $\omega_{k}$. Such separation of contributions is natural since they differ qualitatively: as established earlier, the contribution of the bistable sublattice to the renormalization of the frequencies of the matrix lattice is of a hysteresis nature, i.e., its temperature behavior when the sample is cooled differs from its behavior when the sample undergoes heating ("thawing'').

The formula that is commonly used ${ }^{53}$ to calculate the thermal conductivity of the high- $T_{c}$ 1:2:3 and 1:2:4 compounds must be modified; into the exponents we must introduce the frequency shift $\Delta_{k}(T)$ caused by the heattransferring phonons scattered by the bistable oxygen sublattice, which means that in the reciprocal phonon lifetime, $\tau_{k}^{-1}$, we must separate this additional relaxation channel, which leads to decay, earlier denoted by $\Gamma_{k}$. As a result we have a formula for numerical calculations:

$$
\begin{align*}
K= & \text { const } \cdot T^{3} \int_{0}^{\omega_{\max } / k_{B} T} d x x^{4} \exp \left\{x+\frac{\Delta(x, T)}{k_{B} T}\right\} \\
& \times\left(\exp \left\{x+\frac{\Delta(x, T)}{k_{B} T}\right\}-1\right)^{-2} \tau(x, T), \tag{53}
\end{align*}
$$

where

$$
\begin{align*}
\tau^{-1}= & \tau_{b}^{-1}+\tau_{d}^{-1}+\tau_{e}^{-1}+\tau_{m p}^{-1}+\tau_{b s}^{-1}=A+B T^{4} x^{4} \\
& +C T x g\left(x, T / T_{c}\right)+E x^{2} T^{3}+D \Gamma(x, T) \tag{54}
\end{align*}
$$

The terms in the expression for the relaxation time describe the scattering by the boundaries, point defects, electrons, matrix phonons, and the bistable sublattice, and $g\left(x, T / T_{c}\right)$ is the ratio of the relaxation times in the normal and superconducting states; ${ }^{53}$ the functions $\Delta(x, T)$ and $\Gamma(x, t)$ are specified by Eqs. (37), (33), (36), (39), and (41), with $x$ $\equiv \omega_{k} / k_{B} T$. When necessary, we can allow for the contribution to second order in $H_{\mathrm{int}}^{(4)}$ in the frequency shift by using Eqs. (34) and (38). The effect of $\Gamma(x, t)$ is not appreciable against the background of other mechanisms, but it is obvious that it is the frequency shift $\Delta(x, t)$ of the acoustic modes, which enters into the exponential factors in (53), that basically determines the temperature dependence of $K(T)$.

### 6.2.2. Numerical estimates of the thermal conductivity

Numerical calculations of $K(T)$ by formula (53) with allowance for the expressions (37), (33), (36), (39), (41), and (54) and for the self-consistent equations (4)-(6) show that when the cubic interaction between the matrix and the bistable sublattice dominates, the hysteresis curve for the thermal conductivity in the $70-230 \mathrm{~K}$ temperature range consists of a single loop [Fig. 9(a)]. It is this hysteresis loop that is observed in experiments involving stoichiometric ( $\delta$ $=0)$ samples of 1:2:3 and 1:2:4 compounds [see the inset in Fig. 9(a)]. What is interesting is that when the quartet interaction dominates $\left(\lambda_{k k}>0\right)$, the temperature dependence of $K(T)$ basically retains its shape, although the hysteresis cycle is traced in the opposite direction, with the sense of tracing of the cycle agreeing with the one observed in experiments if $\lambda_{k k}<0$. As a result of the competition of comparable contributions of the cubic and quartet interactions, which probably occurs for nonconducting $(7-\delta=6)$ samples of 1:2:3 compounds, the hysteresis part of the $K$ vs. $T$ curves becomes two-loop [Fig. 9(b)] and the temperature regions of the two-loop and the one-loop hysteresis coincide, as they do in experiments.

Thus, the interaction between the metastable states of the sublattice of apical $O(4)$ atoms and the matrix gives rise to a temperature hysteresis of the renormalized frequencies of the heat-transferring acoustic modes, which in the final analysis is the reason for the hysteresis behavior of the thermal conductivity in the high- $T_{c}$ 1:2:3 and 1:2:4 compounds; here the
region of bistable thermal conductivity coincides with the region of bistability of the oxygen sublattice. The form of the hysteresis curve, one-loop or two-loop, and the sense of tracing of the hysteresis loops for $K(T)$ depend on the ratio of the contributions, to the renormalization, of the cubic and quartet terms in the interaction between the matrix and the bistable sublattice.

## 7. CONCLUSION

We have examined the situation in which in a crystal lattice with a multiatomic basis the atoms of a certain species perform optical vibrations in an asymmetric double-well potential generated by the field of the matrix lattice. If the motion of such atoms is strongly correlated, i.e., is of a cooperative nature, this suppresses fluctuation above-barrier transitions of separate atoms from one energy minimum to other, in view of which (and because of broken symmetry of the potential) metastable states may become realizable for the ensemble of atoms considered, thus producing a bistable sublattice. The critical temperature of the transition of such a sublattice from vibrations inside the global minimum to above-barrier vibrations under heating does not coincide with the temperature of the inverse transition from abovebarrier vibrations to intrawell vibrations in the inverse process of cooling. Here the temperature hysteresis is characteristic both for the dynamic parameters of the sublattice and for the statistical-thermodynamic parameters of the sublattice, and the size of the hysteresis interval and its position on the temperature axis are determined primarily by the energy difference of the global and local minima and the height of the potential barrier. Due to the nonlinear interaction between the metastable states of the sublattice and the vibrational states of the matrix lattice, a hysteresis temperature dependence becomes a characteristic feature of the renormalized frequencies of the lattice modes and the decay coefficients for these modes, which in the final analysis gives rise to hysteresis in the elastic and thermal properties of crystals. The ideas developed in this paper result in an interpretation (which agrees fairly well with the experimental data) of the hysteresis temperature behavior of the speed and absorption of ultrasound and of the specific heat and thermal conductivity in superconducting yttrium and bismuth cuprates.

The analysis has shown that in bismuth cuprates the cubic interaction between the degrees of freedom of the bistable sublattice and the matrix lattice is realized, while in yttrium cuprates the interaction is of the quartet type. In accordance with this it occurs that the higher values of the speed of ultrasound are observed in bismuth cuprates under heating, while the lower values are observed under cooling; the situation is the opposite in yttrium cuprates.

Our estimates made it possible to establish that the hysteresis of the absorption of ultrasound is due entirely to the hysteresis dependence of the speed of ultrasound. Hence, knowing the nature of the behavior of the latter, we can predict when the absorption is higher: under heating or under cooling.

While the bistability of the specific heat of the crystal is related to the anharmonic contribution of the bistable sublat-
tice to the total specific heat and the shape of the hysteresis, one-loop or two-loop, depends on the relative positions of the global and local minima of the potential, the reason for the hysteresis of the thermal conductivity is the hysteresis temperature renormalization of the heat-transferring acoustic modes and the shape of the bistable thermal-conductivity curve (one-loop or two-loop), and the sense in which the loops are traced depends on the ratio of the contributions, to the renormalization, of the cubic and quartet terms in the interaction between the matrix and the bistable sublattice.

In all the effects examined in this paper, the region of temperature hysteresis coincides with that of the hysteresis of the bistable sublattice, since the elastic and thermal properties of the crystal depend on the main parameters of the sublattice: its statistical-mean displacement, the displacement variance, and the effective vibration frequency.
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