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Abstract—Chaotic synchronization of two electron-wave media with interacting counterpropagating waves
and cubic phase nonlinearity (transverse-field backward-wave oscillators) is studied. Analysis is based on
considering a continuous set of the phases of a chaotic signal. The parameters of chaotic synchronization in
a system of unidirectionally coupled backward-wave oscillators are found, and the complex dynamics of
establishing the chaotic synchronization conditions in an active medium is investigated. © 2005 Pleiades
Publishing, Inc.
INTRODUCTION

Investigation into chaotic synchronization of self-
oscillations is a prominent problem in the modern the-
ory of nonlinear oscillations and waves [1, 2]. This phe-
nomenon is observed in a variety of systems, including
physical and biological systems [3–6]. Investigation of
this phenomenon is of great importance as applied to
data transmission by means of determinate chaotic
oscillations [7]. In most cases, chaotic synchronization
was studied in systems with a small number of degrees
of freedom. In distributed electron-wave systems, such
investigations have not been carried out, although this
problem seems central to microwave electronics (see,
e.g., [8–10]).

Different types of chaotic synchronization are dis-
tinguished: phase synchronization, generalized syn-
chronization, lag, and complete synchronization [2].
Phase synchronization, which is described through the
phase φ(t) of a chaotic signal [1, 2, 11, 12], means that
the phases of chaotic signals lock in synchronism,
while their amplitudes remain unrelated to each other
and appear chaotic. Phase lock-in results in coincidence
of the frequencies of the signals. The frequency of a
chaotic signal is defined as the mean rate of change of
phase 〈φ(t)〉 . However, it does not always happen that
the system can be characterized by a single phase espe-
cially if the signal has a complex spectral composition
[13].

In [14], we suggested a new approach to analysis of
chaotic synchronization that is based on considering a
continuous set of phases. This set is determined by the
continuous wavelet transform [15, 16] of chaotic
1063-7842/05/5004- $26.000385
signal x(t),

(1)

where (t) is a wavelet function derived from gen-
erating wavelet ψ0(t),

(2)

Time scale s specifies the width of wavelet (t)
and t0, the shift of the wavelet function along the time
axis (the asterisk in (1) means the complex conjugate)
[16]. Note that, in wavelet analysis, the notion “time
scale” is routinely used instead of the notion “fre-
quency,” which is generally accepted in conventional
Fourier transformation.

As a generating wavelet, we apply Morlet wavelet

ψ0(η) = (1/ )exp(jω0η)exp(–η2/2) [16]. Setting
wavelet parameter ω0 equal to 2π (ω0 = 2π) provides the
relationship s = 1/f, where s is the time scale of wavelet
transformation and f is the frequency of Fourier trans-
formation.

Wavelet spectrum

(3)

describes the behavior of the system on each time scale
s at any time t0. The value of |W(s, t0)| characterizes the
presence and significance of corresponding time scale s
at time t0. It is convenient to introduce the integral dis-
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tribution of the wavelet energy over the time scales,

(4)

Concurrently, phase ψs(t) = (s, t) becomes
definite in a natural way for each of time scales s. In
other words, it becomes possible to characterize the
behavior of each of time scales s through its associated
phase ψs(t).

If there exists time scale interval [s1, s2] such that the
condition of phase lock-in

(5)

is met for any time scale s ∈ [s1, s2] and if part of the
wavelet spectrum energy falling into this interval is
other than zero,

(6)

time scales s ∈ [s1, s2] are synchronized and the chaotic
oscillators are under the condition of time scale syn-
chronization [14]. In (5), ψs1, 2(t), the continuous phases
of the first and second oscillators, correspond to syn-
chronized time scales s.

In this work, the above approach is applied to study-
ing chaotic synchronization in a model system of cou-
pled electron-wave media with counterpropagating
waves and cubic phase nonlinearity (coupled trans-
verse-field backward-wave oscillators (BWOs)). This
is the simplest model of microwave oscillators based on
backward-wave tubes, which are in considerable cur-
rent use [17].

1. MODEL UNDER INVESTIGATION

Consider the basic equations that describe our
model of two coupled electron-wave media with coun-
terpropagating waves and cubic phase nonlinearity.

In a linear approximation, interaction between two
counterpropagating dispersionless waves can be
described by the set of equations

(7)

(8)

where F = |F|exp[ jϕF] and I = |I |exp[ jϕI] are the ampli-
tudes of the electromagnetic and electron waves,
respectively, which slowly (compared with exp( j( t –

ξ)) vary in time and space; τ and ξ are the dimension-

less time and coordinate, respectively;  and  are,
respectively, the frequency and wavenumber that corre-
spond to the point of interaction between the dispersion
curves for noninteracting electron and electromagnetic
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waves; and A is a dimensionless control parameter,
which can be considered as the dimensionless length of
the system or the dimensionless current of the electron
beam [18].

A solution to linear equations (7) and (8) predicts
the exponential growth of the amplitude of either wave.
For oscillations in the system of the interacting waves
to become stable, any nonlinear effect in the electron
wave should be taken into account. A simple nonlinear
effect is nonisochronism of electronic oscillators,
which shows up in the dependence of the frequency of
an electronic oscillator on its energy [17, 19]. Noniso-
chronism of electronic oscillators in our system of
interacting counterpropagating waves is embodied in
the nonlinear variation of phase ϕ1 of the electron wave.

Let us assume that the part of phase ϕ1 of the elec-
tron wave that is proportional to longitudinal coordi-
nate ξ linearly depends on wave energy W = αI2 (α is a
proportionality coefficient) in a first approximation.
Then, the radiation frequency shifts because of the
Doppler effect [19]. In the coordinate system with
shifted time, τ' = (τ – ξ)/2 and ξ' = ξ, Eq. (8) can be
recast in the form

(9)

where the primes at the new variables are omitted.

The set of Eqs. (7) and (9) describes processes
occurring in the system of interacting counterpropagat-
ing waves with cubic phase nonlinearity (BWOs) [18].
In the regime of self-induced oscillation, Eqs. (7) and
(9) should be complemented by standard boundary
conditions F(ξ = 1, τ) = 0 and I(ξ = 0, τ) = 0, which
reflect the absence of both waves at the system’s bound-
aries. The autonomous nonlinear dynamics of trans-
verse-field BWOs in the case of increasing bifurcation
parameter A has been considered in detail elsewhere
[18, 20, 21]. At π/2 < A < 1.83, one-frequency oscilla-
tions with stationary spatial distributions F(ξ) and I(ξ)
are set up in the system. For A > 1.83, the system gen-
erates multiple-frequency periodic oscillations (field
periodic self-modulation). Note that, when A > 2.05,
the pattern of input field F(τ, ξ = 0) consists of pulses
with a ripple in between. The ripple appears as a result
of complex multiple-hump distributions F(ξ) and I(ξ)
occurring in the system. Such distributions arise
because of a fast nonlinear variation of the electron
wave phase along the coordinate of the pace of interac-
tion. Finally, at A > 4.1, chaotic self-oscillations are
excited [21].

We will consider a system of two unidirectionally
coupled electron-wave media exhibiting chaotic
dynamics. The system is described by the set of equa-
tions

(10)

∂I
∂ξ
------ j I 2I+ AF,–=

∂F1 2,
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∂F1 2,

∂ξ
-------------– A1 2, I1 2, ,–=
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(11)

where subscripts 1 and 2 refer to the “master” and
“slave” active media, respectively.

Unidirectional coupling between the self-oscillating
media is taken into account through a nonstationary
boundary condition for the slowly varying amplitude of
field F2 of the slave active medium. In so doing, the
boundary condition for the master medium remains
unchanged,

(12)

(13)

where ρ = Rexp[ jθ] is the complex coupling coefficient
(R and θ are its amplitude and phase, respectively).

Note that coupling thus stated (a control signal acts
only at the boundary of a distributed active medium) is
natural and physically feasible, unlike the situation
where coupling was assumed to be spatially uniform,
i.e., a control signal acted (was received) at any point of
coupled active media (see [2, 22], where chaotic syn-
chronization of distributed model media was consid-
ered).

The values of the control parameters were set equal
to A1 = 4.2 (master) and A2 = 4.9 (slave), which meets
the condition of field chaotic self-modulation. Phase θ
of the coupling coefficient did not influence the pro-
cesses in the coupled system and was taken to be con-
stant, θ = π. Below, we analyze chaotic synchronization
of two distributed electron-wave systems that is estab-
lished under the condition of varying coupling coeffi-
cient amplitude R.

2. CHAOTIC SYNCHRONIZATION

Consider the behavior of the coupled system with
the master and slave control parameters specified above
in the case of increasing coupling coefficient amplitude
R. The emphasis will be on oscillations Fr1, 2 =
Re[F1, 2(ξ = 0, τ)] at the exit from either medium.

Figures 1a and 1b show the oscillation power spec-
tra and oscillation phase portraits (reconstructed by the
Takens time-delay embedding method [23]) at the exit
from the master and slave media, respectively, under
the condition of self-excited oscillations (R = 0). From
Fig. 1a, it follows that output field Fr1 of the master
medium, which is applied to the input of the space of
interaction of the slave medium (ξ = 1), exhibits the
Fourier spectrum of the oscillation power, which corre-
sponds to chaotic oscillations. Two clearly cut peaks at
frequencies fm and fb (basic frequencies) are observed
against the continuous background noise (at a level of
roughly –30 dB) in Fig. 1a. Frequency fb is close to syn-
chronism frequency ω of related noninteracting linear

∂I1 2,

∂ξ
----------- j I1 2,

2I1 2,+ A1 2, F1 2, ,–=

I1 ξ 0= τ,( ) 0, F1 ξ 1.0= τ,( ) 0,= =

I2 ξ 0= τ,( ) 0,=

F2 ξ 1.0= τ,( ) ρF1 ξ 0.0= τ,( ),=
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waves. As dimensionless current A1 in the distributed
system decreases, periodic oscillations are set up at a
frequency close to microwave frequency fb. The other
frequency, fm, which lies in the low-frequency part of
the spectrum, determines the characteristic frequency
of low-frequency modulation of field amplitude F1.
With increasing bifurcation parameter A, the oscillation
pattern in the system becomes more tangled, as is
clearly seen in Fig. 1b, where the oscillation power
spectrum is plotted for A2 = 4.9 and R = 0 (self-excited
oscillation). In most of the power spectrum, the noise
pedestal is rather high (within –5…–10 dB), so that any
characteristic oscillation frequencies can no longer be
distinguished from the background.

Consider the behavior of the slave system when it
interacts with the field of the master system as ampli-
tude R of the coupling coefficient between the distrib-
uted self-oscillating systems grows. Note that the
power of the external signal acting on the slave system
grows as R2.

When R increases, the oscillation spectrum of the
slave system changes, as demonstrated in Figs. 1c and
1d. At small R < 0.3 (Fig. 1c), a weak peak (marked by
an arrow) corresponding to frequency fb in the master
spectrum (Fig. 1a) appears against an appreciable back-
ground. At large R > 0.3, the energy of the spectral com-
ponents that correspond to the basic frequencies in the
master spectrum rises in the slave spectrum (Fig. 1d,
R = 0.5).

It should be noted that the phase portrait of the sys-
tem (Fig. 1) does not allow us to correctly introduce the
phase of the chaotic signal by any of the conventional
methods [1, 11–13] because of the complex pattern of
the chaotic attractor. Therefore, introduction of a family
of phases by means of the wavelet transformation [14]
(see also [24]) seems to be the only effective way of
studying the chaotic synchronization of coupled elec-
tron-wave oscillators.

Figure 2 shows boundaries s1 and s2 of the ranges of
synchronized time scales on plane (R, s).

A feature of the dynamics of two coupled electron-
wave media is that, at a relatively large value of cou-
pling coefficient R, the time scales of chaotic signals
from either subsystem become synchronized in the
ranges near basic time scales sb = 1/fb and sm = 1/fm,
respectively. In Fig. 2, the ranges of the synchronized
scales are shown near basic scales sb (lower part) and sm
(upper part).

From Fig. 2, it follows that, at R ∈ (0, 0.029), cha-
otic synchronization is not established. This means that
there is no time scale s where the phase dynamics meets
chaotic synchronization condition (5). As coupling
coefficient amplitude R increases, scale range ∆s = s2 –
s1 appears where phase lock-in condition (5) is met and
the energy corresponding to this range (see (6)) is other
than zero. Accordingly, the regime of time scale chaotic
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Fig. 1. Power spectra and phase portraits of oscillations in the independent (a) master and (b) slave BWOs and in the dependent
slave system at R = (c) 0.2 and (d) 0.5.
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synchronization in the coupled active media is estab-
lished [14].

Note that, as R increases, time scales are first syn-
chronized near basic scale sb (when R = Rb) (see Fig. 2)
and then (for R = Rm > Rb) the phases of time scales lock
in synchronism near basic scale sm, which corresponds
to the modulation frequency of the field at the BWO
output.

Consider first the reason for the occurrence of range
∆s of synchronized scales (i.e., scales on which syn-
chronism criteria (5) and (6) are fulfilled near basic fre-
quency fb = 1/sb. To this end, let us turn to wavelet
power spectra 〈E1, 2(s)〉 , given by (4), for the master and
slave media. The wavelet oscillation spectra of the out-
put field for the master (dashed line 1) and slave (con-
tinuous line 2) BWOs are shown in Fig. 3 for various R.
Wavelet spectrum 〈E1〉 for the master BWO remains
unchanged (for this medium, parameter A1 is fixed and
so the external field does not act on the medium) and is
presented for comparison with wavelet power spectra
〈E2〉  of the slave BWO.

Figure 3a demonstrates the wavelet oscillation
power spectra for the self-excited oscillators. The
wavelet spectra of the oscillators are seen to differ sub-
stantially. In wavelet spectrum 〈E1〉  of the master sys-
tem, basic time spectra sb (corresponding to high fre-
quency fb) and sm (modulated oscillations with funda-
mental frequency fm) indicated in Fig. 3 stand out. In
the wavelet spectrum of the slave system, the time
scales corresponding to high-frequency spectral com-
ponents (marked by an arrow in Fig. 3a) are distinctly
seen, but the position of the peak in wavelet spectrum
〈E2〉  does not correspond to basic time scale sb of the
master subsystem. In other words, the basic frequencies
of the subsystems diverge. For large scales (low modu-
lation frequencies), the wavelet spectra are radically
different. In the slave subsystem near scale sm, the spec-
trum is continuous and uniform; that is, the modulated
oscillations exhibit a continuous noiselike spectrum
without peaks (time scales) on the background pedes-
tal.

As R increases, only those time scales meet syn-
chronism conditions (5) and (6) for which the oscilla-
tion energy in the wavelet spectra of both subsystems is
significant. In fact, at R ≈ 0.3, the synchronism condi-
tion is met only for time scales near basic scale sb =
1/fb ≈ 1.0 (see also Fig. 2). As follows from Fig. 3b, it is
in this range of time scales that the wavelet oscillation
energy is maximal.1 From Fig. 3b, it is seen that the
wavelet spectrum energy falling into scale sm of the
master subsystem also grows. However, at R ≈ 0.3, this

1 This range is shown by the hatched square and marked by letter s
on the scale axis in Fig. 3.
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energy is small and the time scales of the field modu-
lated oscillations are out of synchronism.

At high R > 0.35, the wavelet spectra of field oscil-
lations at the outputs of both subsystems become simi-
lar to each other (Fig. 3c). The time scales correspond-
ing to basic frequencies, sm and sb, have roughly equal
intensities. In this case, synchronization conditions (5)
and (6) are met for the most intense (in terms of spec-
trum energy) time scales in the power spectra and,
accordingly, two scale ranges where the phase lock in
synchronism appear (Fig. 2, R > 0.35).

Thus, those time scales of field chaotic oscillations
in the coupled active media are synchronized in the first
place on which the energy of the oscillation power
spectrum is significant.

With rising coupling coefficient, the range of the
time scales for which conditions (5) and (6) are met
expands. The scales adjacent to the most intense ones
and also providing an appreciable spectrum energy
become involved in the synchronous dynamics.

This is illustrated in Fig. 2, from which it is seen
that, for both basic scales sb and sm, range ∆s of scales
being synchronized expands with increasing R. At a
high coefficient of coupling between the BWOs, range
∆sb = s2b – s1b of synchronized scales near basic scale sb
stops expanding; moreover, it even contracts at R > 0.5.
At the same time, near scale sm, which describes the
output field modulated, range ∆sm = s2m – s1m of syn-
chronized scales continues linearly expanding with R

0.50.40.3
0.96

1.16

5.6

1.08

1.00

s

R

1.04

1.12

6.0

6.4

6.8

7.2

s2m

s1m

s2b

s1bRb Rm

Fig. 2. Boundaries s1 and s2 of the synchronized time scale
ranges on plane (R, s) for basic scales sb (lower curves) and
sm (upper curves).

~~



390 KORONOVSKII et al.
owing to the shift of the upper bound, s2m, of this range.
This is associated with the fact that, as R increases, the
energy in the wavelet spectrum of the slave subsystem
is redistributed in such a way that larger scales (s > sm)
become more intense. Accordingly, the most intense
time scales turn out to be brought to upper boundary s2m

of the range of synchronism and it is these scales that
are synchronized first with increasing R.
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Fig. 3. Wavelet oscillation power spectra for the output field
of the master (dashed curve 1) and slave (continuous curve 2)
BWOs at R = (a) 0, (b) 0.2, and (c) 0.5.

s

3. MEASURE OF CHAOTIC SYNCHRONIZATION 
OF COUPLED ACTIVE ELECTRON-WAVE 

MEDIA

Introducing the continuous set of time scales s and
their associated chaotic signal phases, along with sepa-
rating range ∆s = s2 – s1 of scales synchronized, allows
us to consider a quantitative measure of chaotic syn-
chronization of coupled systems. It is defined as the
fraction of the wavelet spectrum energy that is due to
time scales synchronized [14],

(14)

where 〈E(s)〉 is the integral distribution of the wavelet
spectrum energy over scales (formula (4)).

If γ = 0, chaotic synchronization of coupled systems
is absent. A nonzero value of γ indicates the presence of
synchronization, i.e., the presence of scales for which
conditions (5) and (6) are valid. Finally, if γ = 1, oscil-
lations in the systems are identical or are shifted rela-
tive to each other by some time interval Tτ. The latter
regime is referred to as the chaotic lag synchronization
[2]. The growth of γ from 0 to 1 means the increase in
the energy due to time scales of synchronism. In
essence, the value of γ shows how much chaotic oscil-
lations in coupled active media are close to each other.

In our case, when synchronism is observed for two
basic scales, it is appropriate to introduce measures of
synchronization γb and γm for each of scales sb and sm,
as well as the integral measure of synchronization, γ =
γb + γm, of active distributed systems. The dependence
of γ on coupling coefficient R characterizes the degree
of chaotic synchronization of oscillations in coupled
backward-wave electron-wave media.

Figure 4 demonstrates γb, γm, and γ versus coeffi-
cient R of coupling between the subsystems. For R <
0.4–0.5, a major part of the oscillation energy due to

γ E s( )〈 〉 s/ E s( )〈 〉 s,d

0
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Fig. 4. γb, γm, and γ vs. coupling R between unidirectionally
coupled BWOs.
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scales of synchronism falls on basic scale sb (γb > γm).
In other words, frequencies f ≈ fb (i.e., those that are
close to the frequency of synchronism between the
electron and electromagnetic waves in the active
media) lock in synchronism first. Then, as R grows, fre-
quencies that are close to modulation frequency fm of
the master BWO field lock in synchronism. With R
increasing further, more and more scales related to the
low-frequency chaotic modulation of the BWO output
signal become synchronized. Consequently, fraction γm
of the synchronized modulated low-frequency oscilla-
tion energy grows with R. At R > 0.5, the relative energy
of synchronized modulated low-frequency oscillations,
γm, exceeds γb, which characterizes the relative energy
of synchronized high-frequency oscillations.

The integral fraction of the energy due to time scales
of synchronism, γ, grows with the coupling factor
amplitude, as follows from Fig. 4. However, even at
high R, when the slave system is subjected to a rather
intense signal (R2 = 0.3–0.4) from the master, the frac-
tion of the energy due to the scales synchronized does
not exceed γ ≈ 0.3.

Thus, when two unidirectionally coupled trans-
verse-field BWOs are chaotically synchronized under
the condition of increasing coupling coefficient, those
time scales of oscillation are synchronized first that are
close to time scale sb, which is the most intense in the
wavelet power spectrum and is close to the frequency of
synchronism between the electron and electromagnetic
waves. As R grows, so does the energy due to synchro-
nized scales near basic scale sb. Simultaneously, time
scale ranges ∆sm that describe the low-frequency mod-
ulated oscillations of field F in the BWOs lock in syn-
chronism. With the coupling factor increasing further,
the oscillation energy due to the time scales synchro-
nized grows owing to the expansion of synchronized
scale range ∆sm. Such behavior of two coupled BWOs
is quantitatively described by the measure of mutual
chaotic synchronization, γ = γ(R).

4. SPATIAL DYNAMICS OF A SLAVE ACTIVE 
ELECTRON-WAVE MEDIUM

Consider now physical processes taking place when
the chaotic synchronization conditions set up in a slave
active medium with interacting counterpropagating
waves. Emphasis will be on the spatial dynamics of the
slave medium during the establishment of chaotic syn-
chronization.

External chaotic signal Fext1(τ) = F1(τ, ξ = 0) gener-
ated by the master (first) BWO strikes the slave BWO
at point ξ = L and then propagates toward the electron
wave, i.e., toward the output, ξ = 0. Here, L is the
dimensionless length of the active medium (L = 1.0 in
our normalization). Synchronization in the entire elec-
tron-wave system of the two media (i.e., the conditions
studied above) means that the time scales of external
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
signal Fext1(τ) are synchronized with those of signal
Fout2(τ) = F2(τ, ξ = 0) picked up from the output of the
slave (second) medium. We will analyze the space–
time dynamics of the slave in terms of synchronization
of the time scales for external signal Fext1(τ) and signals
F2(τ, ξ) picked up at different points ξ of the slave sys-
tem.

To be definite, consider the synchronization of time
scales near scale sb, which is the most intense in the
wavelet power spectrum of the external chaotic signal.
As was noted above, here time scale synchronization
occurs at low R (at low energies Pext = R2|Fext1|2 of the
external signal). We will study range ∆sb of time scales
synchronized as a function of the spatial coordinate in
the active medium. The dependence ∆sb(ξ) and the
measure of synchronization γ(ξ) (see (14)) calculated
from this dependence characterize the spatial dynamics
of chaotic synchronization in an active medium sub-
jected to an external chaotic signal at one of its ends.

Figure 5a shows the boundaries of the synchronized
scale range in different sections of the space of interac-
tion for three values of R. The curves are plotted on the
coordinate plane [s, (ξ – l)], where s is the time scale
and (ξ – L) is the coordinate of the space of interaction
that is measured from the entrance (ξ = L) to the sys-
tem. The range where synchronization conditions (5)
and (6) are met is the widest in the area adjacent to the
boundary ξ = L = 1.0 to which the control signal from
the master BWO is applied (see boundary conditions
(13) for field F2 of the slave BWO). With distance
toward the exit from the BWO (ξ = 0), range ∆sb of syn-
chronized scales shrinks gradually. Measure of syn-
chronization γb(ξ) (Fig. 5b) varies over the space of
interaction similarly to ∆sb. As coordinate ξ of the space
of interaction decreases, the wavelet oscillation spec-
trum energy due to synchronized scales decreases
smoothly.

If R is such that the chaotic synchronization of the
coupled BWOs is absent (R < 0.29, see Sects. 2 and 3),
the synchronized scale range goes down to zero over
length of interaction ξs, ξs < L. In other words, the lock-
ing of phases corresponding to the time scales of varia-
tion of field F2(τ, ξ), which occurs over the space of
interaction in the dependent (slave) medium under the
nonsynchronized chaotic conditions, has complex spa-
tial dynamics. This dynamics is characterized by the
following ranges of synchronized time scales (Fig. 5a,
R = 0.2):

(15)

Then, we may argue that the slave active medium
can be subdivided into two specific parts in the nonsyn-
chronized regime. The first has length ξs and occupies
the interval (L – ξs, L), i.e., is adjacent to the entrance to
the active medium (ξ = L). In this part, the oscillations

∆s 0 for ξ L ξ s,–>≠
∆s 0 for ξ L ξ s.–<=
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of field F2(τ, ξ) are chaotically synchronized with those
of input signal Fext1(τ) (hence, the measure of chaotic
synchronization is other than zero,  ≠ 0) on

time scales in some range ∆s. This part it is natural to
call the region of synchronous oscillations; its length ξs,
the length of synchronization. The other part, ξ ∈  (0,
L – ξs), is the region where chaotic synchronization
breaks and where, accordingly, the range of synchro-
nized time scales given by (15) and, hence, degree of
synchronization γb vanish.

Length of synchronization ξs grows with the cou-
pling coefficient and eventually becomes equal to the

γb ξ L ξs–>

1.3

1.0

0.9

0.8

sb

0 0.2 0.4 0.8

R = 0.2

ξ – L

1.1

1.2

0.6 1.0

0.4

0.3

(a)

0.5

0.2

0.1

0

γb

0.2 0.4 0.8

R = 0.2

ξ – L

0.3

0.4

0.6 1.0

0.4

0.3

(b)

Fig. 5. (a) Boundaries of the synchronized time scale range
on plane [γb, (ξ – L)] (see text) and (b) measure of synchro-
nization γb(ξ) vs. coordinate ξ – L in the space of interaction
for various coupling factor amplitudes R.
length of space of interaction, ξs ≡ L, at some R = Rb
(Fig. 2). This means that the chaotic synchronization
conditions are set up throughout the active electron-
wave medium; that is, we may speak of the chaotic syn-
chronization of the BWO as a whole. It is such condi-
tions that were studied in the previous sections where
the dynamics of time scales and their associated output
(ξ = 0) chaotic signal of the slave were concerned.

The case of chaotic synchronization throughout the
active medium is illustrated in Fig. 5a for R = 0.3 ≈ Rb.
Here, range ∆s of synchronized time scales is nonzero
in all the sections of the medium; i.e., the process of
chaotic synchronization covers the medium as a whole.
As the coupling factor grows, range ∆s(ξ) of synchro-
nized scales expands (Fig. 5a, R = 0.4), which is consis-
tent with the previous results. In this case, the relative
energy of the wavelet oscillation spectrum that falls on
the synchronized time scales near the entrance (ξ = L)
amounts to 30–40% at ξ = 0.99L. As the signal propa-
gates over the space, γb decreases, reaching 1–5% at the
exit (ξ = 0).

It should be noted that similar results were obtained
in our earlier work [9] for another distributed system
subjected to a harmonic action. It was shown that an
external harmonic signal interacting with chaotic oscil-
lation in a traveling-wave gyrotron may establish both
synchronization and asynchronous conditions, depend-
ing on its parameters. In the former case, the basic
(most intense) spectral component in the power chaotic
spectrum is locked in. In [9], the locking of the basic
oscillation frequency was observed (as in this work)
only over length ∆ξ < L in the space of interaction (L is
the length of the space of interaction in the gyrotron).
The external harmonic action considered in [9] made it
possible to analyze the locking of the single basic fre-
quency in the chaotic oscillation spectrum but did not
allow us to carefully study the process of establishing
induced chaotic synchronization over the active
medium.

Note in conclusion that the dependences shown in
Fig. 5 are plotted on basic scale sb. Similar dependences
were obtained when the dynamics of synchronized
scales near modulation scale sm was analyzed. The only
difference is that, for sm, the length of synchronization
becomes equal to the length of the active medium at
coupling factor amplitudes higher than for sb, which is
consistent with the results reported in the previous sec-
tions of this work.

CONCLUSIONS

In this work, we used a new method [14] of analyz-
ing chaotic synchronization that is based on introduc-
ing a set of time scales and their associated phases of a
chaotic signal. The application of such an approach
(instead of the conventional methods dealing with the
chaotic signal phase) to chaotic oscillations in two uni-
directionally coupled transverse-field BWOs allowed
TECHNICAL PHYSICS      Vol. 50      No. 4      2005



CHAOTIC SYNCHRONIZATION 393
us to study chaotic synchronization in coupled elec-
tron-wave oscillators with complex dynamics (the con-
ventional methods fail in studying chaotic signals with
a complex topology of the attractor). In addition, the
approach suggested made it possible to separate out the
chaotic synchronization of low-frequency modulated
oscillations of the field amplitude and the synchroniza-
tion of high-frequency spectral components in the
BWO oscillation spectrum. This would also have been
impossible with the conventional methods of chaotic
synchronization analysis.

It was shown that chaotic synchronization occurs
with increasing coupling between microwave oscilla-
tors and shows up in a phase relation between the time
scales of field chaotic oscillations in the master and
slave systems. As the coupling factor grows, the phases
of the power spectrum high-frequency components
lock in synchronism first (their phases correspond to
the synchronism frequencies of the electron and elec-
tromagnetic waves). The synchronization of the low-
frequency modulated oscillations is observed at higher
values of the coupling factor. In the asynchronous
regime of chaotic oscillations, the space of the active
medium can be subdivided into two regions. In one
adjacent to the entrance to the system (ξ = L), chaotic
synchronization of the field oscillation time scales is set
up. Synchronization length (the length of synchronous
oscillation region) ξs grows with coupling coefficient.
The chaotic synchronization regime throughout the
space of two coupled oscillators is established when the
synchronization length of the slave becomes equal to
the length of the active medium, ξs = L.
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Abstract—Principles of invariant embedding are applied to investigation into the phenomenon of self-sputter-
ing of solids. Integral equations describing the flux of the sputtered atoms with regard for the boundary condi-
tions are obtained. Approximate solutions to the integral equation for a function that describes the energy and
angular spectra of the atoms escaping from the material surface in the case of self-sputtering are found. © 2005
Pleiades Publishing, Inc.
Principles of invariant embedding were first sug-
gested by Ambartsumyan [1] for the solution of the
problem of light scattering by turbid medium. Equa-
tions obtained with the use of this approach contain
boundary conditions, which is the main advantage of
this method. Moreover, such equations describe vari-
ables that are directly measurable by an experiment.

Applied to investigating the transmission and reflec-
tion of light and charged particles from layers of vari-
ous materials [1–3], principles of invariant embedding
allowed a considerable advance in the theory of scatter-
ing of charged particles by solids.

When using principles of invariant embedding in
sputtering, similar to the case of describing the charac-
teristics of scattering of charged particles by solids
(transmission and reflection), allowance should be
made for the condition that, during the analysis period,
the considered fluences of the bombarding ions cause
no significant change in the material surface.

Let a parallel monochromatic beam of particles with
energy E0 be incident on a plane-parallel target of thick-
ness z0 in direction Ω0 = {µ0, ϕ0} (the normal is directed

into the material). The total flux of particles is . As
soon as the phenomenon of self-sputtering is under
consideration, i.e., target bombardment by particles of
the same kind as the atoms the target consists of, the
scattered and sputtered particles are theoretically indis-
tinguishable.

Denote the differential density of the ascending
component of the atom flux on the target surface by

(z = 0, E0, µ0, ϕ0; E, µ, ϕ) and the differential den-
sity of the descending component of the atom flux at

depth z0 by (z0, E0, µ0, ϕ0; E, µ, ϕ). Introduce auxil-
iary functions of self-sputtering G(z0, E0, µ0, ϕ0; E, µ,
ϕ) and transmission Ta(z0, E0, µ0, ϕ0; E, µ, ϕ) describing

N0
a

Nout
a

N in
a

1063-7842/05/5004- $26.00 0394
the energy and angular spectra of atoms on the target
surface and related to the differential density of the
atom flux as follows [4, 5]:

(1)

(2)

Here, µ0 = cos(θ0), µ = cos(θ); θ0 and θ are polar angles;
and ϕ0 and ϕ are lateral angles. The processes that
cause the target atom sputtering are described on the
basis of the following principles [4].

(1) The ascending atom flux density at level z is a
result of sputtering (and scattering) of the (z0 – z)-thick
layer of atoms beneath z by the descending atom flux,

(3)

(2) The descending atom flux density at level z is a
result of sputtering (and scattering) of the z-thick layer
of atoms above z by the ascending atom flux and trans-
mission of atoms by the z-thick layer above z,

G z0 E0 µ0 ϕ0; E µ ϕ, , , , ,( )

=  
µ
N0

a
------Nout

a z 0= E0 µ0 ϕ0; E µ ϕ, , , , ,( ),

Ta z0 E0 µ0 ϕ0; E µ ϕ, , , , ,( )

=  
µ
N0

a
------N in

a z0 E0 µ0 ϕ0; E µ ϕ, , , , ,( ).

Nout
a z E0 µ0 ϕ0; E µ ϕ, , , , ,( )

=  
1

4πµ
---------- N in

a z E0 µ0 ϕ0; E1 µ1 ϕ1, , , , ,( )
E

E0

∫
0

2π

∫
0

1

∫
× G z0 z– E1 µ1 ϕ1; E µ ϕ, , , , ,( )dµ1dϕ1dE1.

N in
a z E0 µ0 ϕ0; E µ ϕ, , , , ,( ) = 

N0
a

4µ
------Ta z E0 µ0 ϕ0; E µ ϕ, , , , ,( )
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(4)

(3) The ascending atom flux density on the target
surface is a result of transmission (with due regard for
atom knocking-out) of the atoms that approach the sur-
face z from below by the z-thick layer

(5)

The above principles are graphically illustrated in
Fig. 1.

It has already been demonstrated [6, 7] that sputter-
ing is a surface phenomenon; hence, an exact and
proper consideration should be given to the boundary
conditions. Assume that a plane potential barrier is
present on the material surface. Since the laws describ-
ing the motion of an atom in a solid differ from those in
the neighborhood of the potential barrier, the sputtering
target is convenient to be represented as consisting of
two layers (Fig. 1). Then, in accordance with principle 3,
the outgoing atom flux may be considered as a result of
transmission, by the potential barrier layer, of the atoms
that approach this layer from below. With this principle
being put in mathematical form, the self-sputtering
function may be determined as follows:

(6)

Here, function P(E1, µ1, ϕ1; E, µ, ϕ) expresses the prob-
ability that an atom having energy E1 on the surface and
moving in direction Ω = {µ1, ϕ1} away from the surface
will surmount the barrier and escape from the surface in
direction Ω = {µ, ϕ} with energy E [6]

(7)

where δ() is the Dirac delta and U is the surface atom
binding energy.

Since function G(z0, E0, µ0, ϕ0; E, µ, ϕ) describes the
energy and angular spectra of atoms that have not yet
surmounted the potential barrier, while function S(z0,
E0, µ0, ϕ0; E, µ, ϕ) characterizes the really measured

+
1

4πµ
---------- Nout

a z E0 µ0 ϕ0; E1 µ1 ϕ1, , , , ,( )
E

E0

∫
0

2π

∫
0

1

∫
× G z E1 µ1ϕ1; E µ ϕ, , , ,( )dµ1dϕ1dE1.

Nout
a z 0= E0 µ0 ϕ0; E µ ϕ, , , , ,( )

=  
1

4πµ
---------- N in

a z E0 µ0 ϕ0; E1 µ1 ϕ1, , , , ,( )
E

E0

∫
0

2π

∫
0

1

∫
× Ta z E1 µ1ϕ1; E µ ϕ, , , ,( )dµ1dϕ1dE1.

S z E0 µ0 ϕ0; E µ ϕ, , , , ,( )

=  µ G z E0 µ0 ϕ0; E1 µ1 ϕ0, , , , ,( )∫∫∫
× P E1 µ1 ϕ1; E µ ϕ, , , ,( )dE1

dµ1

µ1
---------dϕ1.

P E1 Ω1; E Ω, ,( ) δ E U E1–+( )δ ϕ ϕ1–( )=

× δ θcos 1 U
E
----+ 

  θ1cos
2 U

E
----–

1/2

– 
  ,
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energy and angular spectra of the sputtered atoms,
below, S(z0, E0, µ0, ϕ0; E, µ, ϕ) is referred to as the self-
sputtering function, while G(z0, E0, µ0, ϕ0; E, µ, ϕ) is
the auxiliary function of self-sputtering.

In [4], analytical procedures for determining the
unknown function G(z0, E0, µ0, ϕ0; E, µ, ϕ) from the
transfer equation with the use of the invariance princi-
ples are presented. In this case, we apply the method
suggested by Ambartsumyan [1] for the problem of
light scattering and elaborated upon by Afanas’ev [3]
for the problems of scattering of charged particles. This
phenomenological method is applied for the reason that
it is more demonstrative and provides the same results
as the method in [4].

Let us thicken the layer of the bombarded target by
attaching (from above) a layer of thickness dz such that,

z = 0

z = z

z = z0

G(z0 – z)

Na
out(z)

Na
in(z)

z = 0

z = z

z = z0

Na
out(z)

G(z)

Na
in(z)

Ta(z)

z = 0

z = z

z = z0

Na
out(z = 0)

Ta(z) P(E, Ω)

Na
out(z)

Fig. 1. Graphical interpretation of the principles of invariant
embedding.
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within this layer, a moving particle collides with at
most one atom at rest (we assume that only binary col-
lisions occur and that moving particles do not interact).
Then, the auxiliary function of self-sputtering G(…) is
changed by the value determined by the processes pre-
sented in Fig. 2, where the white circle and symbol ω
correspond to particle scattering and the black circle
and symbol σ correspond to atom knocking-out.

Assume that the change G(z + dz, E0, µ0, ϕ0; E, µ,
ϕ) – G(z, E0, µ0, ϕ0; E, µ, ϕ) of the auxiliary function of
self-sputtering is proportional to dz. Then, this function
may be represented by the (symbolic) mathematical
expression that describes the processes shown in
Fig. 2a,

(8)

In these formulas, the following notation is used:
z is the target thickness, n is the concentration of atoms
in the target, Σ(E) is the total cross section of atom-by-
atom elastic and inelastic scattering; ω(E0, µ0, ϕ0; E, µ,
ϕ) is the total differential cross section of elastic scat-
tering, inelastic scattering, and atom knocking-out; and
ωb(E0, µ0, ϕ0; E, µ, ϕ) is the total differential cross sec-
tion of backward elastic scattering and backward atom
knocking-out. The boldface symbols denote integral
operators, e.g.,

G z dz+( ) G z( )–
ndz

-----------------------------------------
Σ E0( )

µ0
-------------- Σ E( )

µ
------------+ 

  G– ωb+=

+ G w⋅ w+ G⋅ G+ wb G.⋅ ⋅

wG E1

µ1d
µ1
-------- ϕ1ω E0 µ0 ϕ0; E1 µ1 ϕ1, , , ,( )d

0

2π

∫
0

1

∫d

E

E0

∫=

× G z E1 µ1 ϕ1; E µ ϕ, , , , ,( ),

GGG GGG GGG GGG
GGG

σσσωωω

GGG
ωωω σσσ

TTT

ωωω
σσσ

TTT

(a)

(b)

dz
z

z
z

dz
dz

Fig. 2. Schematic representation of the processes that bring
about the variation of the self-sputtering function when attach-
ing a dz-thick layer from above (a) and from below (b).
(9)

If the target is thickened by attaching a layer dz from
below, then the change of the auxiliary function of self-
sputtering is determined by the processes illustrated in
Fig. 2b. Mathematically, this change can be written as
follows:

(10)

In both cases, the target is thickened by the same
value. Hence, the auxiliary function of self-sputtering is
changed in an equivalent way. From these consider-
ations, the following expression may be deduced:

(11)

In this equation, similar to (4), the boldface symbols
denote integral operators.

Transmission function Ta(z, E0, µ0, ϕ0; E, µ, ϕ)
present in Eq. (11) also requires an equation for it to be
written. However, there is no need to do it here, because
below, semiinfinite targets (z  ∞) are considered, for
which Ta(z  ∞, E0, µ0, ϕ0; E, µ, ϕ) = 0.

In the case of sputtering (self-sputtering) of a semi-
infinite target (z  ∞), the spectra of the backward
sputtered atoms are described by the following equa-

GwbG E1

µ1d
µ1
-------- ϕ1 E2d

E

E0

∫d

0

2π

∫
0

1

∫d

E

E0

∫=

×
µ2d
µ2
-------- ϕ2G z E0 µ0 ϕ0; E1 µ1 ϕ1, , , , ,( )d

0

2π

∫
0

1

∫
× ωb E1 µ1 ϕ1; E2 µ2 ϕ2, , , ,( )G z E2 µ2 ϕ2; E µ ϕ, , , , ,( ).

G z dz+( ) G z( )–
ndz

-----------------------------------------

=  
zΣ E0( )n

µ0
--------------------– 

  ωb zΣ E( )n
µ

------------------– 
 exp wbTa+exp

+ Tawb zΣ E( )n
µ

------------------– 
 exp TawbTa.+

G z E0 µ0 ϕ0; E µ ϕ, , , , ,( )
Σ E0( )

µ0
-------------- Σ E( )

µ
------------+ 

 

=  wG Gw Tawb nz
Σ E( )

µ
------------– 

 exp–+

+ ωb E0 µ0 ϕ0; E µ ϕ, , , ,( )

× 1 nz
Σ E0( )

µ0
-------------- Σ E( )
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------------+ 
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– wbTa nz
Σ E0( )
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 exp GwbG TawbTa.–+
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tion (within the plane geometry approximation):

(12)

From here on, notation G(E0, µ0; E, µ) is used for
function G(z  ∞, E0, µ0, ϕ0; E, µ, ϕ) and S(E0, µ0; E,
µ), for function S(z  ∞, E0, µ0, ϕ0; E, µ, ϕ) (within
the plane geometry approximation, argument ϕ van-
ishes).

In this equation, it is assumed that interaction goes
on via two independent channels, namely, an elastic
one and an inelastic channel described by elastic, ω,
and inelastic, ωin, interaction cross sections, respec-
tively. The total differential cross section of elastic scat-
tering and atom knocking-out (the elastic component
w) and the total differential cross section of backward
elastic scattering and backward atom knocking-out wb

are determined by the same elastic interaction cross
section ω(E0, µ0; E, µ).

Since the elastic interaction cross section includes
elastic scattering cross section ωsc and cross section ωr

of atom elastic knocking-out, it can be written in the
form

(13)

It should be noted that, up to notation, equations
describing the auxiliary function of self-sputtering
G(…) coincide with those describing the spectra of the
particles reflected from and passed through the material
layers [8]. Therefore, the earlier developed [9] methods
for solving such equations may be used.

G E0 µ0; E µ, ,( )
Σ E0( )

µ0
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µ
------------+ 

  ω E0 µ0; E µ, ,( )=

+ E1

µ1d
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--------ω E0 µ0; E1 µ1, ,( )G E1 µ1; E µ, ,( )

0

1
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E

E0

∫

+
1
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----- E1ωin E0; E1( )G E1 µ1; E µ, ,( )d

E

E0

∫

+ E1
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∫
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1
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0

1

∫d

E
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0

1

∫d
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E0

∫
× ω E1 µ1; E2 µ2, ,( )G E2 µ2; E µ, ,( ).

ω E0 µ0; E µ, ,( )
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So far, there seems to be no way of solving Eq. (12)
in the general form. However, in some approximations,
solutions may be obtained that adequately describe the
mechanism of self-sputtering.

It is known from sputtering experiments [10] that
most of the knocked out atoms escape from the target
surface with low energies. Taking due account of this
fact and restricting our consideration to the low-energy
region, we seek solutions to Eq. (12) through the scat-
tering cross section of hard spheres for describing the
atom elastic interaction. In this case, the elastic scatter-
ing cross section and cross section of atom elastic
knocking-out are described by the same expression,

(14)

Herein, the total cross section Σel of the elastic scat-
tering is independent of energy. The inelastic interac-
tion cross section is also assumed to be independent of
the initial energy and may be represented in the form

(15)

With due regard for the foregoing, Eq. (12) can be
simplified as follows:

(16)

ωsc E0 µ0; E µ, ,( )

=  ωr E0 µ0; E µ, ,( ) dσ
dE
-------=

Σel

E0
------.=

ωin E0 E,( ) Σinωin E0 E–( ).=

G E0 µ0; E µ, ,( ) 1
µ0
----- 1

µ
---+ 

  Σel Σin+( )

=  
2Σel

E0
---------δ θ θ0–( )cos E

E0
-----– 

  E1

µ1d
µ1
--------

2Σel

E0
----------

0

1

∫d

E

E0

∫+

× δ θ1 θ0–( )cos
E1

E0
-----– 

  G E1 µ1; E µ, ,( ) E1d

E

E0

∫+

×
µ1d
µ1
--------G E0 µ0; E1 µ1, ,( )

2Σel

E1
---------δ θ θ1–( )cos E

E1
-----– 

 

0

1

∫

+
Σin

µ0
------ E1ωin E0 E1–( )G E1 µ0; E µ, ,( )d

E

E0

∫

+
Σin

µ
------ E1G E0 µ0; E1 µ,,( )ωin E1 E–( )d

E

E0

∫

+ E1

µ1d
µ1
-------- E2

µ2d
µ2
--------G E0 µ0; E1 µ1, ,( )

0

1

∫d

E

E0

∫
0

1

∫d

E

E0

∫

×
2Σel

E1
---------δ θ2 θ1–( )cos

E2

E1
-----– 

  G E2 µ2; E µ, ,( ).
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We seek the auxiliary function of self-sputtering in
the form

(17)

where a new variable u = ln(E0/E) is introduced. Then,
the equation for function Gu takes the form

(18)

where λ = Σin/Σel and ωin(u) = E0ωin(E0 – E).
Now, take into account that, when particles with

equal masses collide (under consideration is the phe-
nomenon of self-sputtering), the scattering angles of
both the knocked out particle and the sputtered one can-
not exceed π/2, and that the self-sputtering function is
defined within the angle range 0 ≤ µ0 ≤ 1, 0 ≤ |µ| ≤ 1.
Expand the functions in Jacobi polynomials ψn(x) [11]
orthogonal on the interval (0, 1),

(19)

(20)

Such expansions are possible, since Jacobi polyno-
mials are a particular case of matrix elements in repre-

E0G E0 µ0; E µ, ,( )
µ0µ

µ0 µ+
---------------Gu u µ0 µ, ,( ),=

Gu u µ0 µ, ,( ) 1 λ+( ) 2δ θ θ0–( )cos u
2
---– 

 exp– 
 =

+ 2µ u1

µ1d
µ1 µ+
---------------δ θ1 θ0–( )cos

u1

2
-----– 

 exp– 
 

0

1

∫d

0

u

∫

× Gu u u1– µ1 µ, ,( ) 2µ0 u1

µ1d
µ1 µ0+
-----------------

0

1

∫d

0

u

∫+

× Gu u1 µ0 µ1, ,( )δ θ θ1–( )cos
u u1–

2
--------------– 

 exp– 
 

+
λµ

µ0 µ+
--------------- u1ωin u1( )Gu u u1– µ0 µ, ,( )d

0

u

∫

+
λµ0

µ0 µ+
--------------- u1Gu u1 µ0 µ, ,( )ωin u u1–( )d

0

u

∫

+ 2µ0µ u1

µ1d
µ1 µ0+
----------------- u2

µ2d
µ2 µ+
---------------Gu u1 µ0 µ1, ,( )

0

1

∫d

0

u

∫
0

1

∫d

0

u

∫

× δ θ2 θ1–( )cos
u2 u1–

2
----------------– 

 exp– 
  Gu u u2– µ2 µ, ,( ),

Gu u µ0 µ, ,( ) gu u( )ψn µ0( )ψn µ( ),
n 0=

∞

∑=

δ θ θ0–( )cos u
2
---– 

 exp– 
 

=  2n 1+( )ψn
u
2
---– 

 exp 
  ψn µ0( )ψn µ( ).

n 0=

∞

∑

sentations of the group of second-order unitary matri-
ces [12]. Substitute these expansions into Eq. (18).
Within the “multiple change of the normal” approxima-
tion [9],

(21)

integration with respect to variable µ1 is easily per-
formed with due regard for the orthogonality of the
Jacobi polynomials,

(22)

(here, δn, m is the Kronecker delta).

As a result, the equation for the coefficients of the
expansion in the polynomials can be written as

(23)

In this equation, it is taken into account that the con-
volution of two functions satisfies the relation

(24)

Applying the Laplace transform with respect to vari-
able u defined as

(25)

to integral equation (23), we obtain the following alge-
braic equation for the images of the expansion coeffi-
cients:

(26)

1
µ µ1+
--------------- 1

2µ
------,≈

ψn x( )ψm x( ) xd

0

1

∫ δn m,
1

2n 1+
---------------=

gn u( ) 1 λ+( ) 2 2n 1+( )ψn
u
2
---– 

 exp 
 =

+ 2 u1gn u1( )ψn

u u1–
2

--------------– 
 exp 

 d

0

u

∫

+ λ u1ωin u1( )gn u u1–( )d

0

u

∫ 1
2 2n 1+( )
-----------------------+

× u1 u2gn u1( )ψn

u2 u1–
2

----------------– 
 exp 

  gn u u2–( ).dd

0

u

∫
0

u

∫

f 1 x t–( ) f 2 t( ) td

0

x

∫ f 2 x t–( ) f 1 t( ) t.d

0

x

∫≡

gn p( ) gn u( ) pu–( )exp ud

0

∞

∫=

gn p( ) 1 λW p( )+( ) 2 2n 1+( )ψn p( )=

+ 2gn p( )ψn p( ) 1
2 2n 1+( )
-----------------------gn p( )ψn p( )gn p( ).+
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Here, ψn(x) and W(p) are the images defined by the for-
mulas

(27)

(28)

The concrete form of image W(p) depends on the
form of function ωin(u). Function ψn(x) can be defined
as follows:

(29)

Quadratic equation (26) has only one meaningful
root,

(30)

The original for the expansion coefficients can be
found by the Efros theorem [13],

(31)

Here, I1(x) is the modified first-order Bessel function
[14] and fn(u, x) is the original for the image

(32)

In view of this solution, the desired function G(E0,
µ0; E, µ) can be written in the form

(33)

By definition (6) of the self-sputtering function,
which describes the energy and angular spectra of the

ψn p( ) ψn
u
2
---– 

 exp 
  pu–( )exp u,d

0

∞

∫=

W p( ) ωin u( ) 1 pu–( )exp–( ) u.d

0

∞

∫=

ψ0 p( ) 1
p
---,=

ψ1 p( ) 1
p
---

4
2 p 1+
----------------,–=

ψn 1+ p( ) 1 2n+
1 n+

--------------- ψn p( ) 2ψn p 1/2+( )–( )=

–
n

1 n+
------------ψn 1– p( ), n 1.>

gn p( ) 2n 1+( ) 1 λW p( )+
ψn p( )

-------------------------- 2–




=

– 1 λW p( )+
ψn p( )

-------------------------- 2–
2

4–




.

gn u( ) 2
x
--- I1 2x( ) 2x( ) f n u x,( )exp x.d

0

∞

∫=

Fn p( ) x–
1 λW p( )+

ψn p( )
-------------------------- 

 exp .=

G E0 µ0; E µ, ,( ) = 
1
E0
-----

µµ0

µ0 µ+
--------------- 2n 1+( )ψn µ0( )ψn µ( )

n 0=

∞

∑

× 2
x
--- I1 2x( ) 2x( ) f n

E0

E
----- 

 ln x, 
 exp x.d

0

∞

∫
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sputtered atoms that have surmounted the surface bar-
rier, we obtain

(34)

At the present time, the original for image (32) in
the general form has not been found. In the case of no
inelastic energy losses λ  0, the approximate solu-
tion for the energy spectrum has the form

(35)

Here, c is an approximating constant, which has been
taken to be equal to c = E/(E + U) in the calculations.
Based on Eq. (12) and assuming that the sputtered and
knocked-out atoms can move only within the semi-
sphere around the direction of motion of the primary
particle, we can suppose that the contribution of the last
term is negligible. Throwing away the last term in
Eq. (12), we reduce the nonlinear integral equation to a
linear equation. It is demonstrated in papers [3, 15] that
such a linearization yields reasonably good results.

Solving linearized equation (12), we obtain the fol-
lowing expression for expansion coefficients gn(p):

(36)

By the Efros theorem, the solution for the auxiliary
function of self-sputtering G(E0, µ0; E, µ) can be pre-
sented in the form

(37)

where fn(u, x) is the original for image (32).

S E0 µ0; E µ, ,( ) E
E0
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µµ0

µ0 µ*+
------------------ µ

µ2E U+( ) E U+( )
-------------------------------------------------=

× 2n 1+( )ψn µ0( )ψn µ*( )
n 0=

∞

∑

× 2
x
--- I1 2x( ) 2x( ) f n

E0

E U+
-------------- 

 ln x, 
 exp x,d

0

∞

∫

µ* µ2E U+
E U+

--------------------.=

S E0 µ0; E,( )
µ0

µ0 c+
--------------

E0EI1 2
E0

E U+
-------------- 

 ln 
 

E U+( )3 E0

E U+
-------------- 

 ln

-------------------------------------------------.≈

gn p( ) 2 2n 1+( ) 1 λW p( )+
ψn p( )

-------------------------- 2–
1–

.=

G E0 µ0; E µ, ,( ) = 
2
E0
-----

µµ0

µ0 µ+
--------------- 2n 1+( )ψn µ0( )ψn µ( )

n 0=

∞

∑

× 2x( ) f n

E0

E
----- 

 ln x, 
 exp x,d

0

∞

∫
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Herein, the energy and angular spectra of the atom
sputtering are determined by the expression

(38)

where µ* is the same as in formula (34).

From analysis of expressions (34) and (38), conclu-
sion can be drawn that the angular spectra of the sput-
tered atoms are basically nonisotropic. However, under
certain conditions, the angular spectrum of the sput-
tered atoms is little different from the isotropic spec-
trum.

Neglecting the inelastic energy losses, we find a
solution for the energy spectrum similar to those
obtained from the transfer equation,

(39)

S E0 µ0; E µ, ,( ) E
E0
-----

µµ0

µ0 µ*+
------------------ µ

µ2E U+( ) E U+( )
-------------------------------------------------=

× 2n 1+( )ψn µ0( )ψn µ*( )
n 0=

∞

∑

× 2x( ) f n

E0

E U+
-------------- 

 ln x, 
 exp x,d

0

∞

∫

S E0 µ0; E,( )
µ0

µ0 c+
--------------

E0E

E U+( )3
---------------------∫




≈

–
0.047Eψ1 µ0( )

E0
2

-----------------------------------
E0

E U+
-------------- 

 
1.35





.
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S(E0, E)
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E/E0
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Ni+ → Ni

Fig. 3. Dependence of the energy spectrum of sputtered
atoms of nickel bombarded by nickel ions with energy
100 eV (normal incidence). Calculation by formula (35)
(the solid line) and by formula (39) (the dotted line).
Calculations by formulas (35) and (39) are given in
Fig. 3. When comparing the calculation results, several
facts should be noted: (1) energy spectra have a maxi-
mum; (2) the spectra coincide in the high-energy
region; and (3) in the low-energy region, the spectrum
calculated by formula (35) is above the spectrum calcu-
lated by formula (39) and has a maximum at lower
energies.

The differences in the spectra are explained by the
fact that solution (35) accounts for the atoms that are
redirected (change the normal) several times. Since the
angles of sputtering and knocking-out cannot exceed
90°, only a small fraction of atoms can change their
normal. But herewith, they lose almost all their energy.
Inclusion of such atoms in spectrum (35) is responsible
for shifting the distribution maximum and increasing it
in the low-energy region.

The approximate solutions given above ignore the
inelastic energy losses by particles which, being con-
sidered, would result both in decreasing the flux of the
sputtered atoms and in changing the spectrum shape
[16]. However, as soon as low-energy heavy particles
are considered, the inelastic energy losses are negligi-
ble [17] and may be disregarded.

Solutions (33) and (37) look rather simple, though,
when calculating by these formulas, computation of the
inverse Laplace transform of function Fn(p) presents
some difficulties. With the use of expansion of gn(p) in
powers of 1/(1 + λW(p)), function G(E0, µ0; E, µ) can
be written in another form, which is computationally
easier [8]; namely,

(40)

Here, Tin(x, u) is the inelastic atom transmission func-
tion defined as

(41)

and A(x, u, µ0, µ) is the distribution of atoms over elas-
tic paths x, which is the original for the image

(42)

Coefficients in the nonlinear equation are deter-
mined iteratively:

(43)

G E0 µ0; E µ, ,( )

=  
1
E0
-----

µµ0

µ0 µ+
--------------- T in x u ε–,( )A x ε µ0 µ, , ,( ) xd ε.d

0

u

∫
0

∞

∫

T in x u,( ) 1
2πi
-------- xλW p( )–( ) pu( )expexp p,d

i∞–

+i∞

∫=

A x p µ0 µ, , ,( )

=  x–( ) ρn k, p( ) xk 1–

k 1–( )!
------------------ψn µ0( )ψn µ( ).

k 1=

∞

∑
n 0=

∞

∑exp

ρn 1, p( ) 2 2n 1+( )ψn p( ),=

ρn 2, p( ) 2ρn 1, p( )ψn p( ),=

ρn k, p( ) 2ρn k 1–, p( )ψn p( )=
TECHNICAL PHYSICS      Vol. 50      No. 4      2005



PRINCIPLES OF INVARIANT EMBEDDING 401
For the linearized equation, these coefficients can be
found in a simpler way:

(44)

Note that solution (40) results from the additivity of
the cross sections of particle elastic and inelastic inter-
actions.

CONCLUSIONS
A rough approximation notwithstanding, the shape

of the energy spectrum of the sputtered atoms that
agrees well with the physical meaning of the phenome-
non is found. Moreover, the energy spectrum of the
sputtered atoms is demonstrated to be essentially differ-
ent from E–2 in the low-energy region (of the order of
the surface atom binding energy). More accurate solu-
tions to the obtained equations require computing
machinery and are certainly not as demonstrative as the
pure analytical solution.

The results of this paper demonstrate that the princi-
ples of invariant embedding may be applied to describ-
ing the phenomenon of sputtering. New interesting
results can be obtained along this line.
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Abstract—An experimental technique for measuring the cross sections of direct and dissociative ionization of
N2, O2, H2O, and CO2 molecules by electron impact in the near-threshold energy range is described. The setup
used in the experiments allows mass separation of ions with a monopole mass spectrometer. It is shown that
such a setup can be used to advantage in separation experiments. For incident electron energies between 7 and
35 eV, the energy dependences of the cross sections of generation of parent ions and ion fragments due to parent
molecule dissociation are obtained. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Experimental investigation of dissociation products
due to single ionization of molecules by electron
impact in the near-threshold energy range is an undeni-
ably topical problem. It suffices to note that the NIST
standard atomic and molecular constant database [1]
gives more than 20 values of the direct ionization
potential for the parent CO2 molecule and the energy of
appearance (Eap) of ion fragments. The dissociation
process is of great significance, since the resulting ionic
and neutral fragments possess an appreciable kinetic
energy [2]. Dissociative ionization may contribute sig-
nificantly to the plasma energy balance, which should
be taken into account in relevant simulation.

Study of near-threshold single and dissociative ion-
ization of polyatomic molecules helps to uncover the
role of initial energy dissipation in electron–molecule
interaction. It is in the near-threshold range that many
features of molecular and atomic structures are high-
lighted and their influence on the energy dependence of
the process becomes obvious. In our laboratory, inves-
tigation of electron-impact single and dissociative ion-
ization of complex organic [3] and halogen-containing
[4] molecules, deuterated molecules [5], and molecules
of atmospheric gases [6, 7], as well as the energy
threshold of appearing ionization products, is under
way.

In this work, we for the first time study the single
and dissociative ionization cross sections versus the
incident electron energy for N2, O2, H2O, and CO2 mol-
ecules by means of a commercial monopole mass spec-
trometer. The emphasis was on measuring and carefully
analyzing the dissociative ionization thresholds for par-
ent molecules and daughter ion fragments.
1063-7842/05/5004- $26.00 0402
EXPERIMENTAL

In the experiments, residual gases were removed
using oil-free pumping. As an analytical instrument, we
used an MX-7304A monopole mass spectrometer [8] (a
single-pole version of the quadrupole mass spectrome-
ter), which refers to the class of dynamic instruments
and is, in essence, a band-pass mass filter. Ions passed
through the mass filter are detected by the measuring
system. The instrument is also configured with a system
for digital indication of the mass number and intensity.
The manual, cyclic, and software-programmable
modes of mass spectra sweeping are provided. The sen-
sitivity can be controlled by switching the mass range,
varying the electron emission current, or gradually
varying the supply voltage of the secondary electron
multiplier (SEM). At high currents, the valid signal is
picked up from the collector (a Faraday cup). In this
case, SEM-induced discrimination in mass is excluded.
Weak signals were detected in the computer-controlled
counting mode. The basic parameters of the instrument
are given in [8]: the resolution at a level of 10% of the
spectrum line height is 1 M or higher; the threshold sen-
sitivity in argon, 7.5 × 10–12 Pa; and the limiting rms
deviation of the mass value detected in the range 1–200,
2%.

Owing to the parameters listed, as well as computer
control, the instrument makes it possible to reliably
detect both mass spectra and electron-impact-induced
atom and molecule ionization cross sections in the
energy range from the ionization threshold to 100 eV.
The parameters of the mass spectrometer were com-
puter-adjusted by means of the interface card using a
special application program. Finally, the instrument
may operate independently under the control of the
built-in one-chip microcomputer.

Consider now the experimental technique in greater
detail. The molecular beams under study were gener-
© 2005 Pleiades Publishing, Inc.
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ated by a multichannel effusion-type source that pro-
vides a molecule concentration in the region of interac-
tion with the electron beam on the order of 1010–
1011 cm–3. The material (or a mixture of materials) to be
studied enters the source through the doser of a spe-
cially tailored gas-supply system. This system consists
of a tank with independent evacuation facilities, an
SNA-2 precision two-channel gas-supply unit, and
strain and reference vacuum gages. The gas pressure in
the source can be intelligently maintained at a desired
level via feedback from the output of the direct current
amplifier of the mass spectrometer or from the gage.

The molecules under study are ionized in the ion
source by electron bombardment. In the electron cur-
rent stabilization mode, the source generates con-
trolled-energy electron beams with energies of 5–90 eV
and currents of 0.5–1.5 mA. The nonuniformity in
energy (FWHM) is ∆E = 500 meV. The ions extracted
from the space of interaction between the electron and
neutral beams are applied to the input of the ion–optical
system (mass filter). The ions are analyzed in real time
and detected by the recording system, which operates
in the analog and ion-count modes. The ion current can
be measured at both the input and output of the mass
spectrometer, which makes it possible to determine the
“productivity” of the mass filter for each type of the
ions.

The performance of the mass spectrometer is quali-
tatively evaluated in the way illustrated in Fig. 1. The
CO2 mass spectrum presented here results after auto-
matically subtracting the background due to residual
gases. As is seen from Fig. 1, the beam contains the par-

ent ion C  along with fragments (daughter ions) due
to dissociative ionization, such as C+, O+, and CO+.
Other background ions with masses M = 22, 29, 45, and
46 are of low intensity (no higher than 1% of the basic

C  ion intensity), which indicates the high purity of
the gas. Note that, at such an electron energy, the

molecular ion  is absent in the spectrum (Fig. 1), as
well as in the NIST database [1].

Since our primary goal was to determine the thresh-
old behavior of the ionization functions, as well as to
exactly measure the energy of appearance of the daugh-
ter ions (see Fig. 1), calibration of the electron energy
scale was given special attention. This procedure
remains a biggest bugaboo in both present-day mass
spectroscopy and the physics of electron–electron col-
lisions. It should be noted that ambiguity in the ionizing
electron energy is due to the contact potential differ-
ence between the electron gun and ion extraction and
focusing system, superposition of the electrostatic
fields, and other instrument-related effects. Thus, the
accuracy of determining the potentials of ionization and
potentials of appearance of fragments depends on the
accuracy with which the primary electron energy is
reduced to the absolute energy scale. We solved this

O2
+

O2
+

O2
+
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problem by relating the initial portions of the measured
energy dependences of the ion yield (ionization func-
tions) to the ionization potentials that are known with a
high reliability [1]. We took argon and krypton as cali-
bration gases and measured the early portions of the
electron-impact ionization function. The validity of
such a technique can be judged from the control exper-
iment on taking the initial portion of the energy depen-
dence of the krypton atom ionization cross section (this
experiment was similar to that performed in [6]) and
from good agreement with the results obtained in [9].
The electron energy resolution was high, ∆E = 0.05 eV.
The experiments on taking the initial portions of the
energy dependences of the argon and krypton atom ion-
ization cross sections allowed us to calibrate the elec-
tron energy scale with an accuracy of ±0.25 eV. The cal-
ibration procedure was repeated several-fold (four to
five times) during each measurement cycle. Eventually,
the energy scale was determined with an accuracy com-
parable to the FWHM of the electron energy distribu-
tion in the beam. As was noted above, the total mass
spectrum was taken for each of the gases under study,
which made it possible to evaluate the relative yield of
ions of different mass and to judge the grade of the
material.

Another challenge in the experiments on dissocia-
tive ionization was to estimate the efficiency of extrac-
tion (collection) of the ions from the region of interac-
tion. This is especially true for absolute measurements.
For the efficiency to be measured correctly, it is neces-
sary that the source design provide the equipotentiality
of the region of electron–molecule interaction, the ana-
lyzer be equally “transparent” for ions with different
mass numbers, and ion discrimination at ion-to-elec-
tron conversion in the SEM be minimized (i.e., a high-
voltage converter or special SEMs be used).

These requirements deserve special consideration,
which is beyond the scope of this work.
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Fig. 1. Carbon dioxide molecule mass spectrum for ionizing
electron energy E = 70 eV.
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RESULTS AND DISCUSSION

The threshold behavior of the atom ionization effec-
tive cross section was first found in a work by Wannier
[10] for the hydrogen atom. Wannier considered three
radial ranges: the first one covers small particle spac-
ings (to ~a0), where the interaction should be analyzed
in terms of quantum mechanics; the second refers to
particle spacings on the order of 100a0, where Cou-
lomb forces come into play; and the third range, where
the interaction is virtually absent. Considering in this
way, Wannier put forward two important postulates.
First, scattered, es, and removed (ejected), eej, electrons
(see (2) below) move oppositely to each other and the
moment of momentum of the system equals zero. Sec-
ond, both electrons take away equal parts of the energy.
It turned out that the energy dependence of the ioniza-
tion cross section near the threshold is an exponential
function (the Wannier threshold law). In [11], modified
coefficients for calculating the exponent of this func-
tion were derived. These coefficients take into account
the mass and charge of a target particle. The threshold
behavior of molecule ionization by electron impact was
discussed in [9, 12, 13]. It was shown that the exponent
may vary between 1.127 (the lower bound for atoms)
and 4 (for polyatomic molecules) and that the threshold
behavior of the molecule ionization cross section is a
superposition of several exponentials.

Two factors may shade the true threshold behavior
of the ionization cross section: a dependence of the
effective cross section on the energy (velocity) of inter-
acting particles when they approach each other and the
energy spread of ionizing electrons. The value of the
signal measured and its near-threshold variation at elec-
tron–atom (molecule) collision has the form [12]

(1)S E( ) k σ E E '–( ) f E '( ) E ',d

0

∞

∫=

1

2

0

I

8 10 12 14 16 18 20 22 24 26
E, eV

e– + O2

12.07 eV
17.30 eV

18.69 eV

O+
2/O2

O+/O2

Fig. 2. Threshold portions of the cross sections of oxygen
molecule direct ionization and atomic ion generation by
electron-impact-induced dissociative ionization.
where k is the detection constant, E is the accelerating-
electrode-specified energy of bombarding electrons,
E ' is the electron energy in the beam, σ is the cross sec-
tion of the process, and f(E) is the electron energy dis-
tribution function (which is usually the Gauss distribu-
tion). As applied to the ionization process, it is just
function f(E) that is largely responsible for the error in
the value of the cross section and its energy dependence
at near-threshold electron energies.

As the energy of ionizing electrons increases, vari-
ous new processes come into play, which may variously
influence the near-threshold cross section depending on
their efficiency. In the case of diatomic molecules, these
processes may be the following:

single ionization: 

                                     (2)

auto-ionization:                     

                                             

Here, M is a diatomic target molecule, e is the incident
(ionizing) electron, es is the electron scattered, and eej is
the electron ejected. For the nitrogen molecule studied
by us in [6], the threshold portion of the energy depen-
dence of the ionization cross section deviates markedly
from the monotonic growth in the energy interval 16.7–
19.5 eV. A reason for such a deviation seems to be the
auto-ionization of the vibrational levels of the molecu-

lar ion , most probably, the levels A2Πu (E = 16.70 eV)

and B2  (E = 18.75 eV) of the  ion [14].

Figures 2–4 show the initial portions of the single
ionization cross sections for the molecules that are the
most abundant in the terrestrial atmosphere and of the
cross sections of their fragmentation due to electron-
impact-induced dissociative ionization (the symbols
are data points; continuous lines, calculation by formu-
las (3) given below). The threshold behavior of the ion
fragment production cross section is seen to depend on
the bonding energy and type in the parent molecule (see
table). The number of atoms in the molecule has the
most significant effect on the threshold behavior: for
the diatomic molecule (Fig. 2), the post-threshold
increase is sharp (see table); for the three-atomic mole-
cules (Figs. 3, 4), the increase is smooth.

To exactly determine the ionization potentials for
molecules (atoms) and the fragmentation potentials
(the potentials of fragment appearance due to dissocia-
tive ionization), we used the method elaborated by
Märk et al. [9, 13].

According to this method, the experimental depen-
dence of ionization cross section σ on ionizing electron
energy E is fitted to some functional dependence F(E)

M e M+ es eej;+ + +

A+ B es eej;+ + +

M
+* es eej;+ +

M** es+

M+ es eej.+ +

N2
+

Σu
+ N2

+

dissociative ionization:

ionization with excitation:
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that has the form

(3)

It is seen from Fig. 3 that the fitting involves four
parameters: background signal b (the absence of ions at
the output of the mass spectrometer); the energy of
appearance of an ion fragment, Eap; proportionality
coefficient c; and exponent p in the Wannier threshold
law [10] for single ionization of atoms. The fitting algo-
rithm is implemented with a special computer program
that makes it possible to obtain the four parameters with
a large number of iterations with regard for their stan-
dard deviations.

In the calculations, the instrument electron energy
distribution function was taken to be a free parameter
that can be approximated (see (1)) by the Gaussian dis-
tribution that is centered at desired point Eap and has a
FWHM of ∆E. Then, fitted function F(E) is a convolu-
tion with electron energy distribution, i.e., has the form

(4)

This procedure also gives information about the real
electron energy spread.

The table lists the threshold values of ionization
potentials that were determined with the fitting algo-
rithm mentioned above versus data published earlier
[1, 9, 15]. Let us analyze the data presented in the table
and Figs. 2–4 more carefully. The difference in the
threshold behavior of the cross section of fragmentation
due to dissociative ionization (see (2)) is noteworthy. In
the case of a diatomic oxygen molecule (Fig. 2), the
cross section of O+ ion yield increases more rapidly
than the ionization cross section for the O2 parent mol-
ecule. Possibly, such behavior is explained by the fact
that the other fragment may be either a neutral atom or
a negatively charged ion,

(5)

Hereafter (see also (6) and (7)), the parenthesized
quantity is the energy of appearance of dissociative ion-
ization fragments [1] that was determined with a high-
est accuracy. The energy dependence of the O+ ion gen-
eration cross section (Fig. 2) becomes nonmonotonic in
the interval E = 17.25–18.69 eV, which suggests that
dissociative ionization is a complex process. An
increase in the extent of monochromatism of electrons
would shed more light on the threshold behavior.

The energy dependence of the cross section of frag-
mentation due to dissociative ionization was also mea-
sured for water and carbon dioxide molecules (Figs. 3, 4).
The associated curves are seen to behave in a radically

F E( )
b for   E Eap<

b c E Eap–( )p for E Eap.>+



=

P E( ) e

E Eap–( )2

2∆E
-------------------------–

b c E Eap–( )p+[ ] E.d

∞–

+∞

∫=

e O2 O+ O 2e Eap 18.69 eV=( ),+ + +

O+ O– e Eap 17.25 eV=( ).+ +
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different manner. A possible reason for such a differ-
ence is various channels involved in the dissociation
process:

                (6)

            

e H2O H+ OH 2e  Eap 16.95 eV=( ),+ + +

H+ OH– e  Eap 16.00 eV=( ),+ +

H+ OH X2P( ) 2e  Eap 18.70 eV=( ),+ +

H2
+ O 2e Eap 20.70 eV=( ),+ +

HO+ H 2e Eap 18.11 eV=( ),+ +

O+ H2 2e Eap 19.00 eV=( ),+ +

O+ 2H 2e Eap 26.80 eV=( ).+ +

1

2

0

I

10 12 14 16 18 20 22 24 26
E, eV

e– + H2O

1 2

3
H+

2/H2O

3

4

H+/H2O

H2O
+/H2O OH+/H2O O+/H2O

Fig. 3. Threshold portions of the relative cross sections of
water molecule direct ionization and ion generation by elec-
tron-impact-induced dissociative ionization: (1) H+, Eap =
16.00 eV; (2) H+, Eap = 16.95 eV; (3) H+, Eap = 18.70 eV;
and (4) O+, Eap = 19.00 eV.
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Fig. 4. Threshold portions of the relative cross sections of
carbon dioxide molecule direct ionization and ion genera-
tion by electron-impact-induced dissociative ionization:
(1) C+, Eap = 22.70 eV and (2) C+, Eap = 27.80 eV.
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pted data) Our data

y of frag-
ppearance 
i + Ed, eV

ionization
potential Ei, eV

energy of frag-
ment appearance 
Eap = Ei + Ed, eV

– 15.75 ± 0.25 –

14.00 ± 0.25

– 12.07 ± 0.25 –

9 ± 0.04 – 18.45 ± 0.25

– 15.54 ± 0.25 –

2 ± 0.03 24.21 ± 0.25

– 12.58 ± 0.25 –

5 ± 0.05 – 16.51 ± 0.25

5 ± 0.008 – 18.32 ± 0.25

0 ± 0.2 – 18.78 ± 0.25

7 ± 0.4 – 21.05 ± 0.25

– 13.79 ± 0.25 –

7 ± 0.2 – 23.8 ± 0.25

2 ± 0.075 – 19.38 ± 0.25

5 ± 0.05 – 19.05 ± 0.25
Table

Ion/primary ion 
or molecule Bond

Data from [15] Data from [13] NIST database [1] (generally acce

bond rup-
ture energy 

Er, eV

energy of 
dissocia-

tion Ed, eV

ionization 
potential

Ei, eV

ionization 
potential

Ei, eV

ionization
potential Ei, eV

energ
ment a
Eap = E

Ar+/Ar – – – 15.76 (Ar) 15.7 ± 0.05 15.759 ± 0.001 (Ar)

Kr+/Kr – – – 13.996 (Kr) 13.99 ± 0.02 13.99961 ± 0.00001 (Kr)

/O2 – 5.12 12.077 (O2) 12.07 ± 0.02 12.0697 ± 0.0002 (O2)

O+/O2 O–O – 13.618 (O) – 13.6181 (O) 18.6

/N2 – 9.76 15.580 (N2) 15.52 ± 0.05 15.581 ± 0.008 (N2)

N+/N2 N–N – 14.534 (N) – 14.5341 (N) 24.3

H2O+/H2O 5.12 – 12.614 (H2O) – 12.621 ± 0.002 (H2O)

H+/H2O H–OH 6.11 – 13.5985 (H) – 13.5984 (H) 16.9

OH+/H2/H2O OH–H 6.31 – 13.18 (OH) – 13.017 ± 0.0002 (OH) 18.11

O+/H2O O–H2 5.00 – 13.618 (O) – 13.6181 (O) 19.0

/H2O H2–O 5.00 – 15.4261 (H2) – 15.42593 ± 0.00005 (H2) 20.

/CO2 5.45 – 13.79 (CO2) – 13.777 ± 0.001 (CO2)

C+/CO2 C–O2 10.9* – 11.26 (C) – 11.2603 (C) 22.

CO+/CO2 CO–O 5.45 – 14.014 (CO) – 14.014 ± 0.0003 (CO) 19.4

O+/CO2 O–CO 5.45 – 13.618 (O) – 13.6181 (O) 19.0

* Our data.

O2
+

N2
+

H2
+

CO2
+
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As is seen, H+ ions may form via three channels

depending on Eap; O+ ions, via two channels; and 
and HO+ ions, via one channel (one threshold energy).
The signs of a threshold in the energy dependence of
the cross section of oxygen ion generation at dissocia-
tive ionization of oxygen and water molecules deserve
attention (Figs. 2, 3): the cross section increases very
slowly with ionizing electron energy.

The results for the carbon dioxide molecule (Fig. 4)
are generally similar to those for the water molecule.
However, in the former case, carbon ions alone are gen-
erated via two channels ((see also two last processes
in (6)),

(7)

These channels specify the run of the energy depen-
dence of the cross section: a smooth increase as in the
same dependence for the oxygen ion (O+/O2 and
O+/H2O, Figs. 2 and 3).

An important parameter influencing the threshold
behavior of molecule fragmentation into ions is the
bond rupture energy of the molecule. The effect of this
parameter is most distinctly seen in the case of the car-
bon dioxide molecule. It is for reaction (7) of dissocia-
tive ionization that the rupture energy is the highest
(10.9 eV), as follows from the table.

Our findings for the relative cross sections of posi-
tive ion yield at direct ionization of a parent molecule
and for those of fragmentation at dissociative ionization
provide a qualitative description of the processes. As
was mentioned earlier, the absolute values of the cross
sections can be obtained from the number of molecules
participating in collisions combined with the angular
distribution of ion fragments. The kinematics of colli-
sions in the process of dissociative ionization is rather
difficult to analyze: the difference in kinematic energy
gained by daughter ions may considerably change their
angular distributions and, hence, their trajectories. This
problem is of great significance in mass-spectrometric
studies, where many factors must be taken into account
(see Experimental). Therefore, the absolute values of
ionization cross sections can be obtained from special
experiments (like those performed in [16]).

CONCLUSIONS
(1) A high-sensitivity MX7304A mass spectrometer

is used for the first time for determining the cross sec-
tion of molecule direct and dissociative ionization in
the near-threshold energy range.

(2) From the threshold dependences measured, the
energies of fragmentation of a parent molecule into
daughter ions are calculated.

H2
+

e CO2 C+ O2 2e Eap 22.70 eV=( ),+ + +

C+ 2O 2e Eap 27.80 eV=( ).+ +
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(3) The nonmonotonic behavior of the fragmenta-
tion cross section in a wide energy range is to some
extent associated with a variety of dissociative ioniza-
tion routes.
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Abstract—A system of equations describing supersonic gas flow in the presence of a heat source near the shock
front is obtained. Relations between the gas parameters in disturbed and undisturbed regions, which generalize
the classical Hugoniot–Rankine relations, are derived. Formulas for calculation of the flow parameters in the
presence of an energy supply to the shock layer region are presented. It is demonstrated that there exists a crit-
ical intensity of energy supply at which the system of equations of the conservation laws for the gas parameters
on both sides of the shock layer possesses no stationary solution. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The impact of the external energy supply ahead of
the shock front on the aerodynamic characteristics of
various bodies moving at super- and hypersonic veloc-
ities has been studied earlier by several authors [1–3].
At the same time, the shock wave intensity (hence, the
drag of the streamlined body) may be varied by creating
domains of energy release behind the shock front. For
instance, as for a normal shock wave in a gas, the shock
wave intensity is uniquely determined by the laws of
conservation of mass, momentum, and energy when
passing through the shock layer. An additional energy
release behind the shock front will at least alter the
energy exchange between the regions adjacent to the
shock layer, and, through this, affect the relationship
between the main parameters responsible for transfer of
energy, momentum, and mass through the shock wave,
i.e., change the shock wave intensity.

Of undeniable interest is the study of the effect pro-
duced by energy release in the region adjacent to the
shock layer behind the shock front at a transonic speed,
i.e., in the case of weak shock waves. Energy supply to
the region behind the shock front, as well as directly to
the expectable shock layer region, may change the
dynamics of formation of the shock layer itself. These
processes need to be investigated for the purpose of
solving burning applied problems such as breaking the
sound barrier, promotion of the appropriate safety of
the breaking, and reduction of aircraft dynamic load.

The exact physical statement of the problem and its
mathematical algorithmic presentation are as follows.
In the gas parameter region where the gas flow can be
described with the use of the hydrodynamic approach,
the complete system of Navier–Stokes equations is
1063-7842/05/5004- $26.00 ©0408
written and the gas macroparameters are specified at
infinity upstream (i.e., in the undisturbed region). A gas
density nonuniformity moving at some constant speed
with respect to the fixed system of reference is stated to
exist. The system of flow equations accounts for an
external heat source moving at the same speed as the
density disturbance.

The results obtained in this paper relate only to the
behavior of the gas macroparameters in the shock wave
region; i.e., they are integral relations. Such an
approach reveals some fundamental peculiar features
of the impact of the external power supply on the shock
wave parameters.

MAIN EQUATIONS

Consider the laws of conservation of the collision
integral in the Boltzmann kinetic equation as applied to
the isolated gas volume V = V(t) bounded by surface
Σd(t) (Fig. 1), where t is time.

The law of conservation of the gas mass and the
Euler equation are described by the following expres-
sions [4]:

(1)

(2)

Here, ρ is the density, U is the mass flow rate at the vol-
ume boundary, and the law of conservation of energy

∂ρ
∂t
------ divρU+ 0,=

∂U
∂t
------- grad

U 2

2
--------- U curlU×[ ]–+

1
ρ
---grad p.–=
 2005 Pleiades Publishing, Inc.
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has the form

(3)

where quantity Qm = dV accounts for the energy

released by a source of power q in the volume, ε is the
internal energy of a gas mass unit, and the internal fric-
tion is neglected.

Formula (3) takes the form

(4)

By the Gauss theorem, this implies

(5)

GENERALIZED HUGONIOT–RANKINE 
RELATIONS

Suppose that, in the gas flow, there occur conditions
that the flow parameters U, ρ, p, and T (T is the gas tem-
perature and p is the pressure) sharply change within
the range of several lengths of the gas molecule mean
free path with respect to elastic collisions. The high-
gradient zone of the flow parameters is replaced by a
discontinuity surface and it is assumed that, when pass-
ing through this surface, the flow parameters change
abruptly, i.e., have a discontinuity. This discontinuity is
conventionally called the shock (wave) front.

Surface Σd (Fig. 1) cuts the gas flow from left to
right. On the left of the surface, the gas flow parameters
are V1, ρ1, p1, and T1; on the right, V2, ρ2, p2, and T2.
The surface moves at velocity U with respect to the
fixed system of reference. In the surface-referenced
coordinate system, the flow parameters on the left /
right of the surface are U1 = V1 – U; ρ1, p1, T1 and U2 =
V2 = U; ρ1, p1, T2, respectively. Distinguish an arbitrary
volume V(t) of the gas limited by a surface S and con-
taining a part of the discontinuity surface Σd. The max-
imal distance from S to Σd on the left of the discontinu-
ity surface is l1; on the right, l2. Using the laws of con-
servation of mass, momentum, and energy in the form
obtained above and passing to the limit as l1, l2 
∆x/2, where ∆x is the shock layer thickness (of order of
several lengths of the mean free path λ), one can obtain
the following relations between the flow parameters on
the left and on the right of the discontinuity surface:

dE
dt
-------

d
dt
----- ρ ε 1

2
---U2+ 

  Vd

V t( )
∫ Qm,= =

q
V t( )∫

∂
∂t
----- ρ ε 1

2
---U2+ 

 
 
 
 

V ρ ε 1
2
---U2+ 

  U Sd

Σ t( )
∫+d

V t( )
∫

=  p U Sd( )
Σ t( )
∫– q V .d

V t( )
∫+

∂
∂t
----- ρ ε 1

2
---U2+ 

 
 
 
 

div ρU ε 1
2
---U2 p

ρ
---+ + 

 + q.=

ρ1Un1 ρ2Un2, ρ1Un1
2 p1+ ρ2Un2

2 p2,+= =
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Here, W = q∆x/ρ2Un2, q is the volume power of the heat
source in the shock layer, i = ε + p/ρ is the gas enthalpy;
Un is the normal component; and Ut, Uk are the tangen-
tial components of velocity U with respect to the dis-
continuity surface.

For further transformations, the gas law is used. For
perfect gas, we have

c2 = γp/ρ (the velocity of sound in the gas),

Here, Cp and CV denote the specific heat of the gas at
constant pressure and volume, respectively.

With the use of these equalities and formulas (6), the
ratio between the pressure p2 behind the shock front and
pressure p1 ahead of the shock front can be written in
the form

(7)

where M1 = Un1/c1 is the Mach number ahead of the
shock front.

In the case q = 0, the above formula and the corre-
sponding expression for ρ2/ρ1 are reduced to the well-
known Hugoniot relations which relate the perfect gas
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Fig. 1. Deduction of the conservation laws for a gas flow
passing through discontinuity surface Σd.



410 GOLYATIN et al.
flow parameters before and after the shock,

(8)

Here, quantity χ0 is the shock wave intensity in the
absence of the energy supply.

In particular, formulas (8) imply the well-known
fact [5] that, as M1  ∞, we have p2/p1  ∞ and
ρ2/ρ1  (γ + 1)/(γ – 1).

Let us present another formula which directly fol-
lows from the first two equalities in (6) and relates the
density ratio ρ2/ρ1 to the pressure ratio p2/p1:

(9)

The shock layer thickness ∆x is uniquely deter-
mined by Mach number M1 or, which is the same thing,
by the shock wave intensity χ = (p2/p1) – 1, for χ is a
single-valued function of M1: χ = χ(M1). Introduce the
function ∆x = ∆x(χ) and derive from formula (7) the
main relation determining the ratio p2/p1:

(10)

Here, we introduced the main characteristic of energy
deposition employed in the further consideration,
namely, the dimensionless parameter β of energy depo-
sition,

(11)

As is clear from formulas (7), (10), and (11), the
variation of the shock wave parameters is related to the
ratio between the supplied (to a volume unit) energy
q∆x(χ)/c1 and energy ε1ρ1 carried by the incident air
flow. Therefore, parameter β is the one that determines
the evolving physical situation when energy is supplied
to the shock layer region. As for the required energy
density q, it cannot be determined until intensity χ =

p2
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(p2/p1) – 1 is found by means of solving Eq. (10) for a
specified β:

(12)

Herein, the value of q is determined by the concrete
pressure dependence of the shock layer thickness on the
pressure,

(13)

For β = 0, expression (12) reduces to the well-
known formula (8) for the ratio p2/p1 (recall that χ0
determines the shock wave intensity in the absence of
the energy supply). Since β > 0 and χ0 ≥ 0, formula (12)
implies that the double inequality 1 ≤ p2/p1 ≤ 1 + χ0 is
always valid, i.e., in the presence of the energy supply,
the shock wave intensity is always lower than that in the
case of no energy supply.

The ratio of densities may be calculated by the
expression

(14)

derived from formulas (7), (9), and (11) (the ratio p2/p1
is everywhere determined by formula (12)). From the
law of conservation of mass, we obtain the following
formula for the ratio of velocities:

(15)

The ratio of temperatures T2 behind the shock front
and T1 ahead of it and the ratio between the correspond-
ing Mach numbers are

(16)

ANALYSIS OF THE RELATIONS OBTAINED
When energy is supplied to a subsonic flow, the flow

accelerates. By virtue of the law of conservation of
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mass, this results in decreasing density. The drop of
pressure p2 with increasing β may be explained with the
help of the second equation in system (6), which
expresses the law of conservation of momentum. One

can easily see that the value ρ2  in the right-hand
side of this equation increases, because ρ2Un2 = ρ1Un1 =
const and Un2 grows with β. Accordingly, pressure p2
should decrease, in so far as the left-hand side of this
equation is independent of parameter β.

Consider another interesting fact that follows from
formulas (12), (14), and (16). It is clear from formula
(12) that there exists a limiting parameter value βmin
such that, given Mach number M1, for any β > βmin, the
ratio p2/p1 (and, consequently, the ratios ρ2/ρ1 and
Un2/Un1 as well) becomes complex, which is physically
meaningless. Thus, the conservation laws cannot be
satisfied under the assumption that a discontinuity sur-
face (the shock wave) is present, just as these equations

cannot be satisfied in the case β = 0 when  < (γ –
1)/(2γ) (because then, the first formula in (8) implies
that p2/p1 < 0, which is also physically meaningless). In
actual fact, when β = 0, the conservation laws cannot be
satisfied even for M1 < 1, because, in this case, it fol-
lows from (8) that p2/p1 < 1, which means that a depres-
sion-type shock wave propagates. However, it is dem-
onstrated in [1] that this is impossible. The above result
can be reformulated as follows. For any β ≠ 0, there is
a minimal value M1 min > 1 of Mach number M1 such
that, for M1 < M1 min, the shock wave does not exist.
More exactly, these inequalities being satisfied, there
exists no stationary solution to the system of equations
of the conservation laws in the form of a discontinuity
of the gas parameters. From the physical standpoint,
this means that the flow rearranges and becomes
smoother or the gas parameters are varied in the
upstream direction. Such a phenomenon is known to be
observed in pipe flows when the supplied external
energy exceeds a certain critical value [6]. This fact is
of great practical consequence: there is a theoretical
possibility of moving at a supersonic (M1 > 1) speed in
a flow with a subsonic structure. According to formula
(12), the shock wave intensity can be weakened at most
by half for β = βmin.

Let us find an expression for the minimal value of
energy supply βmin such that, given Mach number M1,
the existence condition for the shock wave is still not
fulfilled. Since the radicand in formula (12) is equal to
zero, we have

(17)

When β = βmin, formula (16) implies M1 = 1. Thus,
for the critical value of energy supply, the flow at infin-
ity upstream asymptotically tends to the sonic flow.

Un2
2

M1
2
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2

4M1
----------

γ2 M1
2 1–( )2

γ 1+( )2M1

----------------------------.= =
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Let us analyze some quantitative results that are
implied by formulas (12), (14), and (15). It is seen from
formula (17) that value βmin is proportional to the
square of value M1 – 1 at near-sonic velocities and to
the cube of value M1 at hypersonic velocities. This goes
to show that such a method of weakening the shock
wave is energetically more efficient in the case M1 –
1 ! 1 rather than for M1 @ 1, since pressure p2 is pro-

portional to  and the energy deposition is propor-

tional to Q, which, in turn, is proportional to  for
M1 @ 1.

For the dependence of the minimal Mach number on
parameter βmin, which is the function inverse to (17), we
have

(18)

The exact solution to this equation (which deter-
mines the minimal value M1 min) has the form

(19)

where

(20)

In most cases, M1 min can be determined (up to 5%)
by the asymptotically correct approximate formula

(21)

or by the approximation

(22)

which is valid for small β ! 1.
Figure 2 shows the dependence of the minimal

Mach number M1 min at which the shock wave cannot
exist on parameter β characterizing the energy deposi-
tion. For M1 = M1 min, the main parameter ratios (p2/p1,
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ρ2/ρ1, Un2/Un1, T2/T1) are calculated in accordance with
(12), (14)–(16) by the formulas

(23)
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In these expressions, the value of M1 min is calculated
by one of formulas (19)–(22) (depending on the
required accuracy). When β ! 1, a single term in (22)
would suffice.

An important characteristic of the process is the
weakening of the shock wave intensity and variation of
the temperature and normal velocity for M1 = M1 min in
the cases when a heat source is present or absent. To
find this characteristic, supplement formulas (8) with
the known relations
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Dividing formulas (23) by expressions (8) and (24)
and taking into account that all parameters ahead of the
shock front (subscripted with 1) are independent of the
energy deposition, we obtain the relations
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Expressions (25) are calculated for M1 = M1 min,
which is a function of parameter β. This allows us to
find the corresponding dependences of the shock wave
characteristics as functions of the energy deposition.
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parameters behind the shock front. In Fig. 5, the pres-
sure ratio and temperature ratio (calculated for the same
Mach number Mmin) in the cases of presence (curves 1
and 3) and absence (β = 0, curves 2 and 4) of energy
deposition are depicted. It can be seen in Fig. 5 that, at
small values of energy deposition (β < 0.5), the pres-
ence of an energy supply significantly lowers the shock
wave intensity, while it scarcely increases the tempera-
ture behind the shock front.

Let us present formulas for estimating all the above
considered ratios at small values of parameter βmin ≤
0.1. For the ratios between the shock wave parameters
behind and ahead of the shock front, we have

(26)

(subscript “min” at βmin is omitted for brevity). In the
disturbed region (behind the shock front), the ratios
between the parameters in the cases of presence and
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Fig. 4. βmin-dependence of the ratios of pressure (1), tem-
perature (2), density (3), and velocity (4) behind the shock
front in the cases of presence and absence of energy depo-
sition. The calculation is performed for the minimal (for a
given βmin) Mach number M1 min(βmin) at which the shock
wave does not exist (Fig. 2).
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absence of energy deposition are

(27)

The limiting values of parameter β at which approx-
imate formulas (26)–(27) provide a calculation error
within 5% are the following. In formulas (26): β ≤ 0.19
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for the pressure ratio, β ≤ 5 for the density ratio, β ≤ 5
for the velocity ratio, and β ≤ 0.33 for the temperature
ratio. In formulas (27): β ≤ 0.13 for the pressure ratio,
β ≤ 0.35 for the density ratio, β ≤ 0.38 for the velocity
ratio, and β ≤ 0.13 for the temperature ratio.

CONCLUSIONS
The results of the paper allow one to estimate the

change in the parameters of weak shock waves due to
the impact of energy deposition into the shock front
region. To study the exposure of the shock wave to heat-
ing for M > 2 in more detail, one needs to solve the
kinetic equation. The value of the supplied power can
be estimated by formula (13). For a flight at altitude
30 000 m, Mach number 1.2, and area of local plasma
influence 10–3 m2, the supplied power is about 400 W.
Since the region filled with plasma is much wider than
the shock front, the shock wave expected always falls
within the plasma layer. This ensures the smooth varia-
tion of the shock wave parameters. When solving con-
crete flow-around problems, it is advisable to use the
aforementioned relations in the required gas-dynamic
calculation.
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Abstract—The idea of semiautomatic computer-aided processing of photos as applied to the problem of exter-
nal ballistics, namely, determination of aerodynamic characteristics of flying objects from trajectory data, is put
forward. The impetus to write this article is the development of an original software product that was used to
advantage in processing data of full-scale experiments with the aim of creating a photo database of ballistic
experiments performed at the Ioffe Physicotechnical Institute. This software is integrated into the Arkhimed
information–retrieval system used to control this database. The advantages of the semiautomatic approach over
“manual” measurements and the fully automatic version are indicated. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Determination of the flight properties, i.e., the aero-
dynamic characteristics (ADCs), of objects remains to
a challenging problem of aerodynamics. The ADCs can
be measured experimentally in various aerodynamic
tunnels, where inverse modeling of motion (a gas flows
about an immovable model) is accomplished, or can be
determined from experimental data obtained in ballistic
ranges (direct modeling).

Determining the ADCs of freely flying objects can
be subdivided into two subproblems: measuring the
object’s trajectory parameters (the so-called problem of
identification of motion [1]) and computing the ADCs
themselves from the trajectory parameters measured.
The solution methods for the second subproblem have
been touched upon elsewhere (see, for example, [2, 3])
and are not considered here.

The tracking of a flying object in an aeroballistic
experiment is usually accomplished either by telemetry
means (this issue goes beyond the scope of this article)
or by successively photographing the object together
with bench marks in the unique coordinate system of a
ballistic range and timing marks. In the latter case, the
trajectory data in the form of tables summarizing the
space–time coordinates of the object (in the laboratory
coordinate system) are obtained from measurements
made directly on the photos taken in the course of the
ballistic experiment. For each recording time, it is nec-
essary to know (measure) longitudinal coordinate X of
the object in the direction of shooting, transverse coor-
dinates Y (vertical displacement) and Z (lateral dis-
placement), and the angles specifying the spatial orien-
tation of the object’s axis (or the characteristic line of
the object) and the rotation (roll) of the object (projec-
1063-7842/05/5004- $26.000415
tile) about its axis. Consequently, two projections of the
object must be at hand at each recording time. The
number of pairs of such projections depends on the
capabilities of the experimental setup and on the object
under study. However, even if the ADCs are determined
in the linear approximation (i.e., under the assumption
that vibration amplitudes are small), one needs more
than two records (observations) per vibration half-
period; moreover, when the vibration damping is mea-
sured, observations must cover more than one period.
The number of recording stations that is optimal in
terms of completeness and accuracy of the final results
can be found by numerical simulation [4] with the
desired parameters appropriately approximated. Thus,
the number of photos to be processed after each exper-
iment may be as large as several tens. Thus, the need for
computer-aided processing of measurements made on
ballistic object images is obvious.

Digitization of negative images (when a photo-
graphic film is used as a record medium) is certainly a
labor-consuming task. However, digitized data are
much easier to handle than measurements taken using
measuring optical microscopes, densitometers, and
other instruments, and their further processing provides
exact and correct final results. In addition, one should
bear in mind the recent tendency toward CCD (nonpho-
tographic) imaging (see, for example, [5]; a ballistic
range entirely equipped with CCD cameras was
designed in [6]). It seems likely that photos will soon be
digitized immediately during photographing. Even
today, it seems reasonable to digitize photo archives
concerning experimental aerodynamics and create a
unified database (this work is now under way at the
Ioffe Physicotechnical Institute [7]).
 © 2005 Pleiades Publishing, Inc.
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PRINCIPLE OF PARTIAL AUTOMATION

When measurements are taken with optico-mechan-
ical devices (like a UIM-23 measuring microscope), all
operations (from film positioning to coordinate record-
ing) are made “manually”; then, after measurements on
photos taken in each experiment have been completed,
the results are tediously recalculated to relate them to
the unique coordinate system. Errors inevitably arising
in the course of recalculation usually come to light too
late, and numerous time-consuming operations are
repeated. Measurement automation is primarily aimed
at combining all stages of measurement and computing
into a unified information procedure that can be inter-
rupted, reset, or continued without loss of data acquired
earlier (or with a minimal loss if an error is detected).
In addition, data formats for the interface must be com-
patible with trajectory data processing codes intended
for extracting the ADCs of the object [8]. Necessary
experience in developing such computational was
gained in interferogram processing [9]. The continuity
of the new software with the previous approach will be
discussed below. However, the new formulation of the
problem and an object under study other than that con-
sidered in [9] have required that the issue of automation
be tackled on a radically different basis.

Many people hold the viewpoint that measurement
must be fully computerized. It is anticipated that, by
mathematically processing the grayscale value of a dig-
ital image, an application code will reveal the contour
of the object’s image, find the position of its center of
mass, trace reference coordinate lines, calculate the
center-of-mass coordinates of the object relative to the
reference lines, and relate these coordinates to the
unique (laboratory) coordinate system. Indeed, a code
performing such functions can be devised. However,
the practical implementation of this code is associated
with appreciable difficulties. Photos taken in experi-
ments are always very noisy (foreign illumination,
defects of the film, stationary and moving foreign
objects in the field of vision of the optical system, etc.).
These gremlins attack most severely the images of fine
reference lines or strokes. To separate the object’s
image from the reference lines when they partially
overlap is basically possible, since their characteristic
sizes differ considerably. However, in the automated
regime, it often becomes impossible to distinguish
between the images of the reference lines and those of
shock waves and avoid detection of false objects. In
addition, the shape of a flying object on the photo is
often distorted compared with its geometrical projec-
tion because of light refraction in areas where the gra-
dient of the density of a gas flowing about the object is
high, let alone the fact that the geometrical projection
may be skew-angular. Even at moderate velocities, the
projection of the nose of the body turns out to be dis-
torted because of light refraction in the shock layer and,
probably, screening of light rays deflected by the hold-
ers of optical elements (in the case of imaging in trans-
mitted light). At hypersonic velocities, additional dis-
tortions result from a visible plasma radiation in the
flow. Since the distortions mentioned above are of com-
plicated character (they depend on the flow velocity and
other factors), it seems impossible to refine (correct) the
coordinates of the object’s center of mass that are cal-
culated from the coordinates of the projections of the
center of mass measured on the photo. These difficul-
ties (which are evident even from general consider-
ations) were faced by Yates [10], who made a serious
effort to introduce a fully computerized system. Even-
tually, she was forced to conclude that wide application
of her design is problematic.

The authors of this paper think that the operator
must keep track of the object throughout the measuring
process. Implementation of such an idea in software
was outlined in work [9], which deals with interfero-
gram processing. The key point here is provision of
interaction between the operator and a software envi-
ronment via the interface of a graphics editor into
which the images are successively loaded. The operator
“manually” assigns functional meanings to the features
visible in the image according to his own comprehen-
sion of the pattern, while the measurement of the coor-
dinates on the image and their subsequent conversion
are intelligently executed in accordance with a given
algorithm. Thus, the operator must (i) input (in
advance) the necessary parameters of a ballistic range
and initial conditions of an experiment (including the
geometrical characteristics of the object), (ii) load files
containing photos pertaining to the experiment (pres-
canning the images if necessary), and (iii) mark the
positions of the reference lines (that is, the coordinate
axes) and the body on each of the photos. It is clear that
the primary processing of the trajectory data is aimed at
determining the coordinates of the body’s center of
mass together with the angular orientation of the body
(model). However, because of the difficulties men-
tioned above, direct determination of the center-of-
mass coordinates from the images often lacks a desired
accuracy. For this reason, the decision was made to
locate the so-called characteristic point (i.e., a point on
the body or in space that is uniquely related to the
body), which can be identified with a desired accuracy
on all the projections, and then to convert its coordi-
nates to those of the center of mass. As such a point for
a sphere, one may take the rear stagnation point, when
measuring the longitudinal (along the flight path) coor-
dinate, or the midpoint of the apparent “transverse”
diameter of the sphere, when measuring its lateral
deflection. For a blunted cone, this may be the point of
intersection of the extensions of the cone generatrix.
The characteristic point is selected at the stage of pre-
liminary analysis of the whole body of photos related to
the object under study.

A special issue in scanning of negatives is the reso-
lution. As was shown in [9], when setting this parame-
ter, one should take into account the properties of the
optics and the specific features of the object. If imaging
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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consists in projecting the object onto a film without
resort to lenses and other optical components (as in the
ballistic range at the Ioffe Physicotechnical Institute),
the resolution of the negative depends largely on the
properties of the film. A 320-mm-wide isopanchro-
matic aerophotographic film offers a resolution on the
order of 100 lines/mm. Measurements with the desired
accuracy, which is as high as 0.01 mm and far exceeds
the adjustment accuracy of the photographic systems
used in ballistic ranges, are meaningless. Roughly esti-
mating the standard error of coordinate measurements
as 0.1 mm, we recommend setting a resolution of about
500 dpi.

The scale of electronic images can be determined by
measuring that distance on the image the true length of
which is known. To this end, it is most convenient to
apply the image of a scale on a transparent carrier on
the image of the object. One can also simultaneously
scan the photo and a transparent ruler beneath it. Scan-
ning should be accomplished on an original negative
(not on a print or a copy) in order to minimize distor-
tions (caused by optical aberrations introduced by a
copier, nonuniform shrinkage of the film or paper, etc.).

To avoid losses in accuracy upon scanning, the
image files are not archived and are saved in the *.bmp
format. Subsequent operations are fulfilled intelli-
gently.

SOFTWARE OF THE BALLISTIC OBJECT
IMAGE METER

In terms of [9], one can speak of designing an intel-
ligent workstation for a researcher engaged in process-
ing of ballistic experiment data. The hardware of the
work station comprises a PC (a low-end PC with a
32-Mbit RAM suffices to process data of a normal
experiment), and a two-axis scanner (necessary when
the images are recorded on a film). The software of the
station is the Windows-32-based Pascal-written
BalMeasure program package. The object-oriented
principle of programming allowed us to take advantage
of the previous developments [9] for the organization of
the user interface, which helps an operator who is
familiar with work [9] to master the new product.

Figure 1 shows the flowchart of the program for pro-
cessing trajectory photos taken in the course of the
flight, i.e., the results of a ballistic experiment. The
dashed frame combines the program-controlled opera-
tions.

To start the program, it is necessary to have an
installation file (Fig. 1, Software Installation Parame-
ters) that describes a given ballistic range. It relates the
bench marks of the recording stations to the unique
coordinate system (referencing data) and contains the
parameters of the photographic optics. This file
includes coordinates xi, δy, and δz of the points of inter-
section between two reference lines on the images
(coordinate system x'y'z') relative to the terrestrial coor-
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
dinate system (XYZ). Included in this file are also the
photofilm–light source distances (L) and photofilm–
ballistic range axis distances (a) for each of the record-
ing stations. These parameters are necessary for pro-
cessing photos taken in divergent light beams (see the
horizontal projection in Fig. 2, where OX is the longi-
tudinal axis of the ballistic range and S is the light
source). To avoid operator errors in generating this file,
the software package contains a file-generation super-
visor.

At the first stage (Loading), the operator may either
launch a new session or continue the preceding one. In
the former case, it is necessary to select a ballistic range
(to enter the installation file name) and enter the dis-
tances (along two axes) between the center of mass of a
model and the characteristic point.

In the latter case, the referencing data and the dis-
tances mentioned above are automatically loaded from
the current data file, which is generated and stored dur-
ing the session (Current Data). In addition, this file con-
tains data for the coordinates of the characteristic point
in the planes of images processed, angles on inclination
of the model axis, the numbers of recording stations,

Loading
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Image
processing

Conversion

Check

Current
data

Data output

installation
parameters

Image

Fig. 1. Flowchart of the program for processing trajectory
photos.
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Fig. 2. Coordinate systems of the photo and ballistic range
(horizontal projection).
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Fig. 3. Basic viewport of the BalMeasure program.
the orientation of projection planes (horizontal and ver-
tical), and the filenames of the images on which the
measurements were taken.

At the second stage (List Generation), a list of file-
names for images to be processed is generated. The
operator types the filenames, which are then entered
into the list after the checking procedure, excluding
duplicated files or files of already processed images (as
was mentioned above, the information on the images
processed is stored in the current data file).

The third stage consists in processing an image. At
this stage, measurements are taken on the image of the
model and the coordinates of the characteristic point
and the angular orientation of the body axis are written
into the current data file.1 This file is refreshed after
entering each new measurement; therefore, the operator
can interrupt the measuring process without loss of pre-
vious results. This stage will be described in detail
below.

After the list of files has been generated (though it
can be augmented at any stage), the coordinates of the
projections of the characteristic point (measured of the
photo) are converted to the coordinates of the center of
mass of the model in the ballistic range coordinate sys-
tem (Conversion). At this stage, the data from the instal-
lation file, as well as the distance between the charac-
teristic point and the center of mass, are involved.

After determination of the coordinates of the center
of mass, the operator may look through the results
obtained (Check), which are represented as plots of
variation of the linear and angular coordinates along the
axis of the ballistic range. If errors are detected, it is

1 In this version of the program, roll measurements are not pro-
vided. To do this requires specific expedients to be called on in
photographing that are infeasible in ballistic experiments carried
out at the Ioffe Physicotechnical Institute.
necessary to delete associated entries in the current data
file and process the images again.

At the final stage (Data Output), each of the record-
ing stations participating in the experiment (i.e., in pho-
tographing) is assigned its corresponding photograph-
ing time. Thus, a summary table listing the space
(including angular) coordinates of a flying body and the
times (the nodal points in the design of experiment) at
which the measurements were taken is generated.
These data are stored in a file available for further pro-
cessing by the program intended for aerodynamic coef-
ficient identification. Extracting the ADCs from free-
flight trajectory data is beyond the scope of this work
(see Refs. to [8]).

Among the stages listed above, the third one, image
processing with a graphics editor, is generally the most
labor-intensive. Let us consider how this editor may
facilitate the chore of the operator.

Figure 3 shows the basic viewport of the program
displaying the image of a freely flying supersonic
spherical body. The editor allows one to record the
coordinates (in pixels) of a current point of measure-
ment marked by crosslike cursor 1. The cross can be
moved over the screen using a mouse or dedicated keys.
The current coordinates of the cross are displayed in
headline 2 of the viewport.

To observe the image in detail, its fragment near the
point of measurement can be displayed in zoom win-
dow 3 with a desired magnification. If necessary, one
can use text editor window 4. The operator can move
both auxiliary windows over the screen or hide any of
them. The text editor accomplishes online checking of
entries and sends them into the current data file.

Menu options makes it possible to observe the
whole image on the screen, as well as rotate it through
90° or 180° about the horizontal and vertical axes (if the
film was misoriented upon scanning).
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Measurements are preceded by setting the coordi-
nate axes. To do this, it is necessary to bring the central
point of the cross into coincidence with the point of
intersection of reference lines 5 on the image and fix the
origin with a dedicated key. Then, the cross is placed on
the horizontal reference line away from the origin and
the abscissa direction is specified by another dedicated
key (the “right” vertical axis is automatically issued
from the origin). When imposed on the image, ruler 6
allows the operator to determine the coefficient with
which the current pixel coordinates of a point of mea-
surement is converted to the natural scale.

The graphics editor has simple means to draw
straight lines and circles, dot, and measure lengths and
angles, thereby allowing for elementary geometrical
manipulations on the image. They may help in finding
the position of the characteristic point. These means
also serve to measure the slope angle of the axis of the
model.

In the frame of reference of the photo, the coordi-
nates of a point of measurement are automatically
recorded by pressing the “Enter” key. In doing so, the
coordinates of the point are written into the list of the
text editor, each row of which is related to its corre-
sponding point on the image: with the mouse on the
row, double click carries the cursor to that point on the
image whose coordinates are written in the row. In
addition, the text editor allows for row handling
(“insert” and “delete” operations) and makes it possible
to put down short remarks at the end of the line. Taken
together, all these factors appreciably facilitate geomet-
rical constructions on the image, which are aimed at
determining the coordinates of the characteristic point.

20
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0
30 40 5010
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Y

Z

Fig. 4. Example of using the BalMeasure program: trans-
verse coordinates Y and Z of the steel spherical body vs.
flight path X.
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Once the characteristic point has been found and its
coordinates have been written into the text editor, the
slope angle of the axis of the model is measured with
the two dedicated keys mentioned above. The coordi-
nates of the characteristic point and the slope angle of
the axis are then entered into the current data file (see
Fig. 1) by doing the corresponding writing in the list of
the text editor and pressing the “Recording” button. As
this takes place, dialoguing is activated for entering the
number of the recording station, type of projection (ver-
tical or horizontal), and the sign of the slope angle (the
precaution taken in the case of close-to-zero angles).

After recording the coordinates of the characteristic
point, the image file next in the list of image files is
automatically loaded and the same sequence of actions
is repeated.

TESTING OF THE IMAGE METER

The approach implemented in the BalMeasure pro-
gram package was tested in full-scale experiments with
flying bodies of simple and intricate shape.

Figure 4 demonstrates the BalMeasure-assisted
measurements of the transverse coordinates of a steel
ball 16 mm in diameter launched with an initial velocity
of 1300 m/s. Vertical coordinate Y of the center of mass
exhibits irregular deviations from the ballistic curve,
and horizontal coordinate Z deviates from a straight
line (the rms deviations amount to 0.46 and 0.26 mm,
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Fig. 5. Validity check provided in the BalMeasure program
as applied to the intricate body trajectory. The upper plot,
the transverse coordinates of the body on the (1) vertical and
(2) horizontal photographic projections; the lower plot, the
angular coordinates. The oval marks measurement errors (in
photos taken in the recording station near x = 17 m).
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respectively). Since the exact equations of motion of a
spherical body in air are known (approximation errors
are absent), the deviations are measurement errors.
They cover random errors associated with the BalMea-
sure meter (a human-factor inaccuracy in positioning
the cross) and systematic errors resulting from misad-
justment of the reference marks of the ballistic range.
Joint mathematical processing of such data acquired
from several launchings makes it possible to detect mis-
adjusted recording stations and evaluate the corre-
sponding systematic errors.

When the trajectory of an intricate body is processed
for which the parameters of the equation of motion are
not known in advance, the BalMeasure meter provides
only monitoring of the operator’s actions. For example,
Fig. 5 shows the screen at the stage of checking the
results of processing of all photos taken of an intricate
body. The run of the curves near the third recording sta-
tion is seen to be highly irregular. It turned out after
checking that the negative taken in this station was
scanned improperly (in the inverted position).

CONCLUSIONS

Thus, employing the intelligent meter intended for
processing photos taken in the ballistic ranges at the
Ioffe Physicotechnical Institute and other organizations
considerably cuts the labor inputs and reduces the error
rate. The adopted concept of partial automation in the
interactive regime seems to be promising. The software
developed has been integrated into the Arkhimed sys-
tem [11], supporting a database being generated for
gasdynamic phenomenon visualization [7].
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Abstract—The problem is considered of the probe diagnostics of a moving, weakly ionized, collision-domi-
nated plasma containing singly charged negative ions or dust grains (heavy multicharged ions). Based on an
asymptotic analysis, expressions are obtained that describe the saturation current densities of the electrons and
of the charged particles of other species at the point where the plasma flowing around a spherical probe in the
laminar boundary layer regime stagnates. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Electric probes are widely utilized to diagnose vari-
ous plasmas, in particular, a dense plasma containing
negative ions [1, 2] or charged dust grains [3]. One of
the problems in such a diagnostics is that of interpreting
probe measurement data. The operation of a probe in a
flow of a collision-dominated plasma is described by a
set of partial differential equations [4]. The solution to
these equations, which provides the basis for determin-
ing the relationship between the probe current and the
charged particle density, can generally be obtained only
numerically. Numerical investigations are, in turn,
complicated by the fact that the problem involves small
and large parameters that describe the formation of
boundary layers and account for essentially different
scales on which the electric and hydrodynamic quanti-
ties vary. This is why the saturation currents are usually
calculated as certain limiting currents to the probe
under the assumption that its potential is high.

When the plasma also contains negatively charged
ions (in addition to electrons and positive ions), the
problem becomes even more complicated. The only
case in which its analysis is relatively easy is that of a
spherical probe in a chemically inactive immobile
plasma. In [4], it was shown that, when singly charged
negative ions are present in a plasma, they have no
effect on the processes whereby the probe collects
charged particles of other species, i.e., they do not
change the dimensionless currents of the electrons and
positive ions to the probe surface (see also [5]).

The effect of negative ions on the current–voltage
(I–V) characteristic of a probe in a chemically inactive
moving plasma was investigated in [6, 7] by asymptotic
and numerical methods. In those two papers, a study
was made of an incompressible plasma flowing parallel
to the surface of a probe in the form of a planar wall in
1063-7842/05/5004- $26.00 0421
the boundary layer regime. It was found that, while
negative ions exert their primary effect on the electron
current, they only insignificantly increase the current of
positive ions. Similar results were obtained by Benilov
et al. [1] in calculating the saturation current of positive
ions to a spherical and a cylindrical probe in a moving
plasma with several species of negative ions that result
from chemical reactions occurring in the products of
combustion of a carbon-based fuel with an easily ioniz-
able additive. Papers [1, 6, 7], however, do not contain
diagnostic formulas accounting for the presence of neg-
ative ions.

Such a formula that describes the ratio between the
currents of negative and positive ions to the probe sur-
face as a function of the ratio between the densities of
negative ions and electrons was obtained by Vlasov
et al. [2] based on the results of calculating the I–V
characteristic of a cylindrical probe in a chemically
active immobile plasma. This formula, however, seems
to be of somewhat doubtful validity because, in this
case, the question of the solvability of the boundary-
value problem for the basic set of equations [8] arises
(in [2] this question was not analyzed).

In recent years, a great deal of attention has been
devoted to a so-called dusty plasma (an ionized gas
containing a dust component), in which the dust grains
can acquire large electric charges and thereby can form
spatially ordered structures [3, 9, 10]. The theory of a
probe in a dusty plasma began to be developed in my
recent paper [5] for a simple case of a spherical probe
in an immobile plasma. The dust grains were treated as
an additional plasma component consisting of very
heavy ions that carry a large negative charge. In the
present work, this assumption is used to investigate
how the dusty plasma motion affects the saturation cur-
rent densities at the critical point of a spherical probe.
© 2005 Pleiades Publishing, Inc.
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The plasma with singly charged negative ions is consid-
ered here as a limiting case. In what follows, a formula
that is similar to the formula obtained in [2] and
describes the ratio between the saturation current den-
sities of negatively and positively charged particles will
be derived analytically for certain limiting values of the
parameters of the problem.

FORMULATION OF THE PROBLEM

We consider a steady-state laminar incompressible
flow of a chemically inactive, thermally equilibrium,
weakly ionized, collisional plasma around a spherical
probe. We assume that the plasma consists of neutral
particles, electrons, singly charged positive ions, and
negatively charged dust grains with a fixed charge num-
ber Z. We also assume that the temperature of the probe
surface is the same as the plasma temperature (the
uncooled probe model), so the plasma transport proper-
ties remain unchanged. The coefficients of diffusion
and mobility of charged particles are related by the Ein-
stein relationship. Under these conditions, the set of
dimensionless probe equations has the form

(1)

(2)

(3)

(4)

Here, the number densities of the positive ions, dust
grains, and electrons, ni nd, and ne, are normalized to
their values Ni, Nd, and Ne at infinity; the dimensionless
electric potential ψ is related to the dimensional poten-
tial ϕ by the formula ψ = –eϕ/kT (where e is an elemen-
tary charge, k is Boltzmann’s constant, and T is the
plasma temperature); and u is the field of the flow
velocity normalized to its value U∞ at infinity. The spa-
tial variables are expressed in units of a characteristic
dimension, whose role is played by the probe radius R.

The problem involves the following parameters: the
hydrodynamic Reynolds number Re = U∞R/ν (where
ν is the kinematic viscosity coefficient); the ion
Schmidt number Sci = ν/Di (where Di is the diffusion
coefficient of the positive ions); the ratios of the diffu-
sion coefficients, βd = Di/Dd and βe = Di/De; the ratio of
the densities of electrons and positive ions at infinity,
γ = Ne/Ni; and the ratio of the Debye radius to the probe
radius, α = λD/R. The Debye radius is defined by λD =

, where ε0 is the dielectric constant of
empty space. Equation (4) is written using the
quasineutrality condition at infinity, Ni = Ne + ZNd.

ReSci u∇( )ni ∇ ∇ ni ni∇ψ–( )– 0,=

βdReSci u∇( )nd ∇ ∇ nd Znd∇ψ+( )– 0,=

βeReSci u∇( )ne ∇ ∇ ne ne∇ψ+( )– 0,=

α2∇ 2ψ ni γne– 1 γ–( )nd.–=

ε0kT /Nie
2

The boundary conditions for Eqs. (1)–(4) at the sur-
face r = 1 of a spherical probe with the potential ψp have
the form

(5)

the conditions at infinity (r  ∞) being

(6)

Under ordinary circumstances, the ion Schmidt
number is about unity, Sci ≅  1, and the ratio of the dif-
fusion coefficients of the ions and electrons is βe ! 1.
For singly charged negative ions, the ratio of the diffu-
sion coefficients of the ions and dust grains is βd ≅  1
and, for grains with a charge number of Z @ 1, this
parameter is βd @ 1.

We assume that the Reynolds number of the plasma
flow around the probe is much higher than unity, Re @
1, and that the Debye radius is small in comparison to
the probe radius, α ! 1. We also require that the relative
fraction of electrons in the plasma flow incident on the
probe be small, γ ! 1, or, more precisely, γ  0. It is
instructive to consider this limiting case for the follow-
ing two reasons. First, the electron contribution to the
total current of negatively charged particles to the probe
is proportional to γ/βe, and, accordingly, it can be
important because the parameter βe is small (under the
additional assumption that βe  0). Second, in study-
ing this case, one can determine the greatest possible
effect of negative ions on the current of positive ions.
Note that, in a plasma with negatively charged dust, the
electron density is indeed substantially reduced.

Let us find the saturation current densities of the
charged particles of different species at the point where
the plasma flow stagnates. Formally, the currents satu-
rate in the limiting case such that |ψp|  ∞ and α  0.

ION (DUST GRAIN) SATURATION CURRENT 
DENSITY

The requirement γ  0 allows us to ignore the
term γne in Eq. (4), so the first stage in solving the prob-
lem is to exclude Eq. (3) from consideration. The prob-
lem can thus be analyzed in essentially the same way as
was done in my earlier paper [11] for a plasma without
negative ions.

For α ! 1, Eq. (4) implies that the plasma is
quasineutral, ni > nd = n, over almost the entire space,
except for a thin space-charge sheath near the probe. In
the field of a flow such that Re @ 1, we can distinguish
between an inviscid region and a viscous boundary
sheath.

For the inviscid region, the solution to Eqs. (1), (2),
and (4) that satisfies boundary conditions (6) is given
by the relationships

(7)

ni nd ne 0, ψ ψp,= = = =

ni 1, nd 1, ne 1, ψ 0.

ni 1, nd 1, ψ B/r,= = =
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where B is a constant to be determined and r is the
radial coordinate. In the viscous boundary layer, the
variations in the densities ni and nd along the stagnation
lines are described by the ordinary differential equa-
tions

(8)

(9)

These equations are derived from Eqs. (1) and (2) by
taking the limit Re  ∞ and y  0 in such a way
that the product yRe1/2 is finite and then by making the
replacement r = 1 + y.

According to the boundary sheath theory [12], the
distribution of the transverse velocity component v(y)
about the critical velocity of a plasma flow around a
sphere has the form

(10)

where f1(η) is a known function—the coefficient in the
first term in the Blasius series.

We assume that the space-charge sheath is much
thinner than the viscous boundary layer, so the plasma
is quasineutral over most of the volume of the latter.
With allowance for distribution (10), we obtain from
Eqs. (8) and (9) the following equation for the plasma
density distribution in the boundary layer:

where Sc = (βd + Z)Sci/(1 + Z) is the ambipolar Schmidt
number.

The solution to this equation that passes over to
solution (7) in the limit η  ∞ is given by the rela-
tionships

(11)

where c is a constant of integration.

For η ! 1, we again switch to the variable y in order
to write solution (11) in the following approximate
form:

(12)

ReSciv y( )
dni

dy
------- d

dy
------

dni

dy
------- ni

dψ
dy
-------– 

 – 0,=

βdReSciv y( )
dnd

dy
-------- d

dy
------

dnd

dy
-------- Znd

dψ
dy
-------+ 

 – 0.=

v y( ) 3 1/2– Re 1/2– f 1 η( ), η– 31/2Re1/2y,= =

Sc f 1 η( )dn
dη
------ d2n

dη2
---------+ 0,=

n 1 cI Sc( )– c ScF1 η( )–{ }exp η ,d

0

η

∫+=

I Sc( ) = ScF1 η( )–{ }exp η , F1 η( )d

0

∞

∫  = f 1 η( ) η ,d

0

η

∫

n 1 cI Sc( )– c31/2Re1/2y.+≅
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On the other hand, near the probe, we have v(y) 
0 as y  0. Consequently, ignoring the first term in
each of Eqs. (8) and (9) and integrating them, we find

(13)

(14)

where ji and jd are the dimensionless current densities
of the positively charged ions and negatively charged
dust grains (very heavy ions) at the flow stagnation
point.

We multiply Eq. (13) by Z, sum it up with Eq. (14),
and integrate the resulting equation to obtain the fol-
lowing expression for the densities of the charged par-
ticles of a quasineutral plasma near the probe:

(15)

where A is a constant of integration and ys = (1 +
Z)A/(Zji + jd) is the conditional coordinate of the bound-
ary of the space-charge sheath. Comparing expressions
(16) and (12) yields

The saturation current densities are obtained from
expression (15) by satisfying the boundary condition
n  0 at y  0. We then have A  0; this implies
that ys  0, i.e., that the space-charge sheath degen-
erates, which corresponds to α  0. Taking the limit
ji  0 or jd  0, which corresponds to infinitely
large absolute values of the probe potential, |ψp|  ∞,
we arrive at the following expressions for the saturation
current densities  and :

(16)

For negative ions, and for Z = 1 and βd ≅  1, the ambi-
polar Schmidt number is Sc ≅  1. For Sc ≤ 1, the depen-
dence I(Sc) is approximated by the formula [11]

(17)

Expression (16) with Z = 1 also describes the satu-
ration current density of the positive ions in a plasma
containing no negative ions. In this case, we have Sc ≅
0.5. From formula (17), we obtain I(1) ≈ 1.76 and
I(0.5) ≈ 2.31. We thus see from formulas (16) and (17)
that, in a plasma containing negative ions, the satura-
tion current density of positive ions is higher than that
in the absence of negative ions by at most 31%.

For dust grains, we have Z @ 1 and βd @ 1. For
instance, under conditions of probe experiments in a
flame plasma, the diffusion coefficient of the positive
ions is about Di ~ 5 cm2/s, while the coefficient of dif-
fusion of dust grains of radius 1 µm is about Dd ~ 2 ×

dni

dy
------- ni

dψ
dy
-------– ji,=

dnd

dy
-------- Znd

dψ
dy
-------+ jd,=

n A
Z ji jd+
1 Z+

------------------y+
Z ji jd+
1 Z+

------------------ y ys–( ),= =

c 3 1/2– Re 1/2– Z ji jd+( )/ 1 Z+( ), A 1 cI Sc( ).–= =

j1* jd*

ji* 1 Z 1–+( )31/2Re1/2/I Sc( ), jd* Z ji*.= =

I Sc( ) π/2( )1/2Sc 1/2– 1 0.405Sc0.427+( ).=
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10–7 cm2/s [5], which gives βd ~ 2.5 × 107. The charge
number Z of the grains ranges between 102 and 105 [3],
so the ambipolar Schmidt number for a dusty plasma is
Sc ≅  βd/Z @ 1.

For Sc @ 1, the integrand in the integral I(Sc)
decreases abruptly and the value of the integral is deter-
mined by the behavior of the integrand in the vicinity of
zero. We expand the function F1(η) from relationships
(11) in a Taylor series in this vicinity and take into
account the fact that f1(0) = (0) = 0 to obtain the
expression

(18)

in which we used the value of the gamma function
Γ(1/3) ≈ 2.68 and the approximate equality (0) ≈
0.332 [12].

For Z = 103, expression (18) yields I(2500) ≈ 0.08.
In this case, we find from expressions (16) that, in the
presence of dust grains, the saturation current density
of positive ions can be 14.4 times higher than that in the
absence of dust. It is of interest to note that, for an
immobile dusty plasma, this current density is pre-
dicted not to increase but to decrease by a factor of up
to two [5].

The dimensional density  of the ion saturation
current is related to its dimensionless density by the
relationship  = eNiDi /R.

ELECTRON SATURATION CURRENT 
DENSITY

In order to determine the electron saturation current,
it is necessary to investigate the behavior of the electric
potential. Combining Eqs. (8) and (9) so as to eliminate
the convective terms and integrating the resulting equa-
tion yields the following expression, which is valid over
the entire quasineutral region of the viscous boundary
layer:

(19)

where b1 and b2 are constants of integration.
At the boundary of the viscous layer, we have n  1

as y  ∞, so dimensionless electric potential (19)
behaves as

(20)

This indicates that the electric field does not vanish
at the boundary of the viscous layer and penetrates into

f 1'

I Sc( ) Sc f 1'' 0( )η3/6–[ ]exp ηd

0

∞

∫=

=  
21/3

32/3 f 1'' 0( )[ ] 1/3
Sc1/3

-------------------------------------------Γ 1
3
--- 

  2.35Sc 1/3– ,≈

f 1''

Ji*

Ji* ji*

ψ
βd 1–
βd Z+
--------------- nln b1

yd
n
----- b2,+∫+=

ψ b1y b2.+
the external inviscid flow. In expressions (7) for the
potential in the inviscid region, we switch from the
variable r to the variable y in order to represent the
potential in the viscous boundary layer as

Comparing this representation with formula (20),
we find that b2 = –b1 = B.

Equations (13) and (14) immediately yield the
expression for the electric potential in the quasineutral
region near the probe:

(21)

The constant b1 can be found by substituting expres-
sion (16) for n into solution (19) and then by comparing
expression (21) with the resulting solution:

(22)

After we have determined the behavior of the elec-
tric potential in the three zones of the quasineutral
region, namely, in the near and far zones of the viscous
boundary layer and in the external inviscid flow, we can
turn to an analysis of the remaining equation (3) for the
electron density.

For βe  0, we integrate Eq. (3) along the stagna-
tion line and obtain

(23)

where je is the dimensionless electron current density at
the critical point.

For an external inviscid flow, in which ψ = –b1/r, we
find the following solution that satisfies boundary con-
ditions (6):

Switching to the boundary layer variable y and tak-
ing the limit y ! 1, we arrive at the following represen-
tation for the external solution in the boundary layer
region:

(24)

On the other hand, in the viscous boundary layer
region, we have, instead of Eq. (23), the equation

which has the general solution

(25)

where C is a constant of integration.

ψ B 1 y–( ).=

ψ λ
Z ji jd+
1 Z+

------------------ y ys–( )ln– b1,–=

λ
ji jd–

Z ji jd+
------------------.=

b1 jd βd ji–( )/ Z βd+( ).=

dne/dr nedψ/dr+ je/r
2,=

ne je/b1 1 je/b1–( ) b1/r( ).exp+=

ne je/b1 1 je/b1–( ) b1( ) b1y–( ).expexp+=

dne/dy nedψ/dy+ je,=

ne e ψ– C je eψ yd∫+( ),=
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Inserting formula (20) for ψ into Eq. (25), we deter-
mine how the electron density behaves at the boundary
of the viscous layer as y  ∞:

Comparing this behavior with that described by for-
mula (21), we find the constant of integration:

Substituting expression (21) for ψ into solution
(25), we obtain the distribution of the electron density
ne in the quasineutral region near the probe:

(26)

The electron saturation current can be deduced from
the condition ne = 0 at y = 0 by taking into account the
relationships ji = 0, jd = , and also ys = 0. In this case,
expression (21) gives λ = –1. In order to avoid a singu-
larity in distribution (26), we must set C = 0. As a result,
with allowance for expressions (22) and (16), we arrive
at the relationship

The dimensionless density  of the electron satu-

ration current is defined by  = eNeDe /R =

eγNiDe /R, and the dimensionless density  of the
saturation current of negatively charged ions or dust
grains, by  = eZNdDd /R = e(1 – γ)NiDd /R (in
[5], the formula relating the dimensionless saturation
current of the dust grains to their dimensional satura-
tion current was given somewhat inaccurately, with the
result that the contribution from the dust to the total
dimensional saturation current of negatively charged
particles was overestimated by a factor of Z).

We introduce the ratio J = (  + )/  through
the relationship

(27)

in which the first term accounts for the electron contri-
bution to the total current of negatively charged parti-
cles.

In a particular case of negative ions, βd/Z ≅  1, we
ignore the density ratio γ in comparison with unity to
reduce relationship (27) to

Setting γ = 0.05 and assuming that the parameter βe

is equal to βe = 1.7 × 10–3 [5], we obtain the estimate
J ≈ 15.7, in which the electron contribution to the total
current is 14.7 times greater than the contribution of
negative ions, even though the relative fraction of elec-

ne je/b1 C b1( ) b1y–( ).expexp+

C 1 je/b1.–=

ne = C b1( )
Z ji jd+
1 Z+

------------------ 
 

λ

y ys–( )λ je

1 λ–
------------ y ys–( ).+exp

jd*

je* jd*/ Z βd+( ) Z ji*/ Z βd+( ).= =

Je*

Je* je*

je* Jd*

Jd* jd* jd*

Je* Jd* Ji*

J γ
βe 1 βd/Z+( )
-------------------------------

1 γ–
βd/Z
-----------,+=

J γ/2βe 1.+≈
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trons in the plasma is low. It is known that, for a plasma
containing no negative ions, the ratio just introduced is
equal to J = 1/βe (regardless of the shape of the probe);
i.e., for the adopted parameter values, we have J = 588.
Measurements by, e.g., a cylindrical probe in a plasma
with a sodium additive [13] showed that the electron
saturation current is only seven times higher than the
ion saturation current; this provides evidence of pro-
duction of a large amount of negative ions near the
colder part of the probe surface.

For a dust plasma component such that βd/Z @ 1, we
obtain

This indicates that the electron contribution to the
total current of negatively charged particles is two times
higher than that in the case of negative ions. However,
the saturation current of positive ions substantially
exceeds the total saturation current of negatively
charged particles. Thus, for Z = 103 and βd = 2.5 × 107

and for the above values of γ and βe, we have J ≈ 1.2 ×
10–3, so the saturation current of positive ions is 800
times higher than that of negatively charged particles.

In order to make the description more complete, we
also present the value of the parameter J for a spherical
probe in an immobile dusty plasma [5]:

We see that, in this case, negatively charged dust
grains make a negligibly low contribution to the total
current. For the parameter values adopted for estimates,
we have J ≈ 60.

CONCLUSIONS

The results of the above theoretical investigation
show that, in a moving high-density plasma containing
negatively charged dust grains, the saturation current
density of positive ions at the critical point of a spheri-
cal probe should be significantly higher than that in the
absence of dust. In a plasma with singly charged nega-
tive ions, the saturation current density of positive ions
only slightly exceed that in a plasma containing no neg-
ative ions. The value of the ratio between the saturation
current densities of negatively and positively charged
particles can help to judge whether or not negatively
charged ions or dust grains are present in the plasma.
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Abstract—The general features of ion emission from a gas-discharge plasma are considered under conditions
such that the plasma penetrates into the acceleration gap. It is found that the wall sheath limiting the open
plasma surface substantially affects the stability of the penetrating plasma. It is shown that there are two plasma
states with different positions of the plasma boundary. The stable state corresponds to the inequality r/R > 0.54,
where r is the plasma radius in the accelerating electrode and R is the radius of the aperture of the accelerating
electrode. It is shown that the plasma–sheath system within the aperture of the accelerating electrode can exist
only if the voltage drop across the sheath does not exceed a certain limiting voltage, which depends on the
plasma parameters. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

According to the Bohm condition, the ion emission
current is defined by the formula

(1)

where ni is the plasma density, Te is the electron temper-
ature, k is the Boltzmann constant, Mi is the ion mass,
e is the electron charge, and S is the area of the emitting
plasma surface; i.e., the emission current depends on
the plasma density and electron temperature.

The ion emission current also depends on the distri-
butions of the electric and magnetic fields within the
discharge gap and the emission channel, as well as on
the channel dimensions [1]. At a given discharge cur-
rent, the ion emission current can naturally be increased
by enlarging the area of the emitting plasma at a fixed
plasma density. However, an attempt to enlarge this
area by increasing the channel radius under the condi-
tions such that r1 @ l1 holds (where r1 is the channel
radius and l1 is the length of the cathode fall region)
leads to the break of the ion sheath in front of the emis-
sion channel. As a result, the plasma freely flows out of
the discharge gap and expands into the equipotential
space [2] and a discharge regime is established in which
the plasma fills the acceleration gap [3]. In such a situ-
ation, the extraction of ions can be achieved by “con-
tracting” the plasma, i.e., by creating conditions under
which no stable plasma–sheath system can exist within
the wide aperture of the accelerating electrode [4].
Instability of the plasma penetrating into the accelera-
tion gap makes it possible to stably extract ions through
a wide aperture in the cathode without stabilizing the
emitting plasma surface by a grid. This allows one to
create wide-aperture ion sources without fine-mesh

Ii 0.4eni 2kTeMi
1–( )1/2

S,=
1063-7842/05/5004- $26.00 0427
emitting electrodes. Under these conditions, charged
particles can be extracted from the discharge plasma
through an aperture in the accelerating electrode, the
aperture diameter being at least no less than the trans-
verse dimensions of the emission channel. In this case,
the length of the acceleration gap turns out to be much
shorter than the aperture diameter. Below, we will con-
sider the extraction of charged particles (ions) from the
plasma penetrating into the acceleration gap under con-
ditions such that there is no stable plasma–sheath sys-
tem within the aperture of the accelerating electrode.

EXPERIMENTAL TECHNIQUES

Figure 1 shows the schematic of the electrode sys-
tem that allows one to produce a plasma penetrating
into the acceleration gap. A low-pressure hollow-cath-
ode discharge was excited between hollow (1) and
annular (2) cathodes and a cylindrical anode (3). The
magnetic field at the axis of the cylindrical anode was
~0.1 T, the discharge current was 50–100 mA, and the
discharge voltage was ~350 V. The working gas
was argon. The gas pressure in the acceleration gap
between cathode 2 and accelerating electrode 4 was
~7.3 × 10–2 Pa. The plasma density was nl ~ 5.2 ×
1016 m–3, and the electron temperature was Te ~ 3.5 ×
104 K (the temperature was estimated from the electron
and ion saturation currents of a single cylindrical probe
placed within the aperture of the accelerating elec-
trode). The emission channel was a cavity whose diam-
eter coincided with the anode diameter (20 mm). The
channel height was 4 mm. The dimensions and shape of
the channel were chosen such that we could create con-
ditions under which the 26-mm-diameter aperture in
the accelerating electrode contained both the plasma
© 2005 Pleiades Publishing, Inc.
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and the space charge sheath separating the plasma from
the cavity wall. The length of the acceleration gap was
3 mm. Ion collector 5 was located a distance of 100 mm
from the cathode. When measuring the ion current at
the collector, we took into account the current produced
by the secondary electrons. In addition to direct mea-
surements of the ion current, optical radiation of the
penetrating plasma was output through a special win-
dow and was recorded by a Digital Stil Camera. Recti-
fiers with output voltages that could be varied in the
ranges 0–1.5 and 0–10 kV were used as power supplies.

EXPERIMENTAL RESULTS

Figure 2 shows a typical current–voltage (I–V) char-
acteristic indicating the existence of two types of dis-
charges in the electrode system shown in Fig. 1: a high-
voltage low-current discharge (reflex discharge) and a
low-voltage high-current discharge (hollow-cathode
discharge). Our experiments have shown that a high-
voltage discharge changes to a low-voltage one (the
glow inside the cylindrical anode changes to the glow
inside the hollow cathode) by a jump at low pressures
and with no jump at high pressures (>2.6 Pa). In the lat-
ter case, it is difficult to distinguish these two types of
discharge, because even a slow increase in the voltage
immediately initiates a hollow-cathode discharge. The
effect of the hollow cathode depends on the ratio
between the area of the emitting inner surface of the
cavity and the area of the aperture that determines the
electron and ion losses [5]. At low pressures, when the
voltage was decreased to the level corresponding to the
disruption of the discharge in the cathode cavity, the
discharge glow disappeared not only in the cathode

1

3

4

2

7

5

6

I1

Ii

U1

U

+

–

+

–

Fig. 1. Schematic of the electrode system and the glow of
the plasma penetrating into a vacuum through the accelerat-
ing electrode: (1) hollow cathode, (2) annular cathode,
(3) cylindrical anode, (4) permanent annular magnet,
(5) collector, (6) channel for gas admission, and (7) acceler-
ating electrode.
cavity but also in the cylindrical anode, i.e., the quench-
ing of the discharge in the cathode cavity was accompa-
nied by the quenching of the discharge in the cylindri-
cal anode. Attempts to achieve a continuous transition
from a low-voltage to a high-voltage discharge by
decreasing the voltage did not meet with success. Obvi-
ously, at low pressures, a transition is only possible
from a high-voltage to a low-voltage discharge.

The high-voltage and low-voltage discharges have
different current distributions between the cathodes. In
a high-voltage discharge, the current is distributed in
equal shares between the annular cathode and the end
of the hollow cathode. When a high-voltage discharge
transforms into a low-voltage one, the distribution of
the discharge current changes significantly (Fig. 3). Our
experiments have shown that the fraction of the dis-
charge current I1 flowing through the anode–hollow
cathode circuit reaches ~0.9. For low-voltage dis-
charges, the ratio between the cathode currents is con-
stant and equal to ~8.5 over the entire current range
under study.

Figure 4 shows the ignition voltage of the hollow-
cathode discharge as a function of the pressure. It can
be seen that the ignition voltage decreases rapidly with
increasing pressure. At a pressure of ~6 × 10–1 Pa, the
decrease becomes more gentle and, at pressures of p >
6 × 10–1 Pa, the ignition voltage decreases only slightly.
Thus, there are high- and low-pressure ranges within
which the pressure dependences of the ignition voltage
are weak and strong, respectively. In the low-pressure
range (p < 6 × 10–1 Pa), the ignition voltage of a hollow-
cathode discharge is fairly high; in particular, at pres-
sures of p < 3.6 × 10–1 Pa, it is higher than 1 kV. In the
high-pressure range (p ≥ 6 × 10–1 Pa), the ignition volt-
age is lower than 0.5 kV.

The pressure dependence of the hollow-cathode dis-
charge current (see Fig. 5) shows that the current grad-
ually decreases with decreasing pressure to a level of
~3.6 × 10–1 Pa. A further decrease in the pressure results
in the disruption of the discharge. In this case, the dis-
charge glow disappears not only in the cathode cavity
but also in the cylindrical anode. As the pressure is
decreased at a fixed current, the discharge voltage var-
ies only slightly and increases only as p approaches the
level at which the discharge is quenched.

Figure 6 shows the ion current at the collector as a
function of the accelerating voltage at a discharge volt-
age of ~350 V and discharge current of 0.1 A. There are
three characteristic regions corresponding to the high-
voltage glow discharge (segment AB), the extraction of
an ion beam (segment CE), and the fast transition from
the ion current of the penetrating plasma to the ion
emission current and back (segments BC and DA,
respectively). Let us consider the dependence of the
collector current on the accelerating voltage, I1(U), in
more detail (Fig. 6). At U = 0, the ion current at the col-
lector is 2 mA. The presence of a nonzero current indi-
cates that the ion sheath in front of the emission aper-
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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ture is broken and a wide plasma flow penetrates into
the space between the extraction electrode and the col-
lector (see the plasma-glow photograph corresponding
to point A on the dependence of the ion current on the
accelerating voltage in Fig. 6). On applying the accel-
erating voltage, the ion current first rapidly increases.
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Fig. 2. I–V characteristics of the discharge for gas pressures
of p = 3.6 × 10–1–8 Pa: (1) reflex discharge and (2) hollow-
cathode discharge.
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Fig. 4. Pressure dependence of the ignition voltage of a hol-
low-cathode discharge.
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As the accelerating voltage increases further, the
plasma at the outlet of the accelerating electrode con-
tracts in the radial direction to form a neck (see the
plasma-glow photograph corresponding to point B on
the dependence of the ion current on the accelerating
voltage in Fig. 6). At U ~ 880 V, the plasma in the neck

Fig. 3. Currents through the (1) hollow and (2) annular cath-
odes as functions of the hollow-cathode discharge current at
p = 7.3 × 10–2 Pa.
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Fig. 5. Pressure dependence of the hollow-cathode dis-
charge current.
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decays and the current sharply decreases from 24 to
0.8 mA (segment BC), while the voltage increases to
2.7 kV. In this case, an ion beam current is detected at
the collector. As the voltage increases to values U >
2.7 kV, the plasma does not go out of the emission
channel (this indicates a reduction in the loss of the
extracted ion current at the accelerating electrode; see

5
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I i,
 m
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U, kV
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30

0 4 6 8 10 12

D C

E
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A

Fig. 6. Ion current through the collector as a function of the
accelerating voltage and photographs of the plasma glow
for I1 = 0.1 A, U1 = 350 V, and p = 1.2 × 10–1 Pa.
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Fig. 7. Plot of the function β2(1/ξ).
Fig. 9, curve 2), the ion losses decrease, and the
extracted ion current increases (Fig. 6). The increase in
the current is most pronounced at U > 5 kV. As U
increases further, the ion current saturates [6]. As the
accelerating voltage then decreases to <2.7 kV, the ion-
beam current slowly decreases. However, the ion cur-
rent cannot be reduced to zero, because there is a criti-
cal accelerating voltage (~450 V) below which the
plasma is no longer confined within the emission chan-
nel. As the voltage becomes lower than this critical
value, the plasma escapes from the channel, the current
increases abruptly from 0.2 to 2 mA, and the voltage
drops to ~80 V (segment DA).

DISCUSSION OF RESULTS

Let us consider the plasma within the aperture of the
accelerating electrode, whose negative potential is
lower than the potential of the annular electrode. The
length of the cathode fall can be written as

(2)

where R is the radius of the aperture in the accelerating
electrode and r is the radius of the plasma boundary.

We rewrite expression (2) in the form

(3)

where ξ = rR–1.
We ignore the electron space charge and assume the

ion motion to be collisionless (at a pressure of 7.3 ×
10−2 Pa, the mean free path of argon ions is λ ~ 10–1 m).
We also assume that the surface of the emitting plasma
is cylindrical and that the transmission capacity of the
gap corresponds to the emissive ability of the plasma.
Then, ignoring the longitudinal plasma gradient inside
the aperture of the accelerating electrode and using the
3/2 low, we obtain the following expression for the ion
current density of a vacuum cylindrical diode:

(4)

where f(ξ) = ξβ2(1/ξ), β2(1/ξ) is a tabulated transcen-
dental function (Fig. 7).

The 3/2 law can be represented in the form

(5)

where ji is defined by the Bohm formula (1).
In view of Eq. (5), expression (4) can be reduced to

the form

(6)

Let us calculate the value of ξβ2(1/ξ) at which the
plasma within the aperture of the accelerating electrode
decays and the emitting plasma surface does not go out
of the emission channel. Substituting R = 1.3 × 10–2 m,
ε0 = 8.85 × 10–12 F/m, ni = 5.2 × 1016 m–3, Te = 3.5 ×

l1 R r,–=

l1R 1– 1 ξ ,–=

ji 0.444ε0 2eMi
1–( )1/2

U3/2R 2– f ξ( )( ) 1– ,=

ξ 0.444ε0 2eMi
1–( )1/2

U3/2 ji
1– R 2– β2 1/ξ( )( ) 1–

,=

ξ 1.1ε0U3/2ni
1– R 2– ekTe( ) 1/2– β2 1/ξ( )( ) 1–

.=
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104 K, e = 1.6 × 10–19 C, k = 1.38 × 10–23 J/K, and U =
880 V into expression (6), we find

(7)

Since the dependence f (ξ) is nonmonotonic (see
Fig. 8), there are two values of the argument (ξ = 0.54
and 0.12) for the same value f (ξ) = 0.11. These two val-
ues of ξ correspond to two plasma states with different
radii: r ~ 7 × 10–3 and ~1.5 × 10–3 m. The value ξ =
0.12 < ξm = 0.31 corresponds to the left branch of the
dependence, i.e., to an unstable state of the plasma–
sheath system (here, ξm is the lower boundary of the sta-
bility region). The value ξ = 0.54 corresponds to the
right branch of the dependence f (ξ), i.e., to a stable
plasma state. Note that ξ = 0.54 exceeds the calculated
minimal value ξ = 0.31 [6, 7]. A discrepancy between
the measured and calculated values of ξ at which the
plasma loses its stability may be explained by a rather
gentle slope of f (ξ) within the interval 0.31 ≤ ξ ≤ 0.54.
Photographs taken under conditions such that even a
very small perturbation causes a fast plasma decay
show that the minimal plasma cross is r ~ 7.2 × 10–3 mm
(ξ = 0.54), which coincides with the calculated value.
This indicates that, for the electrode configuration used
in our experiments, a stable plasma–sheath system can
exist not for any ξ value on the ascending branch of the
function f (ξ), but only for ξ ≥ 0.54. In this case, the
voltage drop across the sheath does not exceed a certain
limiting value, which depends on the plasma parame-
ters [6]:

(8)

and the plasma density cannot be lower than a certain
critical density [7].

The use of an emitter cathode with a wide channel
not only predetermines the annular shape of the cath-
ode, appreciably changes the magnetic field structure,
and creates high-vacuum conditions (which are untypi-
cal of discharge systems with a small aperture in the
emitter cathode), but also makes it necessary to satisfy
conditions under which the plasma penetrating into the
channel of the accelerating electrode rapidly decays. In
this case, the regime with an ion current produced by
the penetrating plasma is rapidly switched to the regime
of the ion emission current.

The ion current can be additionally increased by
minimizing the loss of the extracted ions at the wall of
the accelerating electrode, i.e., by optimizing its design.
Clearly, such an increase is possible in principle,
because, for an open discharge, the loss of the ion cur-
rent at the accelerating electrode may comprise a large
fraction of the total extracted ion current. Let us con-
sider the dependences of the ion currents through the
accelerating electrode and the collector on the acceler-
ating voltage U and analyze the possibility of addition-
ally lowering the cost of ion extraction, C1 ~ I1U1/Ii (the
ratio of the discharge power to the ion emission cur-

ξβ2 1/ξ( ) 0.11.=

U* 8.79 10 8– ni
2/3Te1/3R4/3,×<
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rent). It can be seen in Fig. 9 that the extracted current
is distributed between the accelerating electrode and
the collector. The ascending and descending segments
in the dependence of the current through the accelerat-
ing electrode (curve 2) correspond to the slow and rapid
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Fig. 8. Plot of the function f (ξ) = ξβ2.

30
Ii, mA

15

10
U, kV

50

1

2
1

2

Fig. 9. Ion currents through the (1) collector and (2) accel-
erating electrode as functions of the accelerating voltage for
I1 = 70 mA, U1 = 350 V, and p = 1.2 × 10–1 Pa.
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increase in the ion current through the collector (curve 1),
respectively. At accelerating voltages below 5 kV, the
plasma goes out of the emission channel and the emit-
ting plasma surface at the exit of the channel is convex.
A substantial fraction of the ion current is lost at the
accelerating electrode, and the collector current is
lower than the current through the accelerating elec-
trode. As the voltage increases, the emitting plasma sur-
face flattens; the fraction of the ion current that is lost
at the accelerating electrode decreases (the descending
segment in curve 2); and the current through the collec-
tor sharply increases, which indicates an increase in the
transmission capacity of the accelerating electrode. The
fraction of the ions arriving at the collector is larger
than the fraction of the ions intercepted by the acceler-
ating electrode. For the given geometry of the acceler-
ation gap, the loss of the ion current decreases with
increasing accelerating voltage; however, it still
remains substantial and amounts to 0.4–0.5 of the ion
current through the collector. Therefore, one of the
ways of increasing the ion current at the outlet of the
wide-aperture accelerating electrode is to optimize the
geometry of the accelerating electrode. It may be
expected that the nonproductive loss of the ion current
can be reduced to an acceptable level of 0.90–0.95 by
properly choosing the shape and dimensions of the
accelerating electrode.

The dependences of the extracted ion current on the
accelerating voltage (see Fig. 10) indicate that the
plasma is best utilized in the electrode configuration
with a wide emission channel. In this case, a sevenfold
increase in the extracted ion current without increasing
the discharge current was achieved by widening the
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Fig. 10. Ion extraction current vs. accelerating voltage for
emission-channel diameters d of (1–3) 3 and (4–6) 18 mm;
discharge currents I1 of (1, 4) 50, (2, 5) 80, and (3, 6)
100 mA, and pressures in the acceleration gap of (1–3) 4 ×
10–2 and (4–6) 4 × 10–1 Pa.
diameter of the emission channel from 3 to 18 mm. The
maximal ion current was obtained for the maximal
diameter of the aperture in the annular cathode (the
aperture diameter was limited by the diameter of the
anode cavity).

CONCLUSIONS

An analysis of the discharge properties and the con-
ditions of ion extraction in the regime of plasma pene-
tration into the acceleration gap has shown the follow-
ing:

The discharge with a broken ion sheath in front of
the emission channel is excited and stably operates in
the regime with an evacuated cathode cavity at a gas
pressure in the cylindrical anode of 4 × 10–2 Pa.

A stable plasma–sheath system within the aperture
of the accelerating electrode exists only at ξ ≥ 0.54.

As the cross-sectional area of the emission channel
in the cathode is increased to the area of the window in
the cylindrical anode, the cost of ion extraction
decreases from 10 to 1–1.5 W/mA.

An external factor affecting the plasma decay within
the aperture of the accelerating electrode is the voltage
between the annular cathode and the accelerating elec-
trode. Therefore, the high accelerating voltage U > U*
should be applied before the penetration of the plasma
into the accelerating gap; moreover, this should be done
in the following way: it is first necessary to produce an
electric field penetrating into the emission channel, and
only then the discharge should be ignited. When the
conditions preventing the penetration of the plasma into
the aperture of the accelerating electrode are satisfied,
the ions can be stably extracted through the wide aper-
ture in the cathode in the absence of a grid stabilizing
the emitting plasma surface. This allows one to create
wide-aperture ion sources without using fine-mesh
emitting electrodes.

To increase the efficiency of ion extraction, it is nec-
essary to optimize the shape and dimensions of the
accelerating electrodes.

The limiting conditions for the excitation and stable
operation of a hollow-cathode discharge in an electrode
system with an annular emitter cathode have been
determined, and the possibility of extracting charged
particles (ions) in the absence of a pressure gradient in
the acceleration gap has been demonstrated. It has been
shown that a substantial increase in the extracted ion
current can be achieved by enlarging the emitting
plasma surface.
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Abstract—A magnetron discharge with a cold hollow cathode and an uncooled rod cathode is studied. It is
shown that such a discharge can be efficiently used to generate a plasma emitting charged particles. For a dis-
charge current of 2 A and an accelerating voltage of 10 kV, ion and electron emission currents of 0.1–0.15 and
1 A, respectively, are achieved. The energy cost of ion extraction is 1–2 W/mA, which is two to five times less
than for typical ion sources, and the energy efficiency is 15 mA/W, which is a factor of five or six higher than
for electron emitters based on a hollow-cathode reflex discharge. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

In gas discharges with a cold cathode, the ion com-
ponent of the emission current can be characterized by
the energy cost of ion extraction, which is defined as the
ratio of discharge power to the ion emission current:
Ci ~ IU/Ii, where I and U are the discharge current and
discharge voltage, respectively, and Ii is the ion beam
current. The electron emission is characterized by the
energy efficiency We ~ Ie/IU, where Ie is the electron
beam current. In low-pressure reflex discharges with a
cold hollow cathode [1] at discharge voltages of U ~
400–450 V, Ci is rather high (~10 W/mA), whereas We

is low (~2.5 mA/W). The reason for the high energy
cost of ion extraction and the low energy efficiency is
the high value of the discharge voltage. The high dis-
charge voltage leads to the rapid erosion of the wall of
the emission channel and an unwanted heating of the
cathode. In present-day plasma sources of electrons and
ions [2–7], a significant fraction of the discharge power
is released at the electrodes and carried away by a cool-
ing system. Besides the high operating voltage, a char-
acteristic feature of hollow-cathode reflex discharges is
that the charge density in the output aperture of the cav-
ity and the reflex cathode is redistributed due to a
change in the radial motion of charged particles [2]; as
a result, the slope of the dependence of the plasma den-
sity on the discharge current decreases for discharge
currents of I > 0.6 A. In this study, we consider some
properties of a magnetron discharge with the purpose of
achieving the most efficient regime of discharge opera-
tion and high emission characteristics of the discharge
plasma. The heat erosion of the end of the rod cathode
is investigated experimentally.
1063-7842/05/5004- $26.00 0434
EXPERIMENTAL SETUP, RESULTS, 
AND DISCUSSION

Figure 1 shows a schematic of the electrode system
of a hollow-cathode magnetron discharge [8]. In the
course of a discharge, the cathode is heated up to tem-
peratures at which thermionic emission comes into
play. Cylindrical copper anode 1 with a diameter of
8 mm and length of 12 mm coaxially encloses movable
rod cathode 2 with a diameter of d = 1.5–4.0 mm. The
rod cathode is mounted on the axis of cathode cavity 3
coaxially with its output aperture so that there be a gap
between the rod and the aperture in reflex cathode 6. An
axial magnetic field of 0.1 T in the anode cylinder is
produced by ring magnet 5. The aperture in reflex cath-
ode 6 is used to pump out the working gas. It can also
serve as an emission channel when the discharge sys-
tem is used as a generator of a plasma emitting elec-
trons and ions or an ejector nozzle through which, e.g.,
an atomic hydrogen beam is output. The temperature of
the rod cathode was measured directly by a tungsten–
rhenium thermoelectric gauge. The plasma-forming
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Fig. 1. Schematic of the electrode system and a photograph
of the thermal erosion of the end of the brass rod cathode:
(1) anode, (2) rod cathode, (3) hollow cathode, (4) gas input,
(5) permanent magnet, and (6) reflex cathode.
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gas (air) was delivered at a rate of 0.8–1.2 mPa m3/s
through hole 4 at the periphery of the cavity. To mea-
sure the plasma parameters, a cylindrical tungsten
probe with a diameter of 0.05 mm was inserted through
the aperture in cathode 6. Its working surface was 1 mm
in length, and the remaining (inactive) part of the probe
was covered with an alundum coating. To extract
charged particles from the cathode plasma, an acceler-
ating electrode [6] was installed coaxially with cathode 6.

The properties of the hollow-cathode magnetron
discharge (Fig. 1) are determined to a great extent by
the thermionic properties of the rod cathode [9] heated
by the power released in the discharge [10–12]. To mea-
sure the temperature Tc of the rod tungsten cathode, a
tungsten–rhenium junction was formed at the rod end;
this junction was used as a sensitive element of a VR-
5/20 thermoelectric tungsten–rhenium calibration
gauge. The heating of this junction to the temperature
Tc did not affect the structure and operating regime of
the discharge. The thermoelectromotive force (with
allowance for plasma radiation) was monitored with a
S8-11 storage oscilloscope. The temperature Tc was
measured after the rapid termination of the discharge
with a plasma decay time of ~10–5 s. If we assume the
decay rate of the cathode temperature to be ~106 K/s
[13], then, over a time of ~10–5 s, the measured temper-
ature of the cathode will decrease by ~10 K as com-
pared to the its true value. Figure 2 shows the waveform
of the thermoelectromotive force after the rapid (over a
time of 5 × 10–6 s) termination of the discharge. Plasma
decay is accompanied by a sharp decrease in the ther-
moelectromotive force to the value corresponding to
the true temperature Tc (point A) because, during the
discharge, the thermoelectric gauge gives a substan-
tially overestimated value of the thermoelectromotive
force due to the presence of the discharge plasma. The
part of the waveform below point A shows the cooling
of the rod cathode from the maximal temperature to a
certain temperature that is established a few seconds
after the plasma has decayed. The thermoelectromotive
force at point A corresponds to a cathode temperature of
~2.6 × 103 K, which coincides with the temperature
measured by a pyrometer [14].

Figure 3 shows the waveform of the anode current
for an amplitude of the ignition voltage pulse of U1 =
103 V. A steady regime of discharge operation was
reached in a few intermediate stages (see Fig. 4). The
time τf of the discharge development was a function of
the amplitude of the ignition voltage pulse: as U1
increased from 0.7 to 1.2 kV, τf decreased from 0.35 to
0.15 s. When a new voltage pulse U1 was again applied
in a time less than 0.1 s after the termination of the pre-
vious discharge, no intermediate stages were observed.
For U1 < 0.7 kV, a low-current magnetron discharge
occurred. The descending part of the discharge current–
voltage characteristic (Fig. 4) is related to the change in
the mechanism of the rod cathode emission when the
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
contribution of thermionic emission to the ionization
processes in the cathode region becomes significant.
The rod cathode temperature reaches 2500–2700 K,
which enables a thermoemission current density of 0.3–
1.6 A/cm2. Such current densities were obtained when
measuring the current–voltage characteristics of dis-
charges with cathode rods made of different materials
[9]. The lowest discharge voltage was obtained with a
rod cathode made of LaB6, whose thermoemission
ability is the highest. It can be seen from the waveform
of the discharge current I (see Fig. 3) that a steady
regime of discharge operation is established 0.225 s
after applying the ignition voltage pulse. The delay in
the discharge development is caused by the heating of
the cathode rod.

Figure 5 (curve 2) shows the axial plasma density as
a function of the discharge current. The plasma density
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Fig. 2. Waveform of the thermoelectromotive force after the
termination of a discharge with a 1.5-mm-diameter tungsten
rod cathode at a discharge current of I = 0.66 A.
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Fig. 3. Waveform of the anode current for τf = 0.225 s and
I = 0.715 A.



 

436

        

SEMENOV, SEMENOVA

                                                
was determined from the ion saturation current to a
probe placed in the aperture of cathode 6. The plasma
density was measured under the conditions of electron
emission from the white-hot tungsten rod heated by the
plasma ions accelerated in the cathode fall region. Fig-
ure 5 also shows the plasma density in the aperture of
cathode 6 as a function of the current of a hollow-cath-
ode reflex discharge (curve 1) [12]. A comparison
between these dependences shows that the effect of the
limitation of the space charge density does not manifest
itself in a hollow-cathode magnetron discharge, in
which dissipation of the discharge energy at the
uncooled cathode can heat it to temperatures that are
high enough to enable electron emission. This allows
one to significantly decrease the operating voltage of a
high-current discharge, to obtain a linearly increasing
dependence of the plasma density on the discharge cur-
rent at currents of >0.6 A, and to provide conditions for
the gradual conversion of an anomalous glow discharge
into a diffuse (without cathode spots) arc discharge.

Under our experimental conditions, a significant
contribution to ionization is made by thermoelectrons.
The higher the rod temperature and the larger its emis-
sion surface, the lower the discharge voltage. The com-
bined effect of these two factors is especially pro-
nounced for a certain distance between the rod end and
the reflex cathode at which U is minimal. It was found
experimentally that the discharge voltage varied non-
motonically as the rod cathode was inserted into the
discharge gap (see Fig. 6). In our experiments, the rod
was displaced with the help of a micrometer screw
along the axis of the electrode system during a steadily
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250100

0.54

0.76
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400

Fig. 4. Current–voltage characteristic of a discharge with
d = 1.5 mm.
operating discharge. Initially, the cathode rod end was
set flush with the base plane of the cathode cavity. As
the rod was inserted to a depth of ~9 mm (the cavity
inner depth), the discharge voltage decreased from 390
to ~375 V (at a discharge current of 0.5 A). As the rod
was further shifted by the output aperture depth (~2
mm), the discharge voltage U decreased to 360 V. As
the rod was moved within the gap between the cathode
cavity aperture and the reflex cathode, the voltage
sharply decreased from 360 to 145 V when the distance
between the rod end and the cathode cavity aperture
was 8.5 mm; the decrease in the discharge voltage was
accompanied by an appreciable increase in the current
through the rod. As the rod end approached the reflex
cathode, the current through the rod increased at a
lower rate and the discharge voltage somewhat
increased. The point where the discharge voltage U is
minimal determines the optimal gap length dopt
between the end of the rod cathode and the wall of the
reflex cathode. Generally, dopt ~ λ0, where λ0 is the
mean free path of the atoms of the plasma-forming gas.
In our case, this corresponds to an optimal gap length
of ~1.5 mm.

Over a relatively short time of <10–1 s after a steady
hollow-cathode discharge had been established, we
observed the erosion of the ends of the 4-mm-diameter
cylindrical rods. The character of erosion depends on
the rod material: stainless steel, aluminum, or brass. For
stainless-steel rods, the rod end was partially melted
and took a hemispherical shape. For aluminum rods,
the rod end softened, extended, took a pearlike shape
(the gravitation was directed along the rod axis), and
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Fig. 5. Plasma density vs. discharge current for (1) a hol-
low-cathode reflex discharge [2] and (2) a hollow-cathode
magnetron discharge.
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then (after touching the cold surface of the reflex cath-
ode) solidified. For brass rods, the erosion picture was
the most complicated. It can be seen in Figs. 1 and 7
that liquid metal 3 is expelled through the rod end and
then (after touching the cold surface of the reflex cath-
ode) solidifies. At the place from which the liquid metal
has been expelled, 4-mm-deep crater 1 forms. Due to
the explosive expulsion of the liquid metal, cone 2
arises inside the crater, the cone apex being in contact
with the body of the expelled metal. An analysis of the
longitudinal cross section of the end part of the rod
cathode (Fig. 7) shows that, when the melted metal is
expelled from the rod volume, a thin cylindrical surface
layer remains cool and does not undergo melting,
although the melting border is at a depth of only
0.1 mm from the rod surface (i.e., the thickness of the
wall bordering the crater is 0.1 mm). The explosive
expulsion of the metal through the rod end and the for-
mation of a crater like those shown in Figs. 1 and 7 are
seemingly related to resonance processes in the gap
between the end of the rod cathode and the reflex cath-
ode. This gap acts as an equivalent capacitance of a tor-
oidal cavity, whose equivalent inductance is formed by
the cavity of the anode cylinder [15]. Estimates show
that the resonance frequency of this cavity is ~1 GHz,
which coincides with the frequency of plasma oscilla-
tions., In order to gain a deeper insight into the physical
nature of this phenomenon, it is necessary to perform
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Fig. 6. Discharge voltage vs. distance between the rod cath-
ode end and the reflex cathode for d = 1.5 mm and I = 0.5 A:
(1) reflex cathode, (2) rod cathode, and (3) hollow cathode.
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additional experiments, which are worthy of separate
consideration.

For a discharge current of 2 A and an accelerating
voltage of 10 kV, the ion and electron emission currents
at the output aperture of the reflex cathode were 0.1–
0.15 and 1 A, respectively.

CONCLUSIONS

It has been shown that hollow-cathode magnetron
discharge (whose characteristics, including the param-
eters of the cathode plasma and conditions for its for-
mation, were first considered in [10, 11, 16–18]) can be
used as a generator of high-current ion beams with a
low energy cost of ion extraction and of electron beams
with a high energy efficiency. The single-valued depen-
dence of the plasma density on the discharge current
(see Fig. 5, curve 2) and the descending current–voltage
characteristic make it possible to operate at a relatively
low discharge voltages and to achieve an efficient
extraction of ions and electrons along the axis of the
magnetron rod cathode. In this case, the energy cost of
ion extraction reduces to ~1 W/mA and the energy effi-
ciency increases to ~15 mA/W. The study of a magne-
tron discharge with a cold hollow cathode provides
only a qualitative idea of its consumer properties. The
rather complicated interplay of the physical processes
occurring in the discharge and determining its effi-
ciency is even more complicated when the specifics of
different plasma processes and their effect on the emis-
sion of ions and electrons are taken into account. The
observed decrease in the discharge voltage with
increasing discharge current is related to the thermionic
emission from the strongly heated magnetron rod cath-
ode. Varying the gap length between the rod cathode
end and the reflex cathode also affects the discharge
voltage.

The above properties of the hollow-cathode magne-
tron discharge have already been used to sharpen tung-
sten points (needles) by ion sputtering, to efficiently

Fig. 7. Longitudinal cross section of the eroded end of the
rod cathode (see Fig. 1).
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generate atomic hydrogen by the high-temperature acti-
vation of molecular hydrogen (which is of especial
importance for growing diamond films and treating
semiconductor surfaces [19]), and to deposit refrac-
tory-metal coatings on the walls of tubular cavities
[20]. They are also used to produce high-density
plasma through thermionic emission, which allows one
to gradually transform the discharge into a high-current
arc without generating cathode spots. In such a regime,
there are no limitations related to the arc instability at
low currents, the instability and nonsteady behavior of
the cathode spots, and the emission from cathode spots
of particles that contaminate both the discharge plasma
and the particle flow injected through the emission
channel. New, efficient sources of ions and electrons are
being presently developed based on a hollow-cathode
magnetron discharge with an uncooled rod cathode [8].
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Abstract—Plasma flow in a linearly widening, ideally sectioned, short-circuited magnetohydrodynamic
(MHD) channel is studied. MHD flows are classified into two types: continuous flows and flows with a com-
pressional MHD shock in plasmas that are stable and unstable against the onset of ionization instability. Spe-
cific features in the evolution of a stationary compression MHD shock are investigated, and its position as a
function of the Stewart number is determined. It is found that, in a plasma flow in which ionization instability
develops, a compression MHD shock arises at lower values of the MHD interaction parameter than in a stable
plasma flow. An unidentified type of instability of MHD discontinuities is revealed. © 2005 Pleiades Publish-
ing, Inc.
INTRODUCTION

When a supersonic flow is decelerated by the
Lorentz force under conditions of strong magnetohy-
drodynamic (MHD) interaction, a gas-dynamic shock
arises at which the supersonic flow transforms into a
subsonic one. Situations in which the decelerated flow
remains continuous refer to the case of weak MHD
interaction.

Compression MHD shocks were first studied in [1];
in more detail, they were investigated in [2, 3] and,
later, in [4, 5]. A comprehensive study of MHD flows
with compression shocks was performed in [6] using an
analogy between MHD and gas-dynamic flows. All of
the above experiments were carried out with homoge-
neous plasma flows. Inhomogeneities of a nonequilib-
rium plasma flow may arise due to the onset of various
instabilities [7], first of all, ionization instability, which
develops faster than other instabilities. In this study, we
assume that the reason why the plasma is nonequilib-
rium is that the electron temperature is higher than the
temperature of the heavy component and the degree of
ionization differs from its equilibrium value corre-
sponding to the electron temperature. The formation of
compression MHD shocks under conditions such that
MHD interaction is accompanied by the generation of
plasma inhomogeneities should possess specific fea-
tures [8]. The aim of this study is to outline the condi-
tions under which the formation of gas-dynamic shocks
in the course of MHD interaction has already been
comprehensively studied both experimentally and the-
oretically and to reveal special features of shock forma-
tion in flows in which plasma inhomogeneities may
arise due to MHD interactions.
1063-7842/05/5004- $26.00 0439
CLASSIFICATION OF MHD INTERACTIONS
MHD flows may be classified as follows: First, the

gas-dynamic flow may be continuous or there may be
an MHD shock induced by the Lorentz force. Second,
the plasma in the flow may be homogeneous or there
may be plasma inhomogeneities that arise from small
initial variations in the plasma parameters due to the
onset of plasma instabilities. The type of interaction is
determined by the Stewart number St, which character-
izes the ratio of the work produced by the Lorentz force
to the gas kinetic energy, and the Hall parameter β,
which is the ratio of the electron cyclotron frequency to
the effective frequency of momentum transfer.

Let us consider a linearly widening MHD channel.
A specific case of a linearly widening MHD channel is
a channel in the form of a constant-height disk. Figure
1 shows a schematic of the MHD channel and the direc-
tions of the main vectors: the flow velocity u, the mag-
netic induction B, and the induced current density j.
Here, x0 and xe are the distances from the vertex of the
channel to the beginning and the end of the MHD inter-

j
xe

u

x0

B

Fig. 1. Scheme of a linearly widening channel.
© 2005 Pleiades Publishing, Inc.
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action space, respectively. According to [4], the similar-
ity criterion for a short-circuited Faraday channel with
ideally sectioned electrodes is the Stewart number at
the entrance to the channel:

(1)

Here, x0 is taken as a characteristic length, ρ is the gas
density, σ is the plasma conductivity, and the subscript
0 refers to the parameter values at x = x0.

In principle, one can find the critical value of the
Stewart number St0 below which the flow is a continu-
ous supersonic flow over the entire MHD interaction
region (weak MHD interaction) and above which a
compressional MHD shock arises in the channel
(strong MHD interaction).

The regimes in which plasma flows are stable and
unstable against the onset of ionization instability are
separated by the critical value of the Hall parameter.
The Hall parameter is defined as

(2)

where ν is the frequency of momentum transfer in col-
lisions of electrons with atoms and ions; na and ni are
the atom and ion densities, respectively; ce is the mean
electron velocity; and Qea and Qei are the cross sections
for momentum transfer in collisions of electrons with
atoms and ions, respectively (both averaged over the
Maxwellian electron distribution function).

The classification of the possible types of interac-
tion is illustrated in Fig. 2. The (St, β) plane is divided
into the following domains corresponding to different
types of MHD interaction: type I is weak interaction in
a homogeneous plasma, type II is strong interaction in
a homogeneous plasma, type III is weak interaction in
a plasma that is unstable against the onset of ionization
instability, type IV is strong interaction in a plasma that
is unstable against the onset of ionization instability,

St0 σB2x0/ρ0u0.=

β eB/meν , ν naceQea niceQei,+= =

ββcr

St01

St02

St0
Shock emerging from MHD

interaction zone
V

Homogeneous flow
with shock

II

Inhomogeneous flow
with shock

IV

Continuous flow
in ionizationally
homogeneous

plasma
I

Continuous flow
in ionizationally
inhomogeneous

plasma
III

Fig. 2. Classification of the types of MHD interaction. Here,
St0 = σB2x0/ρ0u0 and β = ω/ν.
and type V is superstrong interaction corresponding to
the case where the shock comes out from the MHD
channel towards the flow (this case is beyond the scope
of the present study).

The critical value of the Stewart number that sepa-
rates the regimes with weak and strong MHD interac-
tion in homogeneous plasmas (domains I and II) can be
estimated using the results of the previous theoretical
and experimental studies [4, 5]. It was shown that the
position xsh of a stationary compressional MHD shock
in a linearly widening short-circuited channel can be
described over a wide range of the Mach numbers (1 <
M < 5) by the following simple formula

(3)

where γ is the adiabatic index.
As the MHD interaction parameter increases, a con-

tinuous MHD flow transforms into a flow with a com-
pressional shock. The shock first arises at the end of the
channel: xsh = xe. The corresponding value of the Stew-
art number St01 at which the shock arises defines the
upper boundary of domain I:

(4)

As the Stewart number increases, the shock shifts
closer to the entrance of the channel and, at 

(5)

it reaches the ultimate position xsh = x0, which corre-
sponds to the upper boundary of domain II. At St0 >
St02, the shock comes out from the channel toward the
flow.

In the parameter range corresponding to an ioniza-
tionally inhomogeneous plasma (domains III, IV), no
distinct boundary can be drawn between the regimes
with weak and strong interaction. This is because the
critical value of the Hall parameter at which ionization
instability develops and plasma inhomogeneities arise
depends on the sort of gas and on the degree to which
the flow is far from the ionizational equilibrium. In the
case of the full ionizational equilibrium, the critical
value of the Hall parameter βcr can easily be estimated
[6, 7]: βcr = 1–2. At β > βcr, ionization instability inevi-
tably develops in the MHD channel because its growth
time is much shorter than the flight time of the flow
through the channel. In the absence of ionization equi-
librium, the growth time of instability is determined by
the characteristic ionization time. For pure noble gases,
this time may be comparable to the flight time [9]. In
this case, the critical conditions depend on both the Hall
parameter and the ratio between the growth time of
instability and the flight time. Hence, for each specific
MHD channel, there is its own critical value of the Hall
parameter. This is why the boundary between the
regimes in which the flow is stable and unstable against
the onset of ionization instability is drawn arbitrarily.

xsh/x0 γSt0( ) 0.5– ,=

St01 xe/x0( ) 2– γ 1– .=

St02 1/γ,=
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EXPERIMENTAL

We performed experiments with a disk MHD chan-
nel. A detailed description of the experimental setup
and diagnostic technique can be found in [5]. An ion-
ized gas flow was produced in a 5-cm-diameter cylin-
drical shock tube. It was then turned in the radial direc-
tion, expanded between Plexiglass disks, and entered
the dump chamber. The gap between disks was 1 cm,
and the disk diameter was 28 cm. The disks were posi-
tioned between the poles of an electromagnet, which
produced a magnetic field with an induction of up to
1.6 T. The radial motion of the plasma flow in the axial
magnetic field induces the ring Faraday current j = σuB.
As a result, the radial Hall field Ex = βuB is generated
and the retarding Lorentz force F = j × B arises. The
disk MHD channel can be treated as a short-circuited
Faraday channel with ideally sectioned electrodes. In
our experiments, we measured the propagation velocity
of the shock, the gas pressure, the flow velocity, the cur-
rent density, the plasma conductivity, the Hall field, and
the electron density and temperature [10]. We also took
frame-by-frame photographs of the glowing inhomoge-
neities. Since the poles of the electromagnet overlapped
the field of view, 45° turning mirrors were placed
between the external disk and the pole (see Fig. 3a).
Mirrors 1–3 directed the radiation from the disk chan-
nel to the focal plane of a fast framing camera (FFC).
Mirror 4 directed the radiation from the vertical slit to
a triggered streak camera to obtain (x, t) images of the
plasma glow (in this case, mirror 3 was absent). Figu-
re 3a also shows the test pattern of concentric circles on
the disk surface. The resulting image of this pattern in
the FFC focal plane is shown in Fig. 3b.

The stationary distribution of the plasma parameters
in the disk MHD channel was computed in the approx-
imation of a two-temperature plasma with nonequilib-
rium ionization [5]. The point r0 = 2 cm was taken as the
beginning of the MHD interaction space. The initial
values of the parameters were chosen such that the
plasma flow parameters measured within the observa-
tional region (4 < r < 12 cm) at low values of the mag-
netic field were close to the calculated ones.

The working gas was xenon. The experiments were
performed for several gas-dynamic modes, which were
specified by the pressures of the driven and driver gases
in the shock tube and were characterized by the Mach
number M1 of the shock front in the shock tube and the
gas pressure p1 in the low-pressure chamber. In each of
the gas-dynamic modes, the flow in the disk channel
was studied at several different values of the magnetic
field.

PARAMETERS
OF THE GAS-DYNAMIC MODES

The values of M1 and p1 for some of the gas-
dynamic modes and the calculated parameters of the
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
disk channel at the entrance to the interaction space (at
r0 = 2 cm) are presented in the table.

Varying the magnetic field from 0 to 1.6 T in these
modes allows one to analyze all the above four types of
MHD interaction. These modes primarily differ in the
degrees of gas ionization α, which largely governs the
plasma state. The critical value of the degree of ioniza-
tion is α = Qea/Qei ~ 10–3. At lower degrees of ioniza-
tion, the frequency of momentum transfer is mainly
determined by electron–atom collisions (νea). At higher
degrees of ionization, it is equal to the electron–ion col-
lision frequency (νei) and, therefore, is higher than in
the previous case. Under our experimental conditions
and at low degrees of ionization, the Hall parameter and
the degree to which the temperatures of the light and
heavy plasma components differ from one another are
fairly high; this leads to the onset of ionization instabil-
ity. In contrast, at high degrees of ionization (when
Coulomb collisions prevails), both the Hall parameter
and the degree to which the temperatures of the light
and heavy plasma components differ from one another
are much lower; as a result, the plasma is more stable.
Results of experiments on studying critical conditions
for the onset of ionization instability [5, 9, 10] allow
one to find the parameter regions corresponding to
flows that are stable and unstable against the onset of
ionization instability. The boundary between these
regions is determined by the ratio of the frequencies of
electron–ion and electron–atom collisions at the
entrance to the channel, νei0 = ne0ce0Qei0 and νea0 =
na0ce0Qea0, and by the ratio between the magnetic induc-
tion and the density of atoms at the entrance to the
channel, B/na0. Under our experimental conditions, the
flow is stable at νei0/νea0 ≤ 1 and at B/na0 × 1024 (T m3)
< 0.1. When B/na0 × 1024 > 0.1, the plasma is unstable.

1

2

3
4

5

(a) (b)

Fig. 3. (a) The arrangement of the turning mirrors on the
disk surface (1–4), and the position of the end of the shock
tube (5) (the concentric circles show the test pattern).
(b) The test pattern image produced by the turning mirrors
in the FFC focal plane.
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Table

Shock-tube modes Parameters of the disk channel at the entrance to the MHD interaction
region at r0 = 2 cm

mode number M1 p1, torr M0 T0h = T0e, K na0, 1025 m–3 α0 σ0, S/m

1 6.4 26 1.15 5500 0.54 10–4 110

2 6.9 26 1.21 5900 0.625 0.3 × 10–3 270

3 8.4 26 1.19 6700 0.85 1.1 × 10–3 340

4 9.4 13 1.25 7300 0.5 0.4 × 10–2 1300

5 9.7 13 1.3 8040 0.68 0.92 × 10–2 1800

6 10.5 13 1.2 8600 0.845 1.54 × 10–2 2500
A relative increase in the frequency of Coulomb colli-
sions leads to plasma stabilization. For example, at
νei0/νea0 > 2, the plasma is stable over the entire range
of B and na0 under study. Thus, when studying the for-
mation of compressional MHD shocks in homogeneous
plasma flows, we used modes with higher Mach num-
bers (which correspond to higher degrees of ioniza-
tion). The modes with lower degrees of ionization
(which occur at lower Mach numbers) were employed
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Fig. 4. Calculated profiles of the temperatures of the heavy
( ) and electron ( ) plasma components and the degree
of ionization α in an unsteady homogeneous plasma flow
under conditions of strong MHD interaction: (P) primary
shock wave, (C) contact surface, and (S) secondary shock
wave.

T Te
to study the formation of compressional MHD shocks
in plasma flows that are unstable against the onset of
ionization instability.

COMPARISON BETWEEN COMPRESSIONAL 
MHD SHOCKS IN PLASMA FLOWS 

THAT ARE STABLE AND UNSTABLE 
AGAINST THE ONSET OF IONIZATION 

INSTABILITY

The type of MHD interaction under study has been
investigated rather comprehensively. Here, we present
the main results concerning this type of interaction and
will compare them to experimental results related to the
other types of MHD interaction. Under our experimen-
tal conditions, the MHD shock develops as follows (see
[4, 5]): The shock wave P emitted from the shock tube
(the primary shock wave) propagates through the sta-
tionary gas filling the widening disk channel. The pri-
mary shock wave gives rise to a reversed (secondary)
shock wave S, which is directed backward but is carried
downstream by the flow. The gas portions compressed
by the secondary and primary shock waves are sepa-
rated by the contact surface C. These are the main gas-
dynamic discontinuities. Due to MHD interaction, the
secondary shock wave slows down and transforms into
a stationary compressional MHD shock. Note that the
existence of a stationary flow implies that the condi-
tions of flow trapping are satisfied at the end of the
MHD interaction space; i.e., M = 1 at x = xe. The system
of nonstationary equations describing the behavior of
the gas and the electron plasma component in a disk
channel was solved in [5]. Figure 4 shows the calcu-
lated distributions of the parameters at the instant t =
35 µs after the primary shock wave has entered the disk
MHD channel. The main gas-dynamic discontinuities
and the different behavior of the heavy and the electron
plasma components are clearly seen. Specifically, the
temperature of the heavy component exhibits consider-
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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able and sharp changes: it decreases appreciably as the
gas expands from the channel entrance to the secondary
shock wave, undergoes an abrupt jump at the secondary
shock front, sharply increases at the contact surface,
and drops abruptly at the front of the incident wave. In
contrast, the electron temperature and the degree of ion-
ization in the region between the channel entrance and
the contact surface vary insignificantly. It should be
noted that the gas in this region was previously heated
and ionized in the shock tube. The gas that was initially
cold and unionized and that was then heated by the inci-
dent shock wave (the region between P and C) is ion-
ized at a comparatively low rate. When calculating the
degree of ionization in this region, it was assumed that
the degree of ionization in front of the primary shock
was 10–5.

The plasma glow recorded in our experiments is
mainly related to the recombination continuum, whose

intensity depends on the plasma parameters as .
The electron density at the gas-dynamic discontinuities
changes by approximately the same value as the tem-
perature of the heavy component; i.e., sharp changes in
the glow intensity correspond to sharp changes in the
gas density. This allows one to determine the positions
of the secondary shock front and the contact surface by
measuring the glow gradient. As regards to the position
of the first shock wave, it was established experimen-
tally that a glow peak is always present at the front of
the incident shock wave. To detect the arrival of the pri-
mary shock wave, a gas-filled cylinder was also placed
at the end of the disk channel. The arrival of the shock
wave was indicated by a sharp increase in the glow of
the gas from which the shock wave was reflected. Fig-
ure 5 shows a series of photographs of the glowing disk
channel for mode 5 at B = 1.2 T. These are fragments of
the glow that were obtained with the help of the turning
mirrors arranged as is shown in Fig. 3a. At the front of
the primary shock wave P, a glow peak is clearly seen,
which is then followed by a dark stripe. The subsequent
sharp change in the glow intensity indicates the posi-
tion of the contact surface C. Finally, the rapid drop in
the glow intensity corresponds to the boundary of the
secondary shock wave S.

The first three photographs (t1, t2, and t3), which
were taken with a 12-µs interval, demonstrate the non-
stationary flow stage. The last photograph (t4) shows
the stationary flow pattern recorded 100 µs after the
shock wave has entered the disk channel. The same pro-
cess is illustrated in Fig. 6a, which presents an (x, t)
streak image of the glow recorded through two vertical
slits in the upper and lower parts of the disk. The con-
tact surface (the leading front of the glow) and the sec-
ondary shock wave are clearly seen. The plasma density
and, hence, the glow intensity behind the secondary
shock wave are much higher than those in front of the
shock. It can be seen that the secondary wave slows
down and then comes to a stop; therefore, the stationary
MHD shock is, in essence, identical to the stopped sec-

ne
2Te

0.5–
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ondary shock wave. We compared the recorded (x, t)
streak image to the results calculated in [4]. Figure 6b
presents the data on the propagation of the primary
shock wave, the contact surface, and the secondary
shock wave. It can be seen that the experimental and
theoretical results are in good agreement. Figure 7a
shows the positions of the MHD discontinuities

S

S

S

C

C

C

C
P

S

S
C

C
S

P

P

Fig. 5. Photographs of shock-wave configurations at differ-
ent instants (t1 < t2 < t3 < t4): (P) primary shock wave, (C)
contact surface, and (S) secondary shock wave.
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Fig. 7. Position of a compressional MHD shock in plasma flows that are (a) stable and (b) unstable against the onset of ionization
instability as a function of the initial Stewart number for different gas-dynamic modes: (a) M1 = (1) 9.7, (2) 9.4, (3) 10.5 (13 torr),
and (4) 9.2 (26 torr); (b) M1 = (1) 8.7, (2) 7.5 (13 torr), (3) 6.5, and (4) 6.9 (26 torr).
obtained in different MHD modes for different values
of the magnetic field in homogeneous plasma flows.
The experimental data are compared to the calculated
results and to estimates by simplified formula (3). An
analysis of the results presented in Fig. 6b allows us to
conclude that formula (3) adequately describes the
position of the shock in the channel. We recall once
again that, in a stationary state, the secondary shock
wave S is identical to the MHD shock.

Inhomogeneities in an MHD channel arise due to
the onset of ionization (electrothermal) instability of a
two-temperature plasma [6, 7]. It is conventionally
assumed that a gas-dynamic flow is not perturbed by
ionization instability. Ionization instability can be
regarded as a thermal instability of the electron compo-
nent in the presence of the Hall effect. However, as the
plasma inhomogeneities grow, they may also cause gas-
dynamic inhomogeneities; in this case, we are dealing
with ionization–acoustic instability [5, 6]. As applied to
our working substance (pure noble gases), plasma inho-
mogeneities arising in the absence of ionization equi-
librium were studied in detail in [10, 11]. Plasma inho-
mogeneities were detected by the plasma glow. They
appear at a certain distance from the entrance to MHD
interaction space. Regions with enhanced luminosity
are referred to as striations and are shown [10] to have
an enhanced conductivity. The striations are shaped as
spokes inclined by approximately 20° to the average
direction of the current. From four to six spokes can be
located on one radius. On average, two spokes simulta-
neously exist over the channel length. The velocity of
plasma inhomogeneities is close to the flow velocity. It
was shown in [11] that the plasma conductivity in stri-
ations increases with magnetic induction and grows as
the striations propagate through the channel. As the
degree to which the magnetic field exceeds its critical
value increases, the gas conductivity in striations may
reach fairly high values, so the interaction of these con-
ducting layers with the magnetic field may change the
gas-dynamic parameters of the flow and lead to the for-
mation of a shock [12]. Figure 7b shows the measured
position of the shock in different gas-dynamic modes at
different values of the magnetic field. Similarly to the
case of a homogeneous plasma, the plot presents the
dimensionless shock coordinate versus the Stewart
number at the entrance to the MHD interaction space.
Figure 8 shows the structure of a shock formed in a flow
with plasma inhomogeneities. It can be seen that the
striations are refracted at the shock wave front and con-
siderably slows down. Once formed, the shock only
slightly migrates in the channel, so one can find the

t
14 12 10

Fig. 8. Shock structure in an inhomogeneous plasma flow.
Numerals above the photographs show the numbers of
frames. The time interval between the frames is 2 µs.
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quasi-steady position of the shock in a plasma that is
unstable against the onset of ionization instability. A
comparison of Figs. 7a and 7b shows that, in such plas-
mas, the MHD shock forms at appreciably lower initial
Stewart numbers than in stable plasmas. This may be
explained as follows: In striations, the conductivity
and, hence, the Stewart number are higher than in the
surrounding plasma. Therefore, in striations, the flow is
decelerated and the kinetic energy is converted into
thermal energy more efficiently than in the main body
of the flow. As a result, the gas conductivity, the Stewart
number, and the deceleration rate increase further.
However, the deceleration of striations is hindered by
the dynamic pressure of the surrounding gas. Thus, not
only the kinetic energy of the striation but also the
energy of the rest of the flow is partially converted into
the thermal energy of the gas within the striation. For
this reason, the local parameter of MHD interaction in
the striation increases, the striation comes to a stop, and
the incoming gas flow gives rise to a shock wave. Shock
waves that appear near different striations interact with
one another to form a quasi-steady MHD shock.

ON ONE TYPE OF INSTABILITY 
OF MHD DISCONTINUITIES

In experimental regime 5, an unusual behavior of
the gas-dynamic fronts of the initial shock-wave con-
figuration (the primary shock wave, the contact surface,
and the secondary shock wave) propagating in a mag-
netic field was revealed [13]. Figure 9 shows photo-
graphs of the plasma glow recorded at different instants

14 1215

P

C

S

Fig. 9. Photographs illustrating instability of gas-dynamic
discontinuities that arise due to MHD interaction: (P) pri-
mary shock wave, (C) contact surface, and (S) secondary
shock wave. Numerals above the photographs show the
numbers of frames.
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with a time interval between the frames of 2 µs. Frame
12 shows the front of the primary shock wave (P), the
contact surface (C), and the secondary shock wave (S)
36 µs after the shock wave has entered the MHD inter-
action region. It can be seen that, at this instant, the
glow region between the contact surface and the sec-
ondary shock wave is uniform and the gas-dynamic dis-
continuities have sharp boundaries. The subsequent
frames reveal the formation of a complicated regular
structure: in the C–S region, bright rings arise, whereas
near the secondary wave front, small-scale drop- or
cog-like formations oriented toward the flow appear.
Some later, similar cogs also appear near the contact
surface and, then, the glow pattern becomes irregular.
The instability has a pronounced threshold character: it
starts at B = 0.7 T and is suppressed as the magnetic
field increases further. It is known [7] that the gravita-
tional or electrodynamical Rayleigh–Taylor instability
may take place in regions with high gradients of the
plasma parameters; however, the growth rates of these
instabilities are several orders of magnitude lower than
that observed in our experiments. In [13], we made an
attempt to explain the appearance of such perturbations
in terms of ionization instability in the presence of high
electron-pressure gradients; however, this hypothesis
failed to explain the structure of the formation
observed. Thus, the nature of this instability still
remains unclear.

CONCLUSIONS

A comparative study has been performed of the for-
mation of a compressional MHD shock in plasma flows
that are stable and unstable against the onset of ioniza-
tion instability. It is found that, in the later case, com-
pressional MHD shocks form at considerably lower
values of the MHD interaction parameter. An unidenti-
fied type of shock instability caused by MHD interac-
tion is revealed.
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Abstract—Basic ionization and drift properties are simulated for neon by the method of multiparticle dynam-
ics. This calculation revealed that, in neon—in just the same way as in other gases that were studied previ-
ously—the Townsend ionization regime is realized even in strong fields if the distance between electrodes is
rather large. The dependences of basic ionization and drift properties on the reduced electric-field strength are
obtained. The results agree with available experimental data. The escape curve separating the region of efficient
electron multiplication from the region in which electrons leave the discharge gap without undergoing multi-
plication is found for neon. The efficiency of the formation of a runaway-electron beam in helium and neon is
simulated. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Over the past year, considerable advances were
made in understanding the phenomenon of electron
runaway in gases [1–7]. On the basis of a simulation by
the method of multiparticle dynamics and with the aid
of simple analytic models, it was shown that the
Townsend electron-multiplication mechanism is real-
ized even in strong fields such that the ionization fric-
tion of electrons against a gas can be disregarded. Pre-
viously, it was assumed (see, for example, [8–10]) that,
in such strong fields, electrons move in the continuous-
acceleration regime (whistling), as in fully ionized
plasma (see, for example, [11]).

The understanding of this fact led to several impor-
tant conclusions. First, it was revealed that, despite the
nonmonotonic dependence of the Townsend multipli-
cation coefficient on the electric-field strength (in high
fields, the Townsend coefficient decreases with increas-
ing field strength, this being due to a decrease in the
ionization cross section at high electron energies), the
very concept of the Townsend coefficient does not lose
meaning if the distance between the electrodes is rather
large. This statement is based on the fact that, even in
very strong fields, there is an exponential growth of the
number of electrons with increasing distance from the
cathode, their mean speed and energy remaining invari-
able.

The second point of importance is that, since there
can be no runaway of electrons even in the case where
one can disregard the ionization friction of electrons
against a gas, a nonlocal criterion that differs from the
local criterion adopted previously [8–10] was proposed
in [1, 3] for electron runaway in gases. Specifically, the
equality of the inverse Townsend coefficient and the
1063-7842/05/5004- $26.00 0447
distance between the electrodes was taken to be a crite-
rion for the runaway of the bulk of the electrons in a
gas.

Third, the nonmonotonic dependence of the
Townsend coefficient on the field strength and the non-
local character of the electron-runaway criterion
resulted in revealing, for the curve separating the region
of efficient electron multiplication from the region
where the electrons escape from the discharge gap
without undergoing multiplication, a two-valued
dependence of the voltage on the product of pressure
and the distance between the electrodes, this depen-
dence being universal for a given gas. Curves that are
analogs of Paschen curves and which have, in contrast
to conventional Paschen curves, an additional upper
branch, were constructed on the basis of the aforemen-
tioned dependence.

An analysis of the mechanism of runaway-electron
formation in a gas is especially important at the present
time in connection with obtaining electron beams of
subnanosecond duration and a record amplitude of the
current (about 70 A in air and about 200 A in helium
[6, 7]) at atmospheric pressure. Indeed, a series of
experiments was performed in 2002 and 2003 that
aimed at obtaining runaway electrons in air, helium,
and nitrogen at atmospheric pressure [6, 7, 11–16].
Beams of subnanosecond duration and high amplitude
of the current that were recorded in those experiments
were obtained at electric-field-strength values that were
less than the value required in accordance with the local
criterion [8–10] but satisfied the new, nonlocal, crite-
rion as the plasma moves from the cathode to the anode
[1–7].
© 2005 Pleiades Publishing, Inc.
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It should also be noted that the results obtained in
[1–7] were used in constructing a streamer model [17–
19] that makes it possible to explain the motion of its
head both to the anode and to the cathode without
invoking the well-known photon hypothesis.

Previously, a numerical simulation of electron mul-
tiplication and the tabulation of ionization and drift
properties were performed for helium [1, 2, 4, 5], xenon
[2, 4, 5], nitrogen [5], and sulfur hexafluoride [3].
Below, we present the result of similar calculations for
neon.

MULTIPLICATION OF ELECTRONS

Description of the model used. In order to find ion-
ization and drift properties, we used the same model of
multiparticle dynamics as in [1–7]. It was described in
detail elsewhere [20]. In this model, electrons are pro-
duced at the cathode with a chaotically directed veloci-
ties and initial energies obeying the Poisson distribu-
tion at a mean value of ε0 = 0.2 eV. At small time steps,
we solved the equations of motion for all electrons and
simulated elastic and inelastic collisions with probabil-
ities determined by cross sections for elementary pro-
cesses. The motion of the electrons was assumed to be
nonrelativistic (for the inclusion of relativistic effects,
the interested reader is referred to [21]). Below, we
present our results for the case of flat electrodes sepa-
rated by a distance d, denoting the voltage applied
between them by U. The method for treating the case of
coaxial cylinders is described in [20]. The shape of ava-
lanches is not considered here (for information about
this issue, see [22]).

We took into account elementary events schemati-
cally represented in Fig. 1. We considered events of
elastic electron scattering on neon atoms and events
involving the electron-induced ionization of neon

INe = 21.5 eV

3p'[1/2]0, 18.966 eV

3s'[1/2]1, 16.848 eV
3s[3/2]1, 16.671 eV
3s[3/2]2, 16.619 eV

2p6 1S0, 0 eV

Fig. 1. Transitions in the neon atom that are considered in
the model used. The quantum numbers of a state and its
excitation energy are indicated on the right.
atoms and the excitation of the 3s'[1/2]1, 3p'[1/2]0,
3s[3/2]2, and 3s[3/2]1 neon-atom levels, but we disre-
garded multiple and stepwise ionization. The cross sec-
tions used here for elementary events are based on data
reported in [23–27] and are displayed in Fig. 2.

Townsend regime of ionization. Our calculations
reveal that, for neon—as well as for all gases consid-
ered previously [1–5]—the Townsend regime of ioniza-
tion is indeed realized for all values of the ratio of the
field strength to pressure in the range E/p = 5–
5000 V/(cm Torr), which is considered here, if the dis-
tance d between the electrodes is rather large, runaway
electrons being virtually absent in this case (see Fig. 3).

The Townsend character of the ionization regime is
confirmed by the fact that, as the distance x from the
cathode increases, the number of excitation and elec-
tron-production events always begins to grow exponen-
tially from some value of x. Concurrently, the mean
electron energy ε* and the mean electron-velocity pro-
jection onto the x axis become independent of x at
rather large distances from the cathode. The distribu-
tion of electrons that reached the anode has a maximum
in the region of low energies (ε* ! eU). As was indi-
cated above, these signatures of the Townsend regime
are observed at all values of the ratio E/p that were con-
sidered here. It is only necessary that the distance d be
rather large.

1 × 10–15

1 × 10–16

1 × 10–17

1 × 10–18

1 × 10–19

σ, cm2

10 100 1 × 103 1 × 104 1 × 105

1

2

3

45

6

Fig. 2. Cross sections for electron collisions with a neon
atom vs. energy: (1) elastic-collision cross section σel(ε),
(2) ionization cross section σi(ε), (3) cross section for the
excitation of the 3s'[1/2]1 level, (4) cross section for the
excitation of the 3p'[1/2]0 level, (5) cross section for the
excitation of the 3s[3/2]1 level, and (6) cross section for the
excitation of the 3s[3/2]2 (according to data from [23–25]).
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The slope of the logarithm of the number of ioniza-
tion events and of the current determine the Townsend
multiplication coefficient αi (Fig. 4). The calculations
reveal that, as is usually assumed, the multiplication
coefficient αi is proportional to the gas density (pres-
sure) and can be represented in the form αi(E, p) =
pξ(E/p), where ξ(E/p) is a function that is characteristic
for a given gas.

For neon, there exists the approximation [9]

(1)

where A = 1.584 × 10–4 (cm Torr)–1, s = 3.052, and
b = 0.23.

However, the calculations show that this approxima-
tion is correct only for E/p < 300 V/(cm Torr). At larger
values of the ratio E/p, the coefficient αi begins to
decrease. This decrease with increasing E/p is due to a
decrease in the number of ionization events—that is, to
a decrease in the ionization cross section for ε > 170 eV,
the mean electron energy being close to this value at
E/p = 300 V/(cm Torr). From Fig. 4b, one can see that,
for E/p < 1 keV, the velocity component ux along the
field is much less than the velocity component u⊥
orthogonal to the field. At small values of the ratio E/p,
the velocity component ux is a nearly linear function of
the field strength.

The mean electron energy can be approximated as

(2)

The reduced Townsend coefficient αi/p for helium
and neon is shown in Fig. 5 as a function of E/p. One
can see that the maximum value of αi/p is greater in
neon than in helium and is attained at a higher value of
the reduced electric-field strength E/p. For inert gases,
the function ξ(E/p), which describes the decrease in the
Townsend coefficient with increasing electric-field
strength, can be represented in the form [1, 2]

(3)

On the basis of our simulation, we obtained the fol-
lowing values for neon: A = 7.2 [V/(cm Torr)]–1, B =
16.1 [V/(cm Torr)]1/2, and C = 7 × 10–3 (cm Torr/V). As
can be seen from Fig. 5, the approximation in (3)
describes well the results of our calculations.

In a number of applications, the relative efficiencies
of various inelastic events in a given external electric
field are of interest. We define them as δi = ni/nΣ, δs2 =
ns2/nΣ, δs1 = ns1/nΣ, δss2 = nss2/nΣ, and δpp1 = npp1/nΣ,
where ni is the number of ionization events; ns2, ns1,
nss1, and npp0 are the numbers of events involving the
excitation of the 3s[3/2]2, 3s[3/2]1, 3s'[1/2]1, and
3p'[1/2]0 states, respectively; and nΣ = ni + ns2 + ns1 +
nss1 + npp0 is the total number of inelastic events.
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Fig. 3. Features of electron multiplication in the Townsend
regime vs. the distance x from the cathode at NNe = 3.219 ×
1017 cm–3 (p = 10 Torr), U = 360 kV, d = 50 mm, and E =
72 kV/cm [E/p = 7200 V/(cm Torr)]: (a) number ni of prod-
uct ions (boxes) and numbers ns2, ns1, nss1, and npp0 of
events involving the excitation of, respectively, the (circles)
3s[3/2]2, 3s[3/2]1, (crosses) 3s'[1/2]1, and (diamonds)

3p'[1/2]0 states (under these conditions, αi = 1.05 cm–1 and
αid ≈ 5); (b) ratio of the electron flux at a given point, j(x),
to the flux of electrons emitted from the cathode, j0, the
dashed line representing the dependence 2.2exp(1.05x);
(c) electron-velocity projection ux onto the x axis aligned
with the electric field (boxes) and absolute value of the
velocity component u⊥  in the plane orthogonal to the x axis
(circles); (d) mean electron energy; and (e) calculated
energy (eV) distribution (in arbitrary units) of electrons that
reached the anode (solid curve), along with the dependence
5.4 × 103 exp(–ε/75 keV) (dotted curve).
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The quantities nΣ, ni, ns1, nss1, and npp0 depend on the
distance from the cathode (see Fig. 3); however, their
ratios (in particular, the relative efficiencies δ) are inde-
pendent of the distance from the cathode in the
Townsend multiplication regime (see Fig. 6).

NONLOCAL CRITERION

Critical voltage. The Townsend regime of ioniza-

tion sets in at some distance from the cathode, x ~ ,
this distance corresponding to the characteristic multi-
plication length. But if the distance between the elec-

trodes is small, d < , the electron-multiplication pat-
tern differs drastically from that in the Townsend
regime (see [1] for details). A significant part of the
electrons are continuously accelerated: both the projec-
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Fig. 4. Ionization and drift features vs. the reduced electric-
field strength E/p [values represented by the symbols in the
figure were obtained for various electric-field strengths at a
neon pressure of p = 100 Torr (NNe = 3.219 × 1018 cm–3)]:
(a) Townsend ionization coefficient αi (boxes), ionization
frequency νi (circles), and approximation in form (1) for
neon [9] (dashed line); (b) mean velocity projection ux on
the x axis aligned with the electric field (diamonds), mean
modulus of the velocity component u⊥  in the plane orthog-
onal to the x axis (open circles), and experimental points
borrowed from [26] (closed circles); and (c) mean value of
the electron energy at various electric-field strengths at a
neon pressure of p = 100 Torr (circles).
tion ux of the electron velocity onto the electric-field
direction and the mean electron energy ε* increase with
increasing distance x from the cathode, the peak of the
energy distribution of electrons that reach the anode
corresponding to the maximum energy eU = eEd
acquired by an electron as it travels from the cathode to
the anode.

In contrast to the conventional approach employed
in [8–10], it was proposed in [1–7] to assume that run-
away electrons appear to be dominant in the case where
the distance d between the electrodes becomes com-
mensurate with the characteristic multiplication
length—that is, with the inverse Townsend coefficient

. For αid < 1, runaway electrons also dominate the
spectrum of electrons that reached the anode. Accord-
ingly, the criterion that determines the boundary value

α i
1–

10

1

0.1

0.01

α i
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1 10 100 1 × 103 1 × 104
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E/p, V/(cm Torr)

He

Fig. 5. Reduced Townsend coefficient αi/p for (circles)
neon and (boxes) helium. The dotted curve represents the
approximation in form (3) for neon [9].
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Fig. 6. Efficiencies of various inelastic processes vs. the
reduced electric-field strength.
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of the electric-field strength, Ecr, takes the form

In the Townsend coefficient, we further factor out
pressure and/or gas density and consider that the
remaining factor depends only on the reduced field
strength E/p: αi(E, p) = pξ(E/p). For flat electrodes E =
U/d; accordingly, Ecr = Ucr/d. The criterion for the
escape of electrons from the gap between flat electrodes
assumes the form

(4)

The last formula in (4) gives an implicit dependence
of the critical voltage Ucr(pd) (see Fig. 7) on the product
of the distance between the electrodes and pressure, pd.
The curve representing the dependence Ucr(pd) sepa-
rates the region of efficient electron multiplication from
the region in which the electrons leave the discharge
gap without undergoing multiplication. This curve is
universal for a given gas. Following [1–5], we refer to
it as the escape curve for electrons.

Lower and upper branches of the escape curve.
Since the dependence ξ(E/p) features a maximum, the
curve Ucr(pd) is horseshoe-shaped for various gases.
The results of our calculations for neon are displayed in
Fig. 7. The electron-escape curve features a lower and
an upper branch. For the boundary point between them,
we take the turning point—that is, the point at which
the product pd takes the minimum value (pd)min. We
will now show that this point corresponds to the maxi-
mum of the function ξ(x).

Let us consider the product pd as a function of Ucr.
Under the condition d(pd)/dUcr = 0, which corresponds
to the minimum of pd as a function Ucr, we find from (4)
that ξ'(x) = 0, which corresponds to the maximum of the
function ξ(x). Thus, we see that, at the boundary point
defined as the minimum value of the product pd on the
curve Ucr(pd), the reduced electric-field strength takes
precisely the value E/p = (E/p)max at which the reduced
Townsend coefficient αi/p = ξ(E/p) has a maximum.

The existence of the upper branch of the escape
curve Ucr(pd) is due to a decrease in the Townsend coef-
ficient with increasing E/p. In turn, the decrease in the
Townsend coefficient is caused by a decrease in the ion-
ization cross section with increasing incident-electron
energy and by the growth of multiplied-electron energy
with increasing E/p. The region above the upper branch
of the escape curve corresponds to the situation where,
acquiring a high energy over the mean free path, the
electrons leave the discharge gap without having time
to be efficiently multiplied because of the smallness of
the ionization cross sections at high energies. In view of
this, it is natural to refer to this region as the region of
electron runaway (whistling); accordingly, the upper
branch of the curve is referred to as the escape curve.

The lower part of the escape curve corresponds to
the ascending branch of the dependence of the reduced

α i Ecr p,( )d 1.=

pdξ Ecr/ p( ) 1 or pdξ Ucr/ pd( ) 1.= =
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Townsend coefficient αi/p on E/p. In this region, the
electrons acquire a moderately small energy over the
mean free path, and this energy corresponds to the
ascending branch of the dependence of the ionization
cross section on the electron energy. In the region
below the lower branch of the curve Ucr(pd), one has a
situation where the electrons drift from the cathode to
the anode without acquiring energy sufficient for an
efficient multiplication. Therefore, it is natural to refer
to the region below the lower branch of the escape
curve as the region of electron drift and to the lower
branch of the curve as the drift curve.

ON THE CRITERION OF IGNITION 
OF A SELF-SUSTAINING DISCHARGE

Upper branch of the curve of ignition of a self-
sustaining discharge. The curve that determines the
criterion for the ignition of a self-sustaining discharge
is usually found from the condition that each electron
must generate ions whose number is sufficient for the
production of yet another electron at the cathode via
secondary electron emission. Accordingly, the break-
down voltage Ubr(pd) is determined from the condition
(see, for example, [10])

(5)

Here, γ is the coefficient of secondary electron emis-
sion. Comparing the discharge-ignition criterion in (5)
with the electron-runaway criterion in (4), we find the

α i E p,( )d  = 1 1/γ+( )ln , or pdξ Ubr/ pd( ) = L,

where   L 1 1/γ+( ).ln≡
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Fig. 7. Curve Ucr(pd) separating the regions of electron
escape and electron multiplication in neon (thick solid
curve) and curve Ubr(pd) characterizing the discharge-igni-
tion criterion at L = 3 and γ = 0.05 (thin solid curve) along
with experimental data from [10] (dotted curve). The fol-
lowing notation is used here: (1) runaway curve; (2) drift
curve; (I) runaway region; (II) drift region; and (III) electron
multiplication, self-sustaining discharge.
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relationship between the escape and ignition curves,
Ubr(pd) = LUcr(pd/L).

The resulting dependence Ubr(pd) contains radically
new information in relation to the well-known Paschen
ignition curve. Paschen curves are known to feature the
right and the left branch going from the minimum of
Ubr(pd) to the regions of, respectively, high and low val-
ues of the product pd. According to [1–7], however, the
curve of ignition of a self-sustaining discharge must
also involve an upper branch that is associated with the
decrease in αi with increasing E/p. The presence of the
minimum value (pd)min at which the ignition of a self-
sustaining discharge is still possible owing to electron
multiplication via gas ionization in the gas-discharge
gap (see Fig. 7) is yet another important corollary of the
above analysis.

The fact that the burning of a discharge can be
quenched at high voltages was indicated in [26].

Comparison with experimental data at low pres-
sure. We note, however, that the character of the igni-
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Fig. 8. Equal-efficiency curves and escape curves in (a)
helium and (b) neon: (1) escape curves at αid = 1, (2) run-
away curves at αid = 1.5, (3) runaway curves at αid = 0.2,
(4) efficiency curves at η = 20%, (5) efficiency curves at η =
50%, and (6) efficiency curves at η = 80%.
tion curve Ubr(pd) is less general than the character of
the escape curve Ucr(pd): the latter is a universal feature
of a given gas, while the former depends on the choice
of discharge-ignition model—in particular, on the
properties of the electrodes.

As was shown by Penning as far back as 1932 [28],
the Paschen curve for helium has a loop with a turning
point at pd ≈ 1.5 cm Torr. The position of this turning
point is in good agreement with the results of the calcu-
lations performed in [1–5]. Penning put forth the cor-
rect assumption that this loop is due to the presence of
a maximum in the electron-energy dependence of the
ionization cross section. However, this point of view
did not receive general support from the physics com-
munity. In all probability, this was because (see, for
example, [29]) no other inert gas displayed such a loop,
despite the fact that the ionization cross sections for all
elements had a maximum. Apart from helium, such a
loop was observed only for mercury [30].

The point is that the part of the Paschen curve to the
left of the point (pd)min reflects a different discharge-
ignition mechanism that is weakly related to electron
multiplication in a gas. This is suggested by the fact
that, in this region, Paschen curves depend not only on
the properties of a cathode material but also on the
properties of an anode material [29]. The mechanism
describing the left branch of Paschen curves for helium
was studied in [31], where it was found that the three-
valued character of the curve Ubr(pd) in the region
around pd ~ (pd)min is due to the competition between
different electron-production mechanisms in the vol-
ume and at the electrodes: Townsend ionization, sec-
ondary electron emission from the cathode under the
effect of fast ions and atoms produced in ion charge-
exchange processes, and electron scattering on the
anode.

The results of experiments with gases at atmo-
spheric pressure are reported in [6, 7, 12–16]. The state-
of-the-art nanosecond technique made it possible to
pass the lower branch of Paschen curves before the gas-
discharge plasma shortens the interelectrode gap com-
pletely and to approach the runaway curve.

Curves describing the efficiency of electron-
beam formation. From the definition of the runaway
curve, it is clear that this curve characterizes qualita-
tively the fraction of runaway electrons. In general,
there is some arbitrariness in the expression on the
right-hand side of (4). The right-hand sides in (4) can be
set to π or 1/π, for example, instead of unity. It is obvi-
ous, however, that the choice of constant on the right-
hand sides here is not of crucial importance. Setting
αid = A = const, for example, we find that there arises a
new quantity  that satisfies the equation

pdξ( /pd) = A, whence it follows that Ucr(pd) =

(pd/A)/A. If use is made of logarithmic scales, the

Ucr'

Ucr'

Ucr'
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curve (pd) is obtained from the curve Ucr(pd) by
means of shifts along the axes.

Although the escape curve characterizes qualita-
tively the boundary between electron multiplication
and electron runaway, it does not determine directly the
fraction of runaway electrons. In order to reveal rele-
vant quantitative features, we directly calculated the
fractions η ≤ 20% of runaway electrons as functions of
U and pd. The results of the calculations for helium on
the basis of the model proposed in [1] and the respec-
tive results for neon that are based on the model out-
lined above are represented in the form of equal-effi-
ciency curves in the plane spanned by the variables U
and pd.

The calculations revealed (Fig. 8) that, at not very
high values of efficiency (η ≤ 20%), the escape curves
are virtually coincident with the equal-efficiency
curves. At higher values of the efficiencies, the escape
curves agree with equal-efficiency curves only at large
values of U and pd.

CONCLUSIONS

The ionization and drift properties of neon have
been simulated by the method of multiparticle dynam-
ics along the same lines as in [1–5], and the general
results of those studies have been confirmed. Our
numerical calculations have revealed that, at rather high
fields, the Townsend ionization regime is also realized
in the case of neon if the condition αid @ 1 holds. The
dependences of basic ionization and drift properties on
the reduced electric-field strength E/p have been
obtained. The results agree with available experimental
data. For neon, we have obtained the dependence of the
critical voltage on the product of pressure and the dis-
tance between the electrodes—that is, the escape curve,
which separates the region of efficient electron multi-
plication from the region in which the electrons leave
the discharge gap without undergoing multiplication.
We have also calculated the efficiency of electron-beam
formation as a function of the voltage between flat elec-
trodes and the product of pressure and the distance
between the electrodes. It has been shown that the
equal-efficiency curves are consistent with the escape
curves previously introduced in [1–5].

The importance of considering runaway curves
(upper branches of escape curves) and equal-efficiency
curves is associated, in particular, with the fact that the
present-day nanosecond technology makes it possible
to obtain intense beams in a dense gas when the
required discharge parameters in the vicinity of the
escape curve are rapidly approached [6, 7, 11–16]. Pos-
sibly, this method for obtaining subnanosecond elec-
tron beams will prove to be competitive with the tradi-
tional approach [31, 32].

Ucr'
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Abstract—A microwave discharge initiated by a surface wave on a dielectric body placed in a supersonic air
flow is studied. The discharge is shown to represent a thin plasma layer that uniformly covers the antenna sur-
face. In experiments, the discharge propagation velocity may be as high as 100 km/s, which is several orders of
magnitude higher than the velocity of sound in air. The peak pulse power necessary to excite the discharge in a
wide range of air pressures (from 10–3 to 103 Torr) is no higher than 100 kW. It is shown that the gas temperature
may rise to 1000–2000 K, rapidly increasing (with a rate of ≈50 K/µs) at the early stage of discharge evolution.
The discharge of this type may find applications in super- and hypersonic plasma aerodynamics (such as control
of the flow near the surface of a body moving in a dense atmosphere, reduction of surface friction, optimization
of ignition and combustion conditions for supersonic flows of gaseous fuel, etc.). It may also be used to advan-
tage in development of new-generation plasma sources for micro- and nanoelectronics purposes (plasma treat-
ment of surfaces, etching, and film deposition). © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Advances in aviation technology call for R&D
aimed at creating new efficient means for controlling
the gas flow parameters near an aircraft’s surface, heat
and mass transfer in the boundary layer, and flow sepa-
ration; reducing the surface friction; and suppressing
the laminar–turbulent transition; as well as for cutting
the ignition time and controlling the combustion of
supersonic fuel flows in a ramjet engine. A new solution
to these problems is application of different gas dis-
charges. This has given rise to a new field of research in
plasma physics, supersonic plasma aerodynamics,
which is rapidly progressing today [1, 2]. Specifically,
it is conjectured that placement of plasma objects in
front of and on the lifting surfaces of the vehicle will
improve its aerodynamic characteristics and use of a
nonequilibrium gas-discharge plasma will cut the fuel
ignition time in a hypersonic ramjet engine. However,
although the discharge in the gas flow has been studied
for many years, the physics of discharge in the super-
sonic flow is still in its infancy. Many problems remain
to be solved, among which gas breakdown, optimiza-
tion of the discharge conditions in a supersonic air flow,
maintenance of plasma objects in the gas flow, influ-
ence of the flow on the plasma parameters, and influ-
ence of the discharge on the supersonic flow character-
istics are the most significant. Research groups world-
wide are now concentrating on studying dc electrode
discharges, as well as on pulsed periodic and rf dis-
charges in a supersonic air flow. Such discharges
strongly erode the electrodes and the surface of the
1063-7842/05/5004- $26.00 0455
model and cannot be reliably reproduced in experi-
ments. It is therefore necessary to optimize the condi-
tions for nonequilibrium plasma generation in a super-
sonic air flow. Our research group has pioneered work
in initiating rf discharge of a new type, a microwave
discharge generated by a wave on the surface of an
insulator over which a supersonic air flows [3].

It is known [4–9] that, when a microwave discharge
is initiated inside a gas-filled dielectric-wall tube, the
electromagnetic energy applied to the system is con-
verted into a surface wave. The resulting system is self-
consistent: for the surface wave to exist, the plasma
medium produced by the wave itself is necessary. The
wave propagates in space as long as its energy suffices
to produce a plasma with an electron concentration no
lower than critical concentration ne, cr = m(ω2 +
ν2)/(4πe2), where e is the electron charge, m is the elec-
tron mass, ω is the circular frequency of the field, and
ν is the frequency of electron–neutral collisions. The
surface wave does not penetrate into the region where
the electron concentration is below ne, cr, so that the sur-
face discharge is there absent. Such a way of plasma
generation has been implemented in a device referred
to as the surfatron. This technique has been studied in
sufficient detail and is being widely used, for example,
in plasma chemistry. Here, we are dealing with a
plasma–insulator–free space system (Fig. 1a): a gas-
filled low-pressure discharge tube contains a plasma
produced by a surface wave, and this plasma is sepa-
rated from the environment by the dielectric walls.
© 2005 Pleiades Publishing, Inc.
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In this paper, we turn the system considered above
inside out: the plasma covers an insulator on the surface
of which a plasma-sustaining microwave electromag-
netic wave is generated (Fig. 1b).

EXPERIMENTAL SETUP

The experimental setup used in the experiment con-
sists of a vacuum chamber, magnetron generator, sys-
tem delivering the microwave energy to the chamber,
supersonic flow generator, and diagnostic system
(Fig. 2).

As a microwave source, the setup employs a cm-
wave pulse magnetron generator described in [10]. This
generator can produce both individual pulses and high-
rate pulse trains. The magnetron has the following per-
formance parameters: wavelength λ = 2.4 cm, peak
microwave power output W < 300 kW, pulse duration
τ = 1–200 µs, pulse repetition rate f = 1–100 Hz, and
duty ratio Q = 1000. The average output is no higher
than 300 W. The magnetron is fed by a specially
designed pulse modulator built around a partially dis-
charging storage capacitor. The pulse modulator accu-
mulates energy for the relatively long time between the
pulses and then gives up a small portion of the energy
to the microwave generator for the short pulse duration.
The microwave power is directed to the discharge
chamber through a 9.5 × 19-mm rectangular guiding
channel equipped with control and measuring devices.
The channel was hermetically sealed, and the
waveguide was filled with SF6 gas under a pressure of
4 atm to prevent electric breakdown. A specially
designed device was used to couple the waveguide end
inserted into the discharge chamber to a dielectric

1 23

4

5

6

(a)

(b)

2

2

6

Fig. 1. Generation of the surface microwave discharge
(a) inside a dielectric tube and (b) on the surface of a dielec-
tric antenna. (1) Dielectric tube, (2) plasma of the surface
microwave discharge, (3) low-pressure gas, (4) discharge
chamber, (5) dielectric antenna, and (6) input of the micro-
wave energy.
(quartz or Teflon) antenna on which a surface micro-
wave discharge in a supersonic air flow was initiated.
The envelope of the microwave pulse that was picked
up from the detector was displayed on an oscilloscope.
The waveform of the envelope was near-rectangular.
This signal was also applied to the input of a peak-read-
ing digital voltmeter intended for determination of the
microwave pulse amplitude. For this purpose, the volt-
meter was precalibrated using a calorimetric power
meter, which was connected to the major arm of a direc-
tional coupler during the calibration process.

The discharge was initiated in a cylindrical metallic
pressure chamber. Its inner diameter and length are 1
and 3 m, respectively. The vacuum system of the cham-
ber allows us to vary the pressure over a wide range
from 10–3 to 103 Torr. The vacuum chamber consists of
two, large and small, sections. The large section
mounted on a truck can be disconnected from the small
one with the help of a locking device and rolled away
by rails. This makes it easily accessible for arrangement
of test objects and other technological chores. The lat-
eral surface of the chamber accommodates several
diagnostic windows of diameter d = 10–50 cm and a
number of sealed feedthroughs. Thus, we could observe
the processes inside the chamber and apply the voltage,
as well as control and auxiliary signals, to the chamber
without breaking its tightness.

A supersonic air flow with a given Mach number
was generated with an electromechanical valve with a
tailored Laval nozzle on its outlet pipe. For the nozzle
not to affect the propagation of the microwave energy,
it is made of an insulating material. The nozzles used in
these experiments had a cylindrical or rectangular
shape and provided M = 2, where M is the Mach num-

1 2 3
12
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6

4

7 8

10

11

9

Fig. 2. Schematic of the experimental setup. (1, 6) Synchro-
nizers, (2) modulator, (3) magnetron, (4) driving generator,
(5) supersonic air flow generator, (7) computer, (8) power
supply unit, (9) CCD array, (10) photomultiplier,
(11) monochromator, and (12) digital oscilloscope.
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ber of the flow. The electromechanical valve was
mounted on the flange of the side window so that the
supersonic air flow was directed along the horizontal
diameter of the chamber. To synchronize the opening of
the electromechanical valve with the microwave dis-
charge initiation, the setup is configured with a delay
circuit. In the experiments, the electromechanical valve
was opened for 2 s, and the surface microwave dis-
charge was initiated for this time. The supersonic flow
was directed oppositely to the direction of the surface
wave, i.e., to the direction of the surface discharge.

DIAGNOSTIC TECHNIQUES

To measure the threshold characteristics of the sur-
face microwave discharge, we recorded the minimal
applied power at which the discharge is initiated on the
surface of the insulator versus air pressure p in the
chamber at various pulse durations τ. The microwave
energy applied was gradually increased with τ and p
fixed and the power at which the plasma started to form
on the surface was recorded. Such measurements were
performed several times with subsequent averaging of
the data. Then, the pressure in the chamber was varied
with pulse duration fixed and the threshold power at a
new pressure was recorded. The time of discharge initi-
ation was either observed visually or taken to be the
time when the signal picked up from the collimated
photomultiplier facing the antenna region near the edge
of the waveguide appeared on the screen of the digital
oscilloscope. The second beam of the oscilloscope dis-
played the signal from the microwave detector. The
amplitude of this signal was proportional to the peak
microwave pulse power applied.

The general view of the surface microwave dis-
charge was photographed in two projections (side view
and top view). The microphotometry of the film
allowed us to determine the longitudinal size of the sur-
face discharge at different air pressures, microwave
pulse durations, and peak pulse powers. Also, the dis-
charge was recorded by a video camera. Record play-
back made it possible to measure the dimensions of the
discharge at different pulse durations and find its longi-
tudinal velocity.

The gas temperature was determined spectroscopi-
cally by taking the line intensity distribution for the
rotational structure of the (0; 2) band of the second pos-
itive system of nitrogen (photon wavelength λ =
380.5 nm). The vibrational temperature was found
from the relative band intensities of the second positive
system of molecular nitrogen and from the band inten-
sities of a cyan molecule. To measure the gas and vibra-
tional temperatures, the radiation spectrum of the
microwave discharge plasma was recorded with an
STÉ-1 spectrograph (with a variable reciprocal linear
dispersion of 0.3–1.0 nm/mm), as well as with DFS-12
and MDR-23 monochromators (with reciprocal linear
dispersions of 0.5 and 1.3 nm/mm, respectively). The
plasma radiation from a particular cross section of the
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
discharge was projected onto the entrance slits of the
spectral instruments by a system of lenses and mirrors.
The focal lengths of the lenses were chosen in such a
way as to demagnify the image of the discharge at the
entrance slit. A photomultiplier or a linear CCD array
(a diode-type assembly consisting of many light-sensi-
tive elements) placed behind the exit slit served as a
radiation detector. The spatial resolution of the record-
ing system was specified by the number of light-sensi-
tive elements and their size. In our system, the number
of the elements was 3650, and the size of each of the
elements was 8 × 8 µm. Accordingly, the spatial resolu-
tion of the optics used was no worse than 0.4 mm. The
video signals from the receiver, which were directly
proportional to the intensity of radiation with wave-
length λ varying in the range 300–900 nm, were digi-
tized by a software-controlled matching device (an
ADC placed on the interface card), arrived at a PC, and
were memorized in the form of a database. The dis-
charge spectrum could be either displayed on the mon-
itor or printed out using special software.

EXPERIMENTAL RESULTS

We suggest a new method of initiating a microwave
surface discharge with the aim of exerting an optimal
effect on the near-surface boundary layer, which arises
when a gas (air) flows about the body with a supersonic
velocity. To this end, a tailored dielectric antenna was
designed and fabricated. In the experiments, the surface
microwave discharge was initiated on a 5-cm-long rect-
angular (9.5 × 19 mm) antenna. The antenna also
served as a seal separating the interior of the waveguide
filled with SF6 to a pressure of 4 atm from the interior

150
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Fig. 3. Minimum microwave pulse power necessary for ini-
tiating the surface microwave discharge vs. pressure. The
pulse duration is τ = 1.5 µs, and the pulse repetition rate is
f = 40 Hz.
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of the pressure chamber, where the air pressure was var-
ied from 10–3 to 103 Torr.

First, we studied the conditions under which the dis-
charge is initiated and the effect of the supersonic flow
on the general form of the discharge. Figure 3 shows
the air pressure dependence of the minimum micro-
wave breakdown power at which the discharge is initi-
ated on the surface of the insulator for pulse duration
τ = 1.5 µs and pulse repetition rate f = 40 Hz. It can be
seen that the power of the generator initiates the surface
microwave discharge in a wide range of air pressures
(from 10–3 to 103 Torr). With increasing air pressure, the
minimum discharge-initiating power first decreases and
then increases. Such a dependence is similar to the Pas-
chen curve and is explained by the fact that diffusion
electron losses decline and inelastic electron losses
increase when the pressure grows. It is known that,
when the air pressure is p < 1 Torr, the main electron
loss mechanism at discharge gap breakdown is diffu-
sion and at p = 1–10 Torr, attachment. To compensate
for electron losses, a high ionization frequency is nec-
essary. Ionization frequency νi = f(Te) grows with elec-
tron temperature, i.e., with reduced electric field E/n
(E is the electric field intensity and n is the molecular
concentration) or microwave power W. In air, diffusion
loss rate νd = 105/(Λ2p)[s–1] (Λ is the characteristic
dimension of the plasma region) is inversely propor-
tional to pressure, while electron attachment rate νa = 6 ×
104p[s–1] linearly grows with pressure. One can there-
fore expect that, at low (p < 0.1 Torr) and high (p >
10 Torr) air pressures, a higher discharge-initiating
power must be delivered to the antenna, which is the
case (Fig. 3).

300

200

0 400

100

W, kW

800
p, Torr

1

2
3
4

Fig. 4. Threshold characteristics of the surface microwave
discharge initiated at pulse durations τ = (1) 1.5, (2) 5,
(3) 10, and (4) 50–100 µs.
Figure 4 plots the threshold characteristics of the
surface discharge vs. pressure for different pulse dura-
tions. At a constant air pressure, the discharge-initiating
power for τ = 1.5–10 µs drastically drops, while for τ >
50 µs, the breakdown threshold is almost independent
of the pulse duration.

Assume that the external field is switched on much
faster than the charged particles are generated and
remains constant during the avalanching time. Under
this assumption, we can suppose that, after the field has
been switched on at zero time t = 0, the rates of ioniza-
tion (νi), attachment (νa), and diffusion (νd) are time-
independent; i.e., νi(t), νa(t), and νd(t) = const. Then,
from the balance equation for the electron concentra-
tion, it follows that the following relationship is valid at
impulse breakdown:

(1)

Here, the first term on the right of the equation takes
into account the effect of pulse duration finiteness on
the breakdown characteristics, ne is the electron con-
centration, and ne0 is the concentration of seed elec-
trons.

At low gas pressures (p < 1 Torr), diffusion coeffi-
cient D ~ 1/p is large and electron losses due to diffu-
sion νd/νa are high. To compensate for the losses, a very
high ionization rate, i.e., a very strong field, is neces-
sary. Note that the threshold field is directly propor-
tional to the microwave radiation frequency and
inversely proportional to the gas density (pressure) and
discharge space size [11].

At high pressures, diffusion electron losses are
insignificant, so even a not too high field (low ioniza-
tion rate) might seem to be sufficient for breakdown.
However, in this case, electron losses due to attachment
become a key factor. The fact is that these losses limit
the ionization rate. Let us evaluate the ionization rate
for p > 10 Torr, τ = 50 µs, ne0 = 102 cm–3, and ne =
1012 cm–3. In this case, the attachment rate is higher
than the diffusion rate. The first and second terms on
the right of expression (1) are roughly equal to 4 × 105

and 6 × 105 s–1, respectively; i.e., their sum equals
106 s−1. Therefore, the ionization rate at p = 10 Torr
must be equal to, or greater than, 106 s–1; at p =
760 Torr, greater than ≈5 × 107 s–1. Thus, calculation of
the breakdown threshold at τ ≤ 50 µs must take into
account the microwave pulse duration, which also fol-
lows from Fig. 4.

In the plasma space, a number of processes occur,
such as gas heating, excitation of the vibrational
degrees of freedom of the molecules, increase in the
density of long-lived metastable electron-excited states,
accumulation of charged particles (electrons and also
positive and negative ions), variation in the chemical
composition of the gas, and others. Basically, they may
change the conditions for gas secondary breakdown

ν i
1
τ
---

ne

ne0
-------ln νa νd.+ +=
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[10]. In particular, when the discharge is initiated in air
by a train of pulses, the air heats up for the pulse time
to a significant temperature depending on the pulse
power and duration. If the pulse repetition period is
shorter than the characteristic cooling time of the air,
the air has no time to cool down to the ambient temper-
ature before the next pulse arrives. The discharge space
is a region with a lower air density, n < n0 (where n0 is
the density of the ambient air). In this case, a smaller
external field (microwave power) should be applied to
reach the breakdown intensity of reduced electric field
(E/n)b.

Consider the surface microwave discharge in gener-
ated in a supersonic air flow. Time t taken to completely
change the environment near the body depends on lon-
gitudinal dimension l of the body and on flow velocity,
t = l/v f. In our case, l = 15 cm and the velocity of the
undisturbed flow (at M = 2) is v f = 550 m/s. Then, t ≈
300 µs. The pulse repetition period in our experiment
was T = 25–50 ms. This means that the disturbances
caused by the previous pulse will fade away by the time
of arrival of the next pulse and that the power causing
the breakdown does not depend on the pulse repetition
rate (which is the experimental case).

Figure 5 presents the general view of a surface
microwave discharge excited on a blunted dielectric
antenna around which air flows with a supersonic
velocity (M = 2). It is seen that the discharge is a uni-
formly glowing plasma, which completely covers the

I II

II

(a)

(b)

Fig. 5. (a) Side view and (b) top view (at an angle of 45° to
the vertical) of the surface microwave discharge on the rect-
angular dielectric antenna at M = 2, p = 40 Torr, τ = 50 µs,
and f = 40 Hz. The arrows show the propagation directions
of the (I) microwave energy and (II) supersonic air flow.
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surface of the insulator, and the supersonic air flow
does not break the discharge.

The time dependence of the discharge length was
studied for air pressures in the chamber p = 1–100 Torr
and microwave pulse powers W = 10–300 kW. As an
example, Fig. 6 shows the semilog plots of the dis-
charge length versus the microwave pulse duration at
p = 10 Torr. The microwave pulse power delivered to
the antenna here is taken as a parameter. With the pulse
duration fixed, the length of the discharge increases
with the power. At the initial stage of the discharge, its
propagation velocity may be as high as 107 cm/s, i.e.,
several orders of magnitude greater than the velocity of
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Fig. 6. Length of the surface discharge vs. microwave pulse
duration at p = 10 Torr; f = 20 Hz; and applied microwave
power W = (1) 25, (2) 35, (3) 55, (4) 75, (5) 100, and
(6) 175 kW.

Fig. 7. (1) Gas and (2) vibrational temperatures vs. reduced
power at p = 40 Torr, τ = 50 µs, f = 40 Hz, and z = 2.5 cm.
The vibrational temperature was determined from the
molecular bands of the second positive system of nitrogen
(circles) and molecular bands of cyan (triangles).
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sound in air. Similar results were obtained at other pres-
sures.

The gas and vibrational temperatures in different
cross sections of the discharge were measured versus
the microwave power applied to the antenna. The
related curves are shown in Fig. 7. As ratio χ = W/W0
(W is the microwave pulse power applied to the
antenna, and W0 is the discharge-initiating breakdown
power under given conditions) grows, the gas tempera-
ture in the cross section with longitudinal coordinate
z = 2.5 cm increases from ≈500 K at χ = 1 to ≈1600 K
at χ = 5. The vibrational temperature, however, remains
almost unchanged under these conditions, decreasing
insignificantly with increasing the power. From the lon-
gitudinal gas temperature distribution, it follows that
the temperature is maximal at the site of discharge ini-
tiation and drops toward the end of the antenna.

Figure 8 demonstrates the time variation of the gas
temperature in the cross section z = 2.5 cm. Early in the
discharge, gas temperature dTg/dt grows rapidly at a
rate of ≈50 K/µs. The dashed line in Fig. 8 shows the
results of mathematical simulation of gas heating.
When simulating, we used a nonstationary kinetic
model that was developed in [10, 12–14] for studying
the energy distribution between different components
and the degrees of freedom of the molecular plasma of
a freely localized microwave discharge initiated in air
by a focused electromagnetic radiation. This model
relies upon the Boltzmann equation for the electron
energy distribution function, a set of gasdynamic bal-
ance equations for the populations of the vibrational
levels of the ground and electron-excited states of nitro-
gen and oxygen and for the concentrations of reactive
and charged plasma particles, and a nonstationary heat
conduction equation for the gas temperature. The

Tg, K
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10 1000
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1
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900

0.1 100

Fig. 8. Time dependence of the gas temperature in the
microwave discharge plasma in the cross section z = 2.5 cm.
The circles are the data points taken at p = 10 Torr and
W = 80 kW; the dashed line is calculation at E/n = 1.5 ×
10−15 V cm2.
model allows for various processes influencing heating
of the gas, such as heat transfer to the translational
degrees of freedom via elastic electron–molecule colli-
sions, rotational–translational and vibrational–transla-
tional relaxations, vibrational–vibrational exchange,
and quenching of electron-excited molecular states.
Our calculation shows that the mechanism responsible
for rapid heating of the gas is efficient generation of
electron-excited states in nitrogen molecules at high
values of the reduced electric field (E/n ≥ 10–15 V cm2)
followed by quenching of these states. Part of the
energy of these excited states is converted to heat caus-
ing the rapid growth of the gas temperature observed in
the experiment.

CONCLUSIONS

A new technique for exciting a discharge in a gas
flow is devised and implemented. Initiating a surface
microwave discharge of the type considered in this
paper is a reliable and easy-to-implement way of gen-
erating a low-temperature plasma in a supersonic air
flow. The microwave energy is concentrated within a
thin surface layer and, therefore, is efficiently delivered
to the gas. As follows from the results of mathematical
simulation, the basic mechanism responsible for the
observed rapid heating of the air is quenching of elec-
tron-excited states of nitrogen molecules, which are
readily excited at high values of the reduced electric
field. The propagation velocity of the surface micro-
wave discharge, reaching 10–100 km/s, is much higher
than the velocity of sound in air. Thus, such a dis-
charge-initiating technique is promising for future-gen-
eration hypersonic aircraft, which will fly with super-
sonic velocities at M = 10–20.
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Abstract—A microwave discharge propagating over the surface of a dielectric antenna is studied. It is experi-
mentally shown that the velocity of discharge propagation over the surface is maximal early in microwave pulse
application and grows with the applied power. The breakdown wave defines the velocity of the discharge at its
early stages (t = 1–3 µs). Ambipolar diffusion governs the discharge propagation at the stage of its evolution
(t = 3–100 µs), and, finally, slow surface combustion is possible only at the stationary stage of the discharge
(t > 100 µs). The electric field is localized in a thin (~1 mm) surface layer. High values of the reduced electric
field, E/n = 100–500 Td, provide efficient energy deposition to the plasma, i.e., favor the rapid heating of the
gas and the efficient generation of charged particles. This makes the discharge promising for hypersonic aero-
dynamics. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

A new type of microwave discharge initiated on
insulators by a surface wave has been considered in
[1−3]. Essentially, the discharge represents a self-con-
sistent plasma waveguide where the surface wave initi-
ating this discharge propagates; in other words, for the
surface wave to exist, a plasma medium produced by
the surface wave itself is necessary. The plasma region
may be made extended and variously shaped in a wide
range of electromagnetic radiation energies and fre-
quencies. Another feature of this discharge is that the
concentration of charged particles in the extended
plasma region is basically high, because the discharge
may exist only at electron concentrations ne higher than
critical concentration ncr. It has been proposed [4, 5]
that this discharge be used to generate a plasma in a
supersonic air flow. However, before applying this type
of discharge in plasma aerodynamics, it is necessary to
find the range of external parameters (gas pressure,
energy applied to the discharge, and duration of the
electromagnetic pulse) in which the discharge may
exist. It has been shown [6] that the propagation veloc-
ity of the surface discharge exceeds the velocity of
sound in air over a wide range of conditions. However,
the mechanism of discharge propagation along the
antenna is yet to be understood. A variety of mecha-
nisms are known [7–10] to be responsible for micro-
wave discharge propagation. Depending on the dis-
charge initiation and existence conditions, the basic
mechanisms may be that associated with a “breakdown
wave,” ambipolar diffusion, photoionization, heat con-
duction (slow combustion), electronic heat conduction,
etc. The aim of this work is to find the pressure and
power dependences of the velocity of surface micro-
wave discharge front propagation along the antenna and
1063-7842/05/5004- $26.00 0462
reveal the mechanisms that are responsible for dis-
charge propagation.

EXPERIMENTAL RESULTS

The experimental setup used to study the surface
discharge and diagnostics methods applied are
described elsewhere [6]. A cm-wave pulse magnetron
generator was used as a microwave power source. This
generator can produce individual pulses or high-rate
trains of pulses. It has the following characteristics:
wavelength λ = 2.4 cm, the microwave pulse power
delivered to the transmission line W < 300 kW, the
pulse length (which can be smoothly varied) τ = 1 to
200 µs, and the duty ratio in the train Q = 1000. The
average power is no higher than 300 W. The vacuum
system allowed us to vary the air pressure in a wide
range (from 10–3 to 103 Torr). The discharge was initi-
ated on a dielectric antenna placed in a cylindrical pres-
sure chamber 1 m in diameter and 3 m long. The micro-
wave power was delivered to the discharge chamber
through a 9.5 × 19-mm rectangular waveguide. We
assume that the positive direction of the 0Z axis is
aligned with the direction of microwave surface wave
propagation along the antenna. The origin z = 0 is at the
end of the waveguide, through which the electromag-
netic energy initiating the surface discharge is applied
to the antenna. The direction of supersonic flow propa-
gation is opposite to that of the surface electromagnetic
wave, i.e., to the direction of discharge propagation.

Figure 1 shows the general view of the surface
microwave discharge initiated on the wedge-nose
dielectric antenna in still air for different pulse dura-
tions. It is seen that the discharge is localized in a thin
surface layer and the area covered by the wave-initiated
plasma increases with the pulse duration. When the
© 2005 Pleiades Publishing, Inc.
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microwave power or pulse duration were increased
above the value necessary for the surface of the wedge-
like antenna to be fully covered by the plasma, a new
type of microwave discharge, namely, combined micro-
wave discharge, emerged. This phenomenon is a com-
bination of a microwave discharge initiated on the sur-
face of the wedgelike antenna and a space microwave
discharge produced at its front edge (Fig. 2). From
Fig. 2, it follows that the area covered by the plasma
grows in time with the power fixed. At microwave pulse
duration τ = 50 µs, a volume plasma object starts form-
ing at the edge of the antenna. The size of this object
increases with pulse duration.

Our calculations show that, when the antenna is cov-
ered by the plasma incompletely, the coefficient of
energy reflection from its front end is no higher than
0.15. If the discharge occupies the entire surface, the
coefficient of reflection from the front end of the
antenna may reach 0.85. In this case, a standing wave
arises on the antenna surface with the typical spatial
modulation of the plasma glow (Fig. 2). From the dis-
charge pattern observed, one can estimate the electron
concentration in the plasma.

II I1

2

3

4

5

6

7

Fig. 1. Surface microwave discharge evolution on the
wedge-shaped dielectric antenna in air at p = 40 Torr, W =
40 kW, and microwave pulse length τ = (1) 0, (2) 2, (3) 7,
(4) 25, (5) 50, (6) 100, and (7) 200 µs. I, microwave pulse;
II, supersonic flow.
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Studying the evolution of the surface microwave
discharge, we found that, in the entire pressure range
(p = 1–100 Torr), the longitudinal dimension (length)
of the discharge increases with the microwave pulse
duration and power delivered to the antenna. As an
example, Fig. 3 shows the log–log plot of the longitudi-
nal velocity of surface discharge propagation versus
time at p = 10 Torr. The surface discharge propagation
velocity is seen to increase with the applied power. Ini-
tially, this velocity is high, reaching v = 107 cm/s at a
microwave pulse power of 175 kW. Subsequently, the
discharge propagation velocity drops to v  = 104 cm/s at
W = 25 kW. It also follows from Fig. 3 that all the
straight lines have the same slope. Similar results were
obtained at 40, 60, and 100 Torr. It turned out that the
experimental time dependence of the longitudinal
velocity of the surface discharge is fitted well by the
law

(1)v At 0.875 0.035±( )– ,=
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Fig. 2. Combined microwave discharge evolution on the
wedge-shaped dielectric antenna in air at p = 40 Torr, W =
60 kW, and microwave pulse length τ = (1) 0, (2) 2, (3) 10,
(4) 30, (5) 50, (6) 75, (7) 100, (8) 150, and (9) 200 µs.
I, microwave pulse; II, supersonic flow.
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where A is a power-dependent coefficient and t is the
time.

At air pressures p = 10–100 Torr, coefficient A is
directly proportional to W/W0, where W0 is the thresh-
old power necessary for initiating a surface discharge at
a given gas pressure (Fig. 4). Using the relationship A =
f(W), one can derive the length of the surface discharge
as a function of the microwave power,

(2)

where L is the length of the discharge in centimeters
and t is the time in seconds.

This formula implies that our experimental setup
can initiate a surface microwave discharge of length up
to 1 m. In a supersonic (M = 2) air flow, the shape of the
discharge on the surface of a rectangular dielectric
antenna and the microwave power necessary for sup-
porting this discharge remain almost unchanged [6],
because the discharge velocity is much higher than the
velocity of sound in air.

It is known [1] that energy delivery to the boundary
layer or local heating of the surface of a plate near the
turbulent boundary layer noticeably decreases the local
coefficient of turbulent friction, since the transverse
gradient of the longitudinal velocity decreases and the
displacement thickness grows. In the case of a surface
microwave discharge, the field is localized in a thin sur-
face layer [2, 3], which favors energy deposition to the
plasma and rapid heating of the gas [6]. As a result, the
conditions under which the supersonic gas flows over
the surface change [4, 5].
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Fig. 3. Longitudinal propagation velocity of the surface
microwave discharge versus time at air pressure p = 10 Torr
and microwave pulse power W = (1) 25, (2) 35, (3) 55,
(4) 75, (5) 100, and (6) 175 kW.
The experimental results show that the velocity of
discharge propagation over the surface of the dielectric
antenna exceeds the velocity of sound in air but is much
lower than the electromagnetic wave velocity in free
space. To explain such a value of the discharge propa-
gation velocity, it is appropriate to compare it with the
ionization rate for gas molecules, i.e., with the critical
concentration of electrons at the front of the discharge.
To answer the question of whether discharge propaga-
tion mechanisms at the stages of discharge formation
and evolution are different, let us see how the velocity
of the front of the discharge varies with the surface dis-
charge length. To this end, we construct a log–log plot
of the discharge propagation velocity along the dielec-
tric antenna versus longitudinal coordinate z. The asso-
ciated curves v  = f(z) are shown in Fig. 5. These curves
exhibit a characteristic kink, which indicates that differ-
ent mechanisms are responsible for the propagation of
the discharge at its initial and final stages.

Initially (t = 1–3 µs), the velocity of surface micro-
wave discharge propagation in the discharge initiation
region of the antenna (this region is bounded by coordi-
nates z = 1 cm and z = 2 cm, i.e., is adjacent to the
waveguide, which delivers the microwave energy to the
antenna) exceeds 106 cm/s. Such a high discharge
velocity in the region of electromagnetic energy deliv-
ery can only be provided by a mechanism associated
with the breakdown wave. The motion of the surface
discharge by the slow combustion mechanism is only
possible late (t > 100 µs) in the discharge, when its
propagation velocity becomes smaller than the velocity
of sound. The most plausible mechanism of discharge
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Fig. 4. Coefficient A versus microwave pulse power at air
pressure p = (1) 10, (2) 40, (3) 60, and (4) 100 Torr.
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propagation at a low gas pressure is ambipolar diffu-
sion, whereas the photoionization and/or electronic
heat conduction can control the discharge propagation
only at a high pressure.

Suppose that the basic discharge propagation mech-
anism is ambipolar diffusion. It is known that the tem-
perature of electrons at the front of the surface micro-
wave discharge varies insignificantly as the discharge
propagates; therefore, electron temperature Te may be
set constant within the experimental error. Also, let Te =
2 eV and Ti = Tg = 300 K. If ambipolar diffusion is the
basic mechanism responsible for the loss of charged
particles in the plasma, the dependence of discharge
propagation velocity v  on ionization rate νi is given by

(3)

where

(4)

is the ambipolar diffusion coefficient, k is the Boltz-
mann constant, and bi is the ion mobility. In air, the ion
mobility is expressed as [12]

(5)

Here, p is the gas pressure in Torr and α/  = 11.54. For
the microwave breakdown of air, Mayhan [13] derived
the following dependence of the ionization frequency
on the reduced electric field:

(6)

where Eeff is the effective field, which is related to
amplitude E0 of the electric field intensity as

(7)

Here, ω = 2πc/λ is the circular frequency of the micro-
wave field, λ = 2.4 cm, and νcol = 5.3 × 109p is the fre-
quency of electron–neutral collisions.

Using Eqs. (3)–(7), we find that, at air pressure p =
10 Torr, the amplitude of the electric field intensity and
the velocity of surface microwave discharge propaga-
tion are related as

(8)

where the electric field intensity is expressed in units of
V/cm and the velocity, in m/s.

Figure 6 demonstrates the semilog z-dependences of
the electric field peak intensity at the front of the prop-
agating surface discharge. The curves were constructed
for an air pressure of 10 Torr using the measured veloc-

v 2 Daν i,=

Da
bikTe

e
-------------=

bi p
2.7 1 Mg/M i+

α /a0
3( )29 10 3–×

-------------------------------------------.=

a0
3

ν i

p
---- 8.35 10 4– Eeff

p
-------- 

 
5.34

,×=

Eeff

E0

2
-------

νcol

νcol
2 ω2+

------------------------.=

E0 45.3v 0.375,=
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
ity of discharge propagation along the antenna. Here,
the applied microwave power serves as a parameter.
Extrapolating these functions to z = 0, we find that,
under the conditions of our experiment, the amplitude
of the electric field intensity at the front of the surface
microwave discharge near the waveguide edge changes
from 2 kV/cm at pulse power W = 25 kW to ~5 kW/cm
at W = 175 kW. It should be noted that the results
obtained are in good agreement (rather than in conflict)
with the field in the waveguide calculated by the
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Fig. 5. Propagation velocity of the discharge versus the lon-
gitudinal coordinate at p = 10 Torr and microwave pulse
power W = (1) 25, (2) 35, (3) 55, (4) 75, (5) 100, and
(6) 175 kW.
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Fig. 6. Electric field amplitude at the front of the surface
wave versus the longitudinal coordinate at air pressure p =
10 Torr and applied power W = (1) 25, (2) 35, (3) 55, (4) 75,
(5) 100, and (6) 175 kW.
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formula

(9)

where power flux density S is expressed in W/cm2 and
amplitude E0 of the electric field intensity, in V/cm.

For example, at applied pulse power W = 175 kW,
the electric field amplitude in the waveguide is E0 ≈
8 kW/cm; at W = 25 kW, the field amplitude is
≈3k V/cm.

The analytical results obtained for high pressures
distinctly contradict the experimental data. Particularly,
at a pressure of 100 Torr, the electric field amplitude in
the surface discharge calculated in the ambipolar diffu-
sion approximation, E0 = 259v 0.375, reaches 15 kV/cm.
This value is obviously different from the waveguide
field found experimentally.

Next, suppose that the discharge propagation is gov-
erned by electronic heat conduction. In this case, the
discharge velocity depends on the electric field inten-
sity as

(10)

E0 28 S,=

v
χeσTe

3
2
---kTene

-------------------E0,=

I

1

2

3

Fig. 7. Top view of the surface microwave discharge on the
dielectric plate at p = 40 Torr, τ = 50 µs, and applied micro-
wave power W = (1) 50, (2) 100, and (3) 150 kW. I, applica-
tion of microwave power.
where χ2 = 2.56 × 10–3 /lnΛ is the electron thermal
conductivity in W/(cm K), σ is the electron conductiv-
ity, and Te is the electron temperature in eV.

In air, χe = 1.93 W/(m K) and σp/ne = 7.2 ×
10−18 Torr m2/Ω [12]. Finally, we obtain

(11)

where the velocity is expressed in m/s; the pressure, in
Torr; and the electric field intensity, in V/cm.

At pressure p = 100 Torr and discharge propagation
velocity v  = 105 m/s, the maximal field amplitude cal-
culated under the assumption that the discharge propa-
gates by the mechanism of electronic heat conduction
equals 14.6 V/cm. Such a value of the field amplitude
disagrees with the experimental data, and, hence, the
mechanism of electronic heat conduction cannot main-
tain the discharge throughout the pressure range stud-
ied.

We also performed experiments aimed at exciting a
surface microwave discharge on a plane–parallel Teflon
plate measuring 14 × 20 × 1 cm (Fig. 7). At the place
where the plasma arises, the applied microwave energy
gives rise to an omnidirectional surface wave, which
creates a thin (≈1 mm) uniformly glowing plasma layer
on the surface of the insulator. The plasma-coated area
of the plate expands with increasing the power. The
velocity of discharge propagation over the plate, as well
as over the antenna, depends on the duration and power
of the microwave pulse. For instance, qt W = 350 kW,
the discharge entirely covers the plate of surface area
14 × 20 cm for 1 µs.

CONCLUSIONS

The dynamics of a microwave discharge initiated on
the surface of insulators by a surface wave is studied. It
is shown that ambipolar diffusion specifies the propa-
gation velocity of the surface discharge front at air pres-
sures below 40 Torr. The propagation velocity of the
discharge far exceeds the velocity of sound in air. This
is the controlling consideration in applying this type of
discharge in new-generation aerodynamics technolo-
gies to improve the performance parameters of hyper-
sonic aircrafts.
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GAS DISCHARGES,
PLASMA
Three-Chamber Low-Output-Pressure Glow-Discharge-Based 
Plasma Generator as a Negatively Charged Ion Source
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Abstract—A stationary glow discharge initiated in a two-chamber inverted gas magnetron is studied. In the
third (emission) chamber, such a discharge system generates a plasma that can be subdivided into two, circum-
ferential and near-axis, regions with considerably differing parameters and also provides a pressure difference
in desired areas. It is concluded that the device suggested could be used as an efficient continuous-mode plasma
generator making it possible to produce negatively charged gas ions. The results obtained may serve as a basis
for negative ion source design optimization. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Most electrode systems generating a gas-discharge
low-pressure plasma operate using either an incandes-
cent cathode or an rf discharge. The significant disad-
vantage of a thermionic cathode is its short lifetime,
especially in an aggressive environment (for example,
in oxygen atmosphere). On the other hand, in the case
of an rf discharge, the plasma impedance is unstable,
which necessitates careful matching between the
parameters of the discharge and an rf antenna, and if the
antenna is placed inside the plasma, its insulation
becomes a challenge.

Direct-current glow discharges, especially in
crossed E × H fields, are promising for low-temperature
plasma generation, because they are stable and easy to
initiate. Also, the gas-discharge cell reliably operates at
cathode current densities of up to several tens of A/cm2

and a discharge voltage of several hundreds of volts.
The operating pressure varies in the interval 10–10–1

Pa. The primary problem associated with glow-dis-
charge-based plasma sources operating in the steady
regime is usually the need for reducing the amount of
the gas delivered to the chamber, i.e., for expanding the
operating pressure range toward lower pressures. This
becomes of particular importance when the glow dis-
charge is used in sources of negatively charged ions,
where the ions are collected, as a rule, from the entire
space of their generation and, accordingly, the free path
of a negative ion must be large. The ion loss minimiza-
tion condition implies a reduction of the pressure
before and immediately after the emission orifice,
where the ions are still slow and the cross section of
their disintegration through collisions with gas mole-
cules is the highest.

As the pressure in a cold-cathode discharge system
decreases, the voltages of glow discharge initiation and
maintenance rise rapidly. Among the glow-discharge-
1063-7842/05/5004- $26.00 0468
based low-pressure gas-discharge systems currently
available, the inverted gas magnetron merits special
attention. Application of a pulsed inverted gas magne-
tron with pulsed gas delivery [1] in negative ion sources
allows for a reduction of the pressure to the point where
negative ion stripping becomes insignificant. This is
provided owing to the specially tailored gasdynamics
of the gas flow in the gas-discharge chamber with con-
strictions and various velocities of neutral and charged
particles. There also exists the possibility of reducing
the initiation voltage and pressure of the low-pressure
stationary discharge, as well as of expanding the oper-
ating pressure range toward lower pressures. This may
be achieved by using an auxiliary high-pressure dis-
charge injecting a plasma that penetrates into the low-
pressure gas and acts as a plasma cathode supplying
primary electrons for maintaining the main discharge.

In this work, we describe experiments on creating a
three-chamber cold-cathode plasma generator that pro-
duces a stationary cold plasma at a low gas-flow rate
and low pressure in its output (emission) chamber.

DESIGN OF THE PLASMA GENERATOR 
AND PHYSICAL PROCESSES 

IN ITS GAS-DISCHARGE CHAMBER
The plasma generator (Fig. 1) represents an axisym-

metric construction consisting of three chambers with
controllable gas flow between them. The copper anode
(1, 2) and copper cathode (3, 4) are made of two parts.
Part 3 of the cathode and part 1 of the anode constitute
first (high-pressure) gas-discharge chamber 5, while
part 4 of the anode and part 2 of the cathode form sec-
ond (low-pressure) chamber 6. Chambers 5 and 6 are
connected to each other via contracting ring-shaped
channel 7, and chamber 6 is connected to third (emis-
sion) chamber 8 via another contracting ring-shaped
channel 9. Because of the flow resistance in the con-
© 2005 Pleiades Publishing, Inc.
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tracting channels, the pressure in the chambers is suc-
cessively reduced. Moreover, in emission chamber 8,
the working gas pressure is reduced further, since the
gas expands into a large volume and, in addition, is dif-
ferentially pumped out in the radial direction. Samar-
ium–cobalt magnets 14 and 15 are mounted above
emission electrode 11 and below pole 12. Case 13 of the
plasma generator, which is a major part of the magnetic
system, has the form of a hexahedral prism. Gaps of
width ≈35 mm are provided between the lateral faces of
the prism (not shown in Fig. 1) for radial gas evacuation
from the plasma generator. The working gas (oxygen)
is delivered to the high-pressure chamber through hole
(18) on its bottom.

The electrode system constituting discharge cham-
bers 5 and 6 is, in essence, a two-chamber inverted gas
magnetron that operates using a glow discharge in cross
E × H fields. Both gas-discharge chambers are con-
nected parallel to one power supply (Fig. 1). The poten-
tial difference between the electrodes of the generator
is specified by automatically applying a bias to the
resistors.

At low pressures, the discharge efficiency depends
largely on the electron lifetime. In an inverted magne-
tron of the given design, both magnetic and electro-
static confinement of the electrons can be accom-
plished. The application of a longitudinal magnetic
field produced by magnets 14 and 15 extends the life-
time of fast electrons starting from the cylindrical sur-
face of the cathode to the central anode, and the end
faces of the magnetron, which are under the cathode
potential, align the electron flow with the magnetic
field. As a result, the fast electrons stay in the chambers
for a long time, experience multiple collisions with gas
atoms, and participate in ionization events the number
of which is sufficient to favor a self-sustained discharge
before they reach the anode surface.

The theory of discharge initiation in a set of coaxial
electrodes subjected to a uniform magnetic field has
been developed [2] for infinite cylinders. In that model,
the electric field is assumed to be radial (i.e., E ⊥  H) and
its nonuniformity at the edges are ignored. In our ver-
sion, where the outer electrode is negatively biased, the
electric field varies in the radial direction only slightly
and the electrons leaving the cathode enter the space
where the field strength is moderate. They will describe
a hypocycloid, gradually gaining energy. Those experi-
encing no collisions over one hypocycle will return to
the cathode. In the case of elastic and inelastic colli-
sions, the electrons will follow a cycloid path. After
each inelastic collision, the radius of the circle of the
hypocycloid will decrease. If the maximal radial travel
of the electron describing a cycloid exceeds the dis-
tance over which it gains an energy equal to the ioniza-
tion potential, the gas will be ionized. Elastic collisions
of the electrons do not diminish the ionization, since
almost all of them, after being scattered, gain the
energy necessary for ionization in subsequent motion.
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
In such a system, a self-sustained discharge can be
initiated if [2]

(1)

where γ* is the effective Townsend coefficient, which
characterizes the complex process of secondary emis-
sion from the cathode as a whole; ra is the anode radius;
r0 is the radius starting from which the electron is capa-
ble of ionizing the gas; and α is the Townsend first ion-
ization coefficient.

From condition (1), subject to certain assumptions,
one can find the discharge initiation voltage and the
critical value of the magnetic field above which the self-
sustained discharge may exist.

Physical processes taking place in a two-chamber
magnetron discharge with plasma-contracting constric-
tions are very complicated and depend on many param-
eters; accordingly, a mathematical model for design
analysis is difficult to work out. Moreover, the dis-
charge becomes unstable under certain conditions [3],
and the instability considerably influences the dis-
charge parameters both qualitatively and quantitatively.

Computer simulation of the equipotential pattern in
the discharge chamber as a function of the electrode
shape and electrode potentials allowed us to select, in a
first approximation, the geometry of the electrode sys-
tem in the plasma generator, which was then optimized
in the course of experiments.
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Fig. 1. Design of a three-chamber plasma generator. Ra =
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RESULTS AND DISCUSSION

In a real ion source, it is usually difficult to produce
a uniform magnetic field whose lines of force are per-
pendicular to those of the electric field throughout the
length of the discharge chamber. In our design of the
plasma generator, main permanent magnets 14 and 15
creating a magnetic field are mounted at the lower and
upper (emission electrode) poles. In the pole gap, these
magnets produce the magnetic field strength distribu-
tion shown by curve 1 in Fig. 2. It is seen that the mag-
netic field at the center of the gap drops roughly three-
fold. To smooth out this nonuniformity, correcting
magnets 16 and 17 (Fig. 1) were placed on each of the
six faces of magnetic circuit 13. The location of these
magnets on the magnetic circuit faces was optimized,
and eventually we arrived at the magnetic field distribu-
tion shown by curve 2 in Fig. 2. The experimental
results discussed below were obtained with such a mag-
netic field distribution.

Curve 1 in Fig. 3 shows discharge initiation voltage
Uin in the magnetron versus pressure Pe in the emission
chamber (the pressure is directly proportional to the
working gas flow rate). The maximal voltage that could
be applied to the discharge gap from the available
power supply was 800 V. At such a voltage, the dis-
charge was initiated at gas flow rate Q providing pres-
sure Pe ≈ 1.7 × 10–3 Pa in the emission chamber. The
initiation voltage decreases with increasing gas flow
rate. The experiments showed that, in the pressure
interval Pe ≈ (1.7–3.0) × 10–3 Pa, the discharge is initi-
ated in the first chamber alone; at Pe ≥ 3 × 10–3 Pa, in
the second chamber as well. In the latter case, the initi-
ation voltage Uin = 560 V. Such a conclusion was first
drawn from the fact that, as the gas flow rate rose and
pressure Pe became equal to ≥3 × 10–3 Pa, a faint glow
in the emission chamber could be observed through the
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Fig. 2. Axial distribution of the magnetic field in the pole
gap of the plasma generator (1) without and (2) with cor-
recting magnets. The value L = 0 (mm) is at the upper pole.
gap between the faces of the magnetic circuit. This con-
clusion was then confirmed in an additional experiment
when cathodes 3 and 4 (Fig. 1) were isolated from each
other. With such a modification of the cathode assem-
bly, the gas magnetron, however, could operate for a
short time, because cathode 4 was severely overheated.
Therefore, subsequent experiments were performed
with the initial design.

For comparison, Fig. 3 (curve 2) shows the Uin ver-
sus Pe dependence for a single-chamber gas magnetron
(chamber 5 was filled with a copper insert). The outer
surface of the insert intimately mated the inner surface
of cathode 3, while a ~0.8-mm-wide ring-shaped chan-
nel was provided between anode 1 and the inner surface
of the insert for working gas delivery to chamber 6.

It follows from the curves in Fig. 3 that, when the
voltage across the discharge gap is 560 V, the discharge
is initiated at pressure Pe ≈ 6 × 10–3 Pa, which is twice
that of the plasma pregenerated in the auxiliary cham-
ber.

Our next goal was to extend the contracted dis-
charge to the emission electrode. The onset of electrical
breakdown between the diaphragm-separated plasma
and positive electrode apparently depends on the prop-
erties of the plasma and parameters of the discharge
gap, such as width ∆r of the circular slit, gas pressure,
and length.

Let us estimate qualitatively the influence of these
parameters on the extension of the discharge (to the
emission electrode) and on the performance of the
plasma generator as a whole.

To maintain a significant pressure difference
between the second and third discharge chambers and
also to minimize the escape of sputtered cathode parti-
cles from the gas magnetron, it is necessary to narrow
width ∆r of the circular slit. Its minimal value equals
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Fig. 3. Discharge initiation voltage vs. the pressure in the
emission chamber in a (1) two-chamber and (2) single-
chamber gas magnetron.
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the width of the near-cathode space-charge layer, which
prevents the penetration of the plasma into the emission
chamber [4]. The thickness of the layer, d, can be esti-
mated from Child’s law,

(2)

where ji is the density of the ion current toward the cath-
ode, q is the ion charge, M is the ion mass, U is the volt-
age across the layer, and ε0 is the dielectric constant.

In view of the fact that the ions in the discharge are
not magnetized, the density of the ion current toward
the cathode can be estimated from Bohm’s law,

(3)

At n = 1012 cm–3 and electron temperature Te = 5 eV,
we have the ion current density ~49.5 mA/cm2.

Substituting this value of the ion current density into
(2) and assuming that voltage drop U = 350 V occurs
almost exclusively in the near-cathode space-charge
layer, we estimate thickness d of the space-charge layer
as d = 1.3 mm. With regard to the fact that the space-
charge layer borders a disturbed quasi-neutral zone
(presheath) [5], where some voltage drop also takes
place, the minimal width of the circular slit may be
taken to be equal to ~1.5 mm.

The upper bound of ∆r is specified by the allowable
working pressure in the emission chamber. At a given
gas flow rate, the pressure in the emission chamber can
be controlled by varying the aperture of circular slit 9
and the capacity of the radial evacuation. The pressure
should be adjusted so as to minimize the losses of neg-
ative ions due to stripping when they drift from the
place of birth to the emission orifice.

The smallness condition for negative ion losses due
to stripping may be written as nσ–0l ≈ 10–2. At ion ener-
gies of several tens of electron volts, the stripping cross
section is σ–0 ≈ 5 × 10–16 cm–2; then, for emission cham-
ber length le = 1 cm, the pressure must be Pe ≤ 8 × 10–2

Pa. As follows from experiments, this condition is met
(at le = 1 cm) throughout the gas flow rate range if ∆r ≤
2 mm.

Physically, it is clear that an electron avalanche in
the emission chamber starts when the strength of the
electric field between the plasma and emission elec-
trode exceeds a critical value, E > Ec. The value of Ec
depends on the initial density of electrons penetrating
the contracting hole. In addition, for the discharge to be
extended to the emission electrode, the gas density in
the chamber must exceed some minimal value. To
reduce this boundary pressure, it is necessary to raise
the gas density inside the emission chamber near its
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entrance, where the plasma penetrating from the gas
magnetron under certain conditions triggers an electron
avalanche.

Initially, the experiments on extending the con-
tracted discharge to the emission electrode were carried
out at ∆r ≤ 1.5 mm, Pe = 5 × 10–3–8 × 10–2 Pa, and le =
1 cm. Discharge current Id was varied from 0.1 to 3.0 A.
It turned out that the extension of the discharge was
extremely unstable and that the spontaneous extension
was observed only at maximal values of Pe and Id.
Obviously, for the given value of the gap, the discharge
could be extended only by increasing the field strength
between the plasma, the potential of which is close to
the anode potential of the magnetron, and the emission
electrode. This could be done either by applying a
higher voltage from an extra power supply to the gap or
by placing extra electrode 10 (Fig. 1) in the emission
chamber near the end face of the magnetron, this elec-
trode being charged positively relative to anode 2.

Initially, the extra electrode was placed at distance
∆l = 1 mm from the end face of cathode 4 and was con-
nected to the “pole” of the power supply unit through
additional resistor Rad = 630 Ω . The other parameters of
the gap remained unchanged. Under these conditions,
the extension of the discharge was stable at the dis-
charge current in the magnetron Id = 0.5–0.7 A. As ∆l
decreased, so did the limiting current of the maintain-
ing discharge at which the current passage to the emis-
sion electrode was stable. At ∆l = 0.4 mm, the limiting
current was ~0.25 A. A further decrease in ∆l was found
to be difficult, since the extra electrode shorts out the
cathode because of electrode heating during the dis-
charge.

Figure 4 shows the I–V characteristics of the dis-
charges in the gas magnetron (curve 1) and in the emis-
sion chamber (curve 2) for ∆r = 1.5 mm, Pe = 1.5 ×
10−2 Pa, ∆l = 0.4 mm, and le = 0.7 mm. Once the dis-
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Fig. 4. I–V characteristic of the discharge in (1) the gas
magnetron and (2) emission chamber at Pe = 1.5 × 10–2 Pa.
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charge has been initiated, the voltage across the anode–
cathode gap drops from Uin to the value marked by let-
ter A in curve 1. Then, the I–V characteristic follows
portion AB of curve 1. At a certain value of the current
(point B), the discharge is initiated in the emission
chamber and the voltage dependence of the anode cur-
rent follows portion CD. With the emission electrode
switched off, the I–V characteristic will follow curve
ABE. A decrease (increase) in the pressure in the emis-
sion chamber shifts point B toward higher (lower) cur-
rents. The voltage dependence of the current in the
emission electrode circuit (after the gap has been bro-
ken down) is presented by curve 2.

The experiments also showed that, once the gap has
been broken down, pressure Pe may be decreased to
~8 × 10–3 Pa with the discharge current being the same.
In this case, the discharge remains stable.

CONCLUSIONS
Thus, the operation of a three-chamber plasma gen-

erator can be represented as follows. Application of a
voltage to the electrodes in high-pressure discharge
chamber 5 excites a discharge. If ring-shaped slit 7 is
sufficiently wide, the resulting plasma penetrates into
chamber 6 along the magnetic field. In chamber 6, the
plasma initiates a discharge and, hence, favors plasma
generation at a pressure lower than in chamber 5. If the
thickness of the near-cathode space-charge layer is
smaller than width ∆r of contracting ring-shaped slit 9
and the electric field between the plasma and emission
electrode, as well as the gas density in the emission
chamber, exceeds a critical value, the plasma from the
gas magnetron penetrates into the emission chamber
through the slit and initiates an electron avalanche.
Thus, a tubular plasma is generated in the emission
chamber, which a distinct ring-shaped trace around the
emission orifice on the emission electrode indicates.
Because of the double electrical layer, which forms
before narrow ring-shaped slit 9 and supplies fast elec-
trons to the area of increased pressure of the working
gas effusing from the gas magnetron, favorable condi-
tions for molecule vibrational excitation are provided in
this circumferential plasma.

As a result of the diffuse expansion of the circumfer-
ential plasma across the magnetic field, an axial plasma
is generated. The axial plasma thus generated contains
vibrationally excited molecules and also an elevated
concentration of slow electrons, since fast electrons
cannot penetrate into this area because of the action of
the “magnetic filter” [6].

Thus, there appears a high probability that slow
electrons in the internal plasma will be attached to
vibrationally excited molecules via dissociation with
the formation of negatively charged ions [7].
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Abstract—Complex perovskite-like oxides, such as LnFe2/3Mo1/3O3 orthoferrites, Ln8 – ySryCu8 – xFexO20 (8–
8–20), Pr4BaCu4FeO13 – δ (4–1–5), YBa2 – yLayCu3 – xFexO7 – δ, and Y1 – yCayBa2 – yLayCu3 – xFexO7 – δ (1–2–3),
are studied by means of Mössbauer spectroscopy. At room temperature, the spectra of the orthoferrites contain
only magnetic components. The spectra of the 1–2–3 compounds contain only magnetically disordered com-
ponents: iron atoms substitute for copper at Cu(1) sites, taking various configurations: planar squares, quadratic
pyramids, and octahedra. Cuprates 8–8–20 and 4–1–5 have a wide diversity of spectra. In the 8–8–20 oxides, a
phase related to the pyramidal environment of the iron cations is present at any iron concentration. In all the
perovskites, iron cations become magnetically ordered only at octahedral sites of the structure. © 2005 Pleiades
Publishing, Inc.
INTRODUCTION

The name perovskite-like crystals usually refers to
compounds the structure of which is made up of vertex-
to-vertex octahedra or their fragments, pyramids and
squares. Perovskite-like structures, being typical of
many high-temperature superconductors, are today
being used as model compounds for studying the struc-
ture–property interplay. Since the properties of these
compounds are directly related to the positions of cer-
tain cations in the lattice, it is of interest to refine the
crystal structure and phase composition of perovskite-
like compounds and gain evidence for the stabilizing
role of some elements. Chief among the techniques
capable of tackling the questions posed is Mössbauer
spectroscopy. Using this technique, one can determine
the crystallographic position (from the quadrupole split
(QS)) and valence (from the isomer shift (IS)) of a cat-
ion, as well as the relative concentration of the cations
(from the area under curve).

This work generalizes the data obtained in previous
studies of complex oxides with different types of per-
ovskite-like structure.

OBJECTS AND METHODS 
OF INVESTIGATION

The objects of investigation were complex oxides
with the LnFe2/3Mo1/3O3 cubic perovskite structure
(orthoferrites, where Ln = La, Ce, Pr, or Nd) and with the
imperfect perovskite structure: Ln8 − ySryCu8 − xFexO20
(Ln = La, Nd, or Pr; y = 1.6–4.0; x = 1.6–3.0; 8–8–20
structure), Pr4BaCu4FeO13 – δ (δ = 0, 0.5, 4–1–5 struc-
1063-7842/05/5004- $26.00 ©0473
ture), as well as YBa2 – yLayCu3 – xFexO7 – δ and
Y1 − yCayBa2 – yLayCu3 – xFexO7 – δ (y = 0.25 and 0.50; x =
0.06 and 0.12; δ ≈ 0.05; and 1–2–3 structure).

The samples were synthesized in a laboratory
headed by Bazuev at the Institute of Solid-State Chem-
istry (Ural Division, Russian Academy of Sciences,
Yekaterinburg) (for details, see [1–4]).

A series of compounds with a successively varying
degree of substitution in one element is impossible to
synthesize. We cannot change the concentration of one
element while keeping the concentrations of the
remaining ones unchanged, since the amounts of the
metals in these phases obey strict relationships. If these
relationships are violated, the desired phases either do
not form or grow inhomogeneous (non-one-phase).

Mössbauer spectra were recorded in gamma absorp-
tion geometry with an MS1101E constant-acceleration
spectrometer using 57Co embedded in a Cr matrix as a
gamma source. The spectra were processed by conven-
tional iteration methods, and a model adopted was ver-
ified with the Pearson criterion.

INVESTIGATION OF LnFe2/3Mo1/3O3
(Ln = La, Ce, Pr, OR Nd) ORTHOFERRITES

The structure of LnFeO3 orthoferrite may be viewed
as a three-dimensional framework made up of vertex-
to-vertex FeO6 octahedra with cubic–octahedral voids
occupied by large Ln cations.
 2005 Pleiades Publishing, Inc.
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A typical room-temperature spectrum for these
compounds is shown in Fig. 1. The spectrum is seen to
contain only magnetically ordered components (sex-
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Fig. 1. Mössbauer spectrum for LaFe2/3Mo1/3O3 (calibra-
tion against α-Fe). Hereafter, A is the absorption; Ch, chan-
nel number.

Table 1.  Mössbauer parameters for LnFe2/3Mo1/3O3 orthof-
errites at room temperature

Spectral
compo-

nent
Ln H,

106 A/m
QS, 

mm/s
IS, 

mm/s S, % SC, %

S0 La 39.2 –0.03 0.42 12.4 8.8
Ce 39.2 –0.12 0.43 10.8
Pr 38.8 –0.13 0.41 12.8
Nd 38.8 –0.18 0.40 10.5

S1 La 38.5 0.00 0.46 24.8 26.3
Ce 38.5 –0.07 0.48 26.2
Pr 38.0 –0.10 0.45 24.0
Nd 38.1 –0.08 0.44 25.8

S2 La 37.7 0.03 0.49 28.3 32.9
Ce 37.7 –0.06 0.51 28.6
Pr 37.3 –0.05 0.50 30.0
Nd 37.3 –0.07 0.47 34.6

S3 La 37.0 0.03 0.52 23.7 21.9
Ce 37.0 –0.03 0.55 24.2
Pr 36.3 –0.05 0.52 25.0
Nd 36.4 –0.06 0.52 20.4

S4 La 35.8 0.04 0.56 10.8 8.2
Ce 35.8 –0.04 0.57 10.2
Pr 34.7 –0.06 0.54 8.1
Nd 34.9 –0.01 0.57 8.8

Notes: The relative error in measuring H (local magnetic field) is
0.1 × 106 A/m; QS, 0.04 mm/s; IS (hereafter isomer shift rel-
ative to α-Fe), 0.02 mm/s; and S (relative intensity of a given
component), 3%. The calculation accuracy for SC (calcu-
lated relative intensity of a given spectral component) is
0.05%.
tets). Such spectra are characteristic of all the orthofer-
rites considered [5–8].

To identify the spectra, we used a model that
involves a set of spectral components, each being
assigned to a probable cation environment from the sec-
ond coordination sphere of a given iron atom [7, 8].
Estimates based on the binomial distribution yielded
the five most probable environments. The results of
optimization of this model for the orthoferrites are
given in Table 1. The first column lists spectral compo-
nents, the figure indicating the number of molybdenum
ions in the nearest-neighbor environment of a given Fe
ion.

The QS values for all the sextets confirm the
assumption of the octahedral coordination of iron cat-
ions [1]. The IS values of the sextets suggest that the
samples contain Fe3+ ions alone [9], which contradicts
the earlier data for iron ion valent states obtained by
indirect methods [1] (it was argued that Fe2+ ions are
also present in the crystals). The data listed in the two
last columns of Table 1 show that the distribution of Fe
and Mo ions in the orthoferrites is close to the statistical
(calculated) distribution.

To determine the oxidation state of Fe ions in these
compounds, we made Mössbauer measurements on the
sample with Ln = Ce at the boiling point of liquid nitro-
gen (80 K) (Table 2). As follows from Table 2, sextet S4
disappears but another sextet, SX, and doublet, DX,
arise. The ISs of the spectral components in these low-
temperature spectra, as well as in the room-temperature
spectra, correspond to Fe3+ ions [9].

The fact that a distinct paramagnetic doublet is
absent in the room-temperature spectra but appears
(along with the extra sextet) in the spectra taken at 80 K
may indicate the occurrence of a radically new low-
temperature magnetic microstructure containing
regions where exchange interaction is suppressed by
specific structure distortions. There may be other rea-
sons for such an anomalous change in magnetic order-
ing at reduced temperatures.

INVESTIGATION OF 4–1–5 Pr4BaCu4FeO13 – δ 
AND 8–8–20 Ln8 – ySryCu8 – xFexO20 OXIDES 

(Ln = La, Nd, OR Pr; y = 1.6–4.0; x = 1.6–3.0)
Crystal structures of type 4–1–5 and 8–8–20 repre-

sent a set of connected chains of CuO6 octahedra and
quadratic CuO5 pyramids aligned with the c axis. The
structures differ in the way the structural polyhedra are
connected, as well as in the presence of chains of planar
square groups in the 8–8–20 structure. The rare-earth
and alkali metals occupy the voids between the polyhe-
dra, the metal distribution being statistical in the 8–8–
20 structure and ordered in the 4–1–5 structure. In addi-
tion, the ratio La/Ba in the latter is fixed.

Figure 2 shows the Mössbauer spectra for the 4–1–
5 structures that were taken at room temperature. The
IS value, (0.19–0.37) ± 0.02 mm/s, implies that all the
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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iron is in the state Fe3+ [9] and occupies primarily (61–
69%) the octahedra of the 4–1–5 structure. The rest of
the iron occupies the pyramidal sites [6].

The spectra of the Ln8 – ySryCu8 – xFexO20 (Ln = La,
Pr, or Nd) cuprates studied in this work depend on x:
they may consist of only doublets or contain magnetic
components along with paramagnetic ones [6, 7]. At
room temperature, the spectra of all the samples con-
tain three doublets and several sextets [6].

The spectra of La4Sr4Cu5Fe3O20 and
La4.5Sr3.5Cu6Fe2O20 oxygen-deficient perovskite-like
oxides contain three paramagnetic doublets, D1 (8–
9%), D2 (69–73%), and D3 (19–22%) (Fig. 3), which
correspond to three nonequivalent positions of iron
ions. According to the isomer shifts, doublets D1 and D2

are assigned to Fe3+ ions (0.21 ± 0.04 mm/s) and dou-
blet D3, to Fe4+ ions (–0.02 ± 0.04 mm/s). From the QSs
of these doublets, the first doublet, (1.40–1.50) ±
0.12 mm/s, can be referred to Fe ions in the pyramidal
sites; the rest, to Fe ions in the octahedra, (0.42–0.51) ±
0.07 mm/s, owing to the symmetry of these positions.

The Mössbauer spectrum taken from the
La6.4Sr1.6Cu6.4Fe1.6O20 sample is a superposition of six
sextets (≈81%) and three doublets (≈9%) [7]. These
doublets are similar to those observed for the
La4Sr4Cu5Fe3O20 and La4.5Sr3.5Cu6Fe2O20 samples. All
the sextets are typical of the octahedral environment of
Fe3+ (QS = (0.02–0.16) ± 0.07 mm/s, IS = (0.40–
0.43) ± 0.04 mm/s, H = (14.5–38.0) ± 0.2 × 106 A/m).
The parameters of one sextet (QS = –0.06 ± 0.07 mm/s,
IS = 0.43 ± 0.04 mm/s, H = 41.6 ± 0.2) × 106 A/m) are
characteristic of γ-Fe2O3 [10] (which possibly did not
enter into the synthesis reaction). The other sextets cor-
respond to Fe ions with a different number of similar
neighbors.

Low-temperature Mössbauer measurements were
also made on the La4.5Sr3.5Cu6Fe2O20 compound. The
spectrum taken at the boiling point of liquid nitrogen
(≈80 K) exhibits a faint magnetic structure, with dou-
blets still remaining to be dominant spectral compo-
nents. Magnetic components cannot be reliably identi-
fied. Note only that the arrangement of possible sextets
corresponds to Fe3+ ions in the octahedral oxygen envi-
ronment. The percentage of doublets D1 and D3 remains
virtually the same (7 and 21%, respectively). Only the
area of doublet D2, which corresponds to Fe3+ ions in
the octahedral environment, changes (diminishes
roughly by one-third); that is, magnetic ordering takes
place just at some of these sites.

The spectrum of Pr4.4Sr3.6Cu5.6Fe2.4O20 consists of
three doublets, which persist in all the spectra for the
praseodymium series (just as for the lanthanum series).
Since the amount of iron in this oxide is the highest and
it is certain to be homogeneous (one-phase), we may
say with assurance that the limiting value of degree of
substitution x in the Pr series is larger than in the La
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
series. The doublets distinguished in the spectrum for
the Pr4.4Sr3.6Cu5.6Fe2.4O20 sample are similar to those in
the spectrum for the La-containing cuprates (Table 3).

The spectra for the Pr4.8Sr3.2Cu6Fe2O20 and
Pr5.2Sr2.8Cu6.4Fe1.6O20 samples [8] contain sextets with
parameters typical of Fe3+ cations in the octahedral
environment together with the doublets mentioned
above (Table 3).

The Mössbauer spectrum of the Nd4.8Sr3.2Cu6Fe2O20
sample [8] has several sextets (QS = (–0.36–0.24) ±

Table 2.  Mössbauer parameters for CeFe2/3Mo1/3O3 at 80 K

Spectral
component

H,
106 A/m

QS,
mm/s

IS,
mm/s S, %

S0 43.7 –0.23 0.60 11

S1 42.0 0.13 0.54 32

S2 41.5 0.05 0.65 25

S3 40.2 –0.17 0.76 13

SX 24.6 –0.00 0.33 11

DX – 0.27 0.45 8

Note: The errors are the same as in Table 1.
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Fig. 2. Mössbauer spectra for the 4–1–5 oxides. Scale cali-
bration against (a) sodium nitroprusside and (b) α-Fe.
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0.10 mm/s, IS = (0.29–0.32) ± 0.05 mm/s, H = (17.9–
34.3) ± 0.2 × 106 A/m) and three doublets typical of
(except for D3) Fe3+ ions. The parameters of the spec-
trum suggest that a minor part (5%) of the iron is in the
pyramidal environment (doublet D1), while the rest of
the ions occupy the octahedral sites [7]. The spectrum
for Nd5.2Sr2.8Cu6.4Fe1.6O20 also indicates the presence
of magnetic components.

Thus, one can distinguish the substitution-related
features common to the spectra (cation distributions)
taken from all three series. As follows from the IS val-
ues, all the spectral components correspond to Fe3+

ions, except for doublet D3, which is assigned to Fe4+

[9]. From the QS values and the relative areas of the
components, one can assume that most of the iron (cor-
responding to all the sextets and doublets D2 and D3)
occupies the tetrahedral sites, while the remaining part
(doublet D1) corresponds to iron cations in the qua-
dratic-pyramid environment. The presence of Fe4+ ions
seems quite plausible because of the mixed valence of
copper in these compounds.

The presence of the sextets may be explained by the
fact that the samples contain areas with an increased
iron content. The QSs of the sextets differ, because
octahedra with a different number of copper ions in the
second coordination sphere experience different
amount of distortion.
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Fig. 3. Mössbauer spectrum for 8–8–20
La4.5Sr3.5Cu6Fe2O20 perovskite (scale calibration against
sodium nitroprusside).
The fact that iron cations occupy mostly octahedral
sites in the perovskite structures of both types is quite
explainable: iron substitutes for copper in the Cu3+

state, which occupies the octahedra [3]. From the data
obtained, it follows that the component corresponding
to iron cations in the pyramidal environment is present
(3–16%) in the spectra of the samples from all the
series irrespective of the percentage of the substituent,
i.e., even in those compounds where all the iron could
occupy the octahedral sites.

Small amounts of iron ions present at the pyramidal
sites may be explained either by partial disorder in the
iron atom arrangement, which could cause the iron to
occupy the pyramidal sites, or by an oxygen deficiency
in the CuO6 octahedra [11]. Studies of
(La,Sr)8Cu8 − xFexO20 oxygen-deficient cuprates by neu-
tron diffraction indicate a high stability of the oxygen
substructure, which is not affected by the iron substitu-
ent (the oxygen concentration, O20, remains
unchanged). This means that the pyramidal coordina-
tions revealed by Mössbauer spectroscopy are not
related to oxygen deficiency but are due to the redistri-
bution of the iron among the octahedral and pyramidal
sites [12].

It was found that a decrease in the iron atom concen-
tration results in magnetic ordering. As iron concentra-
tion x diminishes, the sextets in the Mössbauer spectra
taken from the 8–8–20 compounds appear in all the
series (lanthanum, praseodymium, and neodymium) of
samples. Remarkably, the magnetic structure is formed
by those iron atoms occupying the octahedra.

Thus, when the concentration of iron is low, its
atoms form uniformly distributed clusters; that is, the
structure contains areas where iron substitutes for cop-
per in greater amounts. In these areas, the magnetic
ordering of iron atoms takes place, as demonstrated by
the presence of the magnetic components in the spectra.
As the magnetic atom concentration rises, the iron dis-
tribution over the sample smoothes out.

Thus, our investigation of the perovskite-like com-
pounds indicates that iron atoms in them are not only
mere indicators of the state of the structure but are also
responsible for structural and magnetic ordering.
Table 3.  Characteristic values of the Mössbauer parameters for the 8–8–20 praseodymium-based perovskites

Spectral component IS, mm/s QS, mm/s H, 106 A/m Line half-width at half
maximum, mm/s

D1 (0.24–0.26) ± 0.08 (1.34–1.56) ± 0.17 – (0.43–0.52) ± 0.23

D2 (0.28–0.31) ± 0.05 (0.45–0.49) ± 0.08 – (0.20–0.31) ± 0.03

D3 (0.11–0.13) ± 0.06 (0.48–0.49) ± 0.09 – (0.32–0.50) ± 0.18

S1–S5 (0.30–0.38) ± 0.03 (–0.37–0.25) ± 0.07 15.1–35.0 ± 0.3 (0.20–0.52) ± 0.11
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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INVESTIGATION 
OF 1–2–3 YBa2 – yLayCu3 – xFexO7 – δ 

AND Y1 – yCayBa2 – yLayCu3 – xFexO7 – δ OXIDES 
(y = 0.25 AND 0.5, x = 0.06 AND 0.12, δ ≈ 0.05)

In the as-synthesized state, the YBa2Cu3O7 com-
pound has a copper framework consisting of two layers
of Cu(2)O5 pyramids sharing vertices with Cu(1)O4
planar squares. The unit cell initially has an orthorhom-
bic structure but becomes tetragonal when the sites
O(1) and O(5) are half-filled. Both structures corre-
spond to the oxidation state Cu2+ in the CuO5 pyramids
and Cu3+ in the CuO4 squares.

The Mössbauer spectra taken from some of the 1–2–
3 oxides at room temperature are shown in Fig. 4.
Table 4 lists the parameters of the Mössbauer spectra
[7] for YBa2 – yLayCu3 – xFexO7 – δ and
Y1 − yCayBa2 − yLayCu3 – xFexO7 – δ (y = 0.25 and 0.5, x =
0.06 and 0.12, δ ≈ 0.05) solid solutions. In all the spec-
tra, hyperfine magnetic splitting of the resonance lines
is absent. The spectra are a superposition of at least four
paramagnetic doublets D1–D4 of various intensities,
which are assigned to four nonequivalent positions of
iron atoms. It is assumed that iron substitutes for copper
only at Cu(1) sites, being surrounded by planar squares,
quadratic pyramids, or octahedra.

Judging from the QS values, these doublets are
related to the crystallographic positions as follows.
Components D1 and D2 are referred to iron atoms at
sites Cu(1), which form a planar square (the coordina-
tion number is four) and a quadratic pyramid (coordina-
tion number is five) [13, 14]. Doublet D3 may be
assigned either to Fe ions at sites Cu(1), which are coor-
dinated into an octahedron [15], or to Fe ions lying near
domain walls [15, 16].

All the above components seem to belong to Fe4+

ions [9, 17]. Component D4 exhibits a much larger iso-
mer shift; therefore, we assume that it is related to Fe3+

ions. The QS value suggests octahedral coordination of
these atoms at Cu(1) sites.

The samples with a larger lanthanum content have a
larger fraction of highly coordinated sites (the coordi-
nation number exceeds four). This is because O(5) oxy-
gen sites are additionally filled to retain electroneutral-
ity when La3+ cations substitute for Ba2+ ones [18].

In the Ca-containing samples, the total area of dou-
blets D3 and D4 (i.e., the fraction of the iron with the
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
octahedral environment) is constant (32–33%), increas-
ing in the Ca-free samples (owing to component D3).
Also, the pyramidal component increases markedly in
the Ca-containing samples. Thus, in the Ca-containing
samples, the occurrence of structural octahedra at sites
Cu(1) is limited. A reason for such a restriction may be
a limited number of oxygen atoms that can leave their
positions near Cu sites for Fe-occupied sites. The
geometry of the structure may also be a factor: it may
so happen that the structure is physically unfeasible at
a large number of structural octahedra.

Thus, our investigation showed that all the iron
occupies sites Cu(1) in the crystal lattice of the 1–2–3
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Fig. 4. Mössbauer spectra for the 1–2–3 Ca-containing
oxides (scale calibration against sodium nitroprusside).
Table 4.  Mössbauer parameters for the 1–2–3 compounds

Spectral component IS, mm/s QS, mm/s Half-width at half maximum, mm/s

D1 (0.06–0.08) ± 0.03 (1.94–2.01) ± 0.04 (0.20–0.27) ± 0.07

D2 (0.09–0.13) ± 0.03 (1.66–1.82) ± 0.04 (0.35–0.40) ± 0.07

D3 (–0.06–0.03) ± 0.03 (0.55–0.77) ± 0.04 (0.48–0.52) ± 0.07

D4 (0.27–0.38) ± 0.03 (0.48–0.85) ± 0.04 (0.20–0.35) ± 0.07
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compound (primarily because of its low concentration)
and is surrounded by variously configured oxygen
atoms. In such complicated substitutions (covering all
cation positions), the iron has a coordination number of
six even if its concentration is low (0.06 and 0.12), with
the percentage of given sites in the Ca-containing sam-
ples remaining constant. Substitution of any of the cat-
ions reduces the amount of Fe ions with a coordination
number greater than four, and calcium limits the
increase in the number of octahedral sites. The data
obtained may also be viewed as evidence in favor of the
earlier supposition [18, 19] that the La3+ and Ca2+ ions
are simultaneously distributed among the Y and Ba
sites. Since Ca, unlike La, occupies the Ba sites and has
the same oxidation state as Ba, it will not contribute to
the inflow of extra oxygen to sites Cu(1), thereby
retarding the growth of the number of highly coordi-
nated impurity sites.

CONCLUSIONS

The conclusions that follow from our investigation
are as follows.

(1) In all the perovskite-like oxides studied, iron cat-
ions become magnetically ordered only in octahedral
sites.

(2) In the 8–8–20 oxides, a decrease in the iron con-
tent enhances magnetic order.

(3) In the orthoferrites and 4–1–5 oxides, iron is in
the oxidation state Fe3+ alone; in the oxygen-deficient
8–8–20 and 1–2–3 compounds, it exhibits a mixed
valence, being in the Fe3+ and Fe4+ states.

(4) In the orthoferrites, Fe and Mo cations are statis-
tically distributed over the octahedral sites; in the 4–1–
5 and 8–8–20 compounds, iron (irrespective of its con-
centration) occupies both the octahedral and pyramidal
sites; and in the 1–2–3 oxides, iron substitutes for cop-
per only at sites Cu(1), being surrounded by variously
coordinated oxygen atoms (from a planar square to an
octahedron).
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on the Strain-Rate Sensitivity of Hardness for Solids 

with Different Structures
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Abstract—A technique for the determination of the strain-rate sensitivity of hardness during dynamic nanoin-
dentation is proposed. The strain-rate sensitivities of the dynamic hardnesses of a wide class of materials (fcc
metals, carbon steels, bulk amorphous metallic alloys, ionic and covalent crystals, polymers, and ceramics) are
determined. The variation of these strain-rate sensitivities with the relative-strain rate (in the  range from 3 ×
10–3 to 5 × 103 s–1) and the indentation depth (in the range from 30 nm to 2 µm) is studied. © 2005 Pleiades
Publishing, Inc.
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INTRODUCTION
The creation of integrated microelectromechanical

systems and intelligent microrobots [1, 2]; the develop-
ment of systems for recording, storing, and reading of
information that are based on mechanical media using
touches with atomic-scale tips [3, 4]; atomic force
microscopy; and other needs of nanotechnology have
generated studies of the mechanical properties of mate-
rials on the scale of elementary acts occurring in one
micro- or nanocontact. In the future, these works will
fill gaps between the descriptions of various phenom-
ena that occur in nanocontacts at the microscopic and
atomic scales.

Moreover, many practical methods for the prepara-
tion and mechanical treatment of materials, the manu-
facture of various products from them, and their opera-
tion imply significant local elastoplastic surface defor-
mation [5, 6]. Dynamic micro- and nanocontact
interactions during dry friction, mechanical grinding
and polishing, abrasive and erosion wear, collisions of
micro- and nanoparticles with each other and with solid
surfaces, contact atomic force microscopy, nanolithog-
raphy by imprinting and scribing, fine milling, etc. [7],
take place in submicron regions under conditions of
high strain rates (  @ 102 s–1).

The mechanical properties of plastic materials in
macrovolumes have been studied over an extremely
wide  range (from 10–8 to 106 s–1) (e.g., see [8]). How-
ever, fracture in many brittle materials (such as single
crystals with covalent bonds, ceramics, glass, etc.)
begins earlier than a noticeable plastic deformation
develops. Therefore, the plastic properties of such
materials are usually studied by microindentation [9–
11] and, currently, nanoindentation [12–17]. Such stud-
ies produced a number of new and radically important

ε̇

ε̇
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results, including information on substantial changes in
the mechanical properties of materials when the inden-
tation depth h decreases to several or several tens of
nanometers [12–15]. However, equipment produced by
different foreign companies (MTS, Micromaterials,
CSEM, EVECO, Hysitron, etc.) for the nanotesting of
mechanical properties makes it possible to perform
nanoindentation tests only at low values of  ~ (10–3–
10–1 s–1).

Some researchers (e.g., see [18]) tried to determine
the rate dependences of the dynamic hardness, fracture
toughness, and coefficient of indentation recovery for
certain ionic crystals (NaCl, LiF, MgO), glasses, and
ceramics in the range  ~ 104–105 s–1. Since a freely
flying striker was used as an indenter, only a rather nar-
row range of  values (about one order of magnitude)
was covered. Actually, one of the two parameters that
are required to determine the hardness (the force and
the indentation sizes) could only be estimated from
indirect data (along with the duration and real shape of
a loading pulse, which are required for estimating v)
rather than measured. In the strain-rate range 10–3 <  <
104 s–1, which is more important for practice, data are
scarce (e.g., see [19]). It should be noted that, for differ-
ent ranges of  and deformation-zone sizes (indenta-
tion depth h), the strain-rate dependences of the
mechanical properties of the same material can have
different characters. Therefore, it is fruitful to study the
strain-rate sensitivity of the elastoplastic characteristics
not only over a wide range of  but also at different val-
ues of h (especially at h ≤ 1 µm). Apart from their prac-
tical importance, such data can contain valuable infor-
mation on the types and dynamics of elementary plas-
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ε̇
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tic-deformation carriers and the nature of mechanical
properties on the nanoscale.

The purpose of this work is to determine the strain-
rate sensitivity of dynamic hardness and to analyze the
variation of the sensitivity with  (in the  range from
3 × 10–3 to 5 × 103 s–1, which covers about six orders of
magnitude) and with h (in the range from 30 nm to
2 µm) for materials with different mechanical proper-
ties.

EXPERIMENTAL

We studied typical representatives of various mate-
rial classes: ionic and covalent crystals (KCl, LiF,
γ-LiF, ZnS, Ge, GaAs, MgO, Si), fcc metals (Al), car-
bon steels (steel 10), bulk amorphous metallic alloys
(Zr46.8Ti8Cu7.5Ni10Be27.5), polymers (polymethyl meth-
acrylate (PMMA)), and ceramics (ZrO2-based ceram-
ics). For investigation, we used a specially designed
computer-assisted dynamic nanoindentation meter
[20]. Indentations were made with a diamond Berkov-
ich pyramid loaded by a symmetric triangle force pulse
with varied amplitude Pmax and front duration τf
(Fig. 1).

The force pulse was formed with an electrodynamic
computer-assisted drive. The pulse form P(t) and the
time dependence of the indentation depth (h(t)) were
recorded on a computer at a time resolution of ~50 µs.
Typical P(t) and h(t) dependences for LiF are shown in
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Fig. 1. Typical kinetic dependences of the force (P(t)) and
the indentation depth (h(t)) for various loading pulse front
times τf upon indenting of LiF crystals: τf = (1) 20, (2) 50,
and (3) 100 s.
Fig. 1. Then, these data were used to plot complete
loading–unloading cycles in the P–h coordinates
(Fig. 2). This procedure provided fully controlled test-
ing conditions for various loading rates and allowed us
to determine the instantaneous values of the operating
force P(t), the indentation depth h(t), the relative-strain
rate  = (dh/dt)/h(t), and the dynamic hardness Hd(t) =
P(t)/Ac(t) at a time instant t. Here, Ac(t) is the current
contact area in a plastic indentation with allowance for
the finite curvature of the real indenter and t is the time.

The Ac(hc) dependence is usually interpolated by a

polynomial function of the form Ac = C0  – C1hc +

C2  – C3  + C4  – C5  + … [16, 17], where
hc is the plastic indentation depth. The coefficients in
the expression for Ac and hc were determined by the
Oliver–Pharr technique [16, 17], which is convention-
ally applied for quantitative processing of nanoindenta-
tion results. Using the numerical values of the coeffi-
cients Cn that were determined experimentally for the
indenter used in experiment in the indentation-depth
range from 30 nm to 2 µm, we can rewrite the equation
for Ac in the form

RESULTS AND DISCUSSION

The dynamic hardness as a function of the instanta-
neous value of hc is shown in Fig. 3 for a number of
materials. Materials with a high ratio of the static hard-
ness to Young’s modulus, Hst/E > 0.04 (fused silica, Si,
Ge, MgO), exhibit weak dependences of Hd on  and
hc, and materials with Hst/E < 0.04 (LiF, PMMA, grade
10 steel, ZnS, Al) demonstrate a significant increase in
Hd with increasing  and decreasing hc (Fig. 3).

Knowing the real kinetics of indenting, we can
reconstruct the dynamic Hd(t) and (t) curves in the
coordinates (hc) = f( (hc)) by fixing the val-
ues of hc at a given point of the range under study (from
30 nm to 2 µm). Figure 4 shows the variation of Hd nor-
malized to Hst with  for fused silica and LiF crystals.
In the  and hc ranges under study, the dependences are
seen to be almost linear for all the materials, which
allows us to determine the strain-rate sensitivity of
hardness α = Hd/Hst)/  at a given hc (Fig. 4).
The values of α for all the materials under study are
shown in Fig. 5.

LiF and ZnS demonstrate an interesting specific fea-
ture in their Hd( ) dependences (Figs. 4, 5). At low ,
the slope is a few times lower than that at high . For
example, for LiF the strain-rate sensitivity in the 
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Fig. 2. Typical P–h diagrams recorded during identation of LiF crystals and (inset) fused silica: τf = (1) 0.05, (2) 1, (3) 10, and (4) 100 s.
range from 10–2 to 10–1 s–1 is lower than that in the 
range from 10–1 to 102 s–1 by a factor of 2.5. For ZnS, α
in the  range from 0.5 to 102 s–1 is higher than that in
the  range from 10–2 to 0.5 s–1 by a factor of 2.2.

When hc exceeds a certain critical value , α
remains virtually unchanged, and it begins to increase
with decreasing hc only at small depths. Such a depen-
dence is observed for all the materials (Fig. 6). For rel-
atively soft materials (Al, ZnS, grade 10 steel, PMMA,
KCl, γ-LiF), this increase varies from 50 to 188%. Hard
materials (Si, ZrO2, Ge) (Fig. 6) have smaller values of

 at which α begins to increase. For fused silica, α
remains constant and equal to zero down to hc = 30 nm.

Let us discuss the results obtained. In the framework
of a simple phenomenological model, indentation can
be considered as a relaxation process in which applied
forces (stresses) cause the formation and motion of
structural defects (dislocations, interstitials, twins,
nucleation centers, etc.) [9, 21–24] that tend to decrease
the contact stresses. Under static conditions, the mate-
rial hardness Hst is specified by the equilibrium of the
applied forces and the drag forces on defects, which are
plastic-deformation carriers. Under conditions of a
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hc'

hc'

Fig. 3. Effect of the indentation depth hc on the dynamic
hardness Hd of some materials (fused silica (F.s.), LiF,
PMMA, steel 10 (St10)): τf = (1) 100, (2) 10, (3) 1, and
(4) 0.05 s.
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short applied-force pulse and a small indentation depth,
the finite rate of defect generation and motion can limit
the depth of relaxation of the contact stresses; then, the
dynamic hardness Hd is higher than Hst. In the general
case, in the presence of several competing deformation
mechanisms, the Hd = f( ) dependence can have the
form schematically shown in Fig. 7. Its horizontal seg-
ments correspond to the situation where the rate of
stress relaxation by a mechanism dominating in a cer-
tain  range is higher than the loading rate. The
inclined segments appear when the characteristic times
of relaxation processes are comparable with the loading
time, which is equivalent to the appearance of internal-
friction peaks under these conditions.

The appearance of inclined segments (an increase in
Hd with hc) in the Hd = f(hc) dependence can indicate
changes in not only the material properties in the sur-
face layer but also changes in the geometrical condi-
tions of operating a certain stress-relaxation mecha-
nism (e.g., the required size of a deformation zone to
form a sufficient number of stable dislocation loops in
the case of plastic deformation realized via dislocation
mechanisms). These conditions can obviously be dif-
ferent for different materials and loading rates.

We believe that the presence of a significant plastic
deformation under an indenter in the absence of (for
fused silica) or at a low strain-rate sensitivity of Hd (for
Si, Ge, GaAs, Zr46.8Ti8Cu7.5Ni10Be27.5, and ZrO2) and at
a very small number or the absence of forming disloca-
tions (which have very low mobility at room tempera-
ture), as well as the absence of a relation between Hd
and hc, means that plastic relaxation in these materials
occurs via nondislocation processes. These processes
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Fig. 4. Dependences of the normalized change in the
dynamic hardness Hd/Hst of LiF and fused silica (F.s.) on

the relative-strain rate  under an indenter at different val-
ues of the indentation depth hc. For LiF, hc = (1) 1200,
(2) 1000, (3) 750, (4) 500, (5) 350, (6) 200, and (7) 50 nm.
For fused silica, hc = (8) 900, (9) 450, and (10) 50 nm. Hst
is the static hardness.

ε̇

are the generation and motion (from the indenter) of
nonequilibrium point defects, nucleation centers, or
localized-shear bands, which are induced by high con-
tact pressures.

The increase in the dynamic hardness and in its
strain-rate sensitivity with decreasing hc for all the
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Fig. 5. Strain-rate sensitivity α = Hd/Hst)/  for
KCl, LiF, γ-LiF, GaAs, Ge, MgO, Si, ZrO2, ZnS, grade
10 steel, PMMA, Zr46.8Ti8Cu7.5Ni10Be27.5, Al, and fused
silica. Hst is the static hardness, and E is Young’s modulus.
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(3) Ge, (4) ZrO2, (5) grade 10 steel, (6) LiF, and (7) PMMA.
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materials under study (except for fused silica) also sup-
ports this standpoint. Indeed, as the sizes of a locally
deformed zone decrease, the probability of nucleation
of dislocation loops should decrease and the time it
takes for the required number of deformation carriers to
form should increase, since point defects have higher
nucleation activation energy.

Apparently, thermal-activation analysis of the
strain-rate dependences of Hd obtained at various test
temperatures will refine the mechanisms that are
responsible for certain types of stress relaxation under
an indenter.

CONCLUSIONS

We have determined the strain-rate sensitivities of
the nanohardnesses of a number of ionic and covalent
crystals, metals, metallic alloys, bulk amorphous metal-
lic alloys, ceramics, and polymers. The effects of the
scale and rate factors on the strain-rate sensitivities of
the hardnesses of the materials have been separated.
The critical indentation depths and relative-strain rates
at which the strain-rate sensitivity of nanohardness
begins to change have been found.
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Abstract—Interaction of traveling electromagnetic waves with MBE-grown Fe/Cr multilayer nanostructures
is studied. Measurements are made in the frequency range 5.7–12.5 GHz at magnetic fields of up to 32 kOe. It
is found that the dependence of the microwave transmission coefficient on the external magnetic field intensity
is similar to the field dependence of the dc giant magnetoresistive effect. As a result of the interaction, the wave-
number varies in proportion to the electrical resistance of the structure. A simulation of the magnetic fields
shows that the microwave currents flow largely across the multilayer nanostructure (normally to the layers). ©
2005 Pleiades Publishing, Inc.
INTRODUCTION

Investigation into the properties of metallic multi-
layer nanostructures is a topical problem of the physics
of condensed matter. Interest in these materials is due
to their unique spin-dependent transport properties, pri-
marily, the giant magnetoresistive (GMR) effect.
Owing to this effect, metallic nanoheterostructures
seem promising for nanoelectronics and spintronics.
Among the variety of methods used in studying materi-
als of this class, rf electromagnetic techniques are
viewed as the most important ones, since they make it
possible to evaluate the dynamic and relaxation param-
eters of nanostructures.

Two basic mechanisms of interaction between elec-
tromagnetic waves and magnetic metallic nanostruc-
tures can be distinguished. One is related to magnetic
moment precession, which acts on the waves. In this
case, the interaction results in magnetic resonances, the
energy losses being dependent on relaxation in the
magnetic subsystem. The other mechanism is associ-
ated with eddy currents arising in the metallic nano-
structure. Here, the GMP effect shows up explicitly,
since Joule losses depend on the conductivity. This
mechanism was discovered in [1, 2], where its physics
and temperature dependence were studied. Via this
mechanism, an external uniform magnetic field influ-
ences rf characteristics, giving rise to the microwave
GMR (MGMR) effect.

Microwave studies of multilayer metallic nanostruc-
tures were pioneered by Krebs et al. [1], who per-
formed experiments with Fe/Cr/Fe three-layer struc-
tures. The MGMR effect in [Fe/Cr]n metallic superlat-
tices was first explored in [3] using an original
technique of measuring the coefficient of microwave
transmission through the nanostructure. For a thin
1063-7842/05/5004- $26.00 0484
metal plate, the transmission coefficient is inversely pro-
portional to the effective conductivity. Consequently, a
correlation between the relative magnetoresistance and
transmission coefficient is bound to exist far away from
ferromagnetic resonance frequencies and fields. In fact,
such a single-valued correspondence was found in the
centimeter [3, 4] and millimeter [5] ranges.

High-frequency methods of investigating nanostruc-
tures are of great value, since they allow for various ori-
entations of the rf electric field relative to the sample
surface plane. Accordingly, one can easily accomplish
the configurations where the current passes both over
and across the layers. The latter case is of special inter-
est. Here, the electrons moving in a layered nanostruc-
ture (e.g., in a magnetic superlattice) repeatedly cross
the interfaces, so that spin-dependent scattering by the
interfaces is highlighted. In such a configuration of the
current, the MGMR effect can be measured, e.g., by
arranging the multilayer structure in a resonant cavity
so that the variable electric field vector is normal to the
surface plane of the structure [6]. The MGMR effect
was found to define the dependence of the cavity losses
on the external magnetic field [4, 7]. In [8], the micro-
wave magnetoresistance of [Fe/Cr]n superlattices was
measured for the case when the rf current passed in the
plane of the layers.

The object of investigation in this work is a traveling
electromagnetic wave, which interacts with Fe/Cr mag-
netic superlattices exhibiting the GMR effect. Experi-
ments were designed in such a way that the current
passed normally to the layers. It is shown that changes
in the microwave transmission coefficient in absolute
value may exceed the dc GMR effect. The influence of
giant magnetoresistance on the traveling electromag-
netic wave is simulated.
© 2005 Pleiades Publishing, Inc.
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EXPERIMENTAL

The samples used were two [Fe/Cr]n superlattices
and a Cr-coated thin Fe film all MBE-grown on
0.5-mm-thick (100)MgO single-crystal substrates in
Katun’-S high-vacuum equipment. The growth rate was
about 1.5 Å/min. The thickness of the Fe and Cr layers
(including that of the Cr buffer layer), as well as the
number of pairs of layers in the superlattices, are given
in the table. Therein also shown are the values of satu-
ration field Hs and relative dc magnetoresistance mea-
sured at H = 30 kOe. The microwave data were
obtained from samples of length l = 22.5 mm and width
11.5 mm.

To take microwave measurements, the nanostruc-
ture was placed into a rectangular waveguide (Fig. 1) in
such a way that the metallic side (film) of the sample
was at the center of the waveguide and the longer side
of the sample was parallel to the axis of the waveguide.
External magnetic field H was applied either normally
to wavevector Γ of the wave, parallel to the surface
plane of the sample (as shown in Fig. 1), or perpendic-
ularly to its surface plane. The measurements were
taken at the H10 mode of the waveguide, with electric
field vector e0 in the waveguide normal to the plane of
the layers. The external field (30 kOe) was generated by
an electromagnet. The experiments were carried out at
room temperature.

EXPERIMENTAL RESULTS

In the microwave experiments, we determined the
relative change in the magnitude of the microwave
transmission coefficient, rm = [|D(H)| – |D(0)|]/|D(0)|,
where |D(H)| is the magnitude of the transmission coef-
ficient in magnetic field H. Typical field dependences
rm(H) for the Fe/Cr superlattices are illustrated in
Fig. 2a. The measurements were taken from superlat-
tice 1 at frequencies f = 7.3, 7.5, and 7.7 GHz. The
curves are seen to saturate at fields higher than 13 kOe.
For this sample, the relative variation of the transmis-
sion coefficient may be appreciable, up to 10–30%
according to the frequency. To confirm the fact that the
transmission changes observed in the microwave exper-
iments on the magnetic superlattices are due to the
GMR effect, we measured rm(H) on samples where this
effect is absent. Figure 2b shows the frequency depen-
dence of the maximal change in the transmission coef-
ficient measured on sample 3 (Cr-coated Fe film) in
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
field H = 18 kOe. It is seen that the microwave variation
of this parameter is insignificant, no more than 0.5%.

Figure 3 demonstrates the field dependences of dc
relative magnetoresistance r/rmax and the microwave
ratio rm/rm, max measured at f = 11.87 GHz. The coinci-
dence of these curves strongly intimates that the param-
eter variations at microwaves in the superlattices are
associated with the field dependence of their magne-
toresistance. For the Fe/Cr superlattices, these varia-
tions and the dc magnetoresistance are even functions
of the magnetic field (Fig. 4). In addition, these field
dependences taken for two configurations of external
magnetic field H (the field vector is normal or parallel
to the plane of the superlattice) are similar to each other.
Figure 5 shows the field dependences of the dc magne-
toresistance (Fig. 5a) and relative transmission coeffi-
cient measured at two frequencies (Fig. 5b). The curves
demonstrate that both variations are related to the mag-
netic field in the material, the intensity of which differs
from the external field intensity, since the sample exerts
the demagnetizing action.

The experimental data mentioned above suggest
that the variation of the microwave transmission coeffi-
cient can be attributed to the GMR effect. It should be
noted that the relative variations at microwaves may
exceed the relative dc magnetoresistance by a factor of
two or more. Moreover, the microwave variations may
be of different signs at different frequencies of the elec-
tromagnetic wave (Fig. 5b). This fact, earlier noticed in
[9], was considered as the alternating-sign GMR effect.
A property of spin-dependent magnetotransport is that
a change in the conductivity in an applied field is
always positive. Experimenting with a finite-length

1 2 3

e0
Γ

H

Fig. 1. Geometry of the experiment: (1) substrate, (2) super-
lattice, and (3) waveguide.
Characterization of the samples

Sample no. Sample type Thickness of layers Hs, kOe r (30 kOe), %

1 Superlattice [Cr(13 Å)/Fe(24 Å)]8/Cr(82 Å)/MgO 12.0 –12.4

2 " [Cr(12 Å)/Fe(23 Å)]16/Cr(77 Å)/MgO 12.6 –16.0

3 Cr-coated Fe film Cr(10 Å)/Fe(573 Å)/Al2O3 ≈0.03 –
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sample and varying the frequency of the wave, we
merely set up conditions under which microwave
changes may be either positive or negative.

Figure 6 demonstrates the frequency dependences
of rm that were measured in field H = 18 kOe on super-
lattices of type 2 with different lengths. The filled trian-
gles refer to the 22.5-mm-long sample. It is seen that
the microwave variations are of alternating sign and
exhibit a distinct minimum near f = 7.9 GHz. This min-
imum corresponds to half-wave resonance (see below),
when the sample length accommodates half the wave-
length. The sample was shortened twice in such a way
that its length equaled first 18.3 mm (empty circles in
Fig. 6) and then 13.8 mm (filled circles). With decreas-
ing the length, the minimum in the curve rm( f ) shifted
toward higher frequencies. The vertical bars in Fig. 6
show the predicted positions of the resonance for mode
H10 in the sample of a given length. From the coinci-
dence of the resonance frequencies predicted theoreti-
cally with those of the minima in the experimental
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Fig. 2. (a) Relative change in the transmission coefficient in
the magnetic field for superlattice 1 at various frequencies
and (b) frequency dependence of the microwave changes at
H = 18 kOe for sample 3.
curves rm( f ), we can conclude that the well-defined
dips in Fig. 6 do correspond to half-wave resonance.

After making the microwave measurements on the
shortened sample, the three pieces were added together
to recover the initial length (22.5 mm) of the sample.
Importantly, no care was taken to provide electrical
contact between the pieces. The results of microwave
measurements on this “composite” sample are shown in
Fig. 6 by empty squares. It turned out that the minimum
in the curve rm( f ) again (as for the intact sample) lies at
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0.4r/
r m

ax
, r

m
/r

m
, m

ax

0 5 10 15 30
H, kOe

0.8

0.2

1.0

20 25 35

r
rm, f = 11.87 GHz

10

r m
, %

0

–20 –10 20
H, kOe

15

5

0 10

Fig. 3. Variation of the change in microwave transmission
coefficient rm in comparison with the variation of relative
magnetoresistance r (superlattice 2).

Fig. 4. Relative variation of the transmission coefficient
with alternating-sign external magnetic field (sample 1, f =
8.9 GHz).
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f ≈ 7.9 GHz. If the sample-containing part of the
waveguide is viewed as a resonance system with a min-
imum in the curve rm( f ), the width of the curve (reso-
nance peak) gives the “Q factor” Q0 = 17 for the initial
(intact) sample and Q1 = 21 for the composite sample.

SIMULATION OF THE INFLUENCE OF THE GMR 
EFFECT ON TRAVELING ELECTROMAGNETIC 

WAVES

The basic goal of simulation was to reveal interplay
between the parameters of the multilayer nanostruc-
tures exhibiting the GMR effect and the variation of the
wave transmission coefficient. For centimeter electro-
magnetic waves, skin depth δ in the nanostructures
studied is much smaller than the total thickness of metal
in the film. Then, the multilayer structure may be char-
acterized by an effective conductivity. In other words,
the nanostructure may be considered as a homogeneous
metallic plate with conductivity σ [4]. We will restrict
our analysis to the range of off-resonance frequencies
and magnetic fields and consider the contribution from
the GMR effect alone.

In the simulation that follows, we will assume that
the width of the sample on which the transmission coef-
ficient magnitude is measured in a magnetic field is
equal to width a of the wider wall of the waveguide (the
narrower wall of the waveguide is b wide) and its length
is l. The process of simulation is subdivided into three
stages. First, from a solution to the Helmholtz equation
subject to boundary conditions, we find the structure of
the rf electric, e, and magnetic, h, fields and determine
a correction to the wavenumber in terms of the pertur-
bation theory. Then, the effective wave impedance of
the waveguide with the sample is found. Finally, the
effective transmission coefficient and its dependence
on the applied magnetic field are calculated.

The structures of fields e and h in the waveguide
with the sample are found by parting the waveguide
into three domains. Let us calculate corrections to the
fields and to the wavenumber of mode H10, at which
measurements are made. The empty domains above and
below the sample will be referred to as domains I and
III; the central domain (occupied by the sample), as
domain II. The distributions of the fields in domains I
and III are given by the well-known expressions [10]

(1)

where x0, y0, and z0 are the unit vectors of the coordi-
nate system. The x, y, and z axes are directed along the
wider wall, narrower wall, and waveguide axis, respec-
tively.

e y0e0
πx
a

------e iΓ z– ,sin=

h
e0

W
----- x0

πx
a

------ z0
i
Γ
---π

a
--- πx

a
------cos+sin– 

  e iΓ z– ,=
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In Eqs. (1), e0 is the amplitude factor and W is the
equivalent impedance of the waveguide. The wavenum-
bers in the absence and presence of the sample are
denoted by Γ0 and Γ1, respectively, where

(2)

Electric field e in domain II (inside the metal of the
nanostructure) is described by the expression that fol-

Γ0
ω
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c
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Fig. 5. Field dependences of (a) the relative magnetoresis-
tance and (b) microwave transmission coefficient that were
taken in the external field oriented parallel to the sample
surface plane (filled symbols) and normally to the sample
plane (empty symbols).
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lows from the results obtained in [4, 7],

(3)

where q = (ω0zD/vF)2, zD is the complex screening
parameter, ω0 is the plasma frequency, and vF is the
Fermi velocity.

Equation (3) takes into account the fact that the con-
ventional skin effect makes room for a dynamic ana-
logue of electrostatic screening if thickness d of the
metal far exceeds skin depth δ and the electric field vec-
tor runs normally to the boundary. Along with the
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Fig. 6. Frequency dependence of the change in the
microwave transmission coefficient for the
[Cr(12 Å)/Fe(23 Å)]16/Cr(77 Å)/MgO superlattices of dif-
ferent length.

Fig. 7. Passage of the microwave currents. (1) Upper wall of
the waveguide, (2) lower wall of the waveguide, (3) super-
lattice, (4) conduction currents in the walls, (5) conduction
currents in the sample, and (6) displacement currents.
bracketed components, which decay in the metal,
expression (3) involves the y-independent term, the
penetrating component of the field. Unlike the formulas
derived in [4, 7], Eq. (3) contains the fields at two
boundaries of the film in explicit form and joins
together solutions for the three domains.

To calculate a correction to the wavenumber, we
apply the perturbation theory to a waveguide with a
magnetically polarized sample [11]. If cross-sectional
area S1 of the sample is much smaller than cross-sec-
tional area S0 of the waveguide, the change in the wave-
number is given by

(4)

Here, ω = 2πf and e0m and em are the complex ampli-
tudes of the electric field in the unperturbed and sam-

ple-perturbed waveguide, respectively. Change  in
the permittivity tensor is explained as follows. In the
absence of the sample, this tensor is diagonal with non-
zero components equal to ε0. In the presence of the
sample without the external magnetic field, the nonzero
components are ε11 = ε22 = ε33 = –iσ/ω. In the presence
of the magnetic field, along with diagonal components
–iσ(H)/ω, there appear off-diagonal components ε12 =
−ε21 = iσa(H)/ω. In (4), only the interaction due to the
change in the conductivity is taken into account. Such a
simplification works if the changes in the permittivity
tensor are insignificant.

We will perform calculations using formula (4) for
frequencies much lower than the plasma frequency,
ω ! ω0. Then [4],

(5)

where rD is the Debye screening length and ν is the
electron relaxation frequency.

When the sample is placed in a waveguide without a
magnetic field, both the real and imaginary parts of the
wavenumber change,
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(6b)

In a magnetic field, the wavenumber is given by

(7)

where νH is the electron relaxation frequency in mag-
netic field H.

Formula (7) is valid for the tangential and normal
magnetization of the film by the applied field if H is
taken to mean the field strength in the film. It follows
from this formula that the imaginary part of the change
in the wavenumber, which is responsible for energy dis-
sipation, is proportional to the change in the conductiv-
ity of the film in a magnetic field.

The reflections of the wave from the ends of the
sample with finite length l depend on the ratio between
the equivalent impedances of the waveguide with (Z)
and without (Z0) the sample. According to [10, 12], the
equivalent impedances are expressed as

Here, W and W0 are the characteristic impedances intro-
duced for mode H10,

Let ξ designate the relative change in the imped-
ance,

(8)

Complex transmission coefficient D can be calcu-
lated by the formula [13]

(9)

where ϕ is the sample-induced phase shift (ϕ = Γ1l).

Magnitude |D| of the transmission coefficient is
determined from experimental data. It is calculated by
formula (9) in view of (8) for a small variation of the
wave impedance, |ξ| ! 1. Separating out the real and
imaginary parts, i.e., representing ξ as ξ = ξ' + iξ'', we
get
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Thus, having performed the simulation, we estab-
lished a relationship between the microwave magne-
toresistance of the structure and the transmission coef-
ficient.

DISCUSSION

The experimental data presented in Figs. 3–5
strongly suggest that a change in the microwave trans-
mission coefficient in a magnetic field is due to the
GMR effect. Indeed, magnetoresistance r and micro-
wave transmission coefficient rm vary identically with
the field. Both variations are even functions of H and
similar functions of the magnetic field strength in the
multilayer nanostructure (the field strength in the sam-
ple may differ from the applied field strength because
of the presence of demagnetizing fields). The calcula-
tion shows that the change in the wavenumber is pro-
portional to the change in the conductivity due to the
GMR effect. As follows from formula (7), the off-diag-
onal components of the conductivity tensor, which are
responsible for the Hall effect, make no contribution to
the microwave changes in the given arrangement of the
sample (Fig. 1). With formulas (7), (8), and (10), it is
easy to check that, when the relative change in the wave
impedance is small (|ξ| ! 1), the relative change in the
transmission coefficient is also proportional to the
GMR-induced change in the conductivity, provided
that the effective microwave conductivity varies with
the magnetic field in the same way as the dc conductiv-
ity. The experimental data shown in Figs. 3–5, as well
as earlier data [3–6], suggest that what has been said for
the effective conductivity of the Fe/Cr nanostructures is
valid for the millimeter and centimeter ranges. Note
that the calculation of microwave changes by formula
(10) requires that the sample be the only essential inho-
mogeneity in the microwave channel.

The frequency dependence of the microwave
changes to a great extent depends on the amount of
half-wave resonance in the sample. The measurements
of the resonance frequency in samples of different
lengths (Fig. 6) showed that operating mode H10 per-
sists when the nanostructure is placed in the waveguide.
This circumstance is of importance for finding the
direction of microwave currents in the structure. In fact,
electric field vector e of mode H10 is normal to the sur-
face plane of the sample and, hence, to the layers. The
total thickness of the metal in the nanostructure is much
smaller than skin depth δ but exceeds Debye screening
length rD. Under these conditions, the electric field in
the metal is of form (3) [4] and contains both the
damped and penetrating components. The microwave
currents flow normally to the layers of the nanostruc-
ture. The measurements shown in Fig. 6 corroborate
such a statement. The values of the Q factors (Q0 = 17
for the intact 22.5-mm-long sample placed in the
waveguide and Q1 = 21 for the sample of the same
length composed of three electrically disconnected
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pieces) are noteworthy. In the composite sample, each
of the pieces is much shorter than half the wavelength
and the currents can hardly pass over the plane of the
sample, i.e., along the layers of the nanostructure. In the
intact sample, in-plane currents exist. From the values
of the Q factors, one can estimate the powers released
by variously oriented microwave currents. The current
passing normally to the layers is responsible for about
88% the total power released. The scheme of micro-
wave current passage is illustrated in Fig. 7. Shown is
only the current component that is normal to the layers.
Displacement currents existing in the empty domains of
the waveguide transform into conductivity currents in
the nanostructure.

CONCLUSIONS
Interaction between a traveling electromagnetic

wave and a metallic multilayer nanostructure was
investigated. It was found that the GMR effect makes
the microwave transmission coefficient dependent on
the applied magnetic field strength. The interaction of
centimeter-range traveling electromagnetic waves with
MBE-grown [Fe/Cr]n superlattices was studied in
greater detail. It was shown the microwave currents
pass largely normally to the layers. The frequency
dependence of the microwave changes demonstrates
that the changes may exceed the relative dc giant mag-
netoresistance.

The variation of the wavenumber due to the GMR
effect was simulated. The imaginary part of the change
in the wavenumber varies in proportion to the change in
the conductivity of the metallic structure in a magnetic
field. It was shown that the off-diagonal components
give no contribution to the microwave changes at the
field configuration studied in the article. The coefficient
of transmission of electromagnetic waves through the
multilayer structure was calculated.
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Abstract—A kinetic approach is applied to derive the transport equations, the virial equation, the dynamic-
equilibrium equation, and the envelope equation for an axially symmetric paraxial relativistic electron beam
propagating through a scattering gas–plasma medium in the presence of a reverse plasma current with a radial
density profile that is generally different from the beam density profile. The equations obtained include addi-
tional terms that account for this difference. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

In recent years, the problem of the transportation of
relativistic electron beams (REBs) through dense gas–
plasma media has attracted considerable interest
[1−27]. An important aspect of this problem is the
transverse evolution of the beam in the scattering back-
ground gas.

Since the process of REB propagation in a gas–
plasma medium is highly nonequilibrium and is
strongly affected by the collective electromagnetic field
induced by the charges and currents of the plasma and
beam, it is reasonable to construct the REB transporta-
tion model on the basis of the kinetic Vlasov–Boltz-
mann equation with a self-consistent field and the equa-
tions for the moments of the distribution functions for
the beam particles and phase averages. In the general
case, these models should account not only for the self-
consistent field, but also for the action of external elec-
tromagnetic fields on the beam particles and for the
scattering of these particles by the particles of the back-
ground gas.

In this paper (in contrast to the previous studies [6–
12, 20–25]), the basic equations describing the trans-
verse dynamics of a paraxial monoenergetic REB are
derived for the case where the radial profile of the
reverse plasma current, Jpz(r⊥ ), differs from the radial
profile of the beam current density, Jbz(r⊥ ). This
assumption substantially complicates the derivation of
the equations describing the REB transverse dynamics
(including the derivation of the envelope equation with
the use of the kinetic equation).

It should be noted that the generation of the reverse
plasma current after the injection of an REB into a
1063-7842/05/5004- $26.00 0491
high-density gas, as well as the radial structure of this
current, has been studied both experimentally and the-
oretically [13–19]. It was shown that, in many cases,
the radial profile of the reverse plasma current differs
from that of the beam current (i.e., the above assump-
tion is well justified).

In contrast to [6, 22–25], we will also assume that
complete charge neutralization takes place. In dense
gas–plasma media, this is true at sufficiently high val-
ues of scalar conductivity σ, when the following condi-
tion is satisfied:

(1)

where τc = (4πσ)–1 is the time of charge neutralization

and τm = 4πσ /c2 is the skin time (the decay time of
the equilibrium reverse plasma current). Here, Rb is the
characteristic beam radius and c is the speed of light.

It is known (see [6, 23, 24]) that, in the paraxial
approximation, the longitudinal motion of the REB par-
ticles is deterministic, whereas their distribution over
transverse momenta and coordinates is stochastic and is
described by the proper kinetic equation.

In what follows, we restrict ourselves to the practi-
cally interesting case of an azimuthally symmetric
paraxial beam whose axis is directed along the beam
propagation direction and coincides with the z axis of a
cylindrical coordinate system.

By analogy to [6–8], we represent the beam as a set
of thin transverse segments Sτ, each of which contains
a fixed number of particles. The upper index indicates
the instant t = τ at which the segment is injected.

τc ! τm,

Rb
2
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We assume that all the particles within a given seg-
ment have the same relativistic masses mγ and the same
longitudinal velocities v z = βc (the spread in γ within
the segment is ignored); i.e., the injected beam is
monoenergetic. It is also assumed that the medium
through which the beam propagates is uniform. Under
these assumptions, all the particles within a segment Sτ

evolve in a similar manner along the z coordinate and,
at an arbitrary instant, have the same energies E(t) and
the same relativistic masses mr = mγ = E(t)/c2. Note that
segments Sτ do not intersect one another during the
beam propagation [6, 24, 25].

We introduce the distribution function f τ(r⊥ , p⊥ , t),
which describes the distribution of particles over trans-
verse coordinates r⊥  and momenta p⊥  within a segment
Sτ. The time evolution of this function is described by
the kinetic equation

(2)

where F⊥  is the transverse component of the force
exerted on a particle by the collective self-consistent
electromagnetic field of the plasma–beam system and
Isc is the collision integral.

Under the conditions of complete charge neutraliza-
tion, we have

(3)

where q is the charge of a beam particle, β = v z/c, and
Az(t, r⊥ ) is the solution to equation

(4)

This solution has the form

(5)

where

(6)

(7)

are the axial components of the vector potential result-
ing from the beam current and the reverse plasma cur-
rent, respectively. Here, Rc is the radius of the screening
of the collective electromagnetic field by the back-
ground plasma (i.e., it is assumed that the condition

 = 0 is satisfied).

When multiple small-angle Coulomb scattering
dominates, the collision integral in Eq. (2) can be writ-
ten in the form [6, 26]

(8)

∂ f τ

∂t
--------

p⊥

γm
------- ∇ r⊥

f τ⋅ F⊥ ∇ p⊥
f τ⋅+ + Isc,=

F⊥ qβ∇ r⊥
Az t r⊥,( ),=

∇ r⊥
Az

4π
c

------ Jbz t r⊥,( ) J pz t r⊥,( )+( ).–=

Az t r⊥,( ) Az
b( ) t r⊥,( ) Az

p( ) t r⊥,( ),+=

Az
b( ) t r⊥,( ) 2

c
--- Jbz t r⊥',( ) r⊥ r⊥'–

Rc

----------------ln r⊥' ,d∫–=

Az
p( ) t r⊥,( ) 2

c
--- J pz t r⊥',( ) r⊥ r⊥'–

Rc

----------------ln r⊥'d∫–=

Az r⊥ Rc≥

Isc
mγS

2
----------∆p⊥

f τ .=
Here, the quantity S characterizes the average rate of
change in the transverse kinetic energy of a beam parti-

cle, E⊥  = /(2mγ), due to multiple Coulomb scatter-
ing. For a given scattering medium, this quantity is a
known function of the total particle energy E = mγc2.
Note that collision integral (8) is a particular case of the
Fokker–Planck collision integral [6, 26] in which trans-
port over the transverse momentum p⊥  is zero in view
of the scattering isotropy and the tensor of the general-
ized diffusion coefficient is diagonal and independent
of them transverse momentum p⊥  in view of the isot-
ropy and elastic nature of scattering.

To close the set of Eqs. (2)–(8) requires an addi-
tional equation that relates the plasma current density
Jpz(r⊥ ) to the beam current density Jbz(r⊥ ).

In contrast to [6, 24, 25], we cannot represent the
density of the reverse plasma current in the form

where αm is the coefficient of the current (magnetic)
neutralization, which was considered to be independent
of r⊥  in the studies cited above (i.e., Jpz and Jbz had the
same radial profiles with the same characteristic trans-
verse radii).

For a distribution function f τ normalized to unity

(f τ( dr⊥ dp⊥  = 1)), the current density is defined by

the expression

(9)

where Ib(t) is the total beam current and

(10)

is the spatial density of the beam particles normalized
to the number of particles N0 within a segment Sτ.

The density of the reverse plasma current Jpz(r⊥ , t)
can be determined from the equation [27]

(11)

where τm is the monopole skin time.

For the sake of convenience, Jpz can be represented
in a form similar to Eq. (9):

(12)

where Ip(t) is the total reverse plasma current and χp(r⊥ ,
t) is the density of plasma particles normalized to the
number of plasma particles within a beam segment Sτ.

p⊥
2

J pz r⊥( ) αmJbz r⊥( ),–=

f τ∫

Jnz r⊥ t,( ) Ib t( )χb r⊥ t,( ),=

χb r⊥ t,( ) f τ r⊥ p⊥ t, ,( ) p⊥d∫=

∂J pz

∂t
----------

J pz

τm

-------+
∂Jbz

∂t
----------,=

J pz r⊥ t,( ) I p t( )χ p r⊥ t,( ),=
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It can readily be seen that the solution to Eq. (11)
has the form

(13)

With allowance for expressions (3), (5), and (8),
kinetic equation (2) can be written as

(14)

where the potentials  and  are defined by
Eqs. (6) and (7).

TRANSPORT EQUATIONS

From Eq. (14), one can obtain the equations for the
first moments of the distribution function f τ, which
define the main macroscopic characteristics of the
beam.

Integrating Eq. (14) over transverse momenta yields
the equation

(15)

where χb(r⊥ , t) is the particle density in a segment Sτ

(see Eq. (10)), ∇ ⊥  ≡ , and

(16)

is the average transverse momentum.

In view of the fact that /mγ =  (where  is the
average transverse velocity of the beam particles),
Eq. (15) is nothing more than a conventional continuity
equation, which describes the conservation of the num-
ber of particles within a given segment.

Multiplying Eq. (14) by p⊥  and integrating over
transverse momenta, we obtain the transport equation
for the transverse momentum,

(17)

where

(18)

J pz r⊥ t,( ) I p t( )χ p r⊥ t,( )=

=  
∂ χbIb( )

∂t'
------------------ t''d

τm t''( )
--------------

t

t'

∫ .exp

∞–

t

∫–

∂ f τ

∂t
--------

p⊥

mγ
-------+ ∇ r⊥

f τ⋅ qβ∇ r⊥
Az

b( ) Az
p( )+( )[ ]   ∇ r⊥

f τ+

=  
γmS

2
----------∇ p⊥

f τ ,

⋅

Az
b( ) Az

p( )

∂χb

∂t
-------- ∇ ⊥ χb

p̃
γm
------- 

 ⋅+ 0,=

∇ r⊥

p̃⊥ r⊥ t,( ) 1
χb

----- p⊥ f τ p⊥d∫=

p̃⊥ ṽ⊥ ṽ⊥

∂
∂t
----- χbp̃⊥( )

+ ∇ ⊥ χb

p⊥ p⊥

γm
------------ 

 ⋅ χbqβ∇ ⊥ Az
b( ) Az

p( )+( )– 0,=

χbp⊥ p⊥ f τ r⊥ p⊥ t, ,( )p⊥ p⊥ p⊥ .d∫=
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With allowance for Eq. (15), Eq. (17) takes the form

(19)

where  = ∇ ⊥ (β  + β ) is the transverse com-
ponent of the effective electric field and

(20)

is the stress tensor.

Finally, multiplying Eq. (14) by /2mγ and inte-
grating over transverse momenta, we obtain the energy
transfer equation

(21)

where

(22)

(23)

The third term on the left-hand side of Eq. (21) char-
acterizes the rate of change in the average energy of the
transverse motion of particles in a segment Sτ in the
presence of an energy flow with a density

(24)

The fourth term on the left-hand side of Eq. (21) can
be represented in the form

(25)

where J⊥  = –qχb /mγ = –qχb  and  is the trans-
verse component of the effective electric field (Eq. 19).

It follows from Eq. (21) that this term characterizes
the rate of change in the energy of transverse motion
due to the work done by the forces exerted on the beam
particles by the self-consistent collective electromag-
netic field.

Finally, the second term on the left-hand side of
Eq. (21) and χbS describe the rates of change in the
energy of transverse motion due to inelastic and elastic
collisions of the beam particles with the gas–plasma
particles, respectively.

∂
∂t
----- ṽ ⊥ ∇ ⊥⋅+ 

  p⊥
∇ ⊥ p̃̃⊥⋅

χb

-----------------– qE⊥
eff,–=

E⊥
eff Az

b( ) Az
p( )

p̃̃⊥ p⊥ p̃⊥–( ) v⊥ ṽ⊥–( ) f τ p⊥d∫=

p⊥
2

∂
∂t
----- χb

p̃⊥
2

2mγ
---------- 

  1
γ
---dγ

dt
------

χb p⊥
2

2mγ
----------- ∇ ⊥ χb

p⊥ p⊥
2

2m2γ2
---------------

 
 
 

⋅+ +

– qβ∇ ⊥ Az
b( ) Az

p( )+( )
χbp̃⊥

mγ
-----------⋅ χbS,=

χb p̃⊥
2 f τ p⊥

2 p⊥ ,d∫=

χbp⊥ p⊥
2 f τp⊥ p⊥

2 p⊥ .d∫=

R0
χbp⊥ p⊥

2

2m2γ2
------------------

χbv⊥ p⊥
2

2mγ
------------------.= =

qβχbp̃⊥

mγ
------------------– ∇ ⊥ Az

b( ) Az
p( )+( )⋅ J⊥ E⊥

eff,⋅=

p̃⊥ ṽ⊥ E⊥
eff
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VIRIAL EQUATION. THE DYNAMIC 
EQUILIBRIUM CONDITION

We take the scalar product of momentum transport
equation (17) and r⊥  and integrate the expression
obtained over transverse coordinates. As a result, we
obtain

(26)

where

(27)

is the average kinetic energy of the transverse motion of
particles in a beam segment,

(28)

is the doubled mean-square radius of the beam seg-
ment, and

(29)

is the so-called effective Bennett temperature (here,
Ib is the total beam current, IA = βγmc3/q is the limiting
Alfvén current, and v z is the axial component of the
beam particle velocity). Note also that, in Eq. (26), Ip is
the total reverse plasma current and  = χp( , t).

Simplifying the last term on the right-hand side of
Eq. (26), we obtain

(30)

where

(31)

Equation (30) generalizes the well-known equation
[6, 23–25] to the case χp ≠ χb. For the sake of simplicity,
we introduce the following notation for the form factor:

(32)

It can easily be shown that, if χp = χb, then Cp = 1. In
this case, we have Γ = 1 + Ip/Ib = 1 – αm, where αm =
−Ip/Ib is the coefficient of current neutralization for
χb = χp.

d
dt
----- γm

4
-------

dR2

dt
----------- 

  2 E⊥ TB–( )=

– 4
I p

Ib

---- 
  TB χbr⊥ ∇ ⊥ χ p'

r⊥ r⊥'–
Rc

----------------ln r⊥'d r⊥ ,d∫⋅∫

E⊥ χb

p̃⊥
2

2mγ
---------- r⊥d∫=

R2
2 χbr⊥

2 r⊥d∫=

TB Ib
qβ
2c
------

mγv z
2

2
--------------

Ib

IA

----- 
 = =

χ p' r⊥'

d
dt
----- γm

4
-------

dR2

dt
----------- 

  2 E⊥ TB 1
I p

Ib

---- 2 Cp–( )+–
 
 
 

,=

Cp 2 χ pχb'
r⊥ r⊥ r⊥'–( )⋅

r⊥ r⊥'–
2

------------------------------- r⊥d r⊥' .d∫=

Γ 1 2 Cp–( )
I p

Ib

----.+=
Let us introduce the average virial,

(33)

Performing integration in Eq. (33), we obtain

(34)

From Eq. (30), we find the virial equation

(35)

Setting dR2/dt = 0 in Eq. (35), we arrive at the nec-
essary condition for the dynamic equilibrium of a beam
segment:

(36)

Equality (36) generalizes the well-known Bennett
equilibrium condition [6, 22] to the case of different
radial profiles of the beam current and the reverse
plasma current (χb(r⊥ , t) ≠ χp(r⊥ , t)).

EQUATION FOR THE AVERAGE TOTAL 
TRANSVERSE ENERGY OF THE BEAM 

PARTICLES

Let us consider the total energy Ψ of the beam par-
ticles within a segment. This energy is the sum of the
average kinetic energy of the transverse motion E⊥ and
the average potential energy of the particles in the

effective collective electric field  = –∇ ⊥ (–β  –

β ):

(37)

where

(38)

In order to find the equation for the average trans-
verse energy of the beam particles, we differentiate
Eq. (37) over time. After some manipulations, we
obtain

(39)

where In = Ib + Ip is the total current in the plasma–beam
system.

V
qβ
2

------ χbr⊥ ∇ ⊥ Az
b( ) Az

p( )+( ) r⊥ .d⋅∫–=

V TBΓ .=

E⊥
d
dt
----- mγ

8
-------

dR2

dt
----------- 

 – V .=

E⊥ ΓTB 1
I p

Ib

---- 2 Cp–( )+ TB.= =

E⊥
eff Az

b( )

Az
p( )

Ψ E⊥ Λβ,+=

Λβ
1
2
--- χbqβ Az

b( ) Az
p( )+( ) r⊥ .d∫–=

dΨ
dt

--------
dE⊥

dt
---------

dΛβ

dt
---------+

E⊥

γ
------dγ

dt
------–

Λβ

qβIn

----------- d
dt
----- qβIn( )+= =

+ χbS r⊥ qβIn ∇ ⊥
Az

b( ) Az
p( )+

In

------------------------ 
  χbp⊥

γm
----------- 

 ⋅




∫+d∫

–
∂
∂t
-----

χb Az
b( ) Az

p( )+( )
2In

----------------------------------- 
 





dr⊥ ,
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By a little algebra, we arrive at the equation

(40)

where

(41)

Equation (40) can be rewritten in the form

(42)

where

(43)

(44)

(45)

(46)

Here, formulas (43) and (44) describe the rates of
change in the average transverse kinetic energy of the
beam particles within a segment due to elastic and
inelastic collisions of the beam particles with the parti-
cles of the background gas–plasma medium, respec-
tively; formula (45) describes the corresponding rate of
change caused by the work done by the forces exerted
on the beam particles by the self-consistent effective
transverse electric field; and formula (46) describes the
rate of change of E⊥  due to the work done by the forces
exerted on the beam particles in the case χb(r⊥ , t) ≠
χp(r⊥ , t).

EQUATION FOR THE MEAN-SQUARE RADIUS 
OF A BEAM SEGMENT 

(EQUATION FOR THE BEAM ENVELOPE)

In this section, we will derive the equation for mean-
square beam radius (or the so-called envelope equation)
for an axially symmetric paraxial relativistic beam with
allowance for multiple elastic scattering and the non-
laminar character of the beam in the presence of the
reverse plasma current with a radial profile differing
from that of the beam current (i.e., χp(r⊥ , t) ≠ χb(r⊥ , t)).
To this end, both parts of Eq. (40) for the average total

dE⊥

dt
--------- χbS r⊥

E⊥

γ
------ γd

td
-----– Λβ

d
td

----
Λβ

TB

------ 
 ln–d∫ qβI0L,+=

L
1
c
---

I p

Ib

----χ p'
∂χb

∂t
--------





∫∫–=

– χb
∂
∂t
-----

I p

Ib

----χ p' 
 



 r⊥ r⊥'–

Rc

---------------- dr⊥' dr.ln

dE⊥

dt
---------

dE
dt
------- 

 
enc

dE
dt
------- 

 
los

dE
dt
------- 

 
β

dE
dt
------- 

 
χb χ p≠

,+ + +=

dE
dt
------- 

 
enc

χbS r⊥ ,d∫=

dE
dt
------- 

 
los

E⊥

γ
------dγ

dt
------,–=

dE
dt
------- 

 
β

Λβ
d
dt
-----

Λβ

TB

------ 
  ,ln–=

dE
dt
------- 

 
χ p χb≠

qβIbL.=
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transverse energy of the beam particles are multiplied
by Lorentz factor γ. As a result, we obtain

(47)

where L* = –cL, c is the speed of light, and L is defined
by formula (41).

We now turn to the virial equation in form (30).
Multiplying Eq. (3) by γ/2 and differentiating the result
obtained over t yield

(48)

where Γ is defined by expressions (31) and (32).
Equating the right-hand sides of Eqs. (47) and (48),

we obtain the equation

(49)

After multiplying Eq. (49) by 2R2 and performing
some manipulations, we arrive at the equation

(50)

After integration, Eq. (50) becomes

(51)

Finally, we arrive at the desired envelope equation,

(52)

d γE⊥( )
dt

---------------- = γΛβ
d
dt
-----

TB

Λβ
------ 

 ln γ χbS r⊥ 2γTBL*,–d∫+

d
dt
----- γE⊥( ) 1

2
--- d

dt
----- γ d

dt
----- γm

4
------- d

dt
-----R2

 
 
  d

dt
----- γΓTB( ),+=

1
2
--- d

dt
----- γ d

dt
----- γm

4
-------

dR2

dt
-----------

 
 
 

γΛβ
d
dt
-----

TB

Λβ
------ 

 ln=

+ γ χbS r⊥ 2γTBL*–
d
dt
----- γΓTB( ).–d∫

d
dt
----- γ2R3d2R

dt2
----------- γ γd

td
-----R3dR

dt
--------+ 

   = 
4R2γ

m
-------------- Λβ

d
dt
-----

TB

Λβ
------- 

 ln




–
1
γ
--- d

dt
----- γΓTB( ) χbS r⊥ 2TBL*–d∫+





.

γ2R3d2R

dt2
----------- γ2R3dγ

dt
------1

γ
---

dR
dt

--------+

=  
R2γ

m
---------- Λβ

d
t'd

-----
TB

Λβ
------ 

 ln
1
γ
--- d

t'd
----- γΓTB( )–





τ

t

∫

--+ χbS r⊥d∫ 2TBL*–




dt'.

d2R

dt2
-----------

1
γ
---dγ

dt
------

dR
dt

--------
4ΓTB

mγR
-------------+ +

1

γ2R3
------------=

× 4R2γ
m

-------------- χbSdr⊥∫ 2TBL*– ΓTB
Γ̃d
t'd

------–




τ

t

∫
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where

(53)

K0 is the integration constant, and τ is the injection time
of the beam segment.

GENERALIZED EQUATION 
FOR THE MEAN-SQUARE RADIUS 

OF A QUASI-STEADY BEAM

We assume that, at any instant, the beam state in an
arbitrary segment Sτ is close to dynamic equilibrium;
i.e., condition (36) is approximately satisfied:

(54)

where TB is the effective Bennett temperature (see for-
mula (29)) and Cp is the coefficient defined by expres-
sion (31).

Let us consider the time evolution of the mean-
square radius of a quasi-equilibrium beam. We combine
Eq. (40) with dynamic equilibrium condition (54) to
obtain

(55)

where L* = –cL.
We add and subtract Λβd/dt(lnΓ) on the right-hand

side of Eq. (55). As a result, we have

(56)

Differentiating Eq. (53) over time, we obtain

(57)

Using Eq. (57), we find the quantity dΛβ/dt –
Λβd/dtln(ΓTB) and substitute it into Eq. (56) to obtain

(58)

– Λβ
Γlnd

t'd
------------





dt'
K0

γ2R3
------------,+

Γ̃
Λβ

ΓTB

----------
R2

2Rc
2

---------
 
 
 

,ln–=

E⊥ ΓTB≈ 1
I p

Ib

---- 2 Cp–( )+ TB,=

d ΓTB( )
dt

------------------
dΛβ

dt
---------+

ΓTB

γ
----------dγ

dt
------– Λβ

d
dt
----- TBln( )+=

+ χbS r⊥ 2TBL*,–d∫

d ΓTb( )
dt

------------------
dΛβ

dt
---------+

ΓTB

γ
----------dγ

dt
------– Λβ

d
dt
----- ΓTB( )ln+=

– Λβ
d
dt
----- Γln χbS r⊥ 2TBL*.–d∫+

1

R2
-------

dR2

dt
----------- dΓ̃

dt
-------+

1
ΓTB

----------
dΛβ

dt
---------

Λβ

ΓTB

----------
d ΓTB( )

dt
------------------– 

  .=

d ΓTB( )
dt

------------------ ΓTB
1

R2
-------

dR2

dt
----------- dΓ̃

dt
-------+

 
 
 

+

=  
ΓTB

γ
---------- γd

dt
-----– Λβ

d
dt
----- Γ χ bS r⊥ 2TBL*.–d∫+ln–
After dividing both parts of Eq. (58) by ΓTB and per-
forming some manipulations, we finally arrive at the
equation

(59)

Equation (59) generalizes the well-known Nordsick
equation [6] to the case of the reverse plasma current
with an arbitrary radial profile. This equation also takes
into account the phase mixing of the particle trajecto-
ries in the anharmonic collective field of the plasma–
beam system.
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Abstract—The formation of Na+ and Cs+ ions on and their thermal desorption from the surface of a NaAu alloy
film grown on metallic gold are studied. It is shown that thermionic emission from insulator-coated metallic
substrates is governed by a sequence of processes, such as diffusion of Na and Cs adatoms into the film, ion-
ization of these atoms at the insulator–metal interface, diffusion of the resulting ions toward the surface, and
desorption of the ions. The effect of weak electric fields on ion diffusion and desorption is investigated. © 2005
Pleiades Publishing, Inc.
INTRODUCTION

Electron exchange between a solid surface and
atoms leaving the surface proceeds through electron
tunneling and plays a decisive role in the ionization of
particles being desorbed. The stochastic nature of elec-
tron transitions between particles and a solid was taken
into account in the development of a statistical
approach to describing surface ionization of atoms ther-
mally evaporating from the emitter surface [1, 2].

Let us consider surface ionization of alkali metal
atoms on metallic emitters in a weak electric field. In an
adatom–substrate system, the times to charge and ther-
mal equilibria are, respectively, on the order of τch ~
10−14 s and τt ~ 10–11 s. The lifetime of alkali atoms on
the metal surface (the time to desorption) is τd ≥ 10–6 s
even if the adsorbent temperature is as high as T =
3000 K. Under these conditions, the particle–emitter
adsorption system is in thermodynamic equilibrium
and the ion-to-atom ratio in the flux of thermally des-
orbed particles is given by the well-known Saha–Lang-
muir formula [2].

Thermodynamic equilibrium in the system can be
disturbed by the absence of charge equilibrium between
adatoms and the substrate. During absorption of the
atoms on nonmetallic adsorbents, this may happen if
the level of the valence electron of an adatom falls into
the band gap of the solid, so that adatom–substrate elec-
tron exchange becomes difficult. In this case, we may
face the situation when τd < τch. In such a nonequilib-
rium system, the basic dependences describing thermi-
onic emission may differ from those obtained for sur-
face ionization, as was analytically shown by Morgulis
as early as in 1948 [3]. In practice, adsorption systems
of this kind can be formed by using wide-gap semicon-
ductors (insulators) as adsorbents, which can withstand
1063-7842/05/5004- $26.00 0498
heating to temperatures high enough to evaporate parti-
cles at such low adsorbate densities that do not alter the
thermionic properties of the emitter. In the adsorption
systems used in our study, adsorbate–adsorbent elec-
tron exchange was made difficult owing to the fact that
gold substrates covered by a film of a gold–alkali metal
M (M = Cs, K, Na) alloy were used as ion emitters.
MAu alloys have the electronic properties of wide-gap
semiconductors. The band gap of these materials varies
between 2.6 and 2.8 eV [4, 5].

Films of these alloys grown on a gold substrate
withstand long-term annealing at T = 1250 K [6]. Spe-
cifically, NaAu films keep their physicochemical prop-
erties at this temperature for several tens of hours. At
temperatures above 600 K, these film systems can emit
M+ ions when M atoms come from external sources, as
well as alkali metal ions via intrinsic thermionic emis-
sion [6–9]. The thermal desorption current depends on
the temperature of the emitter and is also affected by
external actions on the emitter. For example, irradiation
of the emitter by photons with an energy hν exceeding
2.4 eV considerably changes the ion yield and thermal
desorption characteristics [5, 7, 10].

Below are the results of an investigation into the
thermally stimulated desorption of Na+ and Cs+ ions in
the case when alkali metal atoms come to a gold sub-
strate that is covered by a thin layer of NaAu alloy. The
effect of weak electric fields on such an ionization pro-
cess is also considered.

EXPERIMENTAL

Experiments were performed in a magnetic sector
mass spectrometer intended for studying thermally
stimulated desorption of atoms and positive ions from
© 2005 Pleiades Publishing, Inc.



        

THERMALLY STIMULATED DESORPTION 499

                                                                                                                                                          
the surface [6–10]. The mass spectra could be swept by
varying the magnetic field.

The flux of alkali metal atoms (flux density ν is
≤1013 cm–2 s–1) was directed from evaporators onto the
central part of an emitter, a gold strip (Au 99.99%) cov-
ered by a film of the alloy. The formation of the alloy
film on the gold surface is described elsewhere [6]. The
strip was biased up to ∆U = ±1800 V relative to the
input electrode of the focusing system of the ion source.
Such a potential generated an electric field of up to E ≅
±1.2 × 103 V/cm near the emitter surface. The surface
of the substrate was cleaned by heating in an oxygen
atmosphere (P = 2 × 10–6 Torr) for 2 h. The windows in
the ion source chamber were used for determination of
the ion emitter temperature with an optical pyrometer,
as well as for introduction of light beams in studying
thermally stimulated processes at the surface. In the
range below 700°C, the emitter temperature was esti-
mated by extrapolating the experimentally found
dependence Te = a + blnR (where R is the resistance of
the strip, which depends on the filament current, and a
and b are coefficients).

Below, we report a number of characteristics and
specific features of the ionization process that were
found when studying the thermally stimulated desorp-
tion of Na+ and Cs+ ions from the NaAu/Au surface in
the mass spectrometer.

The mass spectrum lines for Na+ ions at different
thicknesses of the alloy film on the surface is shown in
Fig. 1. The linewidth increases considerably as the
NaAu layer gets thicker. A similar dependence was
obtained for Cs+ ions when Cs atoms were ionized on
this emitter. The introduction of O2 into the ion source
chamber (the O2 pressure was varied from 5 × 10–7 <
P(O2) < 5 × 10–6 Torr), which affects the composition of
the layer and the potential distribution on its surface,
also broadens the mass spectrum lines of Na+ and Cs+

ions.
The change in the thermally stimulated desorption

current of Na+ and Cs+ ions lags behind the change in
ion flux density ν of alkali metal atoms arriving at the
strip from the atomic source. When the Na flux is shut
off, the ion current decreases gradually. For instance, if
the flux of Na atoms is shut off for a time ∆t = 600 s at
temperatures T = 1130–1150 K, the Na+ current drops
roughly 100-fold, i.e., to values one order of magnitude
exceeding the noise level of the ion detector of the mass
spectrometer. The average lifetime of Na adatoms on
the surface is τd ≈ 0.1 s at such temperatures. If the
atoms were ionized on the uncovered Au emitter sur-
face, the time it takes for the ion current to drop down
to the detectability of the detector would be much
shorter. Thus, the findings of this work substantiate our
earlier conclusions [6] that the diffusion of alkali metal
atoms and ions plays an important role in the formation
and degradation of the alloy film, as well as in the ther-
mal desorption of these particles from the surface. In
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
[6], we also determined the activation energy of sodium
atom diffusion in the NaAu alloy, ≈3.20 eV. This value
is well below the value of 5.1 eV for the activation
energy of Na diffusion in metallic gold.

The data presented indicate that ionization of alkali
metal atoms on the surface of heated metallic emitters
differs from thermal desorption of alkali ions from met-
als covered by nonmetallic film coatings. Therefore, a
number of experiments were performed aimed at eluci-
dating an atom ionization mechanism and at under-
standing how the emitter temperature and applied elec-
tric field affect the ionization process and transport of
the particles.

We obtained the dependences of the thermal desorp-
tion current of Na+ ions on time td of action of ion-
extracting electric field E(d) and on time ∆tr of action
of ion-blocking electric field E(r). In addition, we kept
track of the ion emission with the voltage applied to the
emitter switched off for a time ∆t0, E = 0.

Figure 2 shows a family of curves I(td) for Na+ ions
thermally desorbed from the gold strip covered by a
thin (two to three monolayers) film of the NaAu alloy
when a Na atom flux was directed to the emitter. All the
curves were taken after the strip had been kept at E = 0
for ∆t = 400 s. The features of the ion desorption pro-
cess are the following: (i) the general form of the I(td)
dependence varies with T; (ii) at the time the ion-accel-
erating voltage is switched on, initial current I(0) takes
a minimal value when emitter temperature T is maxi-
mal and then increases, passing through a maximum, as
T declines; (iii) throughout the emitter temperature
range, the time it takes for I(td) to reach the saturation
emission current is rather long, the saturation current
being the lowest when T is the highest; and (iv) the form
of the initial portions of the I(td) curves depends on T,
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Fig. 1. Sodium ion lines in the mass spectrum of thermally
stimulated desorption from the NaAu/Au surface: (1) thin
film and (2) thick film.



500  KNAT’KO et al.
300200500

1.5

2.5

1.0

0.5

I, arb. units

t, s

2

1

100 150 250

3

4

5
6

2.0

Fig. 2. Time dependences I(td) of the thermal desorption
current for sodium ions at NaAu/Au emitter temperatures of
(1) 1070, (2) 1020, (3) 970, (4) 900, (5) 860, and (6) 800 K.

250015000

0

0.6

1.0

0.4

0.2

I, arb. units

500 1000 2000

(a)

0.8

–1500

–1000

–500

0

500

1000

1500

∆U, V

16008000

0

0.6

1.2

0.4

0.2

t, s
400 1200

(b)

0.8

0
200
400
600
800
1000

1600

1.0

–200

1200
1400

Fig. 3. (a) Time dependences I(td) for sodium ions upon
switching off the ion-extracting voltage for ∆t0 = 100, 200,
400 s. (b) Time variations I(td) for sodium ions upon apply-
ing the blocking voltage for ∆tr = 100, 200, 400 s. The dot-
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the I(td) curves peaking just in these portions when T
varies between 900 and 1020 K.

Let us now see how an electric field changes the
form of the I(td) curves. To this end, the current was cut
off by switching off the ion-extracting voltage for a cer-
tain time period ∆t. As a result, the ions were blocked
on the surface and the desorption flux consisted of only
Na atoms; accordingly, the concentration of the alkali
metal on the emitter rose. Two methods of ion blocking
were used (see Fig. 3): (i) the ion-extracting voltage
was switched off for a time ∆t0, so that only those ions
could leave the surface whose energy was high enough
to overcome the desorption barrier, and (ii) an ion-
blocking field, E(r) ≈ 1.2 × 103 V/cm, was applied to the
emitter for time intervals ∆tr. From the results pre-
sented, it follows that even a weak electric field influ-
ences the concentration of the ions in the near-surface
region of the alloy film, since the form of the I(td) curve
considerably depends on the strength of field E applied
to the emitter.

The dependences I(td) presented in Fig. 4 also sug-
gest that the magnitude and direction of the electric
field vector at the surface are of significance. In the case
shown in Fig. 4a, the ion current was picked up by
switching on the ion-extracting voltage, which was
increased in ∆U = 200 V steps after I(td) had saturated.
In the other case (Fig. 4b), the current of Na+ ions was
picked up first with voltage ∆U1 = 800 V. Then, the
extracting voltage was increased to ∆U2 = 1800 V and
subsequently, after the system had been kept at the sat-
uration current for td = 400 s, was decreased again to
∆U1 = 800 V. It is clear from Fig. 4a that, as ∆U
increases, the current of thermally stimulated desorp-
tion of Na+ ions gradually tends to the saturation value
corresponding to a given ∆U. On the other hand
(Fig. 4b), a decrease in the voltage by 1000 V (∆U2 
∆U1) causes the current to peak with the subsequent
decline to the initial value of the saturation current for
∆U1.

The method proposed was also used to study the
effect of weak electric fields on the thermal ionization
of Cs atoms on this emitter. Basically, the results for Cs
atom ionization are consistent with those for Na atom
ionization.

RESULTS AND DISCUSSION

The line broadening in the mass spectrum of thermal
desorption of Na+ and Cs+ ions with an increase in the
NaAu layer thickness (Fig. 1) was observed earlier for
the thermal desorption of K+ ions at the initial stages of
KAu alloy formation on the gold substrate surface [9].
The fact that the broadening is appreciable indicates
that the ions subjected to applied voltage difference ∆U
have different energies at the entrance to the focusing
system of the mass spectrometer. For thermally stimu-
lated desorption, the spread in particle initial velocities
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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is rather small [2]. One can assume that the broadening
of the mass spectrum lines stems from a spread in the
potential over the operating (ion-emitting) area of the
emitter. Note that, like KAu alloy [9], the film of NaAu
alloy exhibits insulating properties [6] throughout the
operating emitter temperature range.

The absence of electron tunneling between the
metal substrate and adsorbed alkali metal atoms is cor-
roborated by the experimental data shown in Fig. 2. The
ion current density is the lowest when the emitter tem-
perature is the highest (curve 1). For surface ionization
of atoms on metallic gold, which has the electron work
function ϕ = 4.7 ± 0.1 eV [7], the Na+ emission inten-
sity grows with emitter temperature in the range 1000–
1200 K [11] in agreement with the theory of this pro-
cess. The experimental data presented in Fig. 2 suggest
that, in the temperature range being studied, lifetime τd

of Na atoms adsorbed on the alloy film is shorter than
time τch of electron tunneling; therefore, the atoms are
desorbed in the nonionized state. Because of short τd,
the concentration of Na adatoms on the surface is low
and the diffusion flux of the atoms into the film is
depleted. Only those particles may ionize in the system
studied that penetrate into the interior of the film. The
concentration of such particles increases with decreas-
ing temperature, as indicated by the increase in the ion
emission intensity (curves 2 and 3). The fact that the
maximal (saturation) ion current passes through a ma-
ximum with decreasing strip temperature indicates that
the emission is a complex process involving (i) diffu-
sion of atoms embedded in the layer to the centers of
ionization, (ii) ionization of the atoms, and (iii) diffu-
sion of the ions toward the surface with subsequent des-
orption.

The processes that may be responsible for electron
loss by an alkali metal atom are as follows: (i) the tran-
sition of an electron to a free gold atom (not incorpo-
rated into the structure of the alloy), M + Au  M+ +
Au–; (ii) ionization of impurity atoms with the transi-
tion of the electrons to the conduction band of MAu
insulating crystals; or (iii) ionization of M atoms that
reached the alloy–substrate interface via electron tun-
neling into the metal (a process similar to surface ion-
ization with the subsequent drift of the electrons from
the interface into the insulator). The last-mentioned
process seems to be the most plausible, as follows from
the experimental I(td) dependences.

The experiments showed that a thin insulating film
present on the metal surface allows a weak electric field
to penetrate into the alloy and have a noticeable influ-
ence on the thermal ionization characteristics. The
depth profile of Na+ ions in the alloy film depends on
the magnitude and direction of the electric field vector.
For example, if E = 0, the Na+ ion distribution in the
alloy is distinct from that when fields E(d) and E(r) are
applied to the strip. As follows from the experimental
data shown in Figs. 3 and 4, the run of the I(td) curve
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
can be controlled by varying the magnitude and direc-
tion of E.

At emission-blocking fields in the range E(r) ≤ 1 ×
103 V/cm, the concentration of the ions localized on the
surface can be considerably reduced by appropriately
selecting the interval ∆tr (which depends on the temper-
ature as well). In this case (Fig. 3b), the electric field
changes the distribution of Na+ ions across the alloy
film. At the instant the ion-extracting voltage is
switched on, the emission current is lower than the sat-
uration current for the steady-state desorption of the
ions and the time taken to recover the diffusion flux of
the ions to the surface is rather long (t ≈ 100–200 s).

The dependence I(td) takes another form when ∆U is
switched off and the emitter heated to 900 < T < 1020 K
is kept for a certain time ∆t0 at E = 0 (see Fig. 2,
curves 2–4, and Fig. 3a). It is seen that the I(td) curves
exhibit a clear-cut peak of Na+ emission at the instant
the extracting voltage is switched off and the height of
the peak depends on the temperature and ∆t0 (these
parameters specify the gradient of the concentration of
alkali metal atoms and ions over the thickness of the
alloy film, as well as the rate of diffusion particle
exchange between the surface and near-surface layers).
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increased by 1000 V for ∆t = 600 s.
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For instance, when ∆U was switched off for a time ∆t0
not exceeding 100 s, the peak did not appear in the I(td)
dependence (Fig. 3a). On the other hand, if ∆t0 exceeds
100 s, the peak intensity increases with ∆t0. The height
of the peak may be assumed to be dependent on the
concentration of the ionic component in the sodium
adlayer on the emitter surface (the ions cannot be ther-
mally desorbed in the absence of the ion-extracting
field). Application of the field for a while reduces the
ion concentration on the surface of the film, since the
rate of ion diffusion from deep-seating layers is lower
than the rate of ion desorption. Moreover, the ion-
extracting voltage causes polarization of the insulating
film on the metallic substrate with the formation of a
positively charged layer at the insulator/vacuum inter-
face. This may enhance the desorbed Na+ ion flux at the
instant the electric field changes from E = 0 to E(d),
because Coulomb repulsion between the ions and posi-
tively charged layer loosens bonds between the emitter
and the ions in the adlayer. The curve I(td) saturates
when the field produced by the ions in the adlayer,
charges distributed over the thickness of the film, and
the polarization of the film become steady.

It seems likely that the polarization of the insulating
film in an electric field is of importance in the emission
dynamics shown in Fig. 4. As field E(d) increases
(Fig. 4a), so does the positive charge density in the
upper layer of the alloy, which for a while suppresses
the emergence of Na+ ions. As the mobile ion concen-
tration in the film varies and the electric field affects the
rate of ion diffusion, current I(td) gradually grows. The
abrupt decrease in E(d) leads to an excess positive
charge at the film–vacuum interface and is responsible
for the peak in the emission intensity of the ions local-
ized in the adlayer near the interface (Fig. 4b).

CONCLUSIONS

Thus, the thermodynamically equilibrium process
of surface ionization of atoms on metals, which is
related to electron tunneling between the solid and par-
ticles during their desorption, differs considerably from
the thermal desorption of ions from metallic substrates
covered by an insulating film. In the latter case, the ion
emission comprises the sequence of processes, such as
adatom diffusion into the interior of the coating, ioniza-
tion of diffused atoms accompanied by electron transi-
tion to the metal, ion diffusion to the surface, and ther-
mal desorption of the ions.
Note that, in an M/NaAu/Au adsorption system, one
can control the surface concentration of alkali metal
atoms with the help of weak electric fields, as is shown
in this study, or by irradiation by light, as was shown in
[5, 7, 10]. Alkali metal particles adsorbed on the surface
serve as active centers in thermally stimulated hetero-
geneous reactions involving organic molecules [12].
The possibility of controlling the concentration of the
active centers may be useful in controlling heteroge-
neous chemical reactions.
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Abstract—An extension of the model suggested in [5] allows us to consider the influence of the growth cell
geometry, as well as temperature and pressure gradients, on the growth rate of SiC epitaxial layers in a vacuum.
The experimental dependences of the substrate temperature on the current in an induction coil that are taken for
different positions of the cell relative to the inductor are discussed. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

A variety of computational schemes have been
developed to describe gas-phase epitaxial growth of
semiconductor films. However, all these schemes bear
on transfer of film-forming atoms and molecules
through an inert gas filling the working space of the
reactor [1–3]. Only the last section of review [4] is
devoted to film growth in a rarefied atmosphere (vac-
uum). The scarcity of relevant publications is not a
great surprise. In an inert atmosphere, particle free path
λ is much shorter than typical geometric dimensions r
and l of a growth cell (r is the inner radius of the cell,
l is the distance between a vapor source and a sub-
strate). This fact allows using the hydrodynamics equa-
tions to describe transfer processes. In a rarefied atmo-
sphere, conversely, λ @ r, l and stochastic processes
taking place in the cell are described, as a rule, by the
Monte Carlo method.

In [5], we suggested a simple model of the epitaxial
growth of SiC layers. The model is based on the Hertz–
Knudsen equation, which assumes the molecular flux
of silicon carbide, J, to be expressed by

(1)

where M is the SiC molecular weight, R is the universal
gas constant, T is the temperature, and p =
Bexp(−Q/RT) is the equilibrium SiC vapor pressure
(Q is the heat of sublimation of SiC, B is a coefficient).

We also introduced an empiric coefficient of stick-
ing of silicon carbide molecules to the substrate, α =
Aexp(–Ea/RT), where Ea is the potential (activation)
barrier that must be overcome by a molecule so that it
will adhere to the substrate and A is a preexponential.
Then, growth rate G has the form

(2)

J Xp, X 2πMRT( ) 1/2– ,= =

G
M
ρ
-----Xpα ,=
1063-7842/05/5004- $26.00 0503
where ρ is the density of the growing SiC film.
The experimental results were compared with

reduced growth rate g ≡ G/G0, where rate G corre-
sponds to some temperature T and G0, to maximal tem-
perature T0 used in a given experiment. Such a model
gives a good fit to the experimental data, as was shown
in [5].

As follows from Eqs. (1) and (2), we ignored in [5]
the fact that particle sticking to the cell walls and a tem-
perature gradient may affect the particle flux. In the
framework of our model, we will consider how these
factors influence the growth rate.

EXPERIMENTAL SETUP

The setup for sublimation growth of epitaxial layers
in a vacuum was detailed elsewhere [6]. The induc-
tively heated growth (graphite) cell contains a source of
SiC vapor (synthesized SiC powder) and a single-crys-
talline SiC substrate on which the epitaxial layer grows.
The schematic of the growing cell and its arrangement
inside a cylindrical inductor connected to an rf oscilla-
tor (oscillating tube) are shown in Fig. 1. A specially
tailored mechanical device moves the cell inside the
inductor. The current of the inductor and, hence, the
substrate temperature are controlled by applying a high
voltage to the anode of the tube. In practice, the anode
current of the oscillating tube, Ia, is the basic control-
ling parameter.

INFLUENCE OF THE REACTION SPACE 
GEOMETRY

Let the reaction space of the growing cell be a cylin-
der (Fig. 1) with inner radius r and length l. The mole-
cules move randomly, being scattered mainly on the
cell walls (see, for example, Fig. 24 in [4]). Let the
coefficient of molecule sticking to the walls be
© 2005 Pleiades Publishing, Inc.
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expressed as  = exp(– /RT), where  is the
energy barrier that must be overcome by a SiC mole-
cule so that it will adhere to the graphite wall. Then, a
decrease in the particle flux due to wall scattering is
dJ = –(J/r)dz, where axis z coincides with the axis of
the cylinder. The flux arriving at the wall is (l) =
J(0)[1 – exp(–l/r)], where J(0) is the initial flux (the flux
from the source, see (1)). The number of particles stick-
ing to a unit wall area per unit time is , and (1 – )
particles return to the mainstream. The flux arriving at
the substrate is J(0)[1 – (1 – exp(–l/r))]. The number
of particles sticking to a unit substrate area per unit time
equals

(3)

where

Thus, the growth rate can be expressed as

(4)

where G is given by (2).

For  = 0 and l = 0, we have  = G. For l = ∞,  =
G(1 – ); i.e., the growth rate decreases because of SiC

molecule sticking to the walls. For  = 1, we have  =
Gexp(–l/r). Finally, when (l/r) @ 1, the growth ceases,
since all the SiC molecules stick to the walls.

It is easy to show that, for (l/r) ! 1, F ≈ α[1 –
(l/r)]; i.e., a decrease in the SiC molecular flux due to

sticking is vanishingly small. Consider now the limit
(l/r) @ 1. For simplicity, we put  = α, thereby assum-

α A Ea Ea

J

α J α J

α

J̃ J 0( )F l/r( ), F l/r( ) α f l/r( ),= =

f l/r( ) 1 α 1 l/r–( )exp–[ ] .–=

G̃ Gf l/r( ),=

α G̃ G̃
α

α G̃

α

α

2

SiCs

l

1

r

SiCp

Fig. 1. Schematic of the cell for growing SiC epitaxial lay-
ers in a vacuum and its arrangement inside the cylindrical
inductor. 1, growth cell; 2, inductor; SiCp, silicon carbide
powder; and SiCs, substrate.
ing that the molecules equiprobably stick to the graph-
ite walls of the reactor and to the substrate. By varying
sticking coefficient α, it is easy to check that function F
has a maximum, Fmax ≈ 0.25, at α* ≈ 0.25. For l ≈ r, F ≈
α[1 – (1 – e–1)]. Assuming again that  = α, we get
Fmax ≈ 0.395 at α* ≈ 0.79.

Thus, a source of silicon carbide molecules in the
growing cell should be placed at a distance l ≤ r from
the substrate. It is such a geometry that is implemented
in our setup: l = 7mm and r = 18 mm. Of course, the
above consideration greatly simplifies the real physical
pattern in the reactor (for example, processes, such as
multiple reflections of particles from the walls, scatter-
ing by the substrate with subsequent transfer of the
molecules to the walls, etc., are omitted). However, it
may provide a proper insight into the influence of the
reaction space geometry on the growth rate of epitaxial
layers. Note that taking into account the SiC molecular
flux toward the walls leads to straightforward renormal-
ization of the growth rate (the appearance of additional

factor f(l/r); see Eq. (4)). When the value of  is fitted
to the experimental data according to the model
described in [5], considering f(l/r) will change mainly
the value of dimensionless factor A. The temperature
dependence also becomes more complicated, becoming

(where  ≡ /RT0) instead of 

G ∝  T–1/2exp(–ω), 

where ω ≡ (Q + Ea)/RT0).
In this case, to determine additional model parame-

ters  and , extra data points or any simplification
like  = α are needed.

INFLUENCE OF TEMPERATURE 
AND PRESSURE GRADIENTS

Now let us discuss the effect of a SiC vapor pressure
gradient and a temperature gradient, ∆T = T(0) – T(l),
in the cell on the growth rate (T(0) is the source temper-
ature; T(l) is the substrate temperature; and l is, as
above, the source–substrate distance). To this end, we
will consider the problem of gas flow through a tube of
length l and radius r [7]. Unlike work [7], where it was
assumed that l/r @ 1, we take this ratio to be arbitrary
(λ @ r, l, as before). Then, the flux can be approximated as

(5)

Here, p(0) and p(l) are the SiC vapor pressures above
the source and substrate, respectively. For l/r @ 1,
Eq. (5) transforms into the corresponding formula in

α α

G̃

G̃ G 1 A ωa–( )exp 1 l/r–( )exp–[ ]–{ } ,∝

ω Ea

Ea A
α

J 16/3( ) I

2πMR
--------------------Ω, Ω p l( )

T l( )
-------------- p 0( )

T 0( )
---------------– 

  ,≡=

I r/l l
2r
-----arctan

l
2r
----- l

2r
----- 2r

l
----- 1–arctan 

 + .≈
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Table 1.  Dependence of substrate temperature Tl on anode current Ia of the oscillating tube and on position z of the growth
cell relative to the inductor

z, mm
Ia, A

1.00 1.25 1.50 1.75 2.00 2.25 2.50 2.75 3.00 3.25

0 900 1029 1109 1200 1294 1375 1470 1494 1594 1720

5 905 1032 1121 1208 1294 1396 1476 1501 1616 1750

10 909 1043 1127 1221 1306 1414 1482 1513 1627 1760

15 914 1064 1139 1234 1313 1402 1489 1537 1643 1765

20 914 1070 1142 1228 1319 1426 1494 1542 1643 1760

25 919 1093 1150 1228 1324 1426 1489 1548 1648 1755

30 924 1090 1153 1236 1326 1426 1494 1542 1643 1750

35 924 1093 1156 1234 1326 1426 1482 1537 1638 1735

37.5 924 1083 1156 1231 1324 1420 1470 1531 1632 1725
[7] and I ≈ π(r/2l).1 In the opposite limit, l/r ! 1, we
have I ≈ π(l/8r).

If the SiC vapor pressure were constant, i.e., the
condition p(0) ≈ p(l) ≈ p were satisfied, we would have

(6)

in other words, the temperature gradient would be the
only driving force of the process. Equation (5) implies,
however, that, in the general case, the film grows if Ω >
0, because the flux of SiC molecules will be directed
from the source to the substrate just under this condi-
tion. We then obtain from (5)

(7)

Putting p(0)/p(l) = αJ(0)/  (see (3) and (4)), we
obtain

(8)

The right of inequality (8) exceeds unity by defini-
tion (see (4)). Thus, the condition T(0)/T(l) > 1 is a nec-
essary but not sufficient condition for the growth. In
fact, the condition T(0)/T(l) >1 may be met even if ine-
quality (8) has a reverse sign. In this case, Ω is negative
and the gas flows from the substrate to the source, i.e.,
the substrate is etched.

Inequality (8) can be recast in the form

(9)

It follows from (9) that, for  = 0, the layer grows
at any positive temperature gradient ∆T, while at  ≠ 0,
∆T must be finite and increase with l/r. For example, at
(l/r) ! 1, we have τ ≈ 2 (l/r); at l/r @ 1, τ ≈ 2 /(1 –

); and at l/r = 1, τ ≈ 1.26 /(1 – 0.63 ).

1 To derive an expression for flux J, the formula for gas amount Q
derived in [7] should be divided by πr 2M.

Ω 1/2( ) ∆T /T 0( )( ) p/ T 0( )( );≈

T 0( )/T l( ) p 0( )/ p l( )( ).>

J̃

T 0( )/T l( ) f l/r( )( ) 1– .>

∆T
T l( )
---------- τ> 2α1 l/r–( )exp–

f l/r( )
--------------------------------.≡

α
α

α α
α α α
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Thus, the growth cell geometry meeting the weak
inequality l/r ≤ 1 is also preferable for producing a tem-
perature gradient. Clearly, sticking coefficient  must
be low in this case.

SUBSTRATE TEMPERATURE VERSUS 
SUBSTRATE POSITION RELATIVE 

TO THE INDUCTION COIL

Table 1 demonstrates the experimental dependence
of substrate temperature Tl(r) on current Ia. The coordi-
nate z = 0 corresponds to the lowest position of the sub-
strate relative to the bottom of the inductor. The sub-
strate is raised along axis z in 5-mm steps. Our aim is to
deduce an analytical dependence for which purpose the
results of [8] are invoked. The temperature is assumed
to be invariable, so that the time derivatives in the equa-
tions are neglected. In addition, parameter κgas, which is
the thermal conductivity of argon in [8], is formally set
equal to zero, since the growth proceeds in a vacuum
and not in argon. Then, system of equations (1.1) in [8]
is replaced by

(10)

where κ is the thermal conductivity of crystalline SiC
and µ is the specific (per unit volume) thermal power
generated by the inductor. Later on, subscript l is omit-
ted. We are interested in temperature variation along the
z direction, which is aligned with the setup axis. Then,
assuming that κ is z-independent, we obtain

(11)

Let us introduce position parameter z* that is
defined by the relationship (dT/dz)z* = 0. At this posi-
tion of the growth cell, the substrate temperature
reaches a maximum, Tmax, for given current Ia. Let the
temperature corresponding to z = 0 be denoted as Θ

α

div κgradT( ) µ,–=

d2T z( )
dz2

---------------- µ/κ– a.–≡=
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Table 2.  Substrate temperature Tl (°C) calculated as a function of position z (mm) of the substrate relative to the inductor for
different values of current Ia(A)

z 0 5 10 15 20 25 30 35 37.5

Ia = 1 A, z* = 35 mm, Θ = 900°C, Tmax = 924°C

900 906 912 916 920 922 924 924 924

900 905 909 914 914 919 924 924 924

Ia = 2 A, z* = 32.5 mm, Θ = 1294°C, Tmax = 1326°C

1294 1303 1311 1317 1322 1324 1326 1326 1325

1294 1294 1306 1313 1319 1324 1326 1326 1324

Ia = 3 A, z* = 25 mm, Θ = 1594°C, Tmax = 1648°C

1594 1613 1629 1639 1646 1648 1646 1639 1635

1594 1616 1627 1643 1643 1648 1643 1638 1632

Ia = 3.25 A, z* = 15 mm, Θ = 1720°C, Tmax = 1765°C

1720 1745 1760 1765 1760 1745 1720 1685 1664

1720 1750 1760 1765 1760 1755 1750 1735 1725

Tl
theor

Tl
exp

Tl
theor

Tl
exp

Tl
theor

Tl
exp

Tl
theor

Tl
exp
(obviously, Θ is a function of Ia). Then, we finally arrive
at

(12)

Note that

(13)

Having determined the values of z*, Tmax, and Θ
from the experimental dependences of Tl on Ia (omit-

T Tmax Tmax Θ–( ) 1 z/z*–( )2.–=

a 2 Tmax Θ–( )/ z*( )2.=

4

8

12
X, Y

0
1.0 1.5 2.5 3.53.02.0

Ia, A

1

2

Fig. 2. (1) X = a(Ia)/a(Ia = 1 A) and (2) Y = κ1/(Ia = 1 A)2κ
as a function of Ia.

Ia
2

ted), we calculated substrate temperature Tl(z)
(Table 1). For Ia = 1, 2, and 3 A, theory and experiment
are in excellent agreement, while for Ia = 3.25 A, the
calculation underpredicts Tl at z > z*. The asymmetric
run of the curve Tl(z) at Ia = 3.25 A is noteworthy.

Figure 2 shows the ratio of coefficients a (see (13))
in the form X = a(Ia)/a(Ia = 1 A) versus Ia (curve 1).
Since a ∝ µ (see (11)) and specific thermal power µ is
proportional to the current squared [8], Fig. 2 also

shows the dependence of ratio Y = κ1/(Ia = 1 A)2κ on
Ia (curve 2). Here, κ1 is the thermal conductivity at tem-
perature Θ corresponding to Ia = 1 A and κ corresponds
to temperatures Θ for Ia = 1.25, 1.5 A, etc. (Table 2).
The temperature dependence of the thermal conductiv-
ity for 6H-SiC were taken from [9].

In view of the fact that the approximation is crude,
one can conclude that curves 1 and 2 are in fairly good
agreement in the range 1 ≤ Ia ≤ 3 A and diverge severely
(by a factor of two) at Ia = 3.25 A. The reasons for such
a discrepancy still remain unclear.
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Abstract—An electron-multiplication regime at large field strengths, in which case an electron can acquire a
relativistic kinetic energy over the multiplication length, is considered. It is shown that, even in such superstrong
fields, the Townsend electron-multiplication mechanism is valid if the distance between the electrodes is rather
large. The Townsend coefficient and the drift velocity in helium are obtained in such fields. The electron-escape
curve, which separates the region of efficient electron multiplication from the region where electrons escape
from the gap without undergoing multiplication, is obtained. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

On the basis of a simulation by the method of mul-
tiparticle dynamics, it was recently revealed [1–3] that,
if the distance between the electrodes is rather large, the
Townsend regime of ionization is realized even in high
fields, where the ionization friction can be disregarded
and where a continuous growth of the mean energy of
electrons is expected according the traditional point of
view [4–6]. It was also found that the Townsend coeffi-
cient depends nonmonotonically on the ratio of the field
strength to pressure. A nonmonotonic behavior of the
multiplication coefficient leads to the double-valued-
ness of the curves that separate the region of intense
electron multiplication from the region of electron
escape without multiplication (analogs of Paschen
curves). These results are especially important in con-
nection with obtaining electron beams of subnanosec-
ond duration and record current amplitude (about 70 A
in air and about 200 A in helium) at atmospheric pres-
sure [7].

Not very high voltages, at which relativistic effects
can be disregarded, were considered previously. Since
the creation of generators in which a megavolt voltage
is reached within a nanosecond, it would be of interest
to assess the degree of applicability of the Townsend
coefficient concept at relativistic electron speeds.
Below, this issue is considered for the example of
helium.

MULTIPLICATION AND STICKING 
OF ELECTRONS

Description of the model used. The multiplication
and runaway of electrons in helium were simulated on
the basis of one of the modifications of the particle
method [8]. Specifically, we considered the multiplica-
1063-7842/05/5004- $26.00 ©0508
tion of electrons and their transfer between two planes
that are separated by a distance d and between which a
constant voltage U was applied (the field strength is
then E = U/d) long before the appearance of the elec-
trons in question. The electrons were produced at the
cathode, having chaotic directions of the velocities,
their initial energies obeying the Poisson distribution at
a mean value of ε0 = 0.2 eV. At small time steps, we
solved the equations of motion for all electrons and
simulated elastic and inelastic collisions with probabil-
ities determined by cross sections for elementary pro-
cesses.

The cross sections used in the present study for var-
ious elementary events were given in [1]. In contrast to
what was done in [1], however, we employ here, for the
ionization cross section, an approximation that includes
relativistic effects,

Here, ε = mec2(γ – 1) is the kinetic energy of an incident
electron (the rest mass being subtracted) in eV; I =
24 eV is the ionization energy of the helium atom; and
γ = (1 – ν2/c2)–1/2, ν being the electron speed. We note

σi ε( )
f 1 ε( ) f 2 ε( )

f 1 ε( ) f 2 ε( )+
-------------------------------- cm2,=

f 1 ε( ) 1.3 10 18– ε I–( )1 3 10 6– ε I–( )2×+
1 0.009 ε I–( )+

----------------------------------------------,×=

f 2 ε( ) 2.05 10 15– 2.36
ε

----------
2γ2

γ 1+
------------1

ε
--- ε

I
-- γ 1+

2
------------ln+





×=

+ 1
γ
--- 1

2γ2
--------– 

  2ln 1

2γ2
-------- γ 1–( )2

16γ2
------------------+ +





.
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that the cross section has a minimum at ε ≈ 4mec2 ≈ 2 ×
106 eV (see Fig. 1).

Electron trajectory. Suppose that the electric field
of strength E is directed along the x axis and that, at the
initial instant t = 0, the electron being considered has
the coordinates x(0), y(0), and z(0) = 0 and the momenta
px(0), py(0), and pz(0).

For the momentum at an arbitrary instant t, the solu-
tion to the equation of motion dp/dt = F ≡ eE yields

(1)

The velocities are expressed in terms of the
momenta by using the relation (which is valid at an
arbitrary instant t) [9, 10]

(2)

where

(3)

is the particle energy at the instant t.
The coordinates are obtained by integrating the

velocities with respect to time. For an arbitrary instant
t, this yields

(4a)

(4b)

(4c)

In [10], this result was obtained by a more cumber-
some method.

Formulas convenient for calculations. Formulas
(1)–(4) solve the problem at hand completely, but they
are not convenient for numerical calculations. The
point is that, in the case of low velocities (momenta),
the calculation of the coordinates by formulas (4)
would lead to errors because of errors in rounding. In
view of this, it is better to transform Eqs. (4a)—(4c)
identically in order to single out leading terms in the
momentum. For this, we make, in Eq. (4a), the identical
transformation

express the squares of the energies in terms of the
momenta, and collect similar terms. Further, we trans-

px t( ) px 0( )– Ft; py t( ) py 0( )– 0;= =

pz t( ) pz 0( )– 0.=

v t( ) p t( )c2

W t( )
---------------,=

W t( ) c m2c2 p2 t( )+=

x t( ) x 0( )–
1
F
--- W t( ) W 0( )–[ ] ,=

y t( ) y 0( )–
py 0( )c

F
----------------

W t( ) c px t( )+
W 0( ) c px 0( )+
------------------------------------,ln=

z t( ) z 0( )–
pz 0( )c

F
----------------

W t( ) c px t( )+
W 0( ) c px 0( )+
------------------------------------.ln=

W t( ) W 0( ) W t( ) W 0( )–( ) W t( ) W 0( )+( )
W t( ) W 0( )+

-------------------------------------------------------------------------–

=  
W2 t( ) W2 0( )–
W t( ) W 0( )+

-----------------------------------,
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form the expression under the logarithm sign in (4b)
with the aid of the chain of equalities

and express the difference W(t) – W(0) in terms of x(t) –
x(0) by formula (4a).

As a result, the expressions for the coordinates
assume the form

(5)

which is convenient for calculations.

RESULTS OF THE CALCULATIONS
Townsend regime of ionization. As is well known,

the Townsend regime of gas ionization in an external
electric field is characterized by two features. First, the
number of ionization events grows exponentially with

W t( ) c px t( )+
W 0( ) c px 0( )+
------------------------------------

=  
W t( ) W 0( )– W 0( ) c px t( ) c px 0( )– c px 0( )+ + +

W 0( ) c px 0( )+
----------------------------------------------------------------------------------------------------------------------

=  1 W t( ) W 0( )– cFt+
W 0( ) c px 0( )+

----------------------------------------------+

x t( ) x 0( )–
c2

F
----

px t( ) px 0( )–( ) px t( ) px 0( )+( )
W t( ) W 0( )+

--------------------------------------------------------------------------,=

y t( ) y 0( )–
py 0( )c

F
----------------=

× 1 F x t( ) x 0( )–( ) cFt+
W 0( ) c px 0( )+

--------------------------------------------------+ ,ln

z t( ) z 0( )–
pzy 0( )c

F
------------------=

× 1 F x t( ) x 0( )–( ) cFt+
W 0( ) c px 0( )+

--------------------------------------------------+ ,ln

1 × 10–17

1 × 10–18

1 × 10–19

σ

10 1 × 103 1 × 105 ε

1 × 10–16

1 × 107

Fig. 1. Cross section for the ionization of a helium atom as
a function of the incident-electron energy: (solid line) cross
section used in the present study and (dashed line) cross
section used in [1].
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increasing distance from the point at which the first
electron was produced. Second, the mean speed and the
mean energy of the electrons do not depend on this dis-
tance. As in [1–3], the Townsend multiplication coeffi-
cient was accordingly determined from the slope of the
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Fig. 2. Properties of electron multiplication in the
Townsend regime vs. the distance x from the cathode at N =
3.2 × 1018 cm–3 (p = 100 Torr), U = 15 MV, d = 15 cm, and
E = 10 MV/cm (E/p = 7.7 MV/(cm atm): (a) number ni of
product ions (circles) and number of atoms excited to the
21P (n2P, diamonds) and 21S (n2S, boxes) states, along with

the dependence 20exp(0.53x/cm) at αi = 0.53 cm–1 and
αid ≈ 8 (dotted line); (b) ratio of the electron flux at a given
point, j(x), to the electron flux from the cathode, j0, along
with the dependence 1.7exp(0.53x/cm) (dotted line);
(c) projection ux of the electron velocity onto the x axis
aligned with the electric field (circles) and modulus of the
velocity u⊥  in the plane orthogonal to the x axis (boxes);
(d) mean electron energy (the steady-state value of the
mean energy, ε* ≈ 1.5 MeV ≈ 3mec

2, is much less than
eU = 15 MeV); and (f) energy (eV) distribution of electrons
that reached the anode (arbitrary units).
dependence of the logarithm of the electron current on
the distance from the cathode (see Fig. 2). The slope
takes the same value for the logarithm of the number of
ionization, sticking, and excitation events. Of course,
the distance between the electrodes must exceed the
inverse Townsend coefficient (multiplication length

).

The calculations reveal that, at rather large distances

between the electrodes, d > , the Townsend ioniza-
tion regime is realized even in the case where the mean
speed and the mean energy of the electrons are relativ-
istic, ε* ~ mec2 ≈ 0.5 × 106 eV. The main features of this
regime are qualitatively similar to those in the case of
nonrelativistic speeds (Fig. 2). As the distance x from
the cathode increases, the number of electron-produc-
tion events grows exponentially, along with the number
of inelastic collisions. Also, the mean energy of the
electrons, ε*; the mean projection of the velocity onto
the field direction, ux; and the mean projection of the
velocity onto the plane orthogonal to the field, u⊥ , take
values independent of x. The distribution of electrons
that reached the anode peaks in the region of low ener-
gies, ε* ! eU. The Townsend regime of ionization sets

in at some distance from the cathode, x ~ , this dis-
tance corresponding to the characteristic multiplication
length.

As might have been expected, the Townsend coeffi-
cient αi as a function of E/p (Fig. 3) decreases sharply
after attaining a maximum at E/p ≈ 200 kV/(atm cm)
(this maximum was revealed in [1]), but, because of the
boundedness of the mean speed, it then reaches a con-
stant value. This occurs at E/p ≈ 5 MV/(atm cm) with
ε* ≈ 0.5 MeV and ux ≈ 2.3 × 1010 cm/s.

Escape curve. In contrast to the conventional
approach advocated in [4–6], it was proposed in [1–3]
to assume that runaway electrons appear to be domi-
nant in the case where the distance d between the elec-
trodes becomes commensurate with the characteristic
multiplication length—that is, with the inverse

Townsend coefficient . For αid < 1, electrons that
run away also dominate the spectrum of electrons that
reach the anode. Accordingly, the criterion that deter-
mines the boundary value of the field strength Ecr has
the form

In the Townsend coefficient, we factor out pressure
or the gas density and consider that the remaining factor
depends only on the reduced field strength E/p:
αi(E/p) = pξ(E/p). For flat electrodes, E = U/d; also,
Ecr = Ucr/d. The criterion for the escape of electrons

α i
1–

α i
1–

α i
1–

α i
1–

α i Ecr p,( )d 1.=
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from the gap between the electrodes then assumes the
form

(6)

Equation (6) provides an implicit dependence of the
critical voltage Ucr(pd) on the product of the distance
between the electrodes and pressure, pd. This depen-

pdξ Ecr p( ) 1, or pdξ Ucr pd( ) 1.= =
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Fig. 3. Ionization and drift features vs. the reduced field
strength E/p (points were obtained at various values of the
field strength for p = 100 Torr): (a) Townsend coefficient
normalized to pressure, αi/p (solid line), and ionization fre-
quency normalized to pressure, νi/p (dotted curve);
(b) mean projection ux of the electron velocity onto the x
axis aligned with the electric field (circles) and mean mod-
ulus of the velocity u⊥  in the plane orthogonal to the x axis
(boxes); and (c) mean electron energy.
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dence is illustrated in Fig. 4. The electron-escape curve
Ucr(pd) separates the region of efficient electron multi-
plication from the region in which electrons leave the
discharge gap without undergoing multiplication. This
curve is universal for a given gas.

One can single out three branches on the electron-
escape curve Ucr(pd) (see Fig. 4). The lower two
branches are similar to the escape-curve branches
obtained for the nonrelativistic case in [1]. The fact that
there appear the turning point at pd ~ 0.3 atm cm on the
upper branch of the nonrelativistic escape curve and,
accordingly, the third branch, which was absent in the
nonrelativistic case, is due to an increase in the ioniza-
tion cross section at high energies because of relativis-
tic effects. We note that, for pd > 0.3 atm cm, the mul-
tiplication of electrons occurs, in contrast to what we
have in the nonrelativistic case, at any values of the
voltage across the discharge gap that exceed the thresh-
old determined by the lower branch of the escape curve.

CONCLUSION

We have considered the regime of electron multipli-
cation at high field strengths, in which case an electron
can acquire a relativistic kinetic energy over the multi-
plication length. It has been shown that, even in such
superstrong fields, the Townsend electron-multiplica-
tion mechanism is realized if the distance between the
electrodes is rather large.

REFERENCES

1. A. N. Tkachev and S. I. Yakovlenko, Pis’ma Zh. Éksp.
Teor. Fiz. 77, 264 (2003) [JETP Lett. 77, 221 (2003)].

2. A. N. Tkachev and S. I. Yakovlenko, Pis’ma Zh. Tekh.
Fiz. 29 (16), 54 (2003) [Tech. Phys. Lett. 29, 683
(2003)].

1 × 103

100

0.1

0.01

U
, k

V

1 × 10–4 1 × 10–3 0.01 0.1 10
pd, atm cm

1 × 104

1

10

1 × 105

1

Fig. 4. Universal curve Ucr(pd) separating the region of
electron escape without significant multiplication (outer
region) from the region of intense multiplication (inner
region).



512 TKACHEV, YAKOVLENKO
3. A. M. Boœchenko, A. N. Tkachev, and S. I. Yakovlenko,
Pis’ma Zh. Éksp. Teor. Fiz. 78, 1223 (2003) [JETP Lett.
78, 709 (2003)].

4. L. P. Babich, T. V. Loœko, and V. A. Tsukerman, Usp. Fiz.
Nauk 160 (7), 49 (1990) [Sov. Phys. Usp. 33, 521
(1990)].

5. Yu. D. Korolev and G. A. Mesyats, The Physics of
Impulse Breakdown in Gases (Nauka, Moscow, 1991)
[in Russian].

6. Yu. P. Raizer, Gas Discharge Physics (Nauka, Moscow,
1992; Springer-Verlag, Berlin, 1991).
7. V. F. Tarasenko, S. I. Yakovlenko, V. M. Orlovskiœ, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 77, 737 (2003) [JETP Lett.
77, 611 (2003)].

8. A. N. Tkachev and S. I. Yakovlenko, Laser Phys. 12,
1022 (2002).

9. L. D. Landau and E. M. Lifshitz, Course of Theoretical
Physics, Vol. 2: The Classical Theory of Fields (Nauka,
Moscow, 1988; Pergamon, Oxford, 1975).

10. V. V. Batygin and I. N. Toptygin, Problems in Electrody-
namics (Fizmatgiz, Moscow, 1962; Academic, London,
1964).

Translated by A. Isaakyan
TECHNICAL PHYSICS      Vol. 50      No. 4      2005



  

Technical Physics, Vol. 50, No. 4, 2005, pp. 513–516. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 75, No. 4, 2005, pp. 122–124.
Original Russian Text Copyright © 2005 by Antonov.

                       

SHORT
COMMUNICATIONS

      
Angular Splitting of the Bragg Diffraction Order 
in an Acoustooptical Modulator Due to a Frequency-Modulated 

Acoustic Wave
S. N. Antonov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences (Fryazino Branch), 
pl. Vvedenskogo 1, Fryazino, Moscow oblast, 141120 Russia

e-mail: olga-ant@yandex.ru

Received April 2, 2004; in final form, September 4, 2004

Abstract—Effects of angular splitting of the Bragg diffraction order arising in light acoustooptical diffraction
by a frequency-modulated acoustic wave are considered. These effects occur when the size of the light spot in
the acoustooptical interaction zone exceeds the characteristic spatial period of the modulating function. The
Bragg diffraction order is found to be split into several beams. The directions of the additional beams, their
number, and intensities are determined by the modulation parameters. In particular, there occurs a situation
where the diffracted field consists of three beams of equal intensity spaced at a distance approximately equal to
the diffraction divergence of the incident beam and the diffraction total efficiency is of the order of 100%.
Therein lies the difference between this diffraction regime and the case where several independent acoustic
waves are generated in the interaction domain and the diffraction total efficiency is limited to the intermodula-
tion arisen. The effect is used in design of modulators for systems of image plotting with the help of high-power
lasers. © 2005 Pleiades Publishing, Inc.
In a number of engineering problems connected
with the use of acoustooptical (AO) Bragg modulators,
it is necessary to form a diffracted field consisting of
several beams which are close in the angular space. A
basic requirement here is that the formation of such a
field involves no significant losses in light energy. In
other words, if a single Bragg diffraction order is trans-
formed into several beams, the total power should not
decrease. In particular, such a requirement arises in
thermal imaging systems using a high-power laser,
where the distribution of energy over the light spot on
the material being processed should be modified
directly in the process of image recording [1].

Note that, when solving such a problem by the obvi-
ous method of exciting several acoustic waves with
close frequencies in an AO medium, the total power of
the diffraction orders is basically limited. This limita-
tion is due to the transfer of light power into intermod-
ulation orders. For instance, a well-known fact estab-
lished in [2] is that, two independent acoustic waves
with close frequencies being supplied at the acoustic
line of an AO modulator, the maximal efficiency of dif-
fraction of two diffraction orders with close angles does
not exceed 68%.

In this paper, some features of AO interaction are
presented, which motivate the splitting of Bragg dif-
fraction order without loss in optical power. This solves
the engineering problem posed above to a higher
degree.
1063-7842/05/5004- $26.00 0513
Experiment conditions are given in Fig. 1. Here,
optical radiation 3 with spot size d is transmitted trough
AO modulator 1 with piezoelectric transducer 2 (the
plane of the diagram is orthogonal to the plane of dif-
fraction). The acoustic wave is a frequency-modulated
signal whose angular frequency ω(t) at instant t is given

T
sinΩt

2

31

Fig. 1. Relations between the size of the light beam and the
variation period of the sound wave frequency.
© 2005 Pleiades Publishing, Inc.
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by the known expression

(1)

where ω0 is the central value of frequency, ∆ωm is the
maximal deviation of frequency from the central value,
and Ω is the angular frequency of the modulating
signal.

Measured in Hz, the frequencies are ω0 = 2πf0,
∆ωm = 2π∆fm, and Ω = 3πF. The frequency modulation

ω t( ) ω0 ∆ωm Ωt,sin+=

1 2

3

456

Fig. 2. Experimental setup.

Fig. 3. Angular spectrum of the unmodulated Bragg diffrac-
tion order.

Fig. 4. Diffracted field for F = 1.1 MHz, ∆fm = 1.65 MHz,
and M = 1.5.
index is then equal to M = ∆fm/F. The spatial period T of
the modulating function can be written as T = v /F. The
experimental setup is schematized in Fig. 2. Here, laser
beam 1 is supplied at Bragg cell 2. The diffracted beam
at the cell output is directed toward angle scanning mir-
ror 3. Reflected from the mirror, the beam is incident on
lens 4 with diaphragm 5 and photodetector 6 mounted
in the focal plane. Such a system gives the time-base
sweep of the angular spectrum of the diffracted beam.
As an AO medium, a TeO2 single crystal is taken in the
regime of anisotropic diffraction by a slow acoustic
wave (the velocity of the acoustic wave is v = 0.617 ×
106 mm/s). A single-mode fiber laser emitting at wave-
length λ = 1.06 µm with linear polarization and light
spot aperture d = 0.6 mm in the AO interaction zone
(the beam divergence is of the order of 2 mrad) is used.
The sound central frequency in the AO modulator is
equal to f0 = 34 MHz. The frequency F of the modulat-
ing function is varied within a range from 0 to 2 MHz
and the deviation value, to 3 MHz.

Figure 3 shows an oscillogram of the detected signal
in the absence of modulation. From here on, a large hor-
izontal mesh of the screen corresponds to 1.4 mrad. In
all experiments, the acoustic wave power remains con-
stant and provides unmodulated diffraction at least 95%
efficient.

The modulating function frequency being low, i.e.,
when T > d, the Bragg beam is scanned around the cen-
tral position at frequency F, which is well known in
acoustooptics [3]. The enhancement of F results in
decreased scanning amplitude. As soon as the value Fk

corresponding to the equality T = d is attained (in our
case, Fk ≈ 1 MHz), the scanning terminates. As fre-
quency F exceeds this value, two side diffraction orders
of intensity proportional to the frequency modulation
index arise around the central beam. Such a situation is
illustrated by Fig. 4, where F = 1.1 MHz and modula-
tion index M = 1.5. The beam is seen to be split into two
additional beams and the interference pattern at fre-
quency F between the maximums of the central and

Fig. 5. Diffracted field for F = 1.1 MHz, ∆fm = 1.65 MHz,
and M = 1.5.
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side diffraction orders is observed (due to their intersec-
tion).

When the value Fd is attained, the side beams degen-
erate into individual separated diffraction orders (in the
experiment conditions, Fd ≈ 1.4 MHz) and the interfer-
ence pattern vanishes. Figure 5 shows the oscillogram
of the detected signal at frequency F = 2 MHz, which
corresponds to T = d/2 = 0.3 mm. Here, about two peri-
ods of the modulating function fit within the light spot.
It is demonstrative that, the intensities of the obtained
three beams being summed, the total intensity approxi-
mately amounts to 90% of the unmodulated beam
intensity. Hence, almost all the light energy is allocated
to these three diffraction maximums. A further
enhancement of value M results in suppressing the prin-
cipal diffraction order and generating additional beams.

To interpret the picture observed, consider the fre-
quency spectra of frequency-modulated signal (1). For
small modulation indices, the spectrum of such a signal
is little different from that of the amplitude-modulated
signal and consists of a high-intensity central compo-
nent and two side components of low intensity. The
specific features become apparent for M close to unity
and higher. Figure 6 shows the calculated spectrum that
corresponds to the signal presented in Fig. 5. Here,
I denotes the relative intensity of the spectral compo-
nents and f is the frequency. The distance between the
components is seen to be equal to the modulating func-
tion frequency F = 2 MHz. Moreover, the first two side
components are of the same intensity as the central one
(at frequency f = 34 MHz), while the next components
(at frequencies 30 and 38 MHz) are 9-dB suppressed.
Figure 7 demonstrates the signal spectrum for the
above experiment measured by means of a spectrum
analyzer. The experimental data are seen to be in good
agreement with the calculations.

Thus, a rapid and multiple (in light aperture) varia-
tion of sound frequency gives rise to diffraction orders
corresponding to the spectral components of the sound

47

38

26

50

20

I,
 d

B

28 42
34

f, MHz

Fig. 6. Calculated spectrum of the electric signal.
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wave. It is important that these diffraction orders are of
a constant amplitude, their total power is approximately
equal to the power of the (unmodulated) principal
order, and the number of arising beams is determined
by the depth of frequency modulation (modulation
index).

It should be noted that no essential effects of inter-
modulation occur. In the experimental conditions cor-
responding to Fig. 5 (the maximal efficiency of three
separate diffraction beams), the intensity of maximums
that arise near the zeroth order is within 3–5% of the
total intensity of diffraction maximums.

CONCLUSIONS

Summing up, we can say that, in conditions where
T < d, the diffracted beam is split into several beams
with the angular distance ∆α between them determined
by the obvious relation

(2)

With the use of relation (2) and expression ∆Θ =
4λ/πd for the total divergence of the laser beam, the
value of the modulating function at which the arising
side beams are completely separated from the original
beam can be written (with due regard for the smallness
of angles) in the form

(3)

Note that the experimentally obtained value Fd =
1.4 MHz is in good agreement with the calculated one.

The discovered effect is undeniably useful in practi-
cal applications and might be of interest for theorists
both from the viewpoint of deeper investigation and for
the purposes of optimization in various applications.
However, it should not be overlooked that the explicit
analytical expression describing this regime of AO

∆αsin λF/v .=

Fd 4v /πd .=

5.
00

 d
B

1.00 MHz

Fig. 7. Spectrum of the signal supplied to the piezoelectric
transducer. A large horizontal cell corresponds to 1 MHz,
and a vertical one, to 5 dB.
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interaction (with due account taken of the high diffrac-
tion efficiency) is very hard to find.

Acoustooptical modulators based on the described
interaction are employed in computer-to-plate equip-
ment for flexo plate processes, photo stencil systems,
and laser markers (“Al’fa” Research and Production
Center, Moscow, http//www.alphalaser.ru).
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Abstract—When a solid insulator with electrodes on its surface is immersed in an insulating fluid and a high-
voltage pulse with a rise time of several microseconds is applied to the electrodes, which generate a nonuniform
electric field, the solid insulator experiences destructive breakdown. © 2005 Pleiades Publishing, Inc.
The phenomenon being discussed in this article is of
great applied significance if a solid insulator involved
in the process is void-free and consolidate and has a
dielectric strength E on the order of 108 V/m. The phe-
nomenon has been formally recognized as a discovery [1].

The history of the effect dates back to the mid-
1950s, when A.A. Vorob’ev repeatedly put forward the
idea of rock destruction (crushing, cutting, well boring,
etc.) by application of high-voltage pulses. For practi-
cal implementation of this idea, it is necessary that the
electrodes be closely spaced and that the discharge be
initiated in a solid insulator rather than in the environ-
ment, which is usually a liquid or air. Therefore, below,
we will consider two media: a solid insulator and an
insulating fluid.

The time variation of the voltage (the so-called volt-
age–second characteristic [2–4]) was taken as an appro-
priate breakdown characteristic for these media. Figure 1
[5, Fig. 6.26] shows the voltage–second characteristics
for two solid insulators (ice and organic glass) and
transformer oil in the case of the tip–plane electrode
configuration with the tip charged positively. When the
tip is under a positive potential, the breakdown voltage
of solid insulators is lower than that at negative polarity
of the tip. For transformer oil, polarity has an insignifi-
cant effect and the breakdown voltages are nearly the
same at any polarity of the tip electrode [5]. The break-
down voltages were recalculated for an electrode gap of
4 cm, since the minimum bores were equal to 8 cm. As
is seen from Fig. 1, the voltage–second characteristics
for the solid insulators and transformer oil intersect at
points a and b. This means that, for exposure times
shorter than those corresponding to points a and b, the
breakdown voltage of transformer oil exceeds the
breakdown voltages of the solid insulators.

Chepikov verified this fascinating effect experimen-
tally [3]. A metallic ring-shaped electrode with an inner
diameter of 8 cm was applied on the surface of a solid
insulator immersed in transformer oil. The ring was
grounded. A tip electrode to which a high-voltage pos-
1063-7842/05/5004- $26.00 0517
itive pulse was applied was brought into contact with
the surface of the solid insulator. At a pulse duration of
10–5 s or more, the discharge apparently propagated
over the solid insulating surface, visualizing carbon fil-
aments due to oil decomposition by a sequence of ear-
lier discharges. However, when the pulse leading edge
was several microseconds long, the discharge pene-
trated into the solid insulator. As a solid insulator, we
used Teflon, which offers a high cracking resistance
when subjected to the discharge.
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Fig. 1. Voltage–second characteristics of (1) organic glass,
(2) ice, and (3) transformer oil.
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The discharge channel in Teflon is shown in Fig. 2
(the intact part of the solid insulator is removed). A
standard match (3) of length 46 mm is shown for com-
parison.

The horizontal length of the discharge channel was
32 mm. Hence, the discharge first traveled a distance of
14 mm in the oil and only then entered into the solid
insulator. The fact of penetration will be discussed

1

2

3

Fig. 2. (1) Discharge in (2) Teflon with (3) a match shown
for comparison. The dark space is transformer oil.

1

2

34 El

II

I

4

Es
3

Fig. 3. Discharge processes in (I) transformer oil and (II)
solid insulator. 1, tip electrode; 2, high-voltage pulse; 3 and
4, charges in discharge channels in transformer oil; El, the
field intensity in the liquid (transformer oil); and Es, the
field intensity in the solid insulator.

–b a+

2 mm

Fig. 4. Distribution of sites of discharge incorporation into
the solid insulator (small circles) with two tips used as elec-
trodes. The positively and negatively charged tips touch the
surface at points a and b, respectively.
below. First, the mechanism behind discharge incorpo-
ration will be recalled [2].

A voltage pulse applied to the tip initiates dis-
charges in the liquid, producing a bundle of discharge
channels whose ends form a near-spherical surface
(Fig. 3). In other words, the electric field in the liquid
becomes uniform and the discharge stops. At the same
time, on the surface of the solid insulator, the field
increases, favoring discharge incorporation into the
solid at this place.

The data shown in Fig. 4 also indicate that the incor-
poration takes place not under the tip [6]. The sites of
incorporation are located mainly near the positively
charged tip in accordance with the polarity effect men-
tioned above, which is observed at breakdown of solid
insulators.

It was of interest to define a minimum dielectric
strength of the liquid at which the discharge can still be
incorporated into the solid insulator. While tentative,
our calculations turned out to be in satisfactory agree-
ment with recent data for rock destruction.

Let us assume that (i) a bundle of discharges breaks
down the liquid near the tip (Fig. 4) in a uniform field
and (i) the breakdown voltage of the solid insulator
meets the minimum breakdown voltage predicted by
Val’ter and Inge as early as in the 1930s [7, Fig. 449].

Our aim is to determine a minimum dielectric
strength (breakdown voltage) of the liquid, Ebr, l, at
which the discharge can still be incorporated into the
solid insulator at a given dielectric strength of the solid
insulator Ebr, s. The latter may be set equal roughly to
(2–3) × 108 V/m.

Let us introduce coefficients k, m, and l. Coefficient
k is defined as

(1)

where Vbr, s(d) is the breakdown voltage of a solid insu-
lator in a uniform field at electrode gap d and Vbr, s min(d)
is the minimum breakdown voltage of the solid insula-
tor at the same d. Coefficient m is defined as

(2)

where Ebr, s is the dielectric strength of a solid insulator
of thickness 0.1–0.3 mm (at which the dielectric
strength is usually determined) and Ebr, s(d) is the
dielectric strength of the solid insulator for thickness d
(at which the effect of discharge incorporation is stud-
ied). Coefficient l is defined as

(3)

where Ebr, l is the dielectric strength of the liquid at elec-
trode gap d = 0.1–0.2 mm and Ebr, l(d) is the field inten-

k
Vbr, s d( )

Vbr, s min d( )
--------------------------,=

m
Ebr, s

Ebr, s d( )
------------------,=

l
Ebr, l

Ebr, l d( )
------------------,=
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sity at which the effect of discharge incorporation into
the solid is observed.

From Eqs. (1)–(3), we obtain

(4)

Coefficients k, m, and l were determined from the
experimental data given in [7]: k = 25.6 from Fig. 496,
m = 1.63 from Fig. 407, and l = 2.07 from Fig. 176.

Eventually, we get Ebr, l = (0.099–0.148) × 108 V/m;
i.e., Ebr, l = 5% of Ebr, s at an exposure of several micro-
seconds.

We are not aware of materials with such a value of
Ebr, s. Yet, rocks more than 20 years old have been
destroyed in tap water, which generally validates the
calculation performed.

The effect of discharge incorporation into a solid
insulator may find application in high-voltage power
engineering.

Ebr, s

Ebr, l
----------

km
l

------- or Ebr, l Ebr, s
l

km
-------.= =
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Abstract—The magnetic parameters of epitaxial barium hexaferrite films are studied. The hysteresis of the
field and frequency dependences of ferromagnetic resonance in the films is investigated in the ranges of the mul-
tidomain–monodomain and monodomain–multidomain transitions. The effect of the substrate thickness on
film–microwave field interaction is examined. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Hexagonal ferrites (in particular, barium ferrite
BaFe12O19) offer a possibility of raising the operating
frequencies of microwave devices to 100 GHz or higher
owing to their high uniaxial anisotropy and compara-
tively narrow ferromagnetic resonance (FMR) line-
width 2∆H [1]. Use of yttrium iron garnets in this fre-
quency range is infeasible because of the need to apply
high magnetic fields.

Epitaxial films have a number of advantages over
bulk single crystals [2]. Growth of 2- to 5-µm thick
films by the method of liquid phase epitaxy lasts several
tens of minutes, so this process is more controllable
than growth of bulk single crystals. The quality of sin-
gle-crystal epitaxial films is expected to be greatly
improved in the immediate future. Furthermore, appli-
cation of epitaxial films makes it possible to design
mm-wave integrated devices for spin-wave electronics.
For these reasons, investigation of epitaxial films aimed
at improving their magnetic performance at micro-
waves and applying them in mm-wave devices (resona-
tors, filters, time-delay lines, etc.) is a challenging prob-
lem.

In this study, we report experimental data concern-
ing FMR in “pure” and aluminum-substituted barium
hexaferrite epitaxial films (a total of several tens of
films were studied). The films were grown on strontium
hexagallate (SrGa12O19) substrates under different pro-
cess conditions and tested on a measuring bench. The
traveling-wave ratio (TWR), which is proportional to
the imaginary part of the permeability of the film, was
measured as a function of a stepwise varying external
magnetic field at a fixed frequency. The increment in
magnetic field values was chosen arbitrarily and was
smaller near the peak of the resonance curve. In addi-
tion, a panoramic meter of the voltage standing-wave
ratio (VSWR) was used. In this case, the measured
1063-7842/05/5004- $26.00 0520
TWR values account for the total losses in the
waveguide channel, namely, the losses in the unloaded
waveguide, those due to FMR in the hexaferrite film,
and those due to dielectric resonance in the substrate. It
should be noted that the losses in the unloaded
waveguide and those in the substrate are independent of
external field H0, whereas the absorption in the hexafer-
rite film is field-dependent. Therefore, the absorption
can be easily found from the total losses by subtraction.
Anisotropy field Ha is determined by the formula

where 4πM0 is the saturation magnetization, γ is the
gyromagnetic ratio, and ω0 is the resonance frequency.

The values of resonance frequency ω0 and H0 were
found in our experiments, and M0 was taken from inde-
pendent (published) data. In our calculations, we
assumed that this value is the same for all the pure barium
hexaferrite epitaxial films grown, M0 = 0.375 kG [3].

When external field H0 is sufficient for saturation,
the resonance peak may “wander” over the nonferro-
magnetic loss spectrum, which adversely affects the
accuracy of determining 2∆H. As follows from numer-
ous measurements of 2∆H, the error in measuring 2∆H
with a VSWR panoramic meter does not exceed 10%
and is about 5% when this parameter is measured on a
measuring bench. Analysis of the experimental data
obtained allowed us to reveal some FMR features.

Depending on the film growth method, uniaxial
anisotropy field Ha varies from 15.3 to 17.1 kOe. For
bulk single crystals, Ha is approximately 17 kOe and
2∆H, 25–30 Oe. In the majority of the films, field Ha is
lower than in the bulk single crystals and 2∆H varies
between 40 and 200 Oe. It is known that additional
uniaxial anisotropy field  arises in barium hexafer-

Ha
ω0

γ
------ H0– 4πM0,+=

Ha'
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rite epitaxial films, which is caused by elastic stresses
due to film–substrate lattice mismatch [4]. For
BaFe12O19, ∆a/a (a is the lattice parameter of the sub-
strate and ∆a is the difference between the lattice
parameters of the film and substrate) equals 1.65% [5].
Therefore, total uniaxial anisotropy field HaΣ will vary
from film to film and nonuniform elastic stresses will
broaden the FMR line. In addition, thermal diffusion of
gallium ions from the substrate to the film may occur
during the epitaxial growth of barium hexaferrite, as
observed in [6].

The figure shows resonance frequency ω0 versus
external field H0. For normally magnetized films, two
frequency (field) ranges may be distinguished where
the curve (ω0(H0)) behaves in a radically different man-
ner. Under lower-than-saturation fields, the films
exhibit a domain structure, which is responsible for the
run of the curve ω0(H0). It was reported that, if initially
(H0 = 0) the structure consists of plane–parallel
domains, the resonance frequency in more than 50-µm-
thick barium hexaferrite films (slabs) is nearly indepen-
dent of the field [7]. As the film gets thinner, the decline
in the FMR frequency with increasing field H0 becomes
noticeable. In films several micrometers thick, this
effect is bound to be even more significant [7]. This
assumption is confirmed by our measurements (see the
figure). As the field approaches the saturation value (the
arrows indicate the direction of external field variation),
the frequency decreases by about 3 GHz. In our case,
saturation field H1 = 3.7 kOe, which is 1 kOe less than
4πM0 = 4.71 kOe. For the bulk single crystals at H0 >
H1, the resonance frequencies are fitted by straight line
ω0 = γ(Ha + H0 – 4πM0). The dashed line in the figure
depicts the dependence ω0(H0) for the slab. As is seen,
the transition to the curve for the monodomain (satu-
rated) slab (point A) occurs at H1 = 4πM0. For the thin
films, H1 < 4πM0. After the external field has decreased
to H0 = H1, the dependence ω0(H0) exhibits hysteresis.
In field H0 = H1, the domain structure does not origi-
nate. With a further decrease in field H0 to value H2
(which we call the separation field), the film remains in
the monodomain state. The hysteresis may be
explained by the features of magnetic anisotropy in the
films and/or by the presence of defects. At H0 < 4πM0,
internal magnetic field H3 = H0 – 4πM0 < 0 tends to
demagnetize the film via growth of reverse magnetiza-
tion nuclei. However, if the concentration of defects in
the film is high, it may remain in the monodomain state
even in the absence of the field. Otherwise, at H2 < H1,
reverse-magnetization domains rapidly grow and the
film turns into the multidomain state in a stepwise man-
ner. However, as follows from the figure, the decline in
H0 is not accompanied by a step at point H2 and curves 1
and 2 do not coincide at H0 < H2. It seems likely that the
film does not represent a simply connected magnetic
domain but consists of individual blocks, in which the
domain structure nucleates at different values of H0 in
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
the interval 0 < H0 < H2. The value of H2 and the run of
the curve ω0(H0) in the range H0 < H2 may indicate the
film quality. It would be of great importance to corre-
late 2∆H with field H2 and with the behavior of curve 2.

The 35- to 45-µm-thick films turned out to be opti-
mal for investigating FMR in the single-crystal slabs,
since the absorption drops as the films get thinner.
Moreover, when the thickness is less than 25 µm, the
waveguide technique cannot provide satisfactory
results for all the parameters under study [7]. At the
same time, the good 3-µm-thick films (2∆H = 40 Oe)
grown on the 400-µm-thick strontium hexagallate sub-
strate interact with the microwave field as vigorously as
the 30- to 35-µm-thick films. Supposedly, the concen-
tration of the field in the substrate has an effect on the
absorption of the film (although other reasons should
not be ruled out). To validate this assumption, we mea-
sured the variation of the absorption and resonance fre-
quencies in the waveguide system with decreasing sub-
strate thickness (the thickness of the hexaferrite film
remained unchanged). From the data listed in the table,
it follows that, as the substrate becomes thinner,
absorption Km in the resonance curve peak decreases
considerably. At the same time, the experimental value
of 2∆H also decreases, whereas the anisotropy field
remains virtually unchanged. If the decrease in the
absorption can be adequately explained, the reason for
the decline in 2∆H with decreasing the substrate thick-
ness is still unclear. The data presented in the table were
obtained by using the panoramic VSWR meter.

Finally, we examined a composite structure made by
pressing a 25-µm-thick single-crystal hexaferrite film
against a strontium hexagallate substrate. In this case,
the absorption intensity of the ferrite film increased
insignificantly. These findings, as well as the observed
decrease in the FMR linewidth with decreasing the sub-
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in the epitaxial barium hexaferrite film when H0 (1) rises
and (2) declines. Ha = 16.8 kOe, 2∆H = 100 Oe.
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strate thickness, indicate that relaxation mechanisms
extrinsic to the bulk single crystals may appear in epi-
taxial barium hexaferrite films. To clarify these mecha-
nisms needs further investigation.

CONCLUSIONS

(1) In epitaxial barium hexaferrite films, the value of
Ha is lower than in bulk hexaferrite single crystals and
a correlation between Ha and FMR linewidth is absent.

Dependence of magnetic parameters Ha and 2∆H, as well as
of the absorption in the waveguide system, on the substrate
thickness for the 5-µm-thick rectangular epitaxial barium
hexaferrite film

Substrate
thickness,

µm
Km K0

f0, 
GHz

H0, 
kOe

2∆f, 
MHz

2∆H, 
Oe

Ha, 
kOe

500 0.91 0.10 44.87 4.00 270 96 16.73

450 0.85 0.10 44.72 4.00 230 82 16.68

400 0.67 0.08 44.60 4.00 200 71 16.63

290 0.24 0.07 44.65 4.00 170 60 16.65

190 0.13 0.05 45.49 4.23 170 60 16.72

Notes: Km is the absorption in the resonance curve peak; K0, the
absorption in the waveguide system outside the FMR line.
(2) In normally magnetized epitaxial barium hexa-
ferrite films, hysteresis of the field and frequency
dependences of FMR is observed in going from the
multidomain state to the monodomain one and vice
versa.

(3) In epitaxial barium hexaferrite films, the micro-
wave radiation absorption under FMR increases
sharply as compared with the bulk single crystals.
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Abstract—A pulse compressor using a three-mirror cavity is tested at a frequency of 34.27 GHz and a low
power level. The cavity is fed by a wave beam reflected from the corrugated mirror. The fourfold compression
of a rectangular chirp is reached with an efficiency of ≈60%. © 2005 Pleiades Publishing, Inc.
(1) To cut the cost of electron linacs, the microwave
pulse is usually compressed before entering into the
accelerating section [1, 2]. For example, in the SLED
compressor [3–5], the pulse, when passing through the
resonant structure, experiences a 180° phase shift. The
same approach is also applied in the compressor based
on a quasi-optical three-mirror cavity [6]. However, the
band of high-power microwave sources usually shrinks
with increasing frequency and the rate of phase modu-
lation of their output signal progressively drops. There
arises a need for using pulse compression with a
smoother modulation, specifically, linear frequency
modulation (chirp) [7, 8].

(2) A lossless compressor based on a reflectionless
cavity fed by a chirp can be characterized by three inde-
pendent parameters: α = πµ0T2, which describes the
rate of frequency variation; β = 2π(  – fc)T, which is
responsible for an initial offset from resonance; and γ =
π T/Qext, which is proportional to the ratio between
the pulse width and the time of energy accumulation in
the cavity. Here, T and µ0 are the time and rate of vari-
ation of the initial pulse frequency, respectively;  is
the real part of the eigenfrequency of the cavity; fc is the
initial frequency of the chirp; and Qext is the external Q
factor. Following [1], we take T/s as the duration of the
working part of the output pulse (s > 1 is a desired com-
pression ratio) and by efficiency mean the ratio of the
energy accumulated within interval T/s to the energy of
the input pulse. The position of this interval, as well as
parameters α, β, and γ, are optimized for a maximal
efficiency. In the experiment being described, the com-
pression ratio to be achieved was taken to be four,
which is close to the compression ratio obtained in
experiments with the SLED [3] and VPM [4] compres-
sors. Using the numerical method described in [8], it

f 0'

f 0'

f 0'
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was found that, for s = 4, the efficiency reaches a max-
imum (65.9%) at α = 11.78, β = 8.61, and γ = 2.11.

(3) A pilot compressor (Fig. 1) was designed for a
frequency of 34.27 GHz and a duration of the output
pulse working part of 22.5 ns. Such a duration results
from frequency scaling of the SLED parameters (this
compressor is designed for 11.4 GHz) [9].

Par Par

E3 3

Cor

C

2 2

1 1
H11

H10

H11

H10

Fig. 1. Diagram of the compressor with the input/output
system. C, cavity; Cor, plane corrugated mirror; and Par,
paraboloid mirror.
© 2005 Pleiades Publishing, Inc.
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As in [6], the cavity of the compressor was made up
of three mirrors (Fig. 1). One of them was corrugated in
such a way that, with the operating mode freely oscil-
lating, the circulating wave flux was partially scattered
to produce the (–1)st diffraction maximum alone and
the beam scattered lay in the plane of circulation of the
intracavity flux. The reversal of the wave flux provides
optimal excitation of the cavity by the flux, according
to the reciprocity principle.

+_
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4
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Fig. 2. Experimental setup. S, synchronization.
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Fig. 3. Envelopes of the input and output pulses. Continu-
ous curves, experiment; dashed curve, theory with allow-
ance for intrinsic losses of the cavity.
The electric field of the cavity’s working mode was
directed normally to the flux circulation plane (which
raises the dielectric strength of the system at high pow-
ers). Two mirrors were rectangular, and their working
surface had the form of an elliptic paraboloid; the third
one, also rectangular, was taken to be planar in a zeroth
approximation. The structure of the fields was calcu-
lated by the Fox–Li method [10]. Sinusoidal corruga-
tion “applied” on the planar mirror was calculated with
the integral equation method [11]. When connected, the
centers of the mirrors made up an isosceles triangle.
The parameters of the cavity were as follows. The
paraboloid mirrors were 227 mm (in the plane of Fig. 1)
×150 mm (in the perpendicular plane), and the radii of
curvature of the paraboloids were 5313.7 mm (in the
plane of Fig. 1) and 796.5 mm (in the perpendicular
plane). The corrugated mirror measured 224 mm (in the
plane of Fig. 1) ×110 mm (in the perpendicular plane),
the corrugation period was 6.79 mm, and the corruga-
tion amplitude was 0.9 mm. The center distance of the
paraboloid mirrors was 270.38 mm, and the distance
between the centers of the planar and paraboloid mir-
rors was 320 mm. The quantities measured in the exper-
iments were the following: the working frequency was
34.27 GHz; the loaded Q factor, 4200; and the unloaded
Q factor, 72000.

The system of energy supply to the cavity was
designed so as to match the structures of the natural
mode of the cavity (TEM00n mode) and the feeding
beam on the corrugated mirror. The system (Fig. 1)
consisted of (1) transition section between a rectangu-
lar waveguide with working mode H10 and a circular
waveguide with mode H11, (2) a horn (made up of
tapered sections of the circular waveguide [12]) con-
verting mode H11 to a Gaussian beam, and (3) a spe-
cially profiled focusing mirror. The system of energy
extraction from the compressor was the same (Fig. 1).

(4) The experimental setup used to measure the
compression parameters at a low power level (Fig. 2)
included (1) a Gunn-effect oscillator with a built-in var-
icap, (2) a controllable-shape video generator for con-
trolling the frequency of oscillator 1 by applying a volt-
age to the varicap, (3) a constant bias driver, (4) an elec-
trically controlled driver of microwave pulse envelope,
(5) a pulser to form envelope 4, (6) a precision attenua-
tor, (7) compressor, (8) a detector, and (9) an oscillo-
scope.

A desired rate of variation of the initial pulse fre-
quency was provided by setting an appropriate rate of
rise of the voltage in the control pulse from generator 2.
An optimal mean frequency of the pulse was sought by
varying the constant bias from driver 3.

(5) Figure 3 shows the envelopes of the initial (rect-
angular) and compressed power pulses. For an input
pulse of width 90 ns, the power gain (compression ratio
(4) times efficiency) was found to be ≈2.4 and the effi-
ciency (≈60%), 6% lower than the value predicted.
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
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Note that use of a chain of cavities is one way of
improving the efficiency of chirp compression [8].
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Abstract—The interaction of a viscous gas with a vibrating surface is studied in terms of the Maxwell bound-
ary conditions with regard to isothermal slip. © 2005 Pleiades Publishing, Inc.
Recently, investigation of shear waves in gases has
attracted much attention [1]. However, in [1], analysis
of the waves in the gas volume was carried out without
considering the interaction with the surface. In this
paper, we study shear waves generated in a gas by a
solid surface executing in-plane vibrations. The influ-
ence of isothermal slip [2] on the parameters of the
waves generated is taken into account.

Let us consider the following problem: a gas fills up
the half-space x > 0 above an unbounded planar surface.
The surface executes harmonic in-plane vibrations
along the Y axis with a frequency ω. The velocity of the
surface is much lower than the mean thermal velocity
of gas molecules. Our goal is to describe the behavior
of the gas and determine a force acting on the surface.
The velocity of the surface is given by the expression
u = Aexp(–iωt). The velocity of the gas near the surface
(x = 0) must obey the boundary condition

(1)

where cm is the coefficient of isothermal slip [2–4] and

is the molecule mean free path. Here, η is the dynamic
viscosity of the gas, ρ is the density of the gas, m is the
molecular mass of the gas, T is the temperature, and k is
the Boltzmann constant. The gas motion is described by
the Navier–Stokes equation [5]

where ν = η/ρ is the kinematic viscosity.

Obviously, gas velocity v is directed along the Y axis
and is independent of y; hence, (v ◊ —)v = 0. Also, since
v x = 0, ∂p/∂x = 0 and, accordingly, p = const. The pro-
cess is isothermal, T = const.

Vy cmλ∂v
∂x
------- A iωt–( ),exp+=

λ πm
2kT
---------

η
ρ
---  2[ ]=

∂v
∂t
------ v —⋅( )v+

1
ρ
---grad p– ν∆v,+=
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Let us denote v y = v. Then, the Navier–Stokes equa-
tion takes the form

(2)

A solution to this equation is sought in the form

(3)

Substituting (3) into (2) yields

(4)

Substituting solution (3) into boundary condition
(1), we obtain a = –cmλka + u0. Then, a = u0/(1 + cmλk)
or, with regard to (4),

Introduce the designation δ = , where d is
the depth over which vibration-induced disturbances
penetrate into the gas [5]. The problem is considered in
the hydrodynamic approximation with allowance for
slip. This implies the fulfillment of the condition λ ! d.
Then, the frequency of surface vibrations must meet the
condition ω ! 2ν/λ2. Amplitude a can be expressed as

Since ratio λ/δ is small, this expression can be
reduced to

From this expression, we can find the difference
between the phase of vibrations of the surface and that

∂v
∂t
------- ν∂2v

∂x2
---------.=

v a –kx iωt–( )exp .=

k 1 i–( ) ω
2ν
------.=

a
u0

1 cmλ 1 i–( ) ω
2ν
------+

---------------------------------------------.=

2ν/ω

a
u0

1
cmλ
δ

--------- 1 i–( )+
---------------------------------- u0

1
cmλ
δ

--------- i
cmλ
δ

---------+ +

1 2
cmλ
δ

--------- 2
cmλ
δ

--------- 
 

2

+ +

------------------------------------------------.= =

a u0 1
cmλ
δ

---------– i
cmλ
δ

---------+ 
  .≈
 2005 Pleiades Publishing, Inc.
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of vibrations of the near-surface layer of the gas (see
figure),

Thus, the phase difference is proportional to the
Knudsen number of the problem. The gas velocity is
given by

The Y-directed friction force with which the gas acts
on a unit surface area has the form

Coefficient cm depends on the character of gas mol-
ecule scattering by a solid surface; i.e., on kinetic
boundary conditions [2, 6]. Accommodation [2] and
specular–diffuse kinetic [6] boundary conditions are
routinely used. For the former, the problem of isother-
mal slip has been solved analytically in terms of the
BGK model for collision integral [2],

(5)

Here, q is the accommodation coefficient of tangential
momentum. For the specular–diffuse boundary condi-
tions, no analytical solution has been found. However,
this problem has been solved numerically [7] and also
by a regularly approximate method [8]. Note that iso-
thermal slip coefficients cm obtained for the boundary
conditions of both types differ only slightly [9]. Hence,
expression (5) for the isothermal slip coefficient may be
regarded as valid.

The expression for the friction force can be trans-
formed into

(6)

It follows from formula (6) that isothermal slip
attenuates the friction force with which the gas acts on
the surface. Moreover, the slip makes a contribution to
the phase shift between the surface velocity and the
force acting on the surface from the gas. In experi-
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ments, this effect may be used in determining the iso-
thermal slip coefficients for different combinations of
gases and surfaces. From the q dependence of cm (see
(5)), one can find a corresponding value of q. Note in
conclusion that, although the accommodation coeffi-
cient of tangential momentum is of great practical
importance, its experimental determination is a chal-
lenging problem [6].
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Abstract—The radiation resistance of GaAs MESFETs with a channel length of 30–80 nm is studied. It is
shown that the resistance is controlled by quasi-ballistic effects in the transistor channel and amounts to 5 ×
1014–5 × 1015 fast neutrons per square centimeter. © 2005 Pleiades Publishing, Inc.
It is known that linewidth shrinkage in semiconduc-
tor devices improves not only their high-frequency per-
formance but also their radiation resistance. GaAs
MESFETs can be grouped into three classes [1, 2]
according to the channel length: those where the chan-
nel length (i) far exceeds the length of energy relaxation
(>1 µm), (ii) is comparable to the length of energy
relaxation (0.2–1.0 µm), and (iii) is comparable to the
length of momentum relaxation (0.05–0.20 µm). The
devices from the last-named class are recent advances,
and their radiation resistance has not been explored so
far.

Neutron irradiation of GaAs generates radiation-
induced defect clusters consisting of 5–10 subclusters
[3, 4] with characteristic dimensions of 10–15 nm that
are 10–40 nm apart. These clusters are completely non-
transparent for thermal electrons, and hot electrons
(W = 0.3–1.0 eV) are scattered by individual subclus-
ters. Therefore, the transconductance of the current–
voltage characteristics of the FETs from the first class
decreases in proportion to neutron fluence Fn, whereas
for the FETs belonging to the second class, the

transconductance drops in proportion to  [3, 5, 6].

In the devices from the third class, the radiation
resistance rises further due to the velocity burst effect
[7, 8]. In the case of short channels, the cross section of
scattering by subclusters decreases considerably: since
the energy of carriers reaches 1 eV [2], the space-
charge region of subclusters narrows and scattering
proceeds virtually on their cores [8]. The electrons
undergo mainly elastic small-angle scattering by impu-
rities, as well as by charged point radiation-induced
defects and subclusters [8]; i.e., the carriers become
almost insensitive to scattering centers.

The radiation resistance of MESFETs depends on a
number of parameters, specifically, carrier concentra-
tion, gate metal material, etc. [3, 5, 6]. In this paper, we
study the effect of neutron irradiation on the perfor-
mance of ultrashort-channel MESFETs (belonging to
the third class). Since the channel length in such tran-
sistors is determined as the doubled length of the space-

Fn
3

1063-7842/05/5004- $26.00 0528
charge region of the gate [9] and, hence, strongly
depends on the gate and drain voltages, the parameters
of ballistic motion and, accordingly, the radiation resis-
tance of the device depend on the constant supply volt-
age (bias).

It was shown [8] that the distribution of radiation-
induced defects in planar metal–semiconductor struc-
tures is nonuniform because of metal atom injection
into the semiconductor under irradiation. Therefore, the
concentration and size of radiation-induced defect sub-
clusters are nonuniformly distributed over the active
layer of the device and the concentration of the subclus-
ters in the channel may be several times higher than in
the substrate [8]. In this paper, it is proposed that an
Au/light metal/semiconductor composition be used in
order to increase the radiation resistance (Fig. 1).
Importantly, the metal layer (Ti) adjacent to the semi-
conductor must have an atomic mass smaller than that
of the semiconductor and the thickness of the metal
layer must exceed the range of the gold atoms, which
gain energy from fast neutrons. In this case, the gold
atoms become embedded in the titanium layer under
irradiation and do not reach the GaAs layer, while the

Au Au

n+

n1

n2

n–

n+

100 nm

Fig. 1. Charge carrier motion in a V-groove-gate FET. n+ =
1019 cm–3; n1 = 2 × 1017 cm–3; n2 = (7–9) × 1019 cm–3; n− =

1014 cm–3. The dashed line is the boundary of the space-
charge region of the gate.
© 2005 Pleiades Publishing, Inc.
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Ti atoms injected into the semiconductor generate a
smaller number of radiation-induced defects than the
atoms of the semiconductor itself.

In this work, we concentrate on devices with a
heavily doped active layer, (7–9) × 1017 cm–3, and con-
sider their functioning as an attenuator (the source–
drain voltage is V12 = 0.1–0.3 eV) or as an amplifier
(V12 = 2.0–2.5 eV). For gate–source voltages V31 = 0.3–
0.4 V, drain–source voltages V12 = 0.1–0.2 V, and the
doping level mentioned above, the channel length (esti-
mated as the doubled size of the space-charge region of
the gate) roughly equals 30 nm, which is two to four
times smaller than in the devices considered in [8].
With such voltages across the electrodes, intervalley
electron transitions are energetically forbidden, since
eV12 < WΓL, where WΓL is the energy gap between the Γ
and L valleys.

In the amplification mode, the channel length was
80–100 nm. Owing to the high quality of the Schottky
barrier, a positive gate voltage up to 0.6 V increased the
gate current insignificantly (to 10–30 µA) with the
operating drain currents in the range 3–10 mA. This
made it possible to measure the high-frequency param-
eters of the transistors in this regime.

The static and dynamic characteristics of the devices
were measured before and after exposure to neutron
radiation with a bell-shaped energy spectrum covering
the range 0.01–3.0 MeV (the neutron mean energy was
1.5 MeV). The fluence ranged between 1014 and 1.5 ×
1016 cm–2 (see table). The measurements are presented
in Fig. 2 and in the table.

The experimental data were processed using the
models described in [4, 7]. The electron energy distri-
butions along the channel for various fluences and tran-
sistor’s operating modes were analyzed. Comparing the
calculated and experimental results leads us to the fol-
lowing conclusions.

(1) When the drain voltage decreases (Fig. 2), i.e.,
when the amplification mode changes to the attenuation
mode, quasi-ballistic carrier motion (the velocity burst
effect) takes place throughout the channel of the tran-
sistor and the charge carrier energy in the channel var-
ies between 0.10 and 0.25 eV. The frequency of slow-
electron scattering by defect clusters is high, while the
radiation resistance estimated as the ratio of the drain
currents before and after irradiation (Fig. 2) is smaller
than in the case of high drain voltages.

(2) A high current density in the channel is related to
a high velocity of electrons after the velocity burst. At
the same time, the electron density in the channel is
low, (1–5) × 1016 cm–2. When radiation-induced defects
are generated, the channel is cut off, whereas the resis-
tance of the source and drain regions changes only
slightly. This effect allows restoration of both static and
dynamic operating conditions of the transistor through
a decrease in the gate bias voltage (see the inset to
Fig. 1 and table). At a gate voltage of 0.6 V, the transis-
TECHNICAL PHYSICS      Vol. 50      No. 4      2005
tor continues to efficiently operate up to a fluence of
1.5 × 1016 cm–2 in spite of the increase in the leakage
current. A self-bias circuit, which serves as a detector of
the neutron radiation fluency, may be built around a
voltage divider made of semiconductor and metallic
resistors incorporated into the transistor chip.

(3) When the gate bias is fixed, the rate of the
device’s performance degradation is proportional to the

Variation of the quasi-ballistic V-groove-gate MESFET
parameters under neutron irradiation
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1 To 0.7 –0.97 11 0.083 6 3.3

–0.97 6.5 0.067 6 4.9

–0.64 10.1 0.078 5.5 3.6

2 To 0.7 –0.21 12.6 0.095 6 3.4

+0.08 12.6 0.093 6 4.2

0 11.5 0.087 6 3.5

–0.21 8.2 0.076 6 5

3 To 4 –0.3 14.2 0.098 6 3.2

+0.44 9.3 0.085 6 4.1

0 4.5 0.067 5 3.4

–0.3 1.8 0.055 1.6 –

4 To 4 –0.96 13.6 0.086 5.5 3.8

+0.07 13.6 0.103 6 5

0 12.6 0.095 5.8 4.5

–0.96 1.6 0.034 1.2 –

5 To 6.5 –0.52 14.0 0.079 6.0 3.4

+0.6 14.0 0.095 6 5.4

0 7.3 0.067 5.5 4.8

–0.52 2.2 0.045 2.1 –

6 To 6.5 –0.95 10.7 0.078 5.5 3.3

0 11.4 0.082 6 5.4

–0.07 10.7 0.065 6 5

–0.95 1.9 0.047 0.9 –

7 To 15 0 10.1 0.078 6 4.2

0 0.8 0.023 1.1 –

+0.59 5 0.056 4.2 5.7

8 To 15 –0.21 14.0 0.095 6 3.5

+0.63 14.0 0.092 6 3.8

0 5.9 0.067 5 5.5

–0.21 2.2 0.043 0.5 –

* The drain voltage was taken from the range 2–3 V so as to min-
imize the noise factor at a gain of 5.5 or 6.0 dB.
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neutron fluence, as for the case of long-channel
devices. However, the threshold fluence at which the
MESFET performance starts degrading is 1.5–3 times
higher. For fluences of up to 5 × 1015 cm–2, the effi-
ciency of the transistor can be recovered by varying the
gate voltage. At higher fluences, positive gate voltages
higher than 0.5–0.6 V could remedy the problem; how-
ever, the leakage current of the gate increases in this
case.

(4) The gain can be completely recovered by vary-
ing the gate voltage. At the same time, the minimal
noise factor is recovered to a value 10–30% higher than
that before irradiation (see table). This can be explained
by broadening the bell-shaped electron energy distribu-

8
6
4
2

0 1 2 3
V2, V

I2, mA

2.01.51.00.50

1.0

0.8

0.6
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b

V2, V

1

2

3

Fig. 2. Relative variation of the drain current vs. the drain
voltage after fast-neutron irradiation with fluences of (a) 5 ×
1014 and (b) 1015 cm–2. I0 is the drain current before irradi-
ation. The inset shows the dependence of the drain current
on the drain voltage (1) before and (2, 3) after fast-neutron
irradiation with fluences of 1015 cm–2 at gate voltages of
(1, 3) –1.25 and (2) –0.9 V.
tion function after neutron irradiation, which is caused
by the increase both in the rate of scattering by defects
and in the rate of intervalley transitions. The latter is
responsible for the enhancement of drain current fluc-
tuations, as well as for noise in the transistor.
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