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#### Abstract

The Kohn-Luttinger method of envelope functions is generalized to the case of heterostructures with atomically sharp heterojunctions based on lattice-matched layers of related semiconductors with zinc-blende symmetry. For electron states near the $\Gamma$ point in (001) heterostructures the single-band effective-mass equation is derived, taking into account both the spatial dependence of the effective mass and effects associated with the atomically sharp heterojunctions. A small parameter is identified, in powers of which it is possible to classify the various contributions to this equation. For hole states only the main contributions to the effective Hamiltonian, due to the sharpness of the heterojunctions, are taken into account. An expression is derived for the parameter governing mixing of states of heavy and light holes at the center of the $2 D$ Brillouin zone. © 1999 American Institute of Physics. [S1063-7761(99)02511-1]


## 1. INTRODUCTION

The Kohn-Luttinger effective-mass method ${ }^{1,2}$ is widely used to describe electron states in external fields varying smoothly over scales of the lattice constant $a$. Although the original method, based on the formalism of envelope functions, is applicable only to homogeneous semiconductors, various modifications of it have been used to described the electron states in semiconductor heterostructures. In recent years there has been a revival of discussion on the applicability of the effective-mass method to describe electron and hole states in real nanostructures. ${ }^{3-22}$ Many different modifications of the effective-mass method have been proposed, which apply to the case of a spatially varying effective mass $m(\mathbf{r})$. There are two ways of constructing the effective-mass approximation for heterostructures. 1) Derivation of the effective Hamiltonian for the envelope functions, defined over all space. By integrating the effective-mass equation (which contains this Hamiltonian) near the heteroboundary it is possible to obtain boundary conditions on the envelope functions (if needed). 2) Derivation or, as is done much more often, postulation of phenomenological boundary conditions on the envelope functions at the heteroboundary. This approach makes use of symmetry arguments, continuity of the probability flux density, etc. (By the way, these arguments, as a rule, are insufficient to uniquely determine the boundary conditions.) The second approach is applicable in the case of sharp heterojunctions (all the models in which such boundary conditions were obtained dealt with mathematically sharp heterojunctions between the left-hand and right-hand materials). It is implicitly assumed that the envelope function on the left side (on the right side) of the heteroboundary satisfies the same equation as in the bulk case for the lefthand (right-hand) material. In this case the very delicate problem of increasing the accuracy arises (which, by the
way, has not been discussed to this date): the boundary conditions should hold with the same accuracy as the equations for the envelope functions hold.

Below we will follow the first approach, in which it is possible to rigorously treat the problem of accuracy (see Sec. 3).

It is well known that two main problems arise along the path of constructing a common equation for the envelope functions. The first is the problem of ordering the momentum operators in the kinetic-energy operator [due to the noncommutativity of the momentum operator and the function $m(\mathbf{r})]$, on the form of which the derived effective-mass equations can depend substantially. ${ }^{18}$ The second problem is that the effective potential near a heteroboundary, as a rule, is not a smooth function on scales of the order of $a$. This calls into question the validity of using differential equations in the method of envelope functions. Let us discuss these problems in the indicated order.

### 1.1. Account of the spatial dependence of the effective mass

A necessary condition for the applicability of one-band equations for the envelope functions (one equation is understood here, valid near the bottom of the nondegenerate conduction band, or a system of equations for the degenerate valence band) used in the effective-mass method is "shallowness', of these states: their energy, measured from the band edge, should be small in comparison with the interband energy. Therefore, bearing in mind the one-band version of the effective-mass method, we restrict the discussion to heterostructures consisting of related materials, where the band discontinuities are small in comparison with the characteristic widths of the band gaps; this means, as a rule, that other band parameters of the semiconductors differ only slightly. Let us consider the first problem, which arises even for heterostructures whose chemical composition varies smoothly
on scales of the order of $a$. As the zeroth-order potential we choose the potential of the crystalline lattice, continued to all space, of one of the materials of the structure (this is not a unique choice, see Ref. 7), and we treat the difference between the potentials of the lattices of the remaining semiconductors and the basis potential as a small perturbation. Following the approach of Luttinger and Kohn and deriving the many-band $\mathbf{k} \cdot \mathbf{p}$ system of equations (see, e.g., Ref. 3), we can next attempt to solve the problem of the correct order of noncommuting operators in the kinetic-energy operator for the one-band equations. But here yet another problem arises.

Reduction of the many-band system of equations to a one-band effective-mass equation is achieved by eliminating the small envelope functions from the many-band $\mathbf{k} \cdot \mathbf{p}$ system in favor of the large ones by means of some procedure. We make a small departure here and make use of a formal analogy between the relativistic Dirac equation and the many-band $\mathbf{k} \cdot \mathbf{p}$ system of equations for the envelope functions, ${ }^{23}$ which is most simply seen in the two-band approximation (the conduction band and the nondegenerate valence band). In the relativistic theory there are two approaches to deriving an equation for shallow electron states. One of them consists in eliminating the small positron component of the wave function by the method of substitution. In this case, we obtain either an exact equation for the electron component, which is not an eigenvalue equation (Ref. 24, Ch. 20, Sec. 28) or an approximate equation whose Hermitian nature must be checked separately. ${ }^{25}$ The second approach is a Foldy-Wouthuysen transformation, an approximate unitary transformation of the Dirac equation (Ref. 24, Ch. 20, Sec. 33).

In our case the first approach is comparatively simple to realize only in the two-band approximation (see, e.g., Ref. 26). In a treatment of the contribution of distant bands (and this is necessary, in particular, for a valid description of the contribution of the heavy holes) a number of problems arise. Thus, the authors of Refs. 14 and 20 were able to take into account only a few of the first-order corrections to the "standard', Kohn-Luttinger equation with position-independent effective mass (the small parameter here is the ratio of the characteristic band discontinuity to the characteristic interband energy). However, treating the expression obtained, for example, in Ref. 14 for the position-dependent effective mass, it can be shown that the effective mass of the edge of the conduction band of one of the non-basis semiconductors does not contain interband matrix elements of the perturbation potential, obtained using Bloch functions of the band edge of the basis crystal (see Sec. 4.1 below). It can be easily seen that this is equivalent to the poorly justified approach of neglecting the difference between the interband matrix elements of the momentum operator or, what is equivalent, the difference between the Bloch functions for the materials making up the structure.

Hence it follows that we should give special attention to the problem of taking distant bands into account. Efforts at solving it by direct elimination of the small envelope functions by the method of substitution, in addition to its laboriousness, lead finally to a non-Hermitian equation, whose solution is still in need of a valid interpretation.

Below we will follow the second approach, i.e., we will apply the unitary transformation eliminating the small envelope functions. ${ }^{1,27}$ Since we are considering heterostructures consisting of related materials, the standard effective-mass method will play the role of a first approximation. An account of the spatial dependence of the effective mass necessitates treating corrections to the standard theory, where it is necessary to take into account all corrections of the same order without increasing the accuracy.

In order to understand what corrections should be taken into account, let us turn to the relativistic analogy with the hypothetical Dirac equation containing the inhomogeneous gap $2 m(\mathbf{r}) c^{2}$, where $c$ is the speed of light in vacuum (see Appendix A). The ordinary one-band effective-mass equation is an analog of the nonrelativistic Schrödinger equation. It is important, however, that the effective mass in the twoband approximation is proportional to the local band gap $E_{g}(\mathbf{r})$ (this is valid if the effective mass is formed mainly by the $\mathbf{k} \cdot \mathbf{p}$ interaction), and its relative variation $\delta \mathrm{m} / \mathrm{m}$ $\simeq \delta E_{g} / E_{g}$. Since the correction to the kinetic energy describing the spatial dependence of the effective mass will have a 'relativistic'" character, the desired equations for the heterostructures will be analogous to the Schrödinger equation with all relativistic corrections-both the usual ones (the contribution of nonparabolicity of the dispersion law, proportional to $\mathbf{p}^{4}$, where $\mathbf{p}$ is the momentum operator; the contribution of the spin-orbital interaction; and the so-called Darwin term, proportional to the second derivative of the potential energy) and a new pseudorelativistic correction describing $\delta m(\mathbf{r})$. Of course, the present arguments are valid for describing states whose energies, reckoned from the band edge of any of the materials making up the structure, are of the order of the band discontinuity. The case of a very small band discontinuity, where the discontinuity is small in comparison with the energies of the states is quite trivial: depending on the energies of the states under consideration an account of the spatial dependence of the effective mass can require treating terms with higher and higher powers of the momentum operator. We will not consider such a situation. In this sense, introducing a term proportional to the fourth power of the momentum operator into the effective-mass equation is a necessary condition for a consideration of its spatial dependence. Note that for homogeneous semiconductors an effective-mass equation analogous to the Schrödinger equation with first relativistic corrections was discussed already in Ref. 27 (Sec. 27).

A typical shortcoming of previous works dedicated to a generalization of the effective-mass method to electron states in heterostructures is that they take account within the framework of perturbation theory of only some of the terms of a given order. Thus, Refs. 3-22 take account of the spatial dependence of the effective-mass parameters, but neglect corrections $\sim \mathbf{p}^{4}$. In Refs. 3, 7, 10, and 14, dedicated to deriving the one-band equations for the envelope functions directly from a many-band $\mathbf{k} \cdot \mathbf{p}$ system, the main error, leading to an invalid result, is an incorrect estimate, according to which the contribution of the $\mathbf{k} \cdot \mathbf{p}$ interaction terms (i.e., the terms $\hbar \mathbf{k} \mathbf{p}_{n n^{\prime}} / m_{0}$, where $m_{0}$ is the free electron mass and $\mathbf{p}_{n n^{\prime}}$ is the interband matrix element of the momentum) is of
order the contribution of the potential energy terms (by potential energy here we mean the difference in the periodic potentials of the semiconductors making up the structure, also treated in a perturbation-theory context). In the case of a smooth heterojunction the correct procedure for deriving the one-band effective-mass equation near the bottom of the conduction band with all the above-indicated contributions taken into account was followed in Ref. 28.

### 1.2. Account of atomically sharp heterojunctions

The second problem requiring careful study is the nonsmooth nature of actual heterojunctions, where the transition from one material to the other occurs over scales of the order of $a$. In this case, first, Leibler's many-band $\mathbf{k} \cdot \mathbf{p}$ system, ${ }^{3}$ where smoothness of the potential was a necessary condition for validity of the system, is in need of refinement, and second, the problem of transforming to $\mathbf{r}$ space from the region of $\mathbf{k}$ space bounded by the first Brillouin zone is more complicated. ${ }^{1}$ It is also necessary to analyze the consequences of the unitary transformation eliminating distant bands. It is important to estimate the error that enters at each step. An estimate of this error either gives us confidence in the absence of an excess of accuracy or it challenges the validity of the effective-mass approximation. In the works known to us which treat sharp heterojunctions, such an estimate is lacking. References 14 and 20, for example, only point to its smallness, and Ref. 19 made some approximations whose accuracy were not even estimated.

Thus, we can formulate the following steps in the construction of an effective-mass approximation for heterostructures: a) obtaining a many-band $\mathbf{k} \cdot \mathbf{p}$ system of equations for the envelope functions taking proper account of possible sharpness of the heterojunction; b) reducing this system to one-band equations with the help of the unitary transformation to $\mathbf{k}$ space, transforming to $\mathbf{r}$ space and transforming the resulting equation to differential form; c) estimating the accuracy of these transformations. Following this scheme, step (a) is realized in Sec. 2. The equations include contributions associated with the non-smoothness of the heterojunction on scales of order $a$ which are treated within the framework of an approach similar to that used in Ref. 27 to describe the short-range part of the impurity potential. Section 3 shows that a common differential equation over all space for the envelope functions for sharp heterojunctions exists, and its accuracy is determined by the procedure of transforming to one-band equations in $\mathbf{r}$ space. One-band equations are considered in Sec. 4.1 (the conduction band) and in Sec. 4.2 (the valence band). Section 4.3 is devoted to heterostructures with superthin layers. It is shown that additional contributions to the "standard" effective-mass equation can be classified by powers of the small parameter $\bar{k} a_{m}$, where $\bar{k}$ is a characteristic value of the quasimomentum of the state and $a_{m}$ is on the order of the lattice constant. Section 5 constructs a hierarchical scheme of effective-mass equations, the $n$th level of which corresponds to taking account of these additional contributions up to $\left(\bar{k} a_{m}\right)^{n}$. The zeroth order of the hierarchy ( $n=0$ ) corresponds to the "standard" effectivemass equation with position-independent parameters. At the
first level of the hierarchy each heteroboundary gives an additional $\delta$-function contribution to the potential energy. Only at the second level of the hierarchy does spatial dependence of the effective mass appear, along with corrections associated with weak nonparabolicity of the spectrum and heterosurface terms of the spin-orbit interaction. At higher levels of the hierarchy nonlocal contributions arise, and the oneband differential effective-mass equations do not exist. Results are compared with the conclusions of other authors. Brief reports on the results obtained have been published elsewhere. ${ }^{29-31}$

## 2. MANY-BAND k•p SYSTEM OF EQUATIONS FOR ENVELOPE FUNCTIONS IN THE CASE OF A SHARP (001) HETEROJUNCTION

Let us consider a heterojunction formed from related, lattice-matched semiconductors with zinc-blende structure. The Schrödinger equation without relativistic corrections (which will be taken into account below) and in the absence of external potentials has the usual form

$$
\left(\frac{\mathbf{p}^{2}}{2 m_{0}}+U(\mathbf{r})\right) \Psi(\mathbf{r})=\epsilon \Psi(\mathbf{r})
$$

Here $U(\mathbf{r}) \equiv U$ is the crystal potential of the heterostructure. To start with, we will use the following model of this potential:

$$
\begin{equation*}
U=U_{1}+G(z)\left[U_{2}-U_{1}\right] \equiv U_{1}+G(z) \delta U \tag{1}
\end{equation*}
$$

where $U_{1} \equiv U_{1}(\mathbf{r})$ and $U_{2} \equiv U_{2}(\mathbf{r})$ are periodic (with the same period) potentials, continued through the entire structure, of the left-hand and right-hand materials, respectively, the $z$ axis is directed perpendicular to the plane of the heterojunction, $G(z)$ is the form factor of the heterojunction

$$
\left.G(z)\right|_{z<-d}=0,\left.\quad G(z)\right|_{z>d}=1
$$

and the width of the transitional region of the heterojunction is $2 d$ (non-one-dimensionality of $G(z)$ will be taken into account below).

It is natural to treat the potential $G(z) \delta U$ as a perturbation. As the basis for expanding the wave function we use the complete orthonormal set of Kohn-Luttinger functions $\left\{u_{n 0} e^{i \mathbf{k} \cdot \mathbf{r}}\right\}$

$$
\begin{equation*}
\Psi(\mathbf{r})=\sum_{n^{\prime}} \int \mathscr{F}_{n^{\prime}}\left(\mathbf{k}^{\prime}\right) e^{i \mathbf{k}^{\prime} \cdot \mathbf{r}} u_{n^{\prime} 0} d^{3} k^{\prime} \tag{2}
\end{equation*}
$$

where $u_{n 0} \equiv u_{n 0}(\mathbf{r})$ is the periodic Bloch amplitude for the edge $\epsilon_{n 0}$ of the $n$th band of the left-hand crystal at the $\Gamma$ point of the Brillouin zone (in the nonrelativistic limit),

$$
\left(\frac{\mathbf{p}^{2}}{2 m_{0}}+U_{1}\right) u_{n 0}=\epsilon_{n 0} u_{n 0} .
$$

The sum in Eq. (2) is over all bands, and the integral, unless otherwise stated, is over the Brillouin zone here and in what follows; $\mathscr{F}_{n}(\mathbf{k})$ is the envelope function for the $n$th band in $\mathbf{k}$ space. Following the standard procedure, ${ }^{1}$ we obtain a system of $\mathbf{k} \cdot \mathbf{p}$ equations: ${ }^{3}$

$$
\begin{align*}
\left(\boldsymbol{\epsilon}_{n 0}+\frac{\hbar^{2} \mathbf{k}^{2}}{2 m_{0}}\right) & \mathscr{F}_{n}(\mathbf{k})+\sum_{n^{\prime}} \frac{\hbar \mathbf{p}_{n n^{\prime}} \cdot \mathbf{k}}{m_{0}} \mathscr{F}_{n^{\prime}}(\mathbf{k}) \\
& +\sum_{n^{\prime}} \int \mathscr{O}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(\mathbf{k}^{\prime}\right) d^{3} k^{\prime}=\boldsymbol{\epsilon} \mathscr{F}_{n}(\mathbf{k}) ; \\
\mathscr{O}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)= & \sum_{j} C_{j}^{n n^{\prime}} \mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{z j}\right) \\
& \times \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}+\mathbf{K}_{\| j}\right) . \tag{3}
\end{align*}
$$

Here $\mathbf{p}_{n n^{\prime}}=\langle n| \mathbf{p}\left|n^{\prime}\right\rangle$ and $C_{j}^{n n^{\prime}}=\langle n| \delta U \epsilon^{i \mathbf{K}_{j} \cdot \mathbf{r}}\left|n^{\prime}\right\rangle$, and the matrix elements of the periodic operator $\mathbf{f}$ are defined as follows:

$$
\langle n| \mathbf{f}\left|n^{\prime}\right\rangle \frac{(2 \pi)^{3}}{\Omega} \int_{\text {cell }} u_{n 0}^{*} \mathbf{f} u_{n^{\prime} 0} d^{3} r,
$$

where $\Omega$ is the volume of the unit cell; $\mathbf{k}_{\|}=\left(k_{x}, k_{y}, 0\right)$, and $K_{z j}$ and $\mathbf{K}_{\| j}$ are the components of the vector $\mathbf{K}_{j}$ of the inverse lattice perpendicular and parallel to the plane of the heteroboundary, respectively; $\mathscr{G}\left(k_{z}\right)$ is the Fourier transform of $G(z)$. Let us analyze the expression for the matrix elements $\mathscr{O}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)$ :

$$
\begin{align*}
\mathscr{O}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)= & \sum_{j\left(\mathbf{K}_{\| j}=0\right)} C_{j}^{n n^{\prime}} \mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{z j}\right) \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right) \\
& +\sum_{j\left(\mathbf{K}_{\| j} \neq 0\right)} C_{j}^{n n^{\prime}} \mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{z j}\right) \\
& \times \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}+\mathbf{K}_{\| j}\right) . \tag{4}
\end{align*}
$$

The second sum in Eq. (4) describes transfer processes in the two-dimensional Brillouin zone, when the projections of any pair of vectors $\mathbf{k}$ and $\mathbf{k}^{\prime}$ from the bulk Brillouin zone onto the plane of the heterojunction satisfy the condition $\mathbf{k}_{\|}^{\prime}-\mathbf{k}_{\|}$ $=\mathbf{K}_{\| j} \neq 0$. For a heterojunction of arbitrary orientation such transfer processes exist. However, for the orientation of interest to us-the (001) orientation-their contribution to the desired equations for the envelope functions disappears (see Appendix B):

$$
\begin{align*}
\mathscr{C}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)= & \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right)\left[\mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \delta U_{n n^{\prime}}\right. \\
& \left.+\sum_{j \neq 0} C_{j}^{n n^{\prime}} \mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{j}\right)\right] \tag{5}
\end{align*}
$$

where we have introduced the notation $K_{j}=(4 \pi / a) j$, $j= \pm 1, \pm 2, \ldots$, and $\delta U_{n n^{\prime}}=C_{0}^{n n^{\prime}}$. If $G(z)$ is a sufficiently smooth function, $a \ll d$, and we are interested in states with $\bar{k}_{z} \ll 2 \pi / a$, where $\bar{k}_{z}$ is a characteristic value of the quasimomentum of the state, we can neglect the second term inside the brackets in Eq. (5) and as a result obtain the well-known set of equations for the envelope functions. ${ }^{3,28}$ In the case of an atomically sharp heterojunction, on the other hand, it is possible to proceed in the spirit of the method used in Ref. 27 to describe a short-range impurity potential. We introduce the function $G^{\prime}(z) \equiv d G(z) / d z$, localized on the heteroboundary, $|z| \leqslant d$. Then, for $j \neq 0$ we have

$$
\begin{align*}
\mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{j}\right)= & \frac{1}{2 \pi} \int_{-\infty}^{+\infty} G(z) \exp \left(-i\left(k_{z}-k_{z}^{\prime}+K_{j}\right) z\right) d z \\
= & \frac{1}{2 \pi i} \frac{1}{k_{z}-k_{z}^{\prime}+K_{j}} \int_{-\infty}^{+\infty} G^{\prime}(z) \\
& \times \exp \left(-i\left(k_{z}-k_{z}^{\prime}+K_{j}\right) z\right) d z \\
= & \frac{1}{2 \pi i K_{j}}\left(1-\frac{k_{z}-k_{z}^{\prime}}{K_{j}}+\ldots\right) \\
& \times \int_{-d}^{d} G^{\prime}(z) \exp \left(-i K_{j} z\right) \\
& \times\left[1-i\left(k_{z}-k_{z}^{\prime}\right) z+\ldots\right] d z \tag{6}
\end{align*}
$$

and we can write the sum in Eq. (5) in the form of an expansion in powers of $k_{z}-k_{z}^{\prime}$ :

$$
\begin{equation*}
\sum_{j \neq 0} C_{j}^{n n^{\prime}} \mathscr{G}\left(k_{z}-k_{z}^{\prime}+K_{j}\right)=\sum_{s=0,1,2, \ldots} \frac{\left(k_{z}-k_{z}^{\prime}\right)^{s}}{2 \pi} D_{s n n^{\prime}} \tag{7}
\end{equation*}
$$

The constants in the expansion (7) have the form

$$
\begin{aligned}
D_{0 n n^{\prime}}= & \sum_{j \neq 0} C_{j}^{n n^{\prime}} \frac{1}{i K_{j}} \int_{-d}^{d} G^{\prime}(z) \exp \left(-i K_{j} z\right) d z \\
D_{1 n n^{\prime}}= & \sum_{j \neq 0} C_{j}^{n n^{\prime}} \frac{1}{i K_{j}} \int_{-d}^{d} G^{\prime}(z) \exp \left(-i K_{j} z\right) \\
& \times\left(-\frac{1}{K_{j}}-i z\right) d z, \ldots
\end{aligned}
$$

The present approach fundamentally allows one to treat even mathematically sharp heterojunctions, since the necessary convergence of the coefficients $D_{l n n^{\prime}}$ is ensured by the property $C_{j}^{n n^{\prime}} \rightarrow 0$ as $K_{j} \rightarrow \infty$ (by the way, a physically realizable heterojunction cannot be mathematically discontinuous).

Let us consider the corrections associated with sharpness of the heterojunction. Simple estimates show that terms proportional to $D_{0 n n^{\prime}}, D_{1 n n^{\prime}}, \ldots$ can give corrections not greater in order of magnitude than $a \bar{k}_{z},\left(a \bar{k}_{z}\right)^{2}, \ldots$ respectively. Our goal is to obtain one-band equations with position-dependent effective-mass parameters, which is achieved by taking account of corrections of order $\left(\lambda \bar{k}_{z}\right)^{2}$ to the standard approximation. Here we have introduced a characteristic "two-band"" length $\lambda=\hbar\left(2 m E_{g}\right)^{-1 / 2}$. For GaAs, for example, $\lambda \approx 6 \AA$. We will make use of the smallness of the parameter $\bar{k}_{z} d$, which will allow us to write down the final equation in quite simple form (see below). Thus, three quantities having the dimensions of length $(a, d$, and $\lambda)$ in combination with $\bar{k}_{z}$ form three parameters whose smallness is employed in the present method. In our view, the situation $a \leq d \leqq \lambda$ is the most realistic, being realized in semiconductor heterostrutures with sharp heteroboundaries. Thus, the parameter $\lambda \bar{k}_{z}$ can be taken as the main small parameter of the problem and the sum in Eq. (7) can be restricted to terms with $s=0$ and $s=1$.

As a result, the many-band system of $\mathbf{k} \cdot \mathbf{p}$ equations (3) takes the form

$$
\begin{align*}
0= & \left(\epsilon_{n 0}-\epsilon+\frac{\hbar^{2} \mathbf{k}^{2}}{2 m_{0}}\right) \mathscr{F}_{n}(\mathbf{k})+\sum_{n^{\prime}} \frac{\hbar \mathbf{p}_{n n^{\prime}} \cdot \mathbf{k}}{m_{0}} \mathscr{F}_{n^{\prime}}(\mathbf{k}) \\
& +\sum_{n^{\prime}} \int\left[\mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \delta U_{n n^{\prime}}+\frac{1}{2 \pi} D_{0 n n^{\prime}}\right. \\
& \left.+\frac{k_{z}-k_{z}^{\prime}}{2 \pi} D_{1 n n^{\prime}}\right] \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime} . \tag{8}
\end{align*}
$$

Here we can distinguish different contributions of the perturbation potential: the contribution of the smooth part is represented by the first term inside the brackets, and the contribution of the discontinuous part is represented by the second and third terms.

### 2.1. Account of the $3 D$ character of the form factor

Let us now consider instead of Eq. (1) a more realistic form of the heteropotential:

$$
\begin{equation*}
U=U_{1}+g\left(\mathbf{r}_{\|}, z\right) \delta U, \tag{9}
\end{equation*}
$$

where $\mathbf{r}_{\|}=(x, y, 0)$. By definition, $\left.g\left(\mathbf{r}_{\|}, z\right)\right|_{z<-d}=0$ and $\left.g\left(\mathbf{r}_{\|}, z\right)\right|_{z>d}=1$, and the function $g\left(\mathbf{r}_{\|}, z\right)$ is periodic in $\mathbf{r}_{\|}$. For our case of a (001) heterostructure the unit translation vectors in the plane of the heteropotential are $\mathbf{a}_{1}$ $=(1,1,0) a / 2$ and $\mathbf{a}_{2}=(-1,1,0) a / 2$. The sites of the twodimensional inverse lattice with basis vectors $\mathbf{b}_{1}$ $=(1,1,0) 2 \pi / a$ and $\mathbf{b}_{2}=(-1,1,0) 2 \pi / a$ are projections of the sites of the three-dimensional inverse lattice onto the (001) plane.

We expand $g\left(\mathbf{r}_{\|}, z\right)$ in a $2 D$ Fourier series:

$$
g\left(\mathbf{r}_{\|}, z\right)=\sum_{l} G_{l}(z) \exp \left(i \mathbf{K}_{l} \cdot \mathbf{r}_{\|}\right),
$$

where the summation index $l$ is defined so that the vectors $\mathbf{K}_{l}$ determine the sites of the indicated two-dimensional inverse lattice, and

$$
G_{l}(z)=\frac{1}{\Omega_{\|}} \int_{2 D} g\left(\mathbf{r}_{\|}, z\right) \exp \left(-i \mathbf{K}_{l} \cdot \mathbf{r}_{\|}\right) d^{2} r_{\|}
$$

The integration is over a unit cell of the $2 D$ lattice with area $\Omega_{\|} a^{2} / 2$. Denoting $G(z)$ as $G_{0}(z)$, we obtain for the perturbation potential

$$
\begin{equation*}
g\left(\mathbf{r}_{\|}, z\right) \delta U=G(z) \delta U+\delta U \sum_{l \neq 0} G_{l}(z) \exp \left(i \mathbf{K}_{l} \cdot \mathbf{r}_{\|}\right) \tag{10}
\end{equation*}
$$

It can be seen that the simple model (1) takes into account the first term in the sum (10). The functions $G_{l}(z)$ for $l \neq 0$ are nonzero only for $z \in[-d, d]$. Therefore, the left-hand side of Eq. (3) will include an additional sum of interface contributions:

$$
\sum_{n^{\prime}} \int \mathscr{O}_{n n^{\prime}}^{\|}\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(\mathbf{k}^{\prime}\right) d^{3} k^{\prime}
$$

where

$$
\begin{aligned}
\mathscr{U}_{n n^{\prime}}^{\|}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)= & \sum_{l \neq 0 ; j} \frac{C_{j}^{n n^{\prime}}}{(2 \pi)^{3}} \int_{\text {space }} G_{l}(z) \exp \left(i \mathbf{K}_{l} \cdot \mathbf{r}_{\|}\right) \\
& \times \exp \left(-i\left(\mathbf{k}-\mathbf{k}^{\prime}+\mathbf{K}_{j}\right) \cdot \mathbf{r}\right) d^{3} r
\end{aligned}
$$

For states with $\left|k_{x}\right|+\left|k_{y}\right|<\pi / a$ (see Appendix B) we obtain

$$
\begin{aligned}
\mathscr{G _ { n n ^ { \prime } } ^ { \| } ( \mathbf { k } , \mathbf { k } ^ { \prime } ) =} & \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right) \\
& \times \sum_{l \neq 0 ; j} \frac{C_{j}^{n n^{\prime}}}{2 \pi} \delta_{\mathbf{K}_{l}, \mathbf{K}_{\| j}} \int_{-d}^{d} G_{l}(z) \\
& \times \exp \left(-i\left(k_{z}-k_{z}^{\prime}+K_{z j}\right) z\right) d z \\
= & \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right) \sum_{j\left(\mathbf{k}_{\| j} \neq 0\right)} \frac{C_{j}^{n n^{\prime}}}{2 \pi \Omega_{\|}} \\
& \times \int_{-d}^{d} d z \int_{\text {cell }} d^{2} r_{\|} g\left(\mathbf{r}_{\|}, z\right) \\
& \times \exp \left(-i \mathbf{K}_{\| j} \cdot \mathbf{r}_{\|}\right) \\
& \times \exp \left(-i\left(k_{z}-k_{z}^{\prime}+K_{z j}\right) z\right) .
\end{aligned}
$$

For a smooth heterojunction it is necessary to retain only terms with $K_{z j}=0$ in the sum and develop the expression in the standard way ${ }^{3}$ since the equations for the envelope functions in the $\mathbf{r}$ representation will include an additional interface potential. Note that while the smooth part $G(z) \delta U$ ensures mixing of states of the same crystal symmetry (i.e., the local symmetry of the smooth part of the perturbation potential $G(z) \delta U$ coincides with the symmetry of the bulk crystal), this additional potential also ensures mixing of states of different symmetry. We are interested in the case $\bar{k}_{z} d \ll 1$, and this obviates the necessity of separating effects of this additional potential into contributions of smooth and discontinuous parts and allows us to use the expansion

$$
\begin{equation*}
\mathscr{O}_{n n^{\prime}}^{\|}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right) \sum_{s=0,1,2, \ldots} \frac{\left(k_{z}-k_{z}^{\prime}\right)^{s}}{2 \pi} D_{s n n^{\prime}}^{\|} \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
D_{0 n n^{\prime}}^{\|}= & \sum_{j\left(\mathbf{K}_{\| j} \neq 0\right)} \frac{C_{j}^{n n^{\prime}}}{\Omega_{\|}} \int_{-d}^{d} d z \int_{\text {cell }} d^{2} r_{\|} g\left(\mathbf{r}_{\|}, z\right) \\
& \times \exp \left(-i \mathbf{K}_{j} \cdot \mathbf{r}\right), \\
D_{1 n n^{\prime}}^{\|}= & \sum_{j\left(\mathbf{K}_{\| j} \neq 0\right)} \frac{C_{j}^{n n^{\prime}}}{\Omega_{\|}} \int_{-d}^{d} d z \int_{\text {cell }} d^{2} r_{\|} g\left(\mathbf{r}_{\|}, z\right) \\
& \times \exp \left(-i \mathbf{K}_{j} \cdot \mathbf{r}\right)(-i z), \ldots
\end{aligned}
$$

In the expansion (11) it is necessary to keep only the first two terms; the terms proportional to $D_{0 n n^{\prime}}^{\|}$and $D_{1 n n^{\prime}}^{\|}$can give contributions of order $\bar{k}_{z} d$ and $\left(\bar{k}_{z} d\right)^{2}$, respectively.

We have shown that taking the three-dimensionality of the form factor into account [see Eq. (9)] causes no special difficulty for analysis, and we now make an important observation which will allow us to use the simple model (1). The function $g\left(\mathbf{r}_{\|}, z\right)$ has lower symmetry than $G(z)$. Specifi-
cally, it is invariant under symmetry transformations from the point group $C_{2 \mathrm{v}}$. The complete perturbation potential in both models, (1) and (9), on the other hand, possesses the same symmetry, both its point-group symmetry $\left(C_{2 \mathrm{v}}\right)$ and translational symmetry in the plane of the heterojunction. Information about $C_{2 \mathrm{v}}$ symmetry will be preserved, however, only if the contribution of the discontinuous part of the potential $G(z) \delta U$ in model (1) is taken into account. Therefore, using model (9) instead of model (1) does not give anything qualitatively new, and only leads to renormalization of some parameters, namely those that are negligibly small for the smooth heterojunction in model (1). The expressions for these parameters are very complicated, so in what follows we will stick with model (1).

### 2.2. Account of relativistic corrections

Let us now consider relativistic effects. We restrict the discussion to the spin-orbital interaction. The remaining relativistic contributions only influence the values of the constants that we will obtain. We assume that within the framework of perturbation theory the characteristic parameter of the spin-orbital interaction and also the difference of this parameter for the left-hand and right-hand crystals are less than or of the same order as the characteristic band discontinuity. The expansion of the total wave function, as before, is given by expression (2). Omitting intermediate manipulations, we give the resulting, quite lengthy $\mathbf{k} \cdot \mathbf{p}$ system of equations which take into account the spin-orbit interaction

$$
\begin{aligned}
& \left(\epsilon_{n 0}-\epsilon+\frac{\hbar^{2} \mathbf{k}^{2}}{2 m_{0}}\right) \mathscr{F}_{n}(\mathbf{k})+\sum_{n^{\prime}} \frac{\hbar \mathbf{p}_{n n^{\prime}} \cdot \mathbf{k}}{m_{0}} \mathscr{F}_{n^{\prime}}(\mathbf{k}) \\
& \quad+\sum_{n^{\prime}} \delta U_{n n^{\prime}} \int \mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime} \\
& \quad+\sum_{n^{\prime}} \frac{\hbar\langle n|\left[\nabla U_{1} \times \mathbf{p}\right]\left|n^{\prime}\right\rangle \cdot \boldsymbol{\sigma}}{4 m_{0}^{2} c^{2}} \mathscr{F}_{n^{\prime}}(\mathbf{k}) \\
& \quad+\sum_{n^{\prime}} \frac{\hbar\langle n|[\nabla \delta U \times \mathbf{p}]\left|n^{\prime}\right\rangle \cdot \boldsymbol{\sigma}}{4 m_{0}^{2} c^{2}} \\
& \quad \times \int_{\mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime}}^{4 m_{0}^{2} c^{2}} \int i\left(k_{z}-k_{z}^{\prime}\right) \\
& \quad+\sum_{n^{\prime}} \frac{\hbar\langle n|\left[\mathbf{n} \delta U \times \mathbf{n ^ { \prime }}\right]\left|n^{\prime}\right\rangle \cdot \boldsymbol{\sigma}}{\quad \times \mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime}} \\
& \quad+\sum_{n^{\prime}} \int \frac{\hbar^{2}\langle n|\left[\nabla \delta U \times \mathbf{k}^{\prime}\right]\left|n^{\prime}\right\rangle \cdot \boldsymbol{\sigma}}{4 m_{0}^{2} c^{2}} \delta\left(\mathbf{k}_{\|}-\mathbf{k}_{\|}^{\prime}\right) \\
& \quad \times \mathscr{G}\left(k_{z}-k_{z}^{\prime}\right) \mathscr{F}_{n^{\prime}}\left(\mathbf{k}^{\prime}\right) d^{3} k^{\prime}+\sum_{n^{\prime}} \int\left(\frac{1}{2 \pi} D_{0 n n^{\prime}}\right. \\
& \left.\quad+\frac{k_{z}-k_{z}^{\prime}}{2 \pi} D_{1 n n^{\prime}}\right) \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime}+\sum_{n^{\prime}} \int\left(\frac{1}{2 \pi} \mathbf{S}_{0 n n^{\prime}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{k_{z}-k_{z}^{\prime}}{2 \pi} \mathbf{S}_{1 n n^{\prime}}\right) \cdot \boldsymbol{\sigma} \mathscr{F}_{n^{\prime}}\left(k_{z}^{\prime}, \mathbf{k}_{\|}\right) d k_{z}^{\prime}+\sum_{n^{\prime}} \int \frac{1}{2 \pi} \delta\left(\mathbf{k}_{\|}\right. \\
& \left.-\mathbf{k}_{\|}^{\prime}\right)\left(\hbar \mathbf{k}^{\prime} \times \boldsymbol{\sigma}\right) \cdot \mathbf{B}_{0 n n^{\prime}} \mathscr{F}_{n^{\prime}}\left(\mathbf{k}^{\prime}\right) d^{3} k^{\prime} 0 \tag{12}
\end{align*}
$$

The vectors $\mathbf{S}_{0 n n^{\prime}}, \mathbf{S}_{1 n n^{\prime}}$, and $\mathbf{B}_{0 n n^{\prime}}$ have the following form:

$$
\begin{aligned}
\mathbf{S}_{0 n n^{\prime}}= & \sum_{j \neq 0} \frac{\hbar\langle n|\left[\nabla\left(e^{i K_{j} z} \delta U\right) \times \mathbf{p}\right]\left|n^{\prime}\right\rangle}{4 i K_{j} m_{0}^{2} c^{2}} \int_{-d}^{d} G^{\prime}(z) e^{-i K_{j} z} d z \\
\mathbf{S}_{1 n n^{\prime}}= & -\sum_{j \neq 0} \frac{\hbar\langle n|\left[\nabla\left(e^{i K_{j} z} \delta U\right) \times \mathbf{p}\right]\left|n^{\prime}\right\rangle}{4 K_{j} m_{0}^{2} c^{2}} \\
& \times \int_{-d}^{d} G^{\prime}(z) e^{-i K_{j} z} z d z \\
& -\sum_{j \neq 0} \frac{\hbar\langle n| e^{i K_{j} z}[\nabla \delta U \times \mathbf{p}]\left|n^{\prime}\right\rangle}{4 i K_{j}^{2} m_{0}^{2} c^{2}} \int_{-d}^{d} G^{\prime}(z) e^{-i K_{j} z} d z
\end{aligned}
$$

$\mathbf{B}_{0 n n^{\prime}}=\sum_{j \neq 0} \frac{\hbar\langle n| \nabla\left(e^{i K_{j} z} \delta U\right)\left|n^{\prime}\right\rangle}{4 i K_{j} m_{0}^{2} c^{2}} \int_{-d}^{d} G^{\prime}(z) e^{-i K_{j} z} d z$.
Here $\mathbf{n}$ is the unit vector along the $z$ axis, $\mathbf{n} G^{\prime}(z)$ $\equiv \nabla G(z)$, and $\boldsymbol{\sigma}$ is the Pauli matrix. On the left-hand side of Eq. (12) the fourth term describes the spin-orbital interaction in the potential of the basis semiconductor; the fifth, sixth, and seventh terms are due to the smooth part of the perturbation potential. The terms proportional to $\mathbf{S}_{0 n n^{\prime}}$, $\mathbf{S}_{1 n n^{\prime}}$, and $\mathbf{B}_{0 n n^{\prime}}$ are due to the sharpness of the potential. In Ref. 28, in a consideration of the state of the conduction band in heterostructures with smooth heteroboundaries, we neglected the sixth and seventh terms on the left-hand side of Eq. (12) as small. We noted that in second-order perturbation theory they, together with $\hbar \mathbf{k} \cdot \mathbf{p}_{n n^{\prime}} / m_{0}$, give a correction only of order $\left(\lambda \bar{k}_{z}\right)^{2} \mathrm{~m} / \mathrm{m}_{0}$, which in this case is of order the effective mass is small in comparison with $m_{0}$. For the hole states, on the other hand, $\mathrm{m} / m_{0}$ is able not to be a small parameter.

We do not consider $\mathbf{k}$-linear contributions of the spinorbital interaction due to the potential $U_{1}$. They give corrections of order $\left(\lambda \bar{k}_{z}\right)^{3}$ (third-order corrections, along with two terms of the form $\left.\hbar \mathbf{k} \cdot \mathbf{p}_{n n^{\prime}} / m_{0}\right)$ similar to the contribution responsible for removing the spin degeneracy in the conduction band of the bulk semiconductor (we neglect terms of this order), and for the valence band it is well known that to first order the contribution of these terms is small, and to second order, along with $\hbar \mathbf{k} \cdot \mathbf{p}_{n n^{\prime}} / m_{0}$ they only renormalize the effective-mass parameters.

As for the contributions from the sharpness of the heterojunction potential to the spin-orbit interaction, the terms proportional to $\mathbf{S}_{0 n n^{\prime}}$ can give corrections of order $a \bar{k}_{z}$, while the terms $\mathbf{S}_{1 n n^{\prime}}$ and $\mathbf{B}_{0 n n^{\prime}}$ can give terms of order $\left(a \bar{k}_{z}\right)^{2}$.

It is trivial to generalize to the case of many heterojunctions. In this case it is convenient to choose the coordinates of the heteroboundaries so that the distances between them be integer multiples of $a / 2$, so that the phase factor of each of the expansions of the type (7) are equal to unity.

## 3. PROBLEM OF TRANSFORMATION OF THE EFFECTIVEMASS EQUATIONS FROM QUASIMOMENTUM SPACE TO COORDINATE SPACE

In the following section we obtain the one-band effective-mass equations for the conduction band and the valence band. But first of all, we must discuss a problem arising in the method of envelope functions and associated with the boundedness of $\mathbf{k}$ space. Let us consider the following one-band equation for the envelope functions $f\left(k_{z}\right)$ in $\mathbf{k}$ space:

$$
\begin{equation*}
\int H\left(k_{z}, k_{z}^{\prime}\right) f\left(k_{z}^{\prime}\right) d k_{z}^{\prime}=\epsilon f\left(k_{z}\right), \tag{13}
\end{equation*}
$$

where $k_{z}$ and $k_{z}^{\prime}$ are bounded by the Brillouin zone. Using the transformation (13) to go over to the coordinate representation we obtain, generally speaking, an integral equation. The problem consists in the accuracy with which it is possible to obtain a differential equation in $\mathbf{r}$ space. Let us consider an equation similar to Eq. (13), but in which $k_{z}$ and $k_{z}^{\prime}$ belong to the entire inverse space:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} H\left(k_{z}, k_{z}^{\prime}\right) g\left(k_{z}^{\prime}\right) d k_{z}^{\prime}=\epsilon g\left(k_{z}\right) . \tag{14}
\end{equation*}
$$

The Fourier transform of Eq. (14) with the system of equations (12) taken into account gives a differential equation in the $\mathbf{r}$ representation. If the function $g\left(k_{z}\right)$ vanishes for $k_{z}$ not in the Brillouin zone, they are also solutions of Eq. (13) and we have solved our problem exactly. In general this is not so. But in order for Eqs. (13) and (14) to be approximately equivalent, it is necessary that $g\left(k_{z}\right)$ be small for $k_{z}$ not in the Brillouin zone. In the theory of smooth perturbations this smallness is ensured by exponentially decaying envelope functions in the $\mathbf{k}$ representation; however, in the case of discontinuous perturbations the envelope functions are decreasing functions of $k_{z}$ with only a power-law falloff. Thus, if the envelope function possesses one discontinuity, its Fourier transform satisfies $g\left(k_{z}\right) \propto(\delta \bar{g} / \bar{g})\left(k_{z}\right)^{-1}$ for large $k_{z}$ (where the exponential contributions associated with the effects of smooth fields have decayed); here ( $\delta \bar{g} / \bar{g})$ is a typical relative discontinuity of the function in $\mathbf{r}$ space. If we consider, for example, the standard effective-mass equations ${ }^{1}$ with discontinuous potentials, then the second derivatives of the corresponding envelope functions will be discontinuous with characteristic relative discontinuity of the order of unity (again, for states whose energies, measured from the band edge of the left-hand or right-hand material, is of the order of the band discontinuity), and the error incurred by using differential equations will be of order $\left(\bar{k}_{z} / K\right)^{3}$, where $K$ is the radius of the Brillouin zone along the $k_{z}$ axis.

In the case of a quantum well of width $L$ it is possible to treat two cases: $\bar{k}_{z} L \gtrsim 1$ and $\bar{k}_{z} L \ll 1$. In the first case the error is of the same order as for a single heterojunction; in the second case it can be of the order $\left(\bar{k}_{z} L\right)^{-1}\left(\bar{k}_{z} / K\right)^{3}$. This is an upper estimate. For a symmetric quantum well in the conduction band, for example, the error depends on the sign of the product of the values of the envelope function on the heteroboundaries, and for states of the second $2 D$ subband it is more. In the limiting case of a narrow quantum well, $L$
$\lesssim 1 / K$, the potential can be replaced by a $\delta$ function. We obtain an envelope function with a discontinuous derivative and error of order $\left(\bar{k}_{z} / K\right)^{2}$.

Above, in Eq. (13), we tacitly assumed that the Hamiltonian $H\left(k_{z}, k_{z}^{\prime}\right)$ is defined for all $k_{z}$ and $k_{z}^{\prime}$ belonging to the Brillouin zone. Since our goal is to obtain the one-band equations, we must take one more circumstance into account. In $\mathbf{k}$ space near the $\Gamma$ point there exists a region $\Lambda_{1}$ in which the spectrum of states of the conduction band of the bulk material can be written in the form of a series in powers of the quasimomentum (for states of a degenerate band the spectrum is determined by a matrix whose elements are such series). The series converges for $|\mathbf{k}|<1 / 2 \lambda$, as follows from the two-band approximation (such an estimate is valid if the effective mass is formed mainly by the $\mathbf{k} \cdot \mathbf{p}$ interaction). This is the region described by the Hamiltonian of the one-band equation. There is also a region $\Lambda_{2}$, where the interaction of states of isolated bands with distant bands is not described by this series. In our case of sharp heterojunctions the envelope functions in the $\mathbf{k}$ representation fall off according to a power law; therefore we should also provide a valid description of the region $\Lambda_{2}$, which will be done elsewhere in connection with the problem of intervalley mixing of states in heterostructures. Here we only mention that if the ratio of the characteristic band discontinuity to the energy gap between the interesting states in the region $\Lambda_{1}$ and the states in the region $\Lambda_{2}$ is a small parameter $\omega \ll 1$, then the error incurred by neglecting the region $\Lambda_{2}$ will be less than or of order $\omega\left(a \bar{k}_{z}\right)^{2}$. Thus, the effective radius in $\mathbf{k}$ space determining the accuracy of reducing the integral equation to a differential equation is in fact not determined by the size of the Brillouin zone along the $k_{z}$ axis, but depends on which bands are taken to be distant and are "eliminated'" by the unitary transformation. In our case, this radius is of the order of $1 / \lambda$.

Below we will obtain an equation for the conduction band, leaving out details of the unitary transformation to $\mathbf{k}$ space and at once carrying out the transformation to the $\mathbf{r}$ representation. Formally, the final equation is a fourth-order differential equation, and the envelope function satisfying it in the case of a discontinuous potential, the most unfavorable case for accuracy, has a discontinuous second derivative with characteristic discontinuity of the order of the second derivative itself. It is possible to proceed otherwise. Reducing the fourth-order differential equation to a physically equivalent second-order equation, ${ }^{28}$ we obtain a discontinuous envelope function with characteristic relative discontinuity of order $\left(\bar{k}_{z} \lambda\right)^{2}$. This means that for a single heterojunction or a wide quantum well the accuracy of the obtained effective-mass equation is limited as a result of having to take account of all terms up to order $\left(\bar{k}_{z} \lambda\right)^{3}$. In the case of a narrow quantum well, on the other hand, even for $L \sim \lambda$ the effective-mass equation should include only first-order corrections associated with effects of sharpness of the heterojunction, and considering all remaining orders, including those leading to spatial dependence of the effective-mass parameters, will yield an excess of accuracy. In such a case the short-range potential formalism, already used above to obtain the expansion (11), is convenient. This will be taken up in Sec. 4.3.

## 4. ONE-BAND EQUATIONS

### 4.1. Conduction band

### 4.1.1. Smooth heterojunction

The transformation from a many-band system of equations for the envelope functions to a single-band equation is realized in the standard way. ${ }^{1,27}$ For smooth heterojunctions the one-band equation for the envelope functions for the $c$ band (conduction band) was derived in Ref. 28. In the $\mathbf{r}$ representation it has the form

$$
\begin{align*}
& \boldsymbol{\epsilon}_{c 0} F_{c}(\mathbf{r})+\frac{1}{2} m^{\alpha_{1}}(z) \mathbf{p} m^{\beta_{1}}(z) \mathbf{p} m^{\alpha_{1}}(z) F_{c}(\mathbf{r}) \\
& \quad+\Gamma(z) \Delta U_{c} F_{c}(\mathbf{r})+\alpha_{0} \mathbf{p}^{4} F_{c}(\mathbf{r})+\beta_{0}\left(\mathbf{p}_{\|}^{2} p_{z}^{2}\right. \\
& \left.\quad+p_{x}^{2} p_{y}^{2}\right) F_{c}(\mathbf{r})+\eta(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma} \Gamma^{\prime}(z) F_{c}(\mathbf{r})=\epsilon F_{c}(\mathbf{r}) \tag{15}
\end{align*}
$$

The product of the discontinuity in the conduction band $\Delta U_{c}$ and the modified form factor of the heterojunction $\Gamma(z)$ is given by

$$
\Gamma(z) \Delta U_{c}=G(z) \delta U_{c c}+\sum_{n}^{\prime} \frac{\left|\delta U_{c n}\right|^{2}}{\epsilon_{c 0}-\epsilon_{n 0}} G^{2}(z)
$$

so that in all small corrections $G(z)$ can be replaced by $\Gamma(z)$. The position-dependent effective mass is given by

$$
m(z)=m_{1}\left[1+m_{1}\left(\mu_{1}-\mu_{2}\right) \Gamma(z)\right]
$$

and $m_{1}$ is the effective mass of the edge of the conduction band of the left-hand material, and if $m_{2}$ is the effective mass of the conduction band of the right-hand material we have

$$
1 / m_{2}=1 / m_{1}+\mu_{2}-\mu_{1} .
$$

The parameters $\alpha_{1}$ and $\beta_{1}$ are defined as follows:

$$
\alpha_{1}=\frac{\mu_{1}}{2\left(\mu_{2}-\mu_{1}\right)}, \quad 2 \alpha_{1}+\beta_{1}=-1 .
$$

The parameters $\mu_{1}$ and $\mu_{2}$ are given by

$$
\begin{align*}
\mu_{1}= & \sum_{n}{ }^{\prime} \frac{\left.2\left|\langle c| p_{x}\right| n\right\rangle\left.\right|^{2} \delta U_{c c}}{m_{0}^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)^{2}} \\
& -\sum_{n, l}{ }^{\prime} \frac{4\langle c| p_{x}|n\rangle\langle n| p_{x}|l\rangle \delta U_{l c}}{m_{0}^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)\left(\epsilon_{c 0}-\epsilon_{l 0}\right)},  \tag{16}\\
\mu_{2}= & \sum_{n, l}{ }^{\prime} \frac{2\langle c| p_{x}|n\rangle \delta U_{n l}\langle l| p_{x}|c\rangle}{m_{0}^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)\left(\epsilon_{c 0}-\epsilon_{l 0}\right)} . \tag{17}
\end{align*}
$$

In Eq. (15) $\alpha_{0}$ and $\beta_{0}$ are the nonparabolicity parameters of the bulk spectrum. Finally, the last parameter entering into the equation is

$$
\eta=\sum_{n, l}^{\prime} \frac{\hbar^{2}\langle c| p_{z}|n\rangle\langle n|[\nabla \delta U \times \mathbf{p}]_{x}|l\rangle\langle l| p_{y}|c\rangle}{4 i m_{0}^{4} c^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)\left(\epsilon_{c 0}-\epsilon_{l 0}\right)}
$$

In the Introduction it was pointed out that an invalid expression for the effective mass of the edge of the conduction band of a non-basis semiconductor was obtained in Ref. 14 by direct elimination of the small envelope functions. This corresponds to the absence in expression (16) of the
second sum, and in expression (17), of the terms with $n$ $\neq l$. Thus it is necessary to be careful when using the method of direct elimination of small envelope functions.

The relation of the envelope function of the conduction band $F_{c}(\mathbf{r})$ with the total wave function is given by

$$
\begin{align*}
\Psi(\mathbf{r})= & u_{c 0}\left\{1+2 R m_{1}\left(\Gamma(z) \Delta U_{c}+\epsilon_{c 0}-\epsilon\right)\right\} F_{c}(\mathbf{r}) \\
& +\sum_{n}^{\prime} \frac{u_{n 0}}{\left(\epsilon_{c 0}-\epsilon_{n 0}\right)}\left[\frac{\hbar\langle n| \mathbf{p}|c\rangle \cdot \nabla}{i m_{0}}+\delta U_{n c} \Gamma(z)\right. \\
& \left.+\sum_{l, \alpha, \beta}^{\prime} \frac{\langle n| p_{\alpha}|l\rangle\langle l| p_{\beta}|c\rangle}{m_{0}^{2}\left(\epsilon_{c 0}-\epsilon_{l 0}\right)} p_{\alpha} p_{\beta}\right] F_{c}(\mathbf{r}) . \tag{18}
\end{align*}
$$

Here

$$
R=\frac{1}{2} \sum_{n}^{\prime} \frac{\left.\left|\langle c| p_{x}\right| n\right\rangle\left.\right|^{2}}{m_{0}^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)^{2}},
$$

and the term $2 R m_{1}\left(\Gamma(z) \Delta U_{c}+\epsilon_{c 0}-\epsilon\right)$ inside the braces in expression (18) comes from the term $-R \mathbf{p}^{2}$ treated as a perturbation using the standard effective-mass equation. In the brackets in expression (18) we neglected the term

$$
\begin{equation*}
\frac{\hbar\langle n|\left[\nabla U_{1} \times \mathbf{p}\right]|c\rangle \cdot \boldsymbol{\sigma}}{4 m_{0}^{2} c^{2}}+\Gamma(z) \frac{\hbar\langle n|[\nabla \delta U \times \mathbf{p}]|c\rangle \cdot \boldsymbol{\sigma}}{4 m_{0}^{2} c^{2}}, \tag{19}
\end{equation*}
$$

since the largest contribution to the matrix elements (19) comes from the region of the potential near the atomic nuclei in which the spin-orbital interaction operator can be written in the form of a product of operators of the electron spin and the orbital angular momentum, and the function $u_{c 0}$ is spherically symmetric (the orbital momentum is zero).

In Ref. 28 it was shown that for $\bar{k}_{z} d \ll 1 \mathrm{Eq}$. (15) can be replaced by an equivalent equation where the Heaviside step function $\theta\left(z-z_{0}\right)$ replaces the function $\Gamma(z)$, and the coordinate $z_{0}$ assigning the position of the mathematically sharp heterojunction can be chosen arbitrarily within the limits $-d \leqslant z_{0} \leqslant d$. The method used in Ref. 28 for this transformation is not the most convenient. There is a simpler way of transforming to a mathematically sharp heterojunction based on the following chain of identities, valid for operators acting on smooth functions:

$$
\begin{aligned}
\Gamma(z)= & \frac{1}{2 \pi} \int_{-\infty}^{+\infty} d k_{z} e^{i k_{z} z} \int_{-\infty}^{+\infty} \Gamma\left(z^{\prime}\right) e^{-i k_{z} z^{\prime}} d z^{\prime} \\
= & \theta\left(z-z_{0}\right)+\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d k_{z} e^{i k_{z}\left(z-z_{0}\right)} \int_{-d}^{d}\left(\Gamma\left(z^{\prime}\right)\right. \\
& \left.-\theta\left(z^{\prime}-z_{0}\right)\right) e^{-i k_{z}\left(z^{\prime}-z_{0}\right)} d z^{\prime} \approx \theta\left(z-z_{0}\right) \\
& +\delta\left(z-z_{0}\right)\left[\int_{-d}^{d} \Gamma(z) d z-\left(d-z_{0}\right)\right]+\delta^{\prime}\left(z-z_{0}\right) \\
& \times\left[\int_{-d}^{d} \Gamma(z)\left(z_{0}-z\right) d z+\frac{\left(d-z_{0}\right)^{2}}{2}\right] .
\end{aligned}
$$

Setting $z_{0}=0$, instead of Eq. (15) we obtain a more convenient form of the effective-mass equation for a smooth heterojunction:

$$
\begin{align*}
& {\left[\boldsymbol{\epsilon}_{c 0}-\epsilon+\theta(z) \Delta U_{c}+\Delta U_{c} \rho_{0} \delta(z)\right] F_{c}(\mathbf{r})} \\
& +\frac{1}{2} m^{\alpha_{2}}(z) \mathbf{p} m^{\beta_{2}}(z) \cdot \mathbf{p} m^{\alpha_{2}}(z) F_{c}(\mathbf{r})+\alpha_{0} \mathbf{p}^{4} F_{c}(\mathbf{r}) \\
& +\beta_{0}\left(\mathbf{p}_{\|}^{2} p_{z}^{2}+p_{x}^{2} p_{y}^{2}\right) F_{c}(\mathbf{r})+\eta(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma} \delta(z) F_{c}(\mathbf{r})=0 . \tag{20}
\end{align*}
$$

Here

$$
m(z)=m_{1}\left[1+m_{1}\left(\mu_{1}-\mu_{2}\right) \theta(z)\right]
$$

and the parameter $\alpha_{2}$ not only depends on the materials of the heterojunction but also takes into account its finite width through its dependence on $\Gamma(z)$ :

$$
\alpha_{2}=\frac{\mu_{1}+2 \Delta U_{c} \hbar^{-2}\left[d^{2}-\int_{-d}^{d} 2 \Gamma(z) z d z\right]}{2\left(\mu_{2}-\mu_{1}\right)} .
$$

The relation $2 \alpha_{2}+\beta_{2}=-1$ is preserved, and

$$
\rho_{0}=\int_{-d}^{d} \Gamma(z) d z-d
$$

The transformation to a mathematically sharp heterojunction described above is dictated only by arguments of convenience, and the explicit form of the function $\Gamma(z)$ appears only in integral form in the expressions for the two parameters $\alpha_{2}$ and $\rho_{0}$.

### 4.1.2. Sharp heterojunction

To include corrections associated with the nonsmoothness of the heterojunction in Eq. (20), it is necessary in the standard procedure ${ }^{1,27}$ to take into account the contributions of the terms $D_{0 n n^{\prime}}, D_{1 n n^{\prime}}$, and $\mathbf{B}_{0 n n^{\prime}}$ in first-order perturbation theory ( $\mathbf{S}_{0 c c}=\mathbf{S}_{1 c c}=0$, as follows from zinc-blende symmetry), and the contributions of the terms $D_{0 n n^{\prime}}$ and $\mathbf{S}_{0 n n^{\prime}}$ should still be treated in the second-order theory along with the terms $\hbar \mathbf{k} \cdot \mathbf{p}_{n n^{\prime}} / m_{0}$. Utilizing symmetry properties, it is not hard to obtain the following additional term $H_{a b r}$ to the Hamiltonian of Eq. (15):

$$
\begin{equation*}
H_{a b r}=D_{0 c c} \delta(z)+\rho \delta^{\prime}(z)+\widetilde{\eta}(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma} \delta(z) \tag{21}
\end{equation*}
$$

Here

$$
\begin{aligned}
D_{0 c c}= & -\sum_{j \neq 0} \frac{\langle c| \delta U \cos \left(K_{j} z\right)|c\rangle}{K_{j}} \int_{-d}^{d} G^{\prime}(z) \sin \left(K_{j} z\right) d z \\
\rho= & \sum_{n ; j \neq 0}^{\prime} \frac{\hbar\langle c| p_{z}|n\rangle\langle n| \delta U \sin \left(K_{j} z\right)|c\rangle}{i K_{j} m_{0}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)} \\
& \times \int_{-d}^{d} G^{\prime}(z) \cos \left(K_{j} z\right) d z+\sum_{j \neq 0} \frac{\langle c| \delta U \cos \left(K_{j} z\right)|c\rangle}{K_{j}} \\
& \times \int_{-d}^{d} G^{\prime}(z)\left(\frac{\cos \left(K_{j} z\right)}{K_{j}}+z \sin \left(K_{j} z\right)\right) d z \\
\tilde{\eta}= & \sum_{j \neq 0}\left(\sum_{n}^{\prime} \frac{\hbar\langle c|\left[\nabla\left(\sin \left(K_{j} z\right) \delta U\right) \times \mathbf{p}\right]_{x}|n\rangle\langle n| p_{y}|c\rangle}{2 K_{j} m_{0}^{3} c^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)}\right. \\
& \left.-\frac{\hbar\langle c| \nabla_{z}\left(\sin \left(K_{j} z\right) \delta U\right)|c\rangle}{4 K_{j} m_{0}^{2} c^{2}}\right) \int_{-d}^{d} G^{\prime}(z) \cos \left(K_{j} z\right) d z
\end{aligned}
$$

Comparing expression (21) with the Hamiltonian of Eq. (20), we see that for the conduction band taking the sharpness of the heterojunction into account does not alter the form of the one-band equation and simply renormalizes the constants used in it. If we take Eqs. (20) and (21) into account, the desired equation for the conduction band takes the form

$$
\begin{align*}
\left(\epsilon_{c 0}-\right. & \left.\epsilon+\theta(z) \Delta U_{c}+d_{1} \delta(z)\right) F_{c}(\mathbf{r})+\frac{1}{2} m^{\alpha}(z) \mathbf{p} m^{\beta}(z) \\
& \times \mathbf{p} m^{\alpha}(z) F_{c}(\mathbf{r})+\alpha_{0} \mathbf{p}^{4} F_{c}(\mathbf{r})+\beta_{0}\left(\mathbf{p}_{\|}^{2} p_{z}^{2}\right. \\
& \left.+p_{x}^{2} p_{y}^{2}\right) F_{c}(\mathbf{r})+d_{2}(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma} \delta(z) F_{c}(\mathbf{r})=0 \tag{22}
\end{align*}
$$

The term $\rho \delta^{\prime}(z)$ in expression (21) was absorbed by the kinetic-energy operator; as a result, for $\alpha$ we obtain

$$
\alpha=\frac{\mu_{1}+2 \Delta U_{c} \hbar^{-2}\left[d^{2}-\int_{-d}^{d} 2 \Gamma(z) z d z\right]+4 \rho \hbar^{-2}}{2\left(\mu_{2}-\mu_{1}\right)}
$$

(here the error incurred in Ref. 29 has been corrected), and $2 \alpha+\beta=-1$, with $d_{1}=D_{0 c c}+\Delta U_{c} \rho_{0}$ and $d_{2}=\eta+\widetilde{\eta}$.

Let us discuss the Hamiltonian of Eq. (22). The first term represents the potential energy of an electron in the $c$ band. The possible existence of a hetero-interface term proportional to $d_{1}$ was discussed in Ref. 5; it is clear that this contribution disappears for a mathematically discontinuous heterojunction (in this rather unrealistic case models (1) and (9) are identical). The second term is the position-dependent kinetic-energy operator, which is quadratic in the momentum; such a form was proposed in Ref. 6 more generally. Note that the parameter $\alpha$ is not a universal constant but depends both on the materials and on the shape of the transitional region of the heterojunction, as seems natural even intuitively (see also Ref. 8). If it happens that $m(z)=$ const, i.e., $\mu_{1}=\mu_{2}$, indeterminate expressions of the form $1^{\infty}$ arise in the form of the kinetic-energy operator used here which are easily evaluated. Such indeterminate forms do not arise if we use a different, equivalent form of this operator where we separate out a term analogous to the relativistic Darwin term (see Ref. 28):

$$
\begin{aligned}
T_{2}= & \mathbf{p} \frac{1}{2 m(z)} \cdot \mathbf{p}+\left(\frac{\mu_{1} \hbar^{2}}{4}+\Delta U_{c}\right. \\
& \left.\times\left[\frac{d^{2}}{2}-\int_{-d}^{d} \Gamma(z) z d z\right]+\rho\right) \delta^{\prime}(z) .
\end{aligned}
$$

The third and fourth terms in the Hamiltonian of Eq. (22) describe corrections to the weak nonparabolicity and depend only on the bulk parameters. The fifth term describes the interface spin-orbital interaction (see, e.g., Ref. 32), whose strength $\left(d_{2}\right)$ depends not only on the materials of the heterojunction but also on the shape of the transitional region. The relation between the total wave function and the envelope functions of the conduction band is given by Eq. (18), where we can set $\Gamma(z)=\theta(z)$.

### 4.1.3. Boundary conditions on the envelope functions

From Eq. (22) it is not hard to obtain boundary conditions imposed on the envelope functions at the heterojunction; to this end it is necessary to reduce Eq. (22) to a
second-order differential equation by employing the smallness of the contribution proportional to $\mathbf{p}^{4}$ (Ref. 28). We present only the result:

$$
\left.\binom{F_{c}(\mathbf{r})}{F_{c}^{\prime}(\mathbf{r})}\right|_{z=+0}=\left.\left(\begin{array}{cc}
d_{11} & 0 \\
d_{21} & d_{22}
\end{array}\right)\binom{F_{c}(\mathbf{r})}{F_{c}^{\prime}(\mathbf{r})}\right|_{z=-0},
$$

where

$$
\begin{aligned}
& d_{11}=1+4 m_{1}^{2} \alpha_{0} \Delta U_{c}+m_{1} \alpha\left(\frac{1}{m_{2}}-\frac{1}{m_{1}}\right), \\
& d_{21}=\frac{2 m_{1}}{\hbar^{2}}\left(d_{1}+d_{2}(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma}\right),
\end{aligned}
$$

and

$$
d_{22}=\frac{m_{2}}{m_{1}}+4 m_{1}^{2} \alpha_{0} \Delta U_{c}-m_{1} \alpha\left(\frac{1}{m_{2}}-\frac{1}{m_{1}}\right) .
$$

In the approximation of the standard effective-mass method we have a position-independent effective mass and a discontinuous (step-function) potential. Corrections which are first order in the small parameter of the problem are taken into account by including in the standard equation a $\delta$-function potential proportional to $d_{1}$ (formally, this is a correction of order $\bar{k}_{z} d$ ). The complete equation (22) also includes all corrections of order $\left(\lambda \bar{k}_{z}\right)^{2}$. It is not possible to take into account smaller contributions in the one-band version of the method of envelope functions because the unavoidable error arising in the transformation from the manyband system of integral equations to the one-band differential equation is of the same order.

It is not hard to generalize the above results to the case of an arbitrary heterostructure. It is easy to do this proceeding from symmetry arguments for a symmetric quantum well with two equivalent heterojunctions with coordinates $z=0$ and $z=L$, where $L=\mathscr{N} a / 2$, where $\mathscr{N}$ is an integer. The effective Hamiltonian is

$$
\begin{aligned}
H^{e l}= & \epsilon_{c 0}+\Delta U_{c}\{\theta(z)-\theta(z-L)\}+\frac{1}{2} m^{\alpha}(z) \mathbf{p} m^{\beta}(z) \\
& \times \mathbf{p}^{\alpha}(z)+\alpha_{0} \mathbf{p}^{4}+\beta_{0}\left(\mathbf{p}_{\|}^{2} p_{z}^{2}+p_{x}^{2} p_{y}^{2}\right)+d_{1}\{\delta(z) \\
& +\delta(z-L)\}+d_{2}\{\delta(z)-\delta(z-L)\}(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma} .
\end{aligned}
$$

### 4.2. Valence band

The distinction between the effective-mass method for the valence band and the effective-mass method for the conduction band consists, in principle, simply of the necessity of considering more elaborate equations in the case of the valence band. The main points of the problem of deriving the equation for the hole states with position-dependent effective-mass parameters were noted in Ref. 29. The equation for the $c$ band already contains three new parameters which depend on the bulk properties of the materials of the heterostructure and on the properties of the heteroboundary. For the valence band, there is a larger number of such parameters, which may be seen as rendering such an equation
of little practical value. Therefore we limit ourselves here to a derivation of first-order corrections to the standard equation in the above small parameter.

In the basis $\left\{\left|J, j_{z}\right\rangle\right\}$ of eigenfunctions of the total angular momentum $J$ and its projection $j_{z}$, with these eigenfunctions being combinations of Bloch functions $\mathscr{C}, \mathscr{Y}$, and $\mathscr{E}$ of the top of the valence band (transforming according to the representation $\Gamma_{15}$ ) and the spin, the matrix of the effective Hamiltonian for the valence band $\mathbf{H}$ in this approximation is a sum of the $6 \times 6$ matrix of the standard kinetic-energy operator $\mathbf{T}$ (we neglect the small contribution of $\mathbf{k}$-linear bulk terms from the spin-orbit interaction) and the $6 \times 6$ matrix of the potential-energy operator $\mathbf{V}$ :

$$
\mathbf{H}=\mathbf{T}+\mathbf{V} .
$$

Of course, in the standard approximation $\mathbf{V}$ contains only diagonal discontinuous (step-function) potentials. Additional terms appear in the approximation that follows which are diagonal and nondiagonal $\delta$-function potentials.

It is convenient first to find the elements of the potentialenergy matrix $\widetilde{\mathbf{V}}$ in the basis $\{\mathscr{X}, \mathscr{Y}, \mathscr{Z}\}$, and then compose from them the necessary linear combinations and transform to $\mathbf{V}$ :

$$
\begin{aligned}
\widetilde{V}_{\mathscr{X} \mathscr{E}}= & \widetilde{V}_{\mathscr{X} \mathscr{X}}=\epsilon_{\mathscr{X} 0}+\delta U_{\mathscr{X} \mathscr{B}} G(z)+D_{0 \mathscr{X} \mathscr{X}} \delta(z) \\
\approx & \epsilon_{\mathscr{X} 0}+\delta U_{\mathscr{X} \mathscr{X}} \theta(z)+\left(D_{0 \mathscr{X} \mathscr{X}}+\rho_{0} \delta U_{\mathscr{X} \mathscr{X}}\right) \delta(z), \\
\widetilde{V}_{\mathscr{X} \mathscr{Y}}= & \frac{1}{3 i}(\Delta+\delta \Delta G(z)) \sigma_{z}+D_{0 \mathscr{X} \mathscr{Y}} \delta(z)+S_{0 \mathscr{X} \mathscr{Y}}^{z} \delta(z) \sigma_{z} \\
\approx & \frac{1}{3 i}(\Delta+\delta \Delta \theta(z)) \sigma_{z}+D_{0 \mathscr{X} \mathscr{Y}} \delta(z) \\
& +\left(S_{0 \mathscr{X} \mathscr{Y}}^{z}+\frac{\rho_{0} \delta \Delta}{3 i}\right) \delta(z) \sigma_{z},
\end{aligned}
$$

where

$$
\begin{aligned}
& \Delta=\frac{3 \hbar i\langle\mathscr{X}|\left[\nabla U_{1} \times \mathbf{p}\right]_{z}|\mathscr{Y}\rangle}{4 m_{0}^{2} c^{2}}, \\
& \delta \Delta=\frac{3 \hbar i\langle\mathscr{X}|[\nabla \delta U \times \mathbf{p}]_{z}|\mathscr{Y}\rangle}{4 m_{0}^{2} c^{2}} .
\end{aligned}
$$

Analogously,

$$
\begin{aligned}
\widetilde{V}_{\mathscr{X} \mathscr{Z}}= & \frac{i}{3}(\Delta+\delta \Delta G(z)) \sigma_{y}+S_{0 \mathscr{X} \mathscr{W}}^{y} \delta(z) \sigma_{y} \\
\approx & \frac{i}{3}(\Delta+\delta \Delta \theta(z)) \sigma_{y}+\left(S_{0 \mathscr{X} \mathscr{\mathscr { W }}}^{y}+\frac{i \rho_{0} \delta \Delta}{3}\right) \\
& \times \delta(z) \sigma_{y} .
\end{aligned}
$$

The remaining elements of $\widetilde{\mathbf{V}}$ can be obtained from those shown above by cyclic permutation of the indices.

The contribution of the sixth and seventh terms on the left-hand side of Eq. (12), as can be seen, is not included in $\widetilde{\mathbf{V}}$ since it is negligibly small for the following reason:

$$
\langle\mathscr{X}| \nabla_{z} U_{1}|\mathscr{Y}\rangle=0
$$

(see Ref. 27, Sec. 21). This means that the matrix element

$$
\langle\mathscr{X}| \nabla_{z} \delta U|\mathscr{Y}\rangle=\langle\mathscr{X}| \nabla_{z} U_{2}|\mathscr{Y}\rangle .
$$

For the Bloch functions of the $n$th band at the $\Gamma$ point of the right-hand crystal in the nonrelativistic limit $\left(\widetilde{u}_{n 0}\right)$ we now have

$$
\begin{equation*}
\tilde{u}_{n 0}=u_{n 0}+\sum_{n^{\prime}}^{\prime} \frac{\delta U_{n^{\prime} c} u_{n^{\prime} 0}}{\epsilon_{c 0}-\epsilon_{n^{\prime} 0}} \tag{23}
\end{equation*}
$$

and for the corresponding functions of the edge of the valence band of the right-hand crystal $\mathscr{\mathscr { C }}$ and $\mathscr{\mathscr { Y }}$ the relation $\langle\widetilde{\mathscr{B}}| \nabla_{z} U_{2}|\widetilde{\mathscr{O}}\rangle=0$ holds. That is, the seventh term on the left-hand side of Eq. (12) gives corrections only of order $\left(\lambda \bar{k}_{z}\right)^{3}$, and not $\lambda \bar{k}_{z}$. In our approximation, on the other hand, it is necessary in general to neglect the difference between the Bloch functions $\widetilde{u}_{n 0}$ and $u_{n 0}$. Hence it follows from invariance of the equation under time reversal that the contribution from the sixth term on the left-hand side of Eq. (12) is negligibly small.

It is not difficult now to obtain the elements of $\mathbf{V}$. We choose the phases the same as was done in Ref. 1 and write

$$
\begin{aligned}
|1\rangle & \equiv\left|\frac{3}{2}, \frac{3}{2}\right\rangle, \quad|2\rangle \equiv\left|\frac{3}{2},-\frac{3}{2}\right\rangle, \quad|3\rangle \equiv\left|\frac{3}{2}, \frac{1}{2}\right\rangle, \\
|4\rangle & \equiv\left|\frac{3}{2},-\frac{1}{2}\right\rangle, \quad|5\rangle \equiv\left|\frac{1}{2}, \frac{1}{2}\right\rangle, \quad|6\rangle \equiv\left|\frac{1}{2},-\frac{1}{2}\right\rangle
\end{aligned}
$$

(pairs of states of heavy holes, light holes, and states of the split-off band). Thus, the desired potential-energy matrix takes the form

$$
\mathbf{V}=\left(\begin{array}{ccc}
V_{\Gamma_{8}} \mathbf{1} & V_{0} \sigma_{y} & -i \sqrt{2} V_{0} \sigma_{y}  \tag{24}\\
V_{0}^{\dagger} \sigma_{y} & V_{\Gamma_{8}} \mathbf{1} & \mathbf{0} \\
i \sqrt{2} V_{0}^{\dagger} \sigma_{y} & \mathbf{0} & V_{\Gamma_{7}} \mathbf{1}
\end{array}\right)
$$

where

$$
\begin{aligned}
& V_{\Gamma_{8}}=E_{\Gamma_{8}}+\Delta U_{\Gamma_{8}} \theta(z)+\chi_{1} \delta(z), \\
& V_{\Gamma_{7}}=E_{\Gamma_{7}}+\Delta U_{\Gamma_{7}} \theta(z)+\chi_{2} \delta(z), \\
& V_{0}=\frac{D_{0 \mathscr{X}} \mathscr{4}}{\sqrt{3}} \delta(z) .
\end{aligned}
$$

Here we have introduced the notation

$$
\begin{aligned}
& E_{\Gamma_{8}}=\epsilon_{\mathscr{C} 0}+\frac{1}{3} \Delta, \quad \Delta U_{\Gamma_{8}}=\delta U_{\mathscr{X} \mathscr{C}}+\frac{1}{3} \delta \Delta, \\
& E_{\Gamma_{7}}=\epsilon_{\mathscr{O} 0}-\frac{2}{3} \Delta, \quad \Delta U_{\Gamma_{7}}=\delta U_{\mathscr{X} \mathscr{X}}-\frac{2}{3} \delta \Delta, \\
& \chi_{1}=D_{0 \mathscr{X} \mathscr{X}}+\rho_{0} \delta U_{\mathscr{X} \mathscr{X}}+i S_{0 . \mathscr{X} \mathscr{Y}}^{z}+\frac{1}{3} \rho_{0} \delta \Delta, \\
& \chi_{2}=D_{0 \mathscr{X} \mathscr{X}}+\rho_{0} \delta U_{\mathscr{X} \mathscr{X}}-2 i S_{0 \mathscr{X} \mathscr{Y}}^{z}-\frac{2}{3} \rho_{0} \delta \Delta .
\end{aligned}
$$

The expressions for $D_{0 \mathscr{X} \mathscr{X}}, D_{0 \mathscr{X}}$, and $S_{0 \mathscr{X} \mathscr{Y}}^{z}$ have the following form:

$$
\begin{align*}
D_{0 . \mathscr{X} \mathscr{X}}= & -\sum_{j \neq 0} \frac{\langle\mathscr{X}| \delta U \cos \left(K_{j} z\right)|\mathscr{X}\rangle}{K_{j}} \\
& \times \int_{-d}^{d} G^{\prime}(z) \sin \left(K_{j} z\right) d z, \\
D_{0 . \mathscr{C} \mathscr{Y}}= & \sum_{j \neq 0} \frac{\langle\mathscr{X}| \delta U \sin \left(K_{j} z\right)|\mathscr{Y}\rangle}{K_{j}} \\
& \times \int_{-d}^{d} G^{\prime}(z) \cos \left(K_{j} z\right) d z,  \tag{25}\\
S_{0 . \mathscr{O}}^{z}= & -\sum_{j \neq 0} \frac{\hbar\langle\mathscr{X}|\left[\nabla\left(\cos \left(K_{j} z\right) \delta U\right) \times \mathbf{p}\right]_{z}|\mathscr{Y}\rangle}{4 K_{j} m_{0}^{2} c^{2}} \\
& \times \int_{-d}^{d} G^{\prime}(z) \sin \left(K_{j} z\right) d z .
\end{align*}
$$

Thus, within the framework of the $\mathbf{k} \cdot \mathbf{p}$ method we have shown that in (001) III-V heterostructures mixing of heavy ( $h \mathrm{~h}$ ) and light ( $l h$ ) holes takes place at the center of the $2 D$ Brillouin zone (see Ref. 33 and the references cited therein) which bears no relation to the $k_{z}$-linear bulk terms from the spin-orbit interaction. This mixing is governed by the parameter $D_{0 \mathscr{X} \mathscr{Y}}$, which was estimated in Ref. 33 on the basis of experimental data for GaAs/AlAs heterostructures: $D_{0 \mathscr{X} \mathscr{Y}} \simeq 500 \mathrm{meV} \cdot \AA$.

In Ref. 29 it was concluded that the strength of the mixing of the heavy and light holes at the center of the $2 D$ Brillouin zone is greater for sharp heterojunctions than for heterojunctions with smoothly varying chemical composition. But this is valid only in model (1). Generally speaking, one can draw conclusionsonly about the dependence of the strength of this mixing on the structure of the transitional region of the heterojunctions.

For a symmetric quantum well with boundaries at $z=0$ and $z=L$ the elements of the potential-energy matrix can be easily obtained from symmetry arguments:

$$
\begin{aligned}
V_{\Gamma_{8}}= & E_{\Gamma_{8}}+\Delta U_{\Gamma_{8}}(\theta(z)-\theta(z-L)) \\
& +\chi_{1}(\delta(z)+\delta(z-L)), \\
V_{\Gamma_{7}}= & E_{\Gamma_{7}}+\Delta U_{\Gamma_{7}}(\theta(z)-\theta(z-L)) \\
& +\chi_{2}(\delta(z)+\delta(z-L)), \\
V_{0}= & \frac{D_{0 . \mathscr{O}}}{\sqrt{3}}(\delta(z)-\delta(z-L)) .
\end{aligned}
$$

### 4.3. Equation for the envelope functions for a narrow well in the conduction band

We will devote separate attention to the problem of electron states in narrow quantum wells because at present it is widely held that the effective-mass method is inapplicable in such cases. Here we treat only states of the $c$ band in a (001) III-V heterostructure consisting of related isolated quantum well (or narrow barrier) semiconductors for the case when its width satisfies $L \leq \lambda$. Hole states are easily treated in an analogous way. Now the contributions from the steepness of
the potential begin to play a much greater role than in the case of wide quantum wells. In fact, the estimate $\bar{k}_{z}^{2} / 2 m$ $\sim \delta U_{c c}$ is valid only when the width of the quantum well is greater than or of the order of the characteristic localization length of the states. For states in a narrow quantum well, on the other hand, of course $\bar{k}_{z}^{2} / 2 m \sim \delta U_{c c} \bar{k}_{z} L$, and the contribution to the energy eigenvalue from the terms associated with steepness of the potential can be estimated to first order as $\delta U_{c c} \bar{k}_{z} a$, which implies that they must be taken into account even in the zeroth approximation.

Thus, the potential of the heterostructure under consideration can be written as

$$
U=U_{1}+P\left[U_{2}-U_{1}\right] \equiv U_{1}+P(z) \delta U
$$

where $U_{1}$ and $U_{2}$ are periodic crystal potentials of the "barrier'" (basis) and 'well'" semiconductor, respectively, and $P(z)$ is the form factor of the heterostructure. We choose $L$ so that $P(z<-L / 2)=P(z>L / 2)=0$. It is natural to consider $P(z)$ as a local function on the scale of variation of the envelope function of the conduction band since $L \bar{k}_{z} \ll 1$. The one-band equation has the following form:

$$
\begin{align*}
& {\left[\epsilon_{c 0}-\epsilon+\frac{\mathbf{p}^{2}}{2 m}+b_{1} \delta(z)+b_{2} \delta^{\prime}(z)\right.} \\
& \left.\quad+b_{3} \delta(z)(\mathbf{p} \times \mathbf{n}) \cdot \boldsymbol{\sigma}\right] F_{c}(\mathbf{r})=0 \tag{26}
\end{align*}
$$

where $m$ is the position-independent effective mass, and we have the following expressions for the three parameters $b_{i}$ ( $i=1,2,3$ ):

$$
\begin{align*}
b_{1}= & \sum_{j}\langle c| \delta U \cos \left(K_{j} z\right)|c\rangle \int_{-L / 2}^{L / 2} P(z) \cos \left(K_{j} z\right) d z \\
b_{2}= & \sum_{n ; j}^{\prime} \frac{\hbar\langle c| p_{z}|n\rangle\langle n| \delta U \sin \left(K_{j} z\right)|c\rangle}{i m_{0}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)} \\
& \times \int_{-L / 2}^{L / 2} P(z) \sin \left(K_{j} z\right) d z-\sum_{j}\langle c| \delta U \cos \left(K_{j} z\right)|c\rangle \\
& \times \int_{-L / 2}^{L / 2} P(z) \cos \left(K_{j} z\right) z d z  \tag{27}\\
b_{3}= & \sum_{j}\left(\sum_{n}^{\prime} \frac{\hbar\langle c|\left[\nabla\left(\sin \left(K_{j} z\right) \delta U\right) \times \mathbf{p}\right]_{x}|n\rangle\left\langle n \mid p_{y} c\right\rangle}{2 m_{0}^{3} c^{2}\left(\epsilon_{c 0}-\epsilon_{n 0}\right)}\right. \\
& \left.-\frac{\hbar\langle c| \nabla_{z}\left(\sin \left(K_{j} z\right) \delta U\right)|c\rangle}{4 m_{0}^{2} c^{2}}\right) \int_{-L / 2}^{L / 2} P(z) \sin \left(K_{j} z\right) d z
\end{align*}
$$

in which the summation index $j$ includes zero (the terms with $j=0$ represent the contribution of the smooth part of the potential). The term in the potential energy proportional to $b_{1}$ gives the main contribution, and the two remaining terms are corrections of order $\lambda \bar{k}_{z}$. For a symmetric structure, $P(z)=P(-z)$, the equation simplifies:

$$
b_{2}=b_{3}=0
$$

Strictly speaking, Eq. (26) is invalid from a mathematical point of view (it does not have a rigorous nontrivial solu-
tion); therefore, it needs to be put into a different form using the smallness of the term proportional to $b_{2}$ and discarding corrections of order $\left(\lambda \bar{k}_{z}\right)^{2}$. It is necessary to invoke the approximate relation

$$
\begin{equation*}
b_{1} \delta(z)+b_{2} \delta^{\prime}(z) \approx b_{1} \delta\left(z+\frac{b_{2}}{b_{1}}\right) \tag{28}
\end{equation*}
$$

and in the term proportional to $b_{3}, \delta(z)$ can be replaced by $\delta\left(z+b_{2} / b_{1}\right)$ for simplicity. We obtain the valid equation

$$
\begin{align*}
& {\left[\boldsymbol{\epsilon}_{c 0}-\boldsymbol{\epsilon}+\frac{\mathbf{p}^{2}}{2 m}+b_{1} \delta\left(z+\frac{b_{2}}{b_{1}}\right)\right.} \\
& \left.\quad+b_{3} \delta\left(z+\frac{b_{2}}{b_{1}}\right)[\mathbf{p} \times \mathbf{n}] \cdot \boldsymbol{\sigma}\right] F_{c}(\mathbf{r})=0 . \tag{29}
\end{align*}
$$

Note that for states of one band (if we are not interested, for example, in interband transitions) in a heterostructure with one narrow layer the value of $b_{2}$ does not play a role: in Eq. (26) we can shift the origin $z^{\prime}=z+b_{2} / b_{1}$.

We assume that we are dealing with a structure containing two narrow layers lying near one another (such that the distance between them is of the order of $\lambda$ ). In this case, an upper estimate on the error arising from the transformation to a one-band differential equation is $\lambda \bar{k}_{z}$ (this is valid, in particular, in the case when the constant $b_{1}$ describing the potential of the first layer is equal to the constant describing the potential of the second layer taken with opposite sign). Then we should remove from consideration those terms containing $b_{2}$ and $b_{3}$ in Eq. (26). We could probably treat both layers as one local perturbation, thereby decreasing the error, and obtain Eq. (26) with one set of parameters of the local perturbation. In the situation for which we obtained an upper estimate of the error, however, we could not then guarantee the smallness of the parameter $\bar{k}_{z} \widetilde{b}_{2} / \widetilde{b}_{1}$ on which Eq. (28) is based. If it is not small, then we could not say that Eq. (28) is mathematically correct, which would imply the inapplicability of such an approach.

Thus, taking the above modification into account, we can also apply the effective-mass method to electron states in heterostructures with superthin layers. In this regard the situation can arise in which the potential of a thick layer of some semiconductor plays the role of a barrier for the electron states while a thin layer of the same material will couple states and vice versa, depending on the sign of the parameter $b_{1}$. The sign of this parameter, as can be seen from Eqs. (27), can be different from the sign of the parameter $\langle c| \delta U|c\rangle$, which defines the discontinuity in the conduction band at the heterojunction.

## 5. HIERARCHY OF EFFECTIVE-MASS EQUATIONS AND DISCUSSION OF RESULTS

We have derived a many-band $\mathbf{k} \cdot \mathbf{p}$ system of integral equations (12) which can be used to describe electron states in heterostructures with atomically sharp variation of their chemical composition. The system contains contributions in the form of converging power series in $k_{z}-k_{z}^{\prime}$ which are due to the sharpness of the heterojunction. For example, such terms were discarded in Refs. 14, 20, and 19 so that the
effects of a discontinuous change in the crystal potential of the structure near a heterojunction were in fact neglected. It is specifically the presence of these terms that distinguishes the many-band system of $\mathbf{k} \cdot \mathbf{p}$ equations derived here from the system obtained by Leibler ${ }^{3}$ for heterostructures with smooth heterojunctions. All of the papers known to us which use one-band or many-band schemes of the method of envelope functions to describe electron states in heterostructures apply the $\mathbf{k} \cdot \mathbf{p}$ system of Leibler. Very often the distinction between the Bloch functions for the component semiconductors of the heterostructure is also neglected, which gives, in particular, $\delta U_{n n^{\prime}}=0$ for $n \neq n^{\prime}$. Taking into account the terms due to sharpness of the heterojunction, the $\mathbf{k} \cdot \mathbf{p}$ method can also be used to describe intervalley mixing of states in heterostructures, including the problem of $\Gamma-X_{z}$ mixing of states in (001) heterostructures.

The most important limitation on the accuracy of the method of envelope functions employing differential equations is the procedure of transforming from $\mathbf{k}$ to $\mathbf{r}$ space. The one-band differential equation (of fourth order) with position-dependent effective mass is valid for structures with characteristic width of layers (much) greater than $\lambda$, where the length $\lambda$ was defined in Sec. 2.

Above we considered in detail how taking account of contributions of the sharpness of the interface potential modifies the equation for states of the conduction band in (001) heterostructures of related, lattice-matched III-V semiconductors, derived in Ref. 28. Formally, the resulting equation for a sharp heterojunction differs from that for a smooth heterojunction only by renormalization of the parameters entering into it. In the case of the valence band, on the other hand, taking account of the sharpness of the heterojunction leads to qualitatively new effects (mixing of heavy and light holes for $\mathbf{k}_{\|}=0$ ).

For heterostructures with wide layers it is possible to construct a hierarchy of approximations of the one-band method of envelope functions according to the parameter $\lambda \bar{k}_{z}$, where $\bar{k}_{z}$ is the characteristic value of the quasimomentum of the state. For example, for an isolated heterojunction we have the following.
$0)$ Zeroth level of the hierarchy for electrons.
In the effective-mass approximation in which small corrections in the order parameter have been neglected, we have the usual equation with position-independent effective mass and a discontinuous (step-function) potential:

$$
\begin{equation*}
\left(\epsilon_{c 0}+\theta(z) \Delta U_{c}+\frac{\mathbf{p}^{2}}{2 m}\right) F_{c}(\mathbf{r})=\epsilon F_{c}(\mathbf{r}) \tag{30}
\end{equation*}
$$

## 1) First level of the hierarchy.

First-order corrections are taken into account (here, on the contrary, the small parameter $\bar{k}_{z} d$ plays a role; $2 d$ here is the width of the transitional region of the heterojunction) by including a $\delta$-function potential in Eq. (30), which is localized at the heteroboundary:

$$
\left(\epsilon_{c 0}+\theta(z) \Delta U_{c}+d_{1} \delta(z)+\frac{\mathbf{p}^{2}}{2 m}\right) F_{c}(\mathbf{r})=\epsilon F_{c}(\mathbf{r})
$$

where $d_{1}$ is given by the complicated expression in Sec. 4.1.
2) Second level of the hierarchy.

Equation (22) includes all corrections of order $\left(\lambda \bar{k}_{z}\right)^{2}$. Smaller contributions, of third order and higher, cannot be taken into account correctly in a one-band version of the method.

For hole states we obtained [see Eq. (24)] the first-order corrections to the standard equation (we obtained the first step of the hierarchy of effective-mass equations for the holes) and showed that for (001) heterostructures mixing of heavy and light holes at the center of the $2 D$ Brillouin zone does indeed take place and that contributions from the sharpness of the heterojunction potential determine the strength of this mixing so that it depends on the microscopic structure of the heteroboundaries. In Ref. 20 it is asserted, in particular, that such mixing of heavy and light holes is caused by a difference in the Bloch functions for the component semiconductors of the heterostructure and it is absent, if one neglects such a difference, or, what should be equivalent, if the Bloch functions of all the bulk semiconductors comprising the structure are the same set of functions. If this is indeed the case, then the contribution of these terms (even without taking symmetry arguments into account) would be only of order $\left(\lambda \bar{k}_{z}\right)^{2}$, as can be seen from Eq. (23). In fact, however, the difference in the Bloch functions does not play a substantial role. To prove this, consider the idealized situation of a (001) homojunction-the problem of hole states in a weak but not smooth external potential, say, $W(z)=G(z) W_{0}$, where $W_{0}$ is a constant assigning the jump of the potential, small in comparison with the band gap. In this case the point symmetry of the structure $\left(C_{2 \mathrm{v}}\right)$ also admits the existence of mixing of heavy and light holes at the center of the $2 D$ Brillouin zone, ${ }^{33}$ and for the coefficient governing this mixing, $D_{0 \mathscr{\&} \mathscr{Y}}$, instead of formula (25) we have

$$
\begin{aligned}
D_{0 \mathscr{X} \mathscr{Y}}= & \sum_{j \neq 0} \frac{W_{0}\langle\mathscr{B}| \sin \left(K_{j} z\right)|\mathscr{Y}\rangle}{K_{j}} \\
& \times \int_{-d}^{d} G^{\prime}(z) \cos \left(K_{j} z\right) d z
\end{aligned}
$$

This is direct proof of our assertion.
The independent parameters $\alpha, d_{1}$, and $d_{2}$ introduced in the present work and appearing in Eq. (22), and also $\chi_{1}, \chi_{2}$, and $D_{0 \mathscr{X} \mathscr{Y}}$ entering into the effective potential energy operator for the valence-band states, depend not only on the bulk properties of the materials of the heterojunction, but also on its microscopic structure. All these parameters determine the hetero-interface contribution to the potential energy. At the same time, it is well known ${ }^{34}$ that as a consequence of the possible appearance of an electric dipole moment at the interface of two materials the magnitude of the potential jump at the interface can also depend on the microscopic structure of the boundary. This is not described in our model of a heterojunction because we do not take into account the effect of such a dipole. Including the corresponding discontinuous electrostatic potential in Eq. (1) and developing it according to the scheme laid out above also yields the desired effect.

The electron states in heterostructures consisting of thin layers whose thickness is less than or on the order of $\lambda$ can
be treated only in the approximation quadratic in the momentum operator. In this case an account of terms due to the sharpness of the potential becomes necessary already in the zeroth approximation. This is clear from Eqs. (27). In this regard, the following situation is possible: as the width of the quantum well is decreased, the bound state can disappear or conversely, a thin layer-nominally a "barrier" layer-of some semiconductor can create an attractive potential and form a bound state.

It is possible that just such a situation was observed in Ref. 35 and then modeled in Ref. 36.
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## APPENDIX A: THE DIRAC EQUATION WITH POSITIONVARIANT GAP

Let us consider a model Dirac equation with a positiondependent gap $2 m(\mathbf{r}) c^{2}$

$$
\left[\begin{array}{cc}
m(\mathbf{r}) c^{2} & c \boldsymbol{\sigma} \cdot \mathbf{p} \\
c \boldsymbol{\sigma} \cdot \mathbf{p} & -m(\mathbf{r}) c^{2}
\end{array}\right]\binom{\boldsymbol{\varphi}_{e}}{\boldsymbol{\varphi}_{p}}=\boldsymbol{\epsilon}\binom{\varphi_{e}}{\boldsymbol{\varphi}_{p}},
$$

where $\varphi_{e}$ and $\varphi_{p}$ are the electron and positron components of the wave function, respectively. Let $m(\mathbf{r})$ vary weakly in space, i.e., $m(\mathbf{r})=\widetilde{m}+\delta m(\mathbf{r})$ so that $\delta m(\mathbf{r}) / \widetilde{m} \ll 1$. With the help of a Foldy-Wouthuysen unitary transformation it is quite simple, for example, following the scheme laid out in Ch. 20, Sec. 33 or Ref. 24, to obtain a one-band equation describing the states of the electron. Thus, the equation in which all small terms have been discarded is the ordinary Schrödinger equation

$$
\left(m(\mathbf{r}) c^{2}+\frac{\mathbf{p}^{2}}{2 \widetilde{m}}\right) \widetilde{\boldsymbol{\varphi}}_{e}=\epsilon \widetilde{\varphi}_{2}
$$

where $\widetilde{\varphi}_{e}$ is the transformed electron wave function. The equation, on the other hand, in which all terms of higher order than $\delta m(\mathbf{r}) / \widetilde{m}$ have been neglected (the following approximation) has the form

$$
\begin{align*}
& H \widetilde{\varphi}_{e}=\epsilon \widetilde{\varphi}_{e}, \\
& H= m(\mathbf{r}) c^{2}+\frac{\mathbf{p}^{2}}{2 \widetilde{m}}-\frac{\mathbf{p} \delta m(\mathbf{r}) \cdot \mathbf{p}}{2 \widetilde{m}^{2}}+\frac{\hbar^{2} \nabla^{2} \delta m(\mathbf{r})}{8 \widetilde{m}^{2}} \\
&-\frac{\mathbf{p}^{4}}{8 \widetilde{m}^{3} c^{2}}-\frac{\hbar[\nabla \delta m(\mathbf{r}) \times \mathbf{p}] \cdot \boldsymbol{\sigma}}{4 \widetilde{m}^{2}} . \tag{A1}
\end{align*}
$$

All terms in Eq. (A1) with the exception of the third which describes the position-dependent mass can be taken as "ordinary." The second, third, and fourth terms (the fourth is the Darwin term) can either be written in the following form:


FIG. 1. Projection of the bulk Brillouin zone (the region bounded by the octagon) and sites of the inverse lattice (denoted by asterisks) onto the (001) plane. The square with diagonal $2 \pi / a$ bounds the region where there are no $2 D$ transfer processes.

$$
T_{2}=\frac{1}{2} \mathbf{p} \cdot \frac{1}{m(\mathbf{r})} \mathbf{p}+\frac{\hbar^{2} \nabla^{2} \delta m(\mathbf{r})}{8 \widetilde{m}^{2}}
$$

or combined into one (quadratic in the momentum) kineticenergy operator:

$$
T_{2}=\frac{1}{2} \frac{1}{\sqrt[4]{m(\mathbf{r})}} \mathbf{p} \frac{1}{\sqrt{m(\mathbf{r})}} \cdot \mathbf{p} \frac{1}{\sqrt[4]{m(\mathbf{r})}}
$$

or some other equivalent form can be used. For example, Ref. 21 uses the following form for $T_{2}$ :

$$
T_{2}=\frac{1}{4}\left[\mathbf{p} \frac{1}{\sqrt{m(\mathbf{r})}} \cdot \mathbf{p} \frac{1}{\sqrt{m(\mathbf{r})}}+\frac{1}{\sqrt{m(\mathbf{r})}} \mathbf{p} \cdot \frac{1}{\sqrt{m(\mathbf{r})}} \mathbf{p}\right] .
$$

Thus, in the model Dirac equation with position-dependent gap the concept of a position-dependent effective mass shows up only within the context of the nonrelativistic (quadratic) approximation.

## APPENDIX B: REGARDING TRANSFER PROCESSES IN THE TWO-DIMENSIONAL BRILLOUIN ZONE FOR A (001) HETEROSTRUCTURE

Let us consider the second sum in Eq. (4), describing transfer processes in the two-dimensional Brillouin zone and prove that it does not contribute in the case of interest to us of states near the Brillouin zone center in (001) heterostructures. Since the function $\mathscr{G}(q)$ isonzero for any $q$, there also exist nonzero vectors of the inverse lattice $\mathbf{K}_{j}$ for which $\mathbf{k}_{\|}^{\prime}$ $-\mathbf{k}_{\|}=\mathbf{K}_{\| j}$. Here $\mathbf{k}_{\|}^{\prime}$ and $\mathbf{k}_{\|}$are components of vectors belonging to the Brillouin zone. There exits a finite number of vectors $\mathbf{K}_{j}$ possessing this property. Therefore, in general we should also retain the second sum in expression (4). Let us now consider the interesting case of a (001) heterostructure. The octagon in Fig. 1 represents the projection of the bulk Brillouin zone onto the (001) plane, and projections of sites of the lattice are denoted by asterisks. The function $\mathscr{F}_{n}^{\prime}\left(k_{z}^{\prime}, \mathbf{k}_{\|}^{\prime}\right)$ on which the operator $\mathscr{U}_{n n^{\prime}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)$ acts in Eq. (3) is defined only for $\mathbf{k}_{\|}^{\prime}$ belonging to the projection of the bulk Brillouin zone onto the (001) plane. But since all sites $\mathbf{K}_{\| j}$ for $j \neq 0$ lie outside this projection, there exists a region
of $\mathbf{k}_{\|}$for which $\left|\mathbf{k}_{\|}^{\prime}-\mathbf{k}_{\|}\right|<\mathbf{K}_{\mid j}, j \neq 0$. This region is defined by the inequality $\left|k_{x}\right|+\left|k_{y}\right|<\pi / a$ and is indicated in the figure by the square with diagonal $2 \pi / a$. The area of this region is one-fourth that of the area of the first $2 D$ Brillouin zone (the square with diagonal $4 \pi / a$ ). In the region $\left|k_{x}\right|$ $+\left|k_{y}\right|<\pi / a$ the second sum in expression (4) does not contribute to the equations for the envelope functions. Its larger dimensions ensure satisfaction of the conditions of applicability of the derived equations for the envelope functions describing states near the $\Gamma$ point.
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# Complex dynamics and chaos in the parametric coupling of counter-propagating waves 

T. V. Dmitrieva and N. M. Ryskin*)<br>Higher College of Applied Sciences, Saratov State University, 410036 Saratov, Russia<br>(Submitted 5 May 1999)<br>Zh. Éksp. Teor. Fiz. 116, 1871-1881 (November 1999)<br>We study the dynamics of a distributed self-oscillating system of three parametrically coupled waves, one of which is propagating counter to the other two. We show that an infinite number of natural modes are self-excited as the bifurcation parameter, which has the meaning of the pump amplitude, increases without bound. Exact solutions describing steady-state oscillation regimes are found. We present the results of computer simulation, which show that for moderate pump amplitudes the transient process terminates when a stationary state corresponding to the fundamental mode sets in. As supercriticality increases, the oscillations become chaotic, with the transition to chaos being rapid. We note an analogy that exists between the dynamics of such a system and the dynamics of a Lorentz system. © 1999 American<br>Institute of Physics. [S1063-7761(99)02611-6]

## 1. INTRODUCTION

Investigations into the complex dynamics of distributed self-oscillating systems are an important part of the theory of oscillations and waves. The relationship between such investigations and the onset of turbulence in the formation of dissipative structures is quite obvious. ${ }^{1,2}$ However, direct computer simulation of complex and, especially, chaotic oscillation regimes in specific distributed self-oscillating systems, such as devices of vacuum and quantum electronics and hydrodynamic flow, pose many difficulties for the researcher. Hence the search of fairly simple distributed model systems with complex dynamics becomes crucial, since such models can be studied in detail by numerical and, possibly, analytical methods.

Among such models we should like to mention the equations of parametric coupling of three wave packets propagating in a quadratically nonlinear medium, equations that describe parametric (decay) instability in hydrodynamic problems, nonlinear optics, plasma physics, etc., andare among the most important standard equations of nonlinear wave theory. ${ }^{2,3}$ If some kind of feedback is present, the system becomes self-oscillatory and exhibits complex dynamical behavior. For instance, Burlak and Ishkabulov ${ }^{4}$ detected dynamical chaos in the case where one of the waves is reflected at the boundaries.

In the present paper we study the problem of three-wave coupling in which two wave propagate in opposite directions, which guarantees the existence of internal distributed feedback. We believe that this situation is common and can be realized, in particular, when low- and high-frequency waves interact, ${ }^{2}$ e.g., when optical waves interact with acoustic waves or ion-acoustic waves interact with Langmuir waves. In electronics, a system of three parametrically coupled waves one of which is counter-propagating can be taken as the simplest model of a free-electron laser, a generator of a counter-propagating wave, in which the electron beam interacts with the fields of two electromagnetic waves.

It was Ginzburg and Sergeev ${ }^{5}$ who pointed out that the dynamics can be complex in this case.

In Sec. 2 we discuss the main equations and find the conditions for self-excitation of self-oscillations. Since the system being studied is distributed, it is characterized by an infinite number of natural modes, which are self-excited as the bifurcation parameter increases (here the amplitude of the pump wave acts as the bifurcation parameter). The exact time-dependent nonlinear solutions corresponding to the fundamental and higher modes are analyzed in Sec. 3. Section 4 is devoted to describing the results of computer simulation. We study in detail a scenario for the transition to chaos. We also discuss the analogy between sequences of bifurcations in the present system and those in some finite-dimensional systems, e.g., in the Lorentz system, which is one of the best known and most thoroughly studied models of nonlinear dynamics with a small number of degrees of freedom.

## 2. THE STARTING EQUATIONS: CONDITIONS FOR SELFEXCITATION OF SELF-OSCILLATIONS

For the staring equations we take the equation of threewave parametric interaction, ${ }^{2,3}$ which in our case assume the form

$$
\begin{align*}
& \frac{\partial A_{1}}{\partial t}+\mathrm{v}_{1} \frac{\partial A_{1}}{\partial x}=\sigma_{1} A_{2} A_{3}^{*} \\
& \frac{\partial A_{2}}{\partial t}+\mathrm{v}_{2} \frac{\partial A_{2}}{\partial x}=-\sigma_{2} A_{1} A_{3}  \tag{1}\\
& \frac{\partial A_{3}}{\partial t}-\mathrm{v}_{3} \frac{\partial A_{3}}{\partial x}=\sigma_{3} A_{2} A_{1}^{*}
\end{align*}
$$

Here $A_{1,2,3}(x, t)$ are the complex-valued amplitude of the idler wave, the pump wave, and the signal wave, respectively, $\mathrm{V}_{1,2,3}$ are the group velocities of these waves, and $\sigma_{1,2,3}$ are the real nonlinear-coupling constants. The ' $m i-$ nus'" in front of $v_{3}$ is an indication that the signal wave is propagating counter to the idler and pump waves. We exam-
ine the situation where an intense pump wave with an amplitude $\alpha=$ const is input into the system at the point $x=0$ and there is no idler wave. We assume that at the right boundary of the system, in the cross section $x=l$, there is no signal wave. Thus, the boundary conditions are

$$
\begin{equation*}
A_{1}(x=0 ; t)=0, \quad A_{2}(x=0 ; t)=\alpha, \quad A_{3}(x=l ; t)=0 \tag{2}
\end{equation*}
$$

which corresponds to a distributed parametric generator of a counter wave. Since Eqs. (1) are invariant under the transformations

$$
\begin{align*}
& A_{1} \rightarrow A_{1} \exp \left(i \varphi_{1}\right), \quad A_{2} \rightarrow A_{2} \exp \left(i \varphi_{2}\right) \\
& A_{3} \rightarrow A_{3} \exp \left[i\left(\varphi_{2}-\varphi_{1}\right)\right] \tag{3}
\end{align*}
$$

where $\varphi_{1,2}=$ const, we can assume, without loss of generality, that $\alpha$ is real. We select the initial conditions in the form

$$
\begin{equation*}
A_{2}(x ; t=0)=\alpha, \quad\left|A_{1,3}(x ; t=0)\right| \ll \alpha \tag{4}
\end{equation*}
$$

and are interested in the conditions for self-excitation of the system by small fluctuations of the idler and signal waves.

We introduce the dimensionless coordinate $\xi=x / l$ and time

$$
\tau=\frac{2 \mathrm{v}_{1} \mathrm{v}_{3} t-\left(\mathrm{v}_{3}-\mathrm{v}_{1}\right) x}{l\left(\mathrm{v}_{3}+\mathrm{v}_{1}\right)}
$$

and the new dependent variables

$$
A_{i}^{\prime}=\frac{A_{i} l}{\alpha} \sqrt{\frac{\sigma_{j} \sigma_{k}}{\mathrm{v}_{j} \mathrm{v}_{k}}}
$$

where $i, j, k=1,2,3$, with $i \neq j \neq k$. Substituting all this in Eqs. (1) and dropping the primes, we get

$$
\begin{align*}
& \frac{\partial A_{1}}{\partial \tau}+\frac{\partial A_{1}}{\partial \xi}=\alpha A_{2} A_{3}^{*} \\
& (1+u) \frac{\partial A_{2}}{\partial \tau}+\frac{\partial A_{2}}{\partial \xi}=-\alpha A_{1} A_{3}  \tag{5}\\
& \frac{\partial A_{3}}{\partial \tau}-\frac{\partial A_{3}}{\partial \xi}=\alpha A_{2} A_{1}^{*}
\end{align*}
$$

where

$$
u=\frac{2 \mathrm{v}_{3}\left(\mathrm{~V}_{1}-\mathrm{v}_{2}\right)}{\mathrm{v}_{2}\left(\mathrm{~V}_{1}+\mathrm{v}_{3}\right)}
$$

is the dimensionless parameter characterizing the detuning of the group velocities of the co-propagating waves. The boundary conditions (2) and the initial conditions (4) become

$$
\begin{align*}
& A_{1}(\xi=0 ; \tau)=0, \quad A_{2}(\xi=0 ; \tau)=1, \quad A_{3}(\xi=1 ; \tau)=0  \tag{6}\\
& A_{2}(\xi ; \tau=0)=1, \quad\left|A_{1,3}(\xi ; \tau=0)\right| \ll 1 \tag{7}
\end{align*}
$$

In order to derive the conditions for self-excitation of selfoscillations we start with the initial stage in the development of an instability, when the amplitudes of the signal and idler waves are small and depletion of the pump wave still has no effect. Putting $A_{2}=1$ in Eqs. (5), we obtain

$$
\begin{align*}
& \frac{\partial A_{1}}{\partial \tau}+\frac{\partial A_{1}}{\partial \xi}=\alpha A_{3}^{*} \\
& \frac{\partial A_{3}}{\partial \tau}-\frac{\partial A_{3}}{\partial \xi}=\alpha A_{1}^{*} \tag{8}
\end{align*}
$$

Equations (8) with the boundary conditions

$$
A_{1}(\xi=0 ; \tau)=A_{3}(\xi=1 ; \tau)=0
$$

coincide with the equations that describe the time-dependent linear coupling of counter-propagating waves with positive and negative energies. The theory of such coupling has been thoroughly described in the literature (see, e.g., the review by Trubetskov and Chetverikov ${ }^{6}$ ). Separating the variables in (8), we find the general solution as a superposition of natural modes:

$$
\begin{aligned}
& A_{1}=\sum_{n} C_{n} \exp \left(k_{n} t\right) \sin \left[\sqrt{\alpha^{2}-k_{n}^{2}} \xi\right] \\
& A_{3}=\sum_{n} D_{n} \exp \left(k_{n} t\right) \sin \left[\sqrt{\alpha^{2}-k_{n}^{2}}(\xi-1)\right]
\end{aligned}
$$

where the amplitudes $C_{n}$ and $D_{n}$ can be found from the initial conditions, and the $k_{n}$ are the solutions of the transcendental equation

$$
\begin{equation*}
\sqrt{\alpha^{2}-k^{2}} \cos \sqrt{\alpha^{2}-k^{2}}+k \sin \sqrt{\alpha^{2}-k^{2}}=0 \tag{9}
\end{equation*}
$$

This equation has an infinite number of complex-valued solutions, which is a reflection of the fact that the distributed system contains an infinite number of natural modes, i.e., degrees of freedom.

The condition for the loss of stability of a node with number $n$ can be found by putting $k=0$ in Eq. (9), which yields $\alpha_{n}=\pi n+\pi / 2$. Thus, when the parameter $\alpha$ exceeds the value $\alpha_{n}$, self-excitation of the $n$th mode is possible. The mode with $n=0$ has the smallest value $\alpha_{0}=\pi / 2$, i.e., the smallest pumping amplitude.

## 3. STEADY-STATE OSCILLATIONS REGIMES

Let us now find the solutions that describe steady-state self-oscillating regimes. To this end we put $\partial / \partial \tau \equiv 0$ in Eqs. (5). This yields a system of ordinary differential equations:

$$
\begin{equation*}
\frac{d A_{1}}{d \xi}=\alpha A_{2} A_{3}^{*}, \quad \frac{d A_{2}}{d \xi}=-\alpha A_{1} A_{3}, \quad \frac{d A_{3}}{d \xi}=-\alpha A_{2} A_{1}^{*} \tag{10}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
A_{1}(0)=0, \quad A_{2}(0)=1, \quad A_{3}(1)=0 \tag{11}
\end{equation*}
$$

Note that these equations do not contain the parameter $u$, i.e., stationary solutions do not depend on the detunings of the group velocities (in the normalization of the variables adopted here).

Assuming that $A_{j}=a_{j} \exp \left(i \varphi_{j}\right)$, where $a_{j}$ and $\varphi_{j}$ are the real-valued amplitude and phase, and separating the real and imaginary parts in (10), we arrive at the system of equations

$$
\begin{equation*}
\frac{d a_{1}}{d \xi}=\alpha a_{2} a_{3} \cos \Phi \tag{12}
\end{equation*}
$$



FIG. 1. Phase portrait of the nonlinear oscillator (16). Paths 1 and $l^{\prime}$ correspond to stationary solutions for the fundamental mode, and the path 2 , for the second mode.

$$
\begin{align*}
& \frac{d a_{2}}{d \xi}=-\alpha a_{1} a_{3} \cos \Phi  \tag{13}\\
& \frac{d a_{3}}{d \xi}=-\alpha a_{2} a_{1} \cos \Phi  \tag{14}\\
& \frac{d \Phi}{d \xi}=\alpha\left(\frac{a_{1} a_{2}}{a_{3}}+\frac{a_{1} a_{3}}{a_{2}}-\frac{a_{2} a_{3}}{a_{1}}\right) \sin \Phi, \tag{15}
\end{align*}
$$

where $\Phi=\varphi_{2}-\varphi_{1}-\varphi_{3}$. The exact solutions of the system of equations (12)-(15) are well known (see, e.g., Ref. 2). The unique property of the problem is that the boundary conditions (11) are set at the different ends of the system. We write Eq. (15) as follows:

$$
\frac{d \Phi}{d \xi}=-\frac{d \ln \left(a_{1} a_{2} a_{3}\right)}{d \xi} \tan \Phi
$$

Integration of this equation with allowance for the boundary conditions yields $a_{1} a_{2} a_{3} \sin \Phi=0$. Since this equality is valid for all values of $\xi$, nontrivial solutions correspond to $\sin \Phi=0$. Thus, in a steady-state regime the phases of the interacting waves are found to be synchronized.

From Eqs. (12) and (13) we can obtain one more constant of motion:

$$
a_{1}^{2}(\xi)+a_{2}^{2}(\xi)=a_{1}^{2}(0)+a_{2}^{2}(0)=1 .
$$

Assuming that $a_{1}=\sin (\psi / 2)$ and $a_{2}=\cos (\psi / 2)$ and substituting these quantities in (14), we arrive at the pendulum equation

$$
\begin{equation*}
\frac{d^{2} \psi}{d z^{2}}+\sin \psi=0 \tag{16}
\end{equation*}
$$

where $z=\alpha \xi$, with the boundary conditions

$$
\psi(z=0)=d \psi(z=\alpha) / d z=0 .
$$

The phase portrait of Eq. (16) is depicted in Fig. 1. The solutions we are interested in are portions of the phase paths that begin at the vertical axis and end at the horizontal axis. Thus, we must find the solution in the form of periodic oscillations with a period $T=4 \alpha$ (the path 1 in Fig. 1). Allowing for the expression for the period of pendulum oscillations (see, e.g., Ref. 7), we find that $\alpha=K\left[\sin ^{2}\left(\psi_{0} / 2\right)\right]$, where $K$ is the complete elliptic integral of the first kind, with $\psi_{0}$ $=\psi(\alpha)$. Since $K>\pi / 2$, the solution exists for $\alpha>\pi / 2$, which agrees with conditions for self-excitation established in Sec. 2.

When $\alpha>3 \pi / 2$, there appears an additional solution, according to which the pendulum performs three-fourths of a complete revolution (path 2 in Fig. 1). The solution corresponds to the second natural mode. As $\alpha$ increases, new stationary solutions corresponding to higher modes appear. The conditions for self-excitation of such modes were found in Sec. 2. These solutions can be written explicitly:

$$
\begin{align*}
& \psi=2 \arcsin (m \operatorname{sn}(z ; m)), \quad a_{1}=m \operatorname{sn}(z ; m), \\
& a_{2}=\operatorname{dn}(z ; m), \quad a_{3}=m \operatorname{cn}(z ; m), \tag{17}
\end{align*}
$$

where $\operatorname{sn}(\cdots), \operatorname{cn}(\cdots)$, and $\operatorname{dn}(\cdots)$ are Jacobi elliptic functions, and $m=\sin ^{2}\left(\psi_{n} / 2\right), n=0,1,2, \ldots$, with $\psi_{n}$ determined by the equation $\alpha=(2 n+1) K\left[\sin ^{2}\left(\psi_{n} / 2\right)\right]$. Obviously, in view of the invariance of Eq. (6) under the transformation $\psi \rightarrow-\psi$, to each solution in (17) there corresponds a solution of opposite polarity. The phase paths in Fig. 1 that originate in the lower half-plane (e.g., the path $l^{\prime}$ ) correspond to these new solutions.

## 4. RESULTS OF COMPUTER SIMULATION AND DISCUSSION

The analysis done in Sec. 3 makes it possible to find the exact solutions describing steady-state oscillation modes. However, it is still unclear which of these regimes actually sets in as a result of the transient process (and whether such regimes set in at all). To answer these questions we are forced to turn to direct numerical integration of the timedependent equations.

So solve Eqs. (5) with the boundary and initial conditions (6) and (7), we use the second-order Lax-Wendorff method, ${ }^{8}$ with the time and space step sizes related by the formula $\Delta \tau=\Delta \xi / 2$. Calculations show that the selection of $N \sim 100$, where $N=1 / \Delta \xi$ is the number of steps in the difference scheme in coordinate, ensures good accuracy of the results (except for the range of parameters for which $u \ll 1$; for more details see the text below). Note that any finitedifference approximation actually amounts to passing from the distributed system to a chain of $N$ elements, which has a large but finite number of degrees of freedom.

For the sake of simplicity we limit ourselves to the case where the amplitudes of the interacting waves are purely real. Here we have $\sin \Phi=0$, i.e., the phase path belongs to a manifold on which stationary solutions are realized (see Sec. 3). It can be shown that if this condition was met initially, it will remain valid at any subsequent moment in time, i.e., the manifold $\sin \Phi=0$ is invariant.

The system in question has two simplifying parameters: the parameter $\alpha$, which measures the extent to which the system departs from equilibrium, and the parameter $u$, which is the detuning of the group velocities. First we turn to the analysis of one-parameter dynamics. We describe the sequence of bifurcations observed as $\alpha$ increases with a constant value $u=0.1$.

For $\alpha<\pi / 2$ the only stable state of the system is given by the trivial solution $A_{1,3}=0$ and $A_{2}=1$. In phase space this corresponds to an equilibrium state in the form of a stable


FIG. 2. Time dependence of the output-signal amplitude $A_{3}(\xi=0)$ in the process of the establishment of oscillations (a), and the steady-state distributions of the wave amplitudes (b) at $u=0.1$ and $\alpha=2.0$.
node, which we denote by $O$. Self-excitation of oscillations occurs at $\alpha=\pi / 2$, which agrees with the results of Sec. 2. Here the equilibrium state $O$ becomes a saddle point and there appear two nontrivial equilibrium states $C^{ \pm}$that correspond to the stationary solutions for the fundamental mode found in Sec. 3. These equilibrium states are symmetric under the transformations $A_{1} \rightarrow-A_{1}$ and $A_{3} \rightarrow-A_{3}$. Figure 2 depicts the time dependence of the output-signal amplitude $A_{3}(\xi=0)$ in the establishment of oscillations (a) spatial distributions of the amplitudes in the steady-state regime (b), when $\alpha$ is only slightly larger than $\pi / 2$. Obviously, $C^{ \pm}$are equilibrium states of the stable-node type. The saddle-point equilibrium state $O$ has a stable manifold $W_{s}$ and a pair of symmetric unstable manifolds $W_{u}^{ \pm}$, with $W_{u}^{+}$attracted to $C^{+}$ and $W_{u}^{-}$to $C^{-}$. Thus, the initial perturbations determine which of the two stable states is realized after the transient process terminates.

As the control parameter $\alpha$ increases, the transient process acquires an oscillatory character and its duration in-
creases (Fig. 3). The oscillations are due to the retarding nature of the internal distributed feedback, their period is close to the time lag $l / \mathrm{v}_{1}+l / \mathrm{v}_{3}$, which in the normalization of variables adopted here is equal to two. In the process, the equilibrium states $C^{ \pm}$change from nodes to foci. For large enough values of $\alpha$ the stationary distributions of the amplitudes are close to the solutions that correspond to the motion of the pendulum along the separatrix (see Sec. 3): $A_{1}$ $=\tanh \alpha \xi$ and $A_{2,3}=\operatorname{sech} \alpha \xi$. At $\alpha \approx 5.6$ the manifolds $W_{u}^{ \pm}$ close on $W_{s}$. As a result of this bifurcation, $W_{u}^{+}$begins to be attracted by $C^{-}$and $W_{u}^{-}$by $C^{+}$. The curves corresponding to this case are depicted in Fig. 4. As the bifurcation parameter increases, the transient process becomes more complicated, which is due to the distributed nature of the system, i.e., the occurrence of an ever-increasing number of natural modes. However, the stationary state corresponding to the higher modes are found to be unstable, and as a result of competition only the fundamental mode survives.


FIG. 3. Time dependence of the output-signal amplitude $A_{3}(\xi=0)$ in the process of the establishment of oscillations (a), and the steady-state distributions of the wave amplitudes (b) at $u=0.1$ and $\alpha=4.0$.


FIG. 4. Time dependence of the output-signal amplitude $A_{3}(\xi=0)$ in the process of the establishment of oscillations (a), and the steady-state distributions of the wave amplitudes (b) at $u=0.1$ and $\alpha=6.0$, after which bifurcation of the formation of a separatrix loop occurred.

Finally, at $\alpha \approx 8.19$, the motion becomes chaotic. Figure 5 depicts the temporal realization of the process and the projection of the strange attractor restored by the PackardTakens method. Note that the attractor and the sequence of bifurcation preceding the appearance of the attractor demonstrate an analogy with some well-known finite-dimensional systems, in particular, with the Lorentz system ${ }^{1,2}$
$\dot{X}=\sigma(Y-X), \quad \dot{Y}=r X-Y-X Z, \quad \dot{Z}=-b Z+X Y$,
where $r, \sigma, b$ are parameters, and with equations describing the decay limitation of parametric instability: ${ }^{9}$

$$
\begin{align*}
& \dot{A}_{1}=h A_{2}^{*}-\nu_{1} A_{1}-A_{2} A_{3} \\
& \dot{A}_{2}=h A_{1}^{*}-\nu_{2} A_{2}+A_{1} A_{3}^{*}, \\
& \dot{A}_{3}=-A_{3}+A_{1} A_{2}^{*} \tag{19}
\end{align*}
$$

which differ from (18) only in the fact that the second equation has an additional nonlinearity and that the wave amplitudes are, in general, complex-valued. In Eqs. (19) the waves $A_{1,2}$ are excited due to a parametric process, with the parameter $h$ proportional to the amplitude of the pump wave, which is assumed fixed. The coefficients $\nu_{1,2}$ determine the linear decay of the waves. At the same time, the wave participate in another resonant interaction, in the process of which a quantum of wave $A_{1}$ decays into quanta of the waves $A_{2,3}$. This



FIG. 5. Realization and projection of the phase portrait corresponding to the strange attractor ay $u=0.1$ and $\alpha$ $=10.0$.


FIG. 6. Line of formation of a separatrix loop (curve 1) and the boundary of transition to chaos (curve 2) in the $\alpha, u$ plane.
decay process leads to saturation of the parametric instability. The application of the system of equations (19) to a number of problems in plasma physics has been discussed by Pikovskiĭ et al. ${ }^{9}$

As in the finite-dimensional systems mentioned earlier, a strange attractor appears before the equilibrium states $C^{ \pm}$ lose their stability. Thus, within a narrow range of values of the parameter $\alpha$, stable stationary states and chaotic motion coexist, and when the value of $\alpha$ increases smoothly the transition to chaos is accompanied by hysteresis. This can easily be verified by fixing the initial conditions in a form close to a stationary solution. For instance, with $u=0.1$ a strange attractor is born at $\alpha \approx 8.19$, and $C^{ \pm}$lose their stability at $\alpha \approx 8.27$. For the Lorentz system, in the most thoroughly studied case of $\sigma=10$ and $b=8 / 3$, a strange attractor is born at $r \approx 24.06$, and the stationary state loses its stability at $r \approx 24.74$ (the closure of the separatrix loops occurs at $r \approx 13.92$ ).

For other positive values of $u$, the dynamics of the system is similar, although the bifurcation values of the parameters change. Figure 6 depicts the boundary of the transition to chaos and the line of formation of a separatrix loop in the plane of parameters $\alpha$ and $u$. However, as $u \rightarrow 0$, the value of $\alpha$ at which there is a transition to chaos tends to infinity. A similar situation takes place in the Lorentz system when $\sigma$ tends to $b+1$. Thus, chaotic oscillations are possible only if the group velocity of the pump wave is smaller than that of the idler wave. Note that in the region where $u \ll 1$ holds one is forced to increase the number of steps in the difference scheme substantially to obtain satisfactory accuracy of the calculations.

Studies of the dynamics of the system in the general case where the $A_{i}$ are assumed to be complex-valued have shown that for values of $\alpha$ that are not very large the phase path is attracted, in the transient process, to the manifold $\sin \Phi=0$, i.e., the phases of the coupled waves become synchronized.

However, in chaotic regimes, where the wave amplitudes undergo strong oscillations, states with rapidly varying phases arise and the synchronization of the phases is violated. Here the phase path jumps off the manifold $\sin \Phi=0$ and then jumps on. Note that the system (19) behaves in a similar manner, as noted by Pikovskiĭ. ${ }^{10}$

## 5. CONCLUSION

Our results prove without any doubt that in a system of three parametrically coupled waves one of which propagates counter to the other two, chaotic self-oscillations of a deterministic nature can develop. Of special interest here is the fact that although the system under investigation is of distributed type and is characterized by an infinite number of degrees of freedom, its dynamics is close to that of some finite-dimensional systems, in particular, the Lorentz system, which is a standard model of nonlinear dynamics. The reason is that three unstable stationary states play the main role in the organization of complex dynamics: the zero state $O$ and the nonzero states $C^{ \pm}$, which correspond to the lowest natural mode and are symmetric to each other. The higher natural modes affect only the initial stage in the transient process, and the corresponding stationary states are not realized.

Note that the rapidity of the transition to chaos observed in the given case is not typical of distributed self-oscillating systems with counter-propagating waves, ${ }^{6}$ where a different scenario is more common, namely, a gradual loss of stability by the steady-state regime through self-modulation due delayed internal feedback.
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## ERRATA

# Erratum: Nonmonotonic behavior of the superconducting transition temperature in bimetallic ferromagnet-superconductor structures [JETP 86, 930-942 (May 1998)] 

Yu. N. Proshin and M. G. Khusainov
Kazan State University, Kazan, Russia
Zh. Éksp. Teor. Fiz. 116, 1882 (November 1999)
[S1063-7761(99)02711-0]

Regrettably, the authors of this paper erred in the numerical analysis of Eqs. (36), (37), and (41) for $F / S$ junctions. Nevertheless, the qualitatively different variants of the behavior of the curves $T_{c}\left(d_{f}\right)$ shown in Fig. 1 are obtained but for somewhat different values of the parameters of the theory.

An accurate numerical solution shows that the values of the parameters in Fig. 1 should be a) $\sigma_{s}=0.5,2 I \tau_{f}=0.5$, $l_{s}=200 \AA, N_{s} \vee_{s}=N_{f} \vee_{f}$; b) $\sigma_{s}=10,2 I \tau_{f}=0.7, l_{s}=300 \AA, N_{s} \vee_{s}=0.2 N_{f} \vee_{f} ;$ c) $\sigma_{s}=4,2 I \tau_{f}=3, l_{s}=200 \AA, N_{s} \vee_{s}=N_{f} \vee_{f}$; d) $\sigma_{s}=18,2 I \tau_{f}=5, l_{s}=300 \AA, N_{s} \vee_{s}=0.5 N_{f} \vee_{f}$. In addition, $d_{s}=500 \AA$ and $\xi_{s 0}=400 \AA$ everywhere.

Accordingly, for $F / S$ superlattices phase diagrams $T_{c}\left(d_{f}\right)$ similar to those in Fig. 2 occur for the following values of the parameters of the theory: a) $\sigma_{s}=0.7,2 I \tau_{f}=0.5, l_{s}=200 \AA$; b) $\sigma_{s}=10,2 I \tau_{f}=0.5, l_{s}=200 \AA$; c) $\sigma_{s}=0.5,2 I \tau_{f}=5$, $l_{s}=200 \AA$; d) $\sigma_{s}=2,2 I \tau_{f}=5, l_{s}=300 \AA$. In addition, $d_{s}=500 \AA, \xi_{s 0}=400 \AA$, and $N_{s} \vee_{s}=N_{f} \vee_{f}$.

These corrections alter neither the main text of the paper nor our results and conclusions.

# Investigation of the antineutrino angular distribution in experiments on the $\beta$ decay of polarized neutrons 

G. G. Bunatyan*)<br>Joint Institute of Nuclear Research, 141980 Dubna, Moscow Region, Russia<br>(Submitted 25 March 1999)<br>Zh. Éksp. Teor. Fiz. 116, 1505-1522 (November 1999)

Since the emission of $\gamma$ rays unavoidably accompanies $\beta$ decay, the final state after the $\beta$ decay of a neutron includes a photon along with a proton, an electron, and an antineutrino, i.e., four particles, rather than three. Therefore, when only the electron and proton momenta are detected and the $\gamma$-ray momentum is not detected in an experiment, the antineutrino momentum cannot be uniquely reconstructed, and only its mean value over a $\gamma$-ray momentum distribution determined from corresponding calculations can be considered. The $\gamma$ rays are significant for finding the asymmetry parameter $B$ of the antineutrino angular distribution from experiments on the $\beta$ decay of polarized neutrons, where the electron momentum $\mathbf{p}$ directed along the $\mathbf{x}$ axis and the projection of the proton momentum $P_{x}$ onto the $\mathbf{x}$ axis are detected, and the neutron polarization vector $\boldsymbol{\xi}$ is parallel or antiparallel to $\mathbf{x}$. Since the $\gamma$ rays are not detected in such experiments, the antineutrino kinematics are not uniquely specified by the observables $\mathbf{p}$ and $P_{x}$ and can be reconstructed only on the average, so that the antineutrino momentum distribution averaged over a $\gamma$-ray momentum distribution is considered. Thus, the exact value of $B$ cannot be obtained from these experiments, but the true value of $B$ can be estimated on the average by considering the mean (most likely) value $\langle B\rangle$ and the dispersion (rms deviation) $\Delta B$. The unavoidable uncertainty in the estimate of $B$ amounts to several percent and is thus significant for present-day experiments, which are intended to obtain the value of $B$ to a very high accuracy of $\sim(0.1-1) \%$. If electromagnetic interactions are taken into account, measurements of the electron and proton momentum distributions can also be used to obtain $g_{A}$, i.e., the axial $\beta$-decay amplitude, to high accuracy. © 1999 American Institute of Physics. [S1063-7761(99)00111-0]

## 1. INTRODUCTION

There has recently been growing interest in achieving highly accurate knowledge of the characteristics of neutron $\beta$ decay, above all the neutron lifetime $\tau$ (Ref. 1) and, in the case of polarized neutrons, the asymmetry parameter of the electron angular distribution $A$ (Ref. 2) and the corresponding parameter for antineutrinos $B$ (Ref. 3) relative to the neutron polarization vector $\boldsymbol{\xi}$. The value of $A$ can be obtained in a simple manner from the experimentally observed electron angular distribution, while obtaining the value of $B$ is a far trickier matter, since there is no way to directly measure the antineutrino angular distribution. The idea behind the experiment in Ref. 3 for obtaining the value of $B$ originated in the distant past. It was back in the nineteen-sixties when a method was proposed ${ }^{4}$ for determining the value of $B$ by treating experimental data on the electron and proton angular distributions. It was assumed that the antineutrino kinematics can be uniquely reconstructed if the electron and proton momenta are given. However, this claim would only be rigorously true if there were no emission of $\gamma$ rays, which, as we know (see, for example, Refs. 5-8), unavoidably accompanies $\beta$ decay. Of course, the need to take into account the $\gamma$ rays is only a question of the accuracy which is required to obtain the value of $B$ by processing the experimental data. However, inasmuch as we are dealing with knowledge of the
characteristics of $\beta$ decay to within $\sim(0.1-1) \%,{ }^{1-3}$ there is no basis to assume that it would be reasonable to neglect the $\gamma$ rays in obtaining the value of $B .^{3}$

Our professed goal is specifically to represent the influence of the electromagnetic interactions on the electron, proton, and antineutrino distributions studied in Ref. 3 and to establish the accuracy that can be achieved in describing the antineutrino angular distribution in the experiments in Ref. 3. An accurate description of semileptonic processes requires the unequivocal establishment of the characteristics of neutron $\beta$ decay, particularly $B$, to high accuracy with proper allowance for electromagnetic interactions.

## 2. DESCRIPTION OF THE $\beta$ DECAY OF POLARIZED NEUTRONS WITH ALLOWANCE FOR ELECTROMAGNETIC INTERACTIONS

It is presently perfectly clear that exact knowledge of the characteristics of semileptonic decays is of great importance for the theory of elementary particles, which imposes a series of rigorous constraints on the parameters entering into semileptonic interactions. Of course, the validity of the relations following from the theory must be carefully verified in order to assess with complete confidence the limits and the accuracy within which the basic principles of the present-day theory are valid. In this sense, in fact, we have no choice but
to compare experimental data obtained to high accuracy with the results of systematic theoretical calculations based on the description of weak interactions following from general field theory.

The effective Lagrangian describing the $\beta$ decay of baryons with allowance for electromagnetic interactions can be represented (see, for example, Refs. 9-11) in the form

$$
\begin{equation*}
L_{\mathrm{int}}=L_{B f B i w}+L_{e \gamma}+L_{B \gamma}, \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
L_{B f B i w}(x)= & \frac{G_{i f}}{\sqrt{2}}\left(\bar{\psi}_{e}(x) \gamma^{\alpha}\left(1+\gamma^{5}\right) \psi_{\nu}(x)\right) \bar{\Psi}_{B f}(x) \\
& \times\left[\gamma_{\alpha} g_{V}^{B}(q)+g_{W M}^{B} \sigma_{\alpha \nu} q_{\nu}+\gamma^{5}\left(\gamma_{\alpha} g_{A}^{B}(q)\right.\right. \\
& \left.\left.+g_{I P}^{B} q_{\alpha}\right)\right] \Psi_{B i}(x) \tag{2}
\end{align*}
$$

is the baryon-lepton $(V-A)$ weak interaction, and $q$ is the momentum transferred in the $\beta$-decay process. The expression

$$
\begin{equation*}
L_{e \gamma}(x)=-e \bar{\psi}_{e}(x) \gamma^{\mu} \psi_{e}(x) A_{\mu}(x) \tag{3}
\end{equation*}
$$

describes the interaction of an electromagnetic field with leptons, and similarly $L_{B \gamma}$ describes the interaction with baryons. The notation in (2) and (3) corresponds to the notation adopted in Ref. 9, but here the index $B$ specifies the type of baryon, and we choose units with $h=c=1$. In addition, $\Psi_{B i}(x)$ and $\Psi_{B f}^{+}(x)$ are the baryon fields in the initial and final states, and $\psi_{e}, \psi_{\nu}$, and $A_{\mu}$ denote the electron (positron), (anti)neutrino, and electromagnetic fields, respectively.

As for $g_{V}^{B}(0)$, by analogy with Ref. 10 , we set $g_{V}^{n}(0)$ $=1$ for neutron decay [and $g_{V}^{\Sigma}(0)=0$ for the strangenessconserving decay process $\left.\Sigma^{ \pm} \rightarrow \Lambda^{0}+e^{ \pm}+\nu(\bar{\nu})+\gamma\right]$. Then, as we know (see, for example, Refs. 9-11), the amplitudes $G_{i f}$ in (2) for various semiweak decays associated with definite $i \rightarrow f$ quark transitions $(u \rightarrow d, s \rightarrow d, b \rightarrow d)$ can be represented in the form

$$
\begin{equation*}
G_{i f}=G_{F}\left|V_{i f}\right| \tag{4}
\end{equation*}
$$

Here $G_{F}=1.16639(2) \times 10^{-5} \mathrm{GeV}^{-2}$ can be determined from the muon lifetime, ${ }^{12}$ and the Cabibbo-KobayashiMaskawa (CKM) matrix elements $V_{i f}$ (Ref. 13), which mix different quark states, satisfy the unitarity relation

$$
\begin{equation*}
\left|V_{u d}\right|^{2}+\left|V_{s d}\right|^{2}+\left|V_{b d}\right|^{2}=1 \tag{5}
\end{equation*}
$$

which should hold exactly within the standard model. ${ }^{10,11}$ Thus, any deviation from the identity (5) following from an experiment, no matter how small, would be of fundamental significance and would clearly indicate a definite contradiction in the basic principles of the present-day theory of elementary particles. The main, decisive contribution to the left-hand side of Eq. (5) stems specifically from the strangeness-conserving $\quad u \rightarrow d \quad$ transition: $\quad\left|V_{u d}\right| \approx 0.9744$ $\pm 0.0010$, as can be corroborated, for example, by Refs. 1 and 12. In fact, the accuracy to which the value of $\left|V_{u d}\right|$ can be established guarantees the accuracy to which the identity (5) is valid. It can be assumed that a thorough investigation of neutron $\beta$ decay will permit the reliable, highly accurate determination of the CKM matrix element $\left|V_{u d}\right|$, as well as
the other parameters appearing in the semiweak interaction (2). Below we shall consider only neutron $\beta$ decay.

Thus, if there are experimental data that were obtained to high accuracy, $\sim 0.1 \%$, regarding the neutron lifetime ${ }^{1}$ and the momentum distribution of the particles in the final state, ${ }^{2,3}$ our task is to systematically calculate these characteristics according to (1)-(3) and then to compare the results of the calculations with the experimental data and thereby obtain reliable, highly accurate values of $\left|V_{u d}\right|$ and the amplitudes $g(q)$ in (2). When the nucleon mass is assumed to be infinite $(M \rightarrow \infty), g_{V}(0)$ and $g_{A}(0)$ are known to be the main factors determining the probability of $\beta$ decay, while consideration of other $g$ amplitudes, the finite nature of $M$, the $q$ dependences of $g_{V}(q)$ and $g_{A}(q)$, and the electromagnetic interactions (3) causes small corrections to it. Of course, the accuracy to which the physical quantity must be obtained determines the importance of taking into account the various corrections. In this study we consider only the effect of the electromagnetic interactions on the momentum distributions of the particles, especially the antineutrinos, in the final state after the decay of polarized neutrons, ignoring all the other corrections, which may also be important. We recall that corrections due to the finite value of the nucleon mass were thoroughly investigated in Ref. 14.

When electromagnetic interactions are properly taken into account, ${ }^{8}$ the probability of the $\beta$ decay of polarized neutrons, which is accompanied by the emission of an electron with energy-momentum $(\varepsilon, \mathbf{p})$, an antineutrino in the $\mathbf{n}_{v}$ direction, and a $\gamma$ photon with energy $\omega \equiv k$ less than a certain given value $k_{m}\left(k \leqslant k_{m} \leqslant \Delta-\varepsilon\right)$, can be represented in the form

$$
\begin{align*}
& d \mathbf{W}\left(\varepsilon, \mathbf{p}, \mathbf{n}_{\nu}, k_{m}, \boldsymbol{\xi}\right) \\
& \quad=d \mathbf{w} \frac{d \mathbf{n}_{\nu}}{4 \pi} \exp \left[\mathscr{B}\left(\varepsilon, k_{m}\right)\right] \\
& \quad \times\left\{W_{0}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)\right. \\
&+(\mathbf{v} \cdot \boldsymbol{\xi}) W_{\mathbf{v \xi}}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right) \\
&+\left(\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}\right) W_{\nu \xi}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right) \\
&\left.+\left(\mathbf{n}_{\nu} \cdot \mathbf{v}\right) W_{\mathrm{v} \nu}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)\right\} \tag{6}
\end{align*}
$$

Here $\boldsymbol{\xi}$ is the neutron polarization vector, and the following notation has been introduced:

$$
\begin{align*}
& \mathscr{B}=\frac{2 \alpha}{\pi} \mathscr{L} \ln \frac{2 k_{m}}{m}, \quad \mathscr{C}=\frac{1}{\mathrm{v}} \ln \frac{p+\varepsilon}{m}-1, \\
& W_{a}=w_{a}^{0}\left[1+\widetilde{C}_{a}\left(\varepsilon, \mathbf{p}, k_{m}\right)\right]+C_{a}\left(g_{V}, g_{A}, \varepsilon, \mathbf{p}\right), \\
& a \equiv 0, \mathrm{v} \xi, \quad \nu \xi, \quad \mathrm{~V} \nu, \\
& w_{0}^{0}=g_{V}^{2}+3 g_{A}^{2}, \quad w_{\mathrm{v} \xi}^{0}=2 g_{A}\left(g_{V}-g_{A}\right), \\
& w_{\nu \xi}^{0}=2 g_{A}\left(g_{V}+g_{A}\right), \quad w_{\mathrm{v} \nu}^{0}=g_{V}^{2}-g_{A}^{2}, \\
& d \mathbf{w}=\frac{G_{u d}^{2}}{2 \pi^{3}} \varepsilon p \omega_{\nu 0}^{2} d \varepsilon \frac{d \mathbf{n}_{e}}{4 \pi}, \quad \omega_{\nu 0}=\Delta-\varepsilon, \\
& \Delta=M_{n}-M_{p}, \quad \mathbf{n}_{e}=\frac{\mathbf{p}}{p}, \quad \mathbf{v}=\frac{\mathbf{p}}{\varepsilon}, \quad \mathbf{n}_{\nu}=\frac{\mathbf{p}_{\nu}}{\omega_{\nu 0}} . \tag{7}
\end{align*}
$$

The exponential function $\exp \left[\mathscr{B}\left(\varepsilon, k_{m}\right)\right]$ in (6) corrects the infrared behavior of the decay probability: $d \mathbf{W}\left(\varepsilon, \mathbf{p}, \mathbf{n}_{\nu}, k_{m}, \boldsymbol{\xi}\right) \rightarrow 0$ as the cutoff $\gamma$-ray energy $k_{m} \rightarrow 0$. According to the general theory, ${ }^{9,15}$ this means that $\beta$ decay is impossible without the emission of infrared (soft) $\gamma$ rays. For the purposes of the present work there is no need to represent the expressions for $\widetilde{C}$ and $C,{ }^{8}$ which are multiples of the fine structure constant $\alpha$, in explicit form.

After plugging in the maximum value $k_{m}=\Delta-\varepsilon$, the expression (6) gives the corresponding decay probability, which takes into account all the $\gamma$ rays that are possible for some given value of $\varepsilon$. Clearly, the quantities

$$
\begin{align*}
A & =\frac{W_{\mathrm{v} \xi}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)}{W_{0}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)}, \\
B & =\frac{W_{\nu \xi}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)}{W_{0}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)}, \\
a & =\frac{W_{\nu \mathrm{v}}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)}{W_{0}\left(\varepsilon, \mathbf{p}, k_{m}, g_{V}, g_{A}\right)} \tag{8}
\end{align*}
$$

describe the asymmetry of the electron $(A)$ and antineutrino $(B)$ angular distributions, as well as the electron-antineutrino angular correlations $(a)$. Note that if the proton mass were not assumed to tend to infinity, none of the resultant effects-proton recoil, the $q$ dependences of $g_{V}$ and $g_{A}$, and the contribution of the terms with $g_{W M}$ and $g_{I P}$ in (2)would alter the general form of the expression (6); the corresponding corrections to the quantities (8) were calculated in Ref. 14. Of course, when all the corrections just cited are omitted, the quantities (8) take the usual well-known forms

$$
\begin{align*}
& A_{0}=\frac{2 g_{A}\left(g_{V}-g_{A}\right)}{g_{V}^{2}+3 g_{A}^{2}}, \\
& B_{0}=\frac{2 g_{A}\left(g_{V}+g_{A}\right)}{g_{V}^{2}+3 g_{A}^{2}}, \quad a_{0}=\frac{g_{V}^{2}-g_{A}^{2}}{g_{V}^{2}+3 g_{A}^{2}}, \tag{9}
\end{align*}
$$

and the expression (6) becomes

$$
\begin{align*}
d \mathbf{W}\left(\varepsilon, \mathbf{p}, \mathbf{n}_{\nu}, \boldsymbol{\xi}\right)= & d \mathbf{w} \frac{d \mathbf{n}_{v}}{4 \pi}\left(g_{V}^{2}+3 g_{A}^{2}\right)\left\{1+(\mathbf{v} \cdot \boldsymbol{\xi}) A_{0}\right. \\
& \left.+B_{0}\left(\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}\right)+a_{0}\left(\mathbf{n}_{\nu} \cdot \mathbf{v}\right)\right\} . \tag{10}
\end{align*}
$$

After the substitution $k_{m}=\Delta-\varepsilon$ and the integration of (6) over $d \mathbf{p} d \mathbf{n}_{v}$, we obtain the total probability of neutron $\beta$ decay, $W=1 / \tau$. Then the first relation for determining the quantities appearing in (2), particularly $\left|V_{u d}\right|$, follows from the requirement of equality between the calculated lifetime $\tau$ and the experimentally measured value. ${ }^{1}$ The experimental value of $A$ (Ref. 2) is obtained by studying the electron momentum distribution, which corresponds to the expressions (6) and (10) integrated over the antineutrino escape direction $d \mathbf{n}_{\nu}$. In that case, of course, the terms with the coefficients $B$ and $a$ in (6) and (10) vanish. The relation defining $g_{A}$ is then obtained by equating the calculated and experimentally observed values of $A(8) .{ }^{2}$

No matter how accurate the experimental measurements of $\tau$ and $A$ (Refs. 1 and 2) and their theoretical calculation, even with inclusion of all the corrections discussed above, it
is still highly desirable to include other characteristics of $\beta$ decay along with $\tau$ and $A$, especially the antineutrino angular distribution relative to the neutron polarization vector $\boldsymbol{\xi}$, along with the angular correlations between the electron and antineutrino escape directions, which appear in (6) and (10) as the coefficients $B$ and $a$ of $\left(\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}\right)=\cos \theta_{\nu \xi}$ and $\left(\mathbf{n}_{\nu} \cdot \mathbf{v}\right)$ $=\mathrm{v} \cos \theta_{\mathrm{v} \nu}$, respectively. The inclusion of these characteristics in the treatment is useful both in rechecking the accuracy to which the quantities $G_{u d}, g_{A}, g_{I P}$, and $g_{W M}$ in (2) are determined (see Ref. 16), and in ascertaining just how rigorous the general expression (2) is. As stated in Ref. 17, according to the ideas in Ref. 18, if the experimental value of $B$ is known to within $\sim 0.1 \%$, it is useful for testing whether the weak interactions can be left-right symmetric on the Lagrangian level and whether parity breaking results exclusively from the spontaneous breaking of this symmetry. As stated in Refs. 17 and 18, if the value of $B$ were determined to such high accuracy, it would be possible to find the magnitude of an admixture to the Lagrangian (2) with the same transformation properties as (2) but differing from (2) by the replacement $\gamma^{5} \rightarrow-\gamma^{5}$. Thus, the problem is to verify the possibility of a contribution of right-handed currents to the semiweak interactions and to estimate the bound on the mass of the right-handed gauge boson associated with them. ${ }^{19}$ Of course, this whole idea only makes sense when the value of $B$ is extracted from experimental data to an accuracy of $\sim 0.1 \%$, for which consideration of the electromagnetic interactions is absolutely necessary. ${ }^{8}$

Obviously, establishment of the value of $B$ in (6) and (10) requires determination of the antineutrino angular distribution, which corresponds to the expression (6) integrated over the electron momentum $d \mathbf{p}$, in which the terms with the coefficients $A$ and $a$ vanish. However, it is totally impossible to observe the antineutrino angular distribution directly in an experiment, because there is no way to detect antineutrinos.

An extremely clever and pretty way to successfully circumvent this problem was apparently found a long time ago in Ref. 4.

## 3. ELECTRON AND PROTON MOMENTUM DISTRIBUTIONS AND THE ANTINEUTRINO ANGULAR DISTRIBUTION

Usually, any time we think about the $\beta$-decay process, we have in mind its description specifically by Eqs. (6)-(10), but these expressions by themselves are not applicable to obtaining $B$ from experimental data. To describe the electron and antineutrino distributions in the final state of the $\beta$ decay of polarized neutrons, the relations (6)-(10) are clearly obtained from the total decay probability by integrating over the proton and $\gamma$-ray momenta. Such distributions would correspond to an experiment in which the protons and $\gamma$ rays emitted are not detected at all, i.e., we would be dealing with a decay probability which includes protons and $\gamma$ rays with all the momenta that are feasible for a given $d \mathbf{p} d \mathbf{n}_{\nu}$. In experiments in which the value of $A$ is obtained, ${ }^{2}$ we observe only the electron momentum distribution without detecting the antineutrinos, i.e., taking all feasible antineutrino momenta into account. This observable distribution is described by the expression (6) integrated over $d \mathbf{n}_{\nu}$, which should then
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contain only the term proportional to $(\mathbf{v} \cdot \boldsymbol{\xi}) A$. To obtain the value of $B$, i.e., the coefficient of ( $\left.\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}\right)$ in (6) and (10), an experiment in which, conversely, the antineutrino angular distribution is measured without regard to the proton, electron, and $\gamma$ ray momenta would have to be set up. Thus, after integrating the expression (6) over $d \mathbf{p}$, the terms with $A$ and $a$ vanish, and only the term proportional to $\left(\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}\right) B$ remains. However, it is known that this desirable experiment is infeasible, since it is impossible to detect antineutrinos, and formulas (6) and (10) are consequently useless for directly obtaining the value of $B$ from experimental data.

In order to have the antineutrino angular distribution at our disposal without detecting the antineutrinos themselves, we need the electron, proton, and $\gamma$-ray angular distributions; the original neutrons are assumed to be at rest. The electron momentum can be determined in present-day experiments directly to high accuracy, ${ }^{2}$ while a simple method for measuring the proton and $\gamma$-ray momenta is presently impossible in practical terms. Thus, the situation can appear to be hopeless when we try to determine $B$ from experimental data. However, despite how complicated this problem seems, the investigations in Ref. 4 suggest a way to solve it. A method was proposed in those papers and subsequently in Ref. 3, and a corresponding experiment was carefully developed to reconstruct the antineutrino kinematics and to consequently obtain the value of $B$ (8) in (6) from measurements of the electron momentum distribution and the distribution of the values of the projection of the proton momentum $P_{x}$ onto the $\mathbf{x}$ axis, to which the neutron polarization vector is parallel or antiparallel (see Fig. 1). The setup of a real experiment was carefully spelled out in Ref. 3, and we merely recall here that in its idealized scheme (shown in Fig. 1), which is perfectly adequate for our purposes, the detected electron momentum $\mathbf{p}$ is directed strictly along the $\mathbf{x}$ axis, the polarization vector $\boldsymbol{\xi}$ of the stationary neutron is also strictly parallel or antiparallel to the $\mathbf{x}$ axis, and the projection of the proton momentum $P_{x}$ onto the $\mathbf{x}$ axis is detected in coincidence with the electron momentum $\mathbf{p}$, while the components of the proton momentum $\mathbf{P}$ perpendicular to $\mathbf{x}$, as well as all the $\gamma$ rays, are
not observed at all. When the energy $\varepsilon$ is fixed, $P_{x}$ varies in the range

$$
\begin{equation*}
|\mathbf{p}|-(\Delta-\varepsilon) \leqslant P_{x} \leqslant|\mathbf{p}|+(\Delta-\varepsilon) \tag{11}
\end{equation*}
$$

For clarity, the quantity $P_{x}$ in (11) and below represents the $x$ component of the proton momentum with the opposite sign, as in Ref. 3, i.e., the quantity $P_{x}>0$ appears in Fig. 1. If we momentarily ignore the $\gamma$ rays and neglect the kinetic energy of the proton in view of its large mass, then the antineutrino energy $\omega_{\nu 0}$ and the cosine of the angle between the $\mathbf{x}$ axis and the antineutrino escape direction (see Fig. 1) are clearly given by

$$
\begin{equation*}
\omega_{\nu 0}=\Delta-\varepsilon, \quad y_{0} \equiv \cos \theta_{\nu x}=\frac{P_{x}-|\mathbf{p}|}{\omega_{\nu 0}} . \tag{12}
\end{equation*}
$$

In the real experiment in Ref. 3 the measurements consisted of counting the number of events with given values of $\mathbf{p}$ and $P_{x}$ and a neutron polarization vector $\boldsymbol{\xi}$ parallel or antiparallel to the $\mathbf{x}$ axis. What was measured in this experiment is the probability of $\beta$ decay of a polarized neutron when the electron momentum equals $\mathbf{p}$ and the projection of the proton momentum onto the $\mathbf{x}$ axis equals $P_{x}$ regardless of the antineutrino and $\gamma$ ray momenta, as well as the projections of the proton momentum perpendicular to the $\mathbf{x}$ axis. We can thus obtain the electron momentum distribution together with the distribution of the values of $P_{x}$ :

$$
\begin{equation*}
d \mathbf{W}_{\text {exp }}^{z}\left(P_{x}, \mathbf{p}\right)=w_{\text {exp }}^{z}\left(P_{x}, \mathbf{p}\right) d \mathbf{p} d P_{x}, \tag{13}
\end{equation*}
$$

the contributions of antineutrinos, $\gamma$ rays, and protons with all feasible momenta being included therein. In Eq. (13) and below $z=+$ for neutron polarization parallel to the $\mathbf{x}$, and $z=-$ for polarization in the opposite direction.

The overall expression for the probability of $\beta$ decay of a polarized neutron when the electron carries momentum $\mathbf{p}$ and the $x$ component of the momentum of the proton equals $P_{x}$, and the event is accompanied by the emission of $\gamma$ rays with all energies $\omega=k=|\mathbf{k}|$ less than a certain given value $k_{m}, k \leqslant k_{m} \leqslant \Delta-\varepsilon$, can be derived using the Lagrangian (1)-(3) in the same manner as (6) was obtained in Ref. 8:

$$
\begin{align*}
d \mathbf{W}^{z}\left(P_{x}, \mathbf{p}, k_{m}\right)= & d P_{x} \frac{d \mathbf{w}}{2 \omega_{\nu 0}} w^{z}\left(P_{x}, \mathbf{p}, k_{m}\right), \\
w^{z}\left(P_{x}, \mathbf{p}, k_{m}\right)= & \exp \left[\mathscr{B}\left(\varepsilon, k_{m}\right)\right]\left\{w_{0}^{0}\left[1+\widetilde{C}_{0}\left(\mathbf{p}, k_{m}\right)\right]\right. \\
& +C_{0}\left(P_{x}, \mathbf{p}, g_{V}, g_{A}\right)+(\mathbf{v} \xi)\left\{w_{\mathrm{v} \xi}^{0}[1\right. \\
& \left.\left.+\widetilde{C}_{\mathrm{v} \xi}\left(\mathbf{p}, k_{m}\right)\right]+C_{\mathrm{v} \xi}\left(P_{x}, \mathbf{p}, g_{V}, g_{A}\right)\right\} \\
& +w_{\xi \nu}^{0} z y_{0}\left[1+\widetilde{C}_{\xi \nu}\left(P_{x}, \mathbf{p}, k_{m}\right)\right] \\
& +\mathrm{V} w_{\mathrm{v} \nu}^{0} z y_{0}\left[1+\widetilde{C}_{\mathrm{v} \nu}\left(P_{x}, \mathbf{p}, k_{m}\right)\right] \\
& \left.+z C\left(P_{x}, \mathbf{p}, g_{V}, g_{A}\right)\right\} . \tag{14}
\end{align*}
$$

For the purposes of the present work there is no need to write out the detailed explicit expressions for the functions $\widetilde{C}$ and
$C$, which are multiples of the fine structure constant $\alpha$. If $k_{m}=\Delta-\varepsilon$, the expression (14) represents the experimental distribution (13). Instead of using (13) directly, it is more convenient to process the experimental data ${ }^{2,3}$ using the quantity

$$
\begin{equation*}
X=\frac{w_{\text {exp }}^{+}\left(P_{x}, \mathbf{p}\right)-w_{\text {exp }}^{-}\left(P_{x}, \mathbf{p}\right)}{w_{\text {exp }}^{+}\left(P_{x}, \mathbf{p}\right)+w_{\text {exp }}^{-}\left(P_{x}, \mathbf{p}\right)} . \tag{15}
\end{equation*}
$$

With consideration of (14), the quantity defined by (15) can be represented in the form

$$
\begin{equation*}
X=\frac{\mathrm{v}\left[w_{\mathrm{v} \xi}^{0}\left(1+\widetilde{C}_{\mathrm{v} \xi}\right)+C_{\mathrm{v} \xi}\right]+w_{\xi \nu}^{0} y_{0}\left(1+\widetilde{C}_{\xi \nu}\right)+\mathrm{v} w_{\mathrm{v} \nu}^{0} y_{0}\left(1+\widetilde{C}_{\mathrm{v} \nu}\right)+C}{w_{0}^{0}\left[1+\widetilde{C}_{0}\right]+C_{0}} . \tag{16}
\end{equation*}
$$

Thus, comparing (14) with the corresponding experimental data for (13) and (16) (Ref. 3), we obtain an equation (in addition to the ones used in Refs. 1 and 2) for $G_{u d}, g_{A}, \ldots$ in (2). Thus, the value of $g_{A}$ obtained in the experiments in Ref. 2 can be verified once again. ${ }^{16}$

However, in this way the value of $B$, i.e., the coefficient of ( $\mathbf{n}_{\nu} \cdot \boldsymbol{\xi}$ ) in (6) and (10), which we wish to find, cannot enter into the discussion at all, because integration over all feasible antineutrino momenta was carried out during the derivation of (14), and accordingly, the distribution (13) observed in the experiment in Ref. 3 includes a contribution from antineutrinos with all feasible momenta. Thus, we must find another way that does not employ (14), but properly takes into account the influence of the $\gamma$ rays in the process of extracting the value of $B$ from the experimental distribution (13) observed in Ref. 3.

## 4. ESTIMATION OF B FROM THE ELECTRON AND PROTON MOMENTUM DISTRIBUTIONS

Clearly, in a hypothetical simplified case in which the relations (12) are valid, the antineutrino kinematics would be uniquely specified by the values of $\mathbf{p}$ and $P_{x}$ detected in the experiment in Ref. 3. Accordingly, without consideration of the $\gamma$ rays and under the assumption that the proton mass is infinite, i.e., $M \rightarrow \infty$, the distribution (14) transforms into

$$
\begin{align*}
& d W^{z}\left(P_{x}, \mathbf{p}\right)=d P_{x} \frac{d \mathbf{w}}{2 \omega_{\nu 0}} w^{z}\left(P_{x}, \mathbf{p}\right), \\
& w^{z}\left(P_{x}, \mathbf{p}\right)=w_{0}^{0}\left[1+A z \mathrm{v}+B_{0} y_{0} z+a y_{0} \mathrm{v}\right], \tag{17}
\end{align*}
$$

while the antineutrino angular distribution takes on the form (10). Thus, in this simplified case there would be a one-toone correspondence between the distribution (13), which describes the experiment in Ref. 3, and the antineutrino angular distribution (10), the quantity ( $\boldsymbol{\xi} \cdot \mathbf{n}_{\nu}$ ) in (10) taking the value of $z y_{0}$ in (17), and the quantity $d P_{x} / 2 \omega_{\nu 0}$ in (17) replacing $d \mathbf{n}_{\nu} / 4 \pi$ in (10). Then a comparison of (17) with the experimental distribution (13) (Ref. 3) would yield the equation

$$
\begin{align*}
w_{\exp }^{z}\left(P_{x}, \mathbf{p}\right)= & f_{0}\left(\omega_{\nu 0}\right)(1+z A \vee) \\
& +f_{0}\left(\omega_{\nu 0}\right) y_{0}\left(z B_{0}+a \mathbf{v}\right) \tag{18}
\end{align*}
$$

Accordingly, the coefficient of $\left(\boldsymbol{\xi} \cdot \mathbf{n}_{\nu}\right)$ in (10) would be expressed directly in terms of $w_{\exp }^{z}$ (13):

$$
\begin{align*}
& B_{0}=\frac{1}{z y_{0} f_{0}}\left[w_{\exp }^{z}-f_{0}(1+z A \vee)-f_{0} a \vee y_{0}\right] \\
& f_{0} \frac{G_{u d}^{2} \omega_{\nu 0}}{16 \pi^{4}} w_{0}^{0} \tag{19}
\end{align*}
$$

or, as in Ref. 3, in terms of $X$ (15):

$$
\begin{equation*}
B_{0}=\left[X\left(1+a \vee y_{0}\right)-A \vee\right] / y_{0} . \tag{20}
\end{equation*}
$$

The value $B_{0}=0.9821 \pm 0.0040$ was given in Ref. 3. Of course, we ignored all the uncertainties that inevitably arise in a real experiment because of the sparse statistics, imperfect equiipment geometry, etc. This ultimately does not mean that we must regard the corresponding corrections as being negligible, but our purpose here is to thoroughly investigate only the influence of the $\gamma$ rays on obtaining $B$ by processing the experimental data in Ref. 3. In (17)-(20) we added the subscript 0 to $B$ to stress that this value would be obtained with exclusion of the $\gamma$ rays, as in (9) and (10). As we see, $B_{0}$ turns out to be expressed in terms of $f_{0}, y_{0} f_{0}$, and $\omega_{\nu 0}$ [(12) and (19)], which would be known exactly in this case for each event with the values of $P_{x}$ and $\mathbf{p}$ that were detected in the experiment in Ref. 3.

However, since neutron $\beta$ decay, as has been well known for a long time, is accompanied by the emission of $\gamma$ rays, the probability of $\beta$ decay was measured in the real experiment in Ref. 3 with given values of $P_{x}$ and $\mathbf{p}$ and with inclusion of $\gamma$ rays with all feasible values of the momentum $\mathbf{k}$. In describing each individual event the expressions for $y_{0}$ and $\omega_{\nu 0}$ in (12) undergo the following replacements:

$$
\begin{align*}
& y_{0} \rightarrow y(\omega)=\cos \theta_{\nu x}=\frac{P_{x}-|\mathbf{p}|-x \omega}{\omega_{\nu}}, \quad x=\cos \theta_{\gamma x}, \\
& f_{0} \rightarrow f(\omega)=\frac{G_{u d}^{2} \omega_{\nu}}{16 \pi^{4}} w_{0}^{0}, \quad \omega_{\nu 0} \rightarrow \omega_{\nu}(\omega)=\Delta-\varepsilon-\omega, \tag{21}
\end{align*}
$$

where $\omega=|\mathbf{k}|$ is the $\gamma$-ray energy and $\theta_{\gamma x}$ is the angle defining the direction of the $\gamma$ rays relative to the $\mathbf{x}$ axis (see Fig. 1). Thus, to uniquely reconstruct the antineutrino kinematics,
we would have to know the values of $\omega$ and $x$ associated with the $\gamma$ rays accompanying each individual $\beta$-decay event with the values of $\mathbf{p}$ and $P_{x}$ that were detected in the experiment in Ref. 3.

Of course, for real $\beta$ decay, which is accompanied by the emission of $\gamma$ rays, the required coefficient $B$ cannot be expressed according to (19) and (20) in terms of $f_{0}, f_{0} y_{0}$, and $\omega_{\nu 0}$, which themselves, strictly speaking, do not have rigorous physical meaning. It is then natural to estimate the coefficient $B$ in (6) by introducing into the discussion the expected values $\langle f\rangle$ and $\langle y f\rangle$ of $f(\omega)$ and $f(\omega) y(\omega, x)$ (21), which replace $f_{0}$ and $f_{0} y_{0}$ in a state with definite values of $P_{x}, \mathbf{p}$, and $z$. The values of $\langle f\rangle$ and $\langle y f\rangle$ must be calculated by averaging $f(\omega)$ and $f(\omega) y(\omega, x)$ over the momentum distribution $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$ of the $\gamma$ rays accompanying decay with given values of $P_{x}, \mathbf{p}$, and $z$. To estimate the required value of $B$ [given by (8)] in (6), we must introduce the expected value $\langle B\rangle$ in terms of $\langle y f\rangle$ and $\langle f\rangle$.

Recent experiments ${ }^{3}$ have detected only the total number
of $\beta$-decay events with definite values of $\mathbf{p}$ and $P_{x}$ accompanied by the emission of $\gamma$ rays with all kinematically feasible values of $\omega$ and $x$, i.e., the integral

$$
\begin{equation*}
w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)=\int d \mathbf{k} w_{\exp }^{z}\left(\mathbf{p}, P_{x}, \mathbf{k}\right) \tag{22}
\end{equation*}
$$

over all feasible $\mathbf{k}$. The problem is to be able to extract accurate information regarding the coefficient $B$ (8) in (6) from the experimentally observed distribution $w_{\text {exp }}^{z}\left(\mathbf{p}, P_{x}\right) d \mathbf{p} d P_{x}$ (13) (Ref. 3). Each individual decay event with a given value of $\mathbf{k}$ appears in the experimental quantity $w_{\text {exp }}^{z}\left(\mathbf{p}, P_{x}\right)$ with its own individual weight and with a probability $W_{\gamma}^{2}\left(\mathbf{p}, P_{x}, \mathbf{k}\right) d \mathbf{k}$ of the emission of $\gamma$ rays with a given momentum $\mathbf{k}$ accompanying $\beta$ decay with given values of $\mathbf{p}$ and $P_{x}$. Thus, (18) can be replaced by a new relation, in which the experimentally observed quantity $w_{\text {exp }}^{z}\left(\mathbf{p}, P_{x}\right)$ is equated to the $\beta$-decay probability averaged with the weight $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right):$

$$
\begin{equation*}
w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)=\frac{\int d \mathbf{k} W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right) f(\omega)\left[1+z A \vee+z\langle B\rangle^{z} y(\omega, x)+a \vee y(\omega, x)\right]}{\int d \mathbf{k} W_{\gamma}^{z}\left(\mathbf{p}, P_{x}, \mathbf{k}\right)}=\langle f\rangle^{z}(1+z A \vee)+\langle y f\rangle^{z}\left(z\langle B\rangle^{z}+a \vee\right) \tag{23}
\end{equation*}
$$

where we have introduced the ordinary averaging notation:

$$
\begin{equation*}
\langle F\rangle^{z}\left(P_{x}, \mathbf{p}\right)=\frac{\int d \mathbf{k} W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right) F(\mathbf{k})}{\int d \mathbf{k} W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)}=\frac{\int_{0}^{\Delta-\varepsilon} \omega^{2} d \omega \int_{x_{1}}^{x_{2}} d x F\left(P_{x}, \mathbf{p}, \omega, x\right) \int_{0}^{2 \pi} d \phi W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \omega, x, \phi\right)}{\int_{0}^{\Delta-\varepsilon} \omega^{2} d \omega \int_{x_{1}}^{x_{2}} d x \int_{0}^{2 \pi} d \phi W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \omega, x, \phi\right)} . \tag{24}
\end{equation*}
$$

Here the limits

$$
\begin{aligned}
& x_{1}=1-\left(\Delta+|\mathbf{p}|-\varepsilon-P_{x}\right) / \omega \geqslant-1, \\
& x_{2}=-1+\left(\Delta-|\mathbf{p}|-\varepsilon+P_{x}\right) / \omega \leqslant 1
\end{aligned}
$$

follow simply from the kinematics of the process under consideration, the averaged values of $f(\omega)$ and $f(\omega) y(\omega, x)$ being independent of the azimuth $\phi$ of the $\gamma$ rays. The value of $P_{x}$ varies in the range (11) for a given electron energy $\varepsilon$. We discuss the form of the distribution $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$ and its main properties somewhat later on. Since $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$ depends on the neutron polarization $(z= \pm)$, all the mean values (24) and (23), in turn, also depend on $z$, being different for the different polarizations $z=+$ and $z=-$.

Thus, we have (23), which replaces the former relation (18). Since $B_{0}$ in (18) is the coefficient of $z y_{0} f_{0}$, it should be equal specifically to the asymmetry parameter of the antineutrino angular distribution $B_{0}(9)$ in (10), as explained above. Since we are dealing with the description of a real experiment, the expression (23) defines $\langle B\rangle^{z}$, which is the coefficient of the mean (expected) value $\langle y f\rangle^{z}$, which replaces $f_{0} y_{0}$ in (18). Comparing the distribution (23), which contains $\langle B\rangle^{z}$, and the antineutrino angular distribution (6), which contains $B$ (8), we see that $\langle B\rangle^{z}$ can be used to estimate the value of $B$ (8) in (6) in the mean, which is now our goal. According to (23), $\langle B\rangle^{z}\left(\mathbf{p}, P_{x}\right)$ can be expressed in terms of the experimental values of $w_{\text {exp }}^{z}\left(\mathbf{p}, P_{x}\right)$ (22) (Ref. 3).

Of course, it would be desirable to calculate $\langle B\rangle^{z}\left(\mathbf{p}, P_{x}\right)$ directly with the values of $w_{\mathrm{exp}}^{z}\left(\mathbf{p}, P_{x}\right)$, from which the value of $B_{0}$ [(19) and (20)] was obtained without consideration of the $\gamma$ rays in Ref. 3. However, we are unable to calculate $\langle B\rangle^{z}\left(\mathbf{p}, P_{x}\right)$ from $w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)$, because these measurement results were not explicitly given in Ref. 3. Therefore, we obtain the expected value $\langle B\rangle^{z}\left(\mathbf{p}, P_{x}\right)$ [and then its dispersion $\left.\Delta B^{z}\left(\mathbf{p}, P_{x}\right)\right]$ from $B_{0}[(19)$ and (20)], rather than from the values of $w_{\text {exp }}^{z}\left(\mathbf{p}, P_{x}\right)$ themselves. The expression for $\langle B\rangle^{z}$ in terms of $B_{0}$ can be obtained directly from (17)-(19) and (23):

$$
\begin{align*}
\langle B\rangle^{z}= & z\left[(1+z A \mathrm{v})\left(f_{0}-\langle f\rangle^{z}\right)\right. \\
& \left.+y_{0} f_{0}\left(a \mathrm{v}+z B_{0}\right)\right] /\langle y f\rangle^{z}-z a \mathrm{v} \tag{25}
\end{align*}
$$

As we see, we have obtained two different values of $\langle B\rangle^{z}$ to describe the antineutrino angular distribution for the two different neutron polarizations $z= \pm$. Obviously, (25) reduces to $\langle B\rangle^{z}=B_{0}$ when $\langle f\rangle^{z}=f_{0}$ and $\langle y f\rangle^{z}=f_{0} y_{0}$. Otherwise, $\langle B\rangle^{z}$ turns out to be represented in the form of a function of the expected (mean) values of $f(\omega)$ and $f(\omega) y(\omega, x)$. Thus, in order to assess the accuracy and even the very possibility of such an estimate of $B$ using the mean value $\langle B\rangle^{z}$ with complete confidence, we must ascertain the form that the distributions of $f(\omega)$ and $f(\omega) y(\omega, x)$ have in the vicinity of the most likely (expected) values $\langle f\rangle$ and $\langle y f\rangle$, i.e., we must investigate the dispersion of $f(\omega)$ and
$f(\omega) y(\omega, x)$. Thus, along with the expected values $\langle f\rangle$ and $\langle y f\rangle$ themselves, we must also calculate the rms deviations of $f(\omega)$ and $f(\omega) y(\omega, x)$ from their expected values $\langle f\rangle$ and $\langle y f\rangle$ :

$$
\begin{align*}
& (\Delta f)^{z}=\sqrt{\left\langle(\Delta f)^{2}\right\rangle^{z}}=\sqrt{\left\langle f^{2}\right\rangle^{z}-\left(\langle f\rangle^{z}\right)^{2}} \\
& (\Delta y f)^{z}=\sqrt{\left\langle(\Delta(y f))^{2}\right\rangle^{z}}=\sqrt{\left\langle(y f)^{2}\right\rangle^{z}-\left(\langle y f\rangle^{z}\right)^{2}}  \tag{26}\\
& \langle\Delta(f \cdot y f)\rangle^{z}=\langle f \cdot y f\rangle^{z}-\langle f\rangle^{z}\langle y f\rangle^{z}
\end{align*}
$$

Thus, the dispersion

$$
\begin{equation*}
\Delta B^{z} \equiv \sqrt{\left\langle\left(\Delta B^{z}\right)^{2}\right\rangle}=\sqrt{\left\langle B^{2}\right\rangle^{z}-\left(\langle B\rangle^{z}\right)^{2}} \tag{27}
\end{equation*}
$$

which specifies the accuracy achieved in the estimate (25) of $B$, can be expressed in the usual manner (see, for example, Ref. 20) in terms of the quantities in (26) and the derivatives

$$
\begin{equation*}
\frac{\partial\langle B\rangle^{z}}{\partial\langle f\rangle^{z}}, \quad \frac{\partial\langle B\rangle^{z}}{\partial\langle y f\rangle^{z}} \tag{28}
\end{equation*}
$$

Of course, in (26) the expected values $\left\langle f^{2}\right\rangle^{z},\left\langle(f y)^{2}\right\rangle^{z}$, and $\left\langle f^{2} y\right\rangle^{z}$ are obtained by averaging $f^{2}(\omega),[f(\omega) y(\omega, x)]^{2}$, and $f^{2}(\omega) y(\omega, x)$ in accordance with (24) with the weight $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$.

Thus, the uncertainties in estimating the true value of $B$ in terms of $\langle B\rangle^{ \pm}$stem from the difference between $\langle B\rangle^{+}$and $\langle B\rangle^{-}$themselves and from the appearance of the dispersion $\Delta B^{ \pm}$。

The expected value $\langle B\rangle^{z}$ is suitable for estimating the true value of $B(8)$ in (6) when the distributions of the values of $f(\omega)$ and $f(\omega) y(\omega, x)$ are 'sharp,' i.e., when the ratios $\Delta f /\langle f\rangle$ and $\Delta(f y) /\langle f y\rangle$ and, consequently, $\Delta B /\langle B\rangle$ for given values of $P_{x}$ and $\mathbf{p}$ are very small (essentially negligible) compared to the errors entailed in determining $B$ to a desirable accuracy in Ref. 3. The value of the ratio $\Delta B /\langle B\rangle$ essentially sets the limit of the accuracy of obtaining the value of $B$ (8) in (6) by processing the experimental data for (13) in Ref. 3. If the distributions of $f(\omega)$ and $f(\omega) y(\omega, x)$ in the vicinity of $\langle f\rangle$ and $\langle f y\rangle$ for certain values of $P_{x}$ and $\mathbf{p}$ are so spread out that $\Delta f /\langle f\rangle \sim 1$ and $\Delta(f y) /\langle f y\rangle \sim 1$ and, accordingly, $\Delta B /\langle B\rangle \sim 1$, then there will not be any basis for estimating the value of $B$ (8) in (6) in terms of $\langle B\rangle^{z}$. In such a case the antineutrino kinematics and the antineutrino angular distribution (6) cannot be reconstructed from the experimentally observed ${ }^{3}$ distribution (13) even in the mean. For such circumstances and for such values of $P_{x}$ and $\mathbf{p}$ there is no reasonable way to accurately estimate the value of $B$ (8) in (6) using the experimental data in Ref. 3.

Thus, we must clearly understand to what limits and to what accuracy we are capable of reconstructing the antineutrino kinematics, having at our disposal only experimentally observed ${ }^{3}$ values of $w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)(13)$ for given values of $\mathbf{p}$ and $P_{x}$ without detecting the $\gamma$ rays. The problem facing us is therefore to calculate the uncertainties in estimating $B$ in terms of $\langle B\rangle^{z}$ and, in essence, to ascertain the physical meaning of introducing $\langle B\rangle^{ \pm}$for given values of $\mathbf{p}$ and $P_{x}$. Of course, if the differences $B^{ \pm}-B_{0}$ between the calculated values of $B^{ \pm}(25)$ and $B_{0}[(19)$ and (20)] found in Ref. 3, like the values of $\Delta B^{ \pm}$(27), are actually negligible for any $\mathbf{p}$ and $P_{x}$ in comparison to the measurement error of
$B$ stated in Ref. 3, $\Delta B \approx 0.4 \%$, then consideration of the $\gamma$ rays would be superfluous; however, this is not the case in reality.

## 5. CALCULATION OF $\langle B\rangle^{z}$ AND $\Delta B^{z}$; DISCUSSION OF RESULTS

The distribution $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$ in (23) and (24) can be obtained to first order in $\alpha$ according to Ref. 8 for the $\beta$ decay of polarized neutrons directly from (1)-(3) in the same way that the probability $W_{\gamma}(\omega)$ of the emission of $\gamma$ rays with an energy $\omega$ was calculated back in Ref. 5 for all feasible values of $P_{x}, \mathbf{p}$, and $\mathbf{k} / k$ in the case of the $\beta$ decay of unpolarized neutrons. Then, after integrating the $\gamma$-ray distribution $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \omega, x, \phi\right)$ over $d \phi$, which is contained in (24), calculating the expected values $\langle f\rangle^{z}$ and $\langle f y\rangle^{z}$ in (23)(28) reduces to averaging corresponding values of $f(\omega)$ and $f(\omega) y(\omega, x)$ with the function

$$
\begin{align*}
& \omega^{2} d \omega d x d \mathbf{p} d P_{x} \int_{0}^{2 \pi} d \phi W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \omega, x, \phi\right) \\
&=\left(\frac{e G_{u d}}{2 \sqrt{2}}\right)^{2} \frac{8}{(2 \pi)^{7}} \frac{1}{4 \varepsilon^{2}} \frac{\omega_{\nu}}{[1-x \mathrm{v}]^{2}} \frac{1}{\omega} d x d \omega d P_{x} d \mathbf{p} \\
& \times\left\{( 1 - x ^ { 2 } ) \varepsilon \mathrm { V } \left[\mathrm{v}(\varepsilon+\omega)\left(g_{V}^{2}+3 g_{A}^{2}\right)+y\left(\omega+\mathrm{v}^{2} \varepsilon\right)\right.\right. \\
&\left.\times\left(g_{V}^{2}-g_{A}^{2}\right)\right]+\omega^{2}\left[\left(g_{V}^{2}+3 g_{A}^{2}\right)+y x\left(g_{V}^{2}-g_{A}^{2}\right)\right] \\
& \times(1-\mathrm{v} x)+2 z g_{A}\left[( 1 - x ^ { 2 } ) \varepsilon \mathrm { v } \left[\left(g_{V}-g_{A}\right)\right.\right. \\
&\left.\times\left(\mathrm{v}^{2} \varepsilon+\omega\right)+\left(g_{V}+g_{A}\right) \mathrm{v} y(\varepsilon+\omega)\right]+\omega^{2} \\
&\left.\left.\times(1-\mathrm{v} x)\left[\left(g_{V}-g_{A}\right) x+\left(g_{V}+g_{A}\right) y\right]\right]\right\} \tag{29}
\end{align*}
$$

However, this expression, in and of itself, is still not applicable directly to the calculation of (23)-(28) because of the explicit nonintegrable singularity at $\omega \rightarrow 0$, which leads to logarithmic divergence when (24) is integrated over $d \omega$. Since the averaged values of $f(\omega)$ and $f(\omega) y(\omega, x)$ are not dependent on $x$ when $\omega \rightarrow 0$, we are concerned essentially only with the correct behavior of the distribution $W_{\gamma}^{z}\left(\mathbf{p}, P_{x}, \omega, x, \phi\right)$ integrated over $d x d \phi$ at $\omega \rightarrow 0$. To systematically describe the $\gamma$ rays at small $\omega$, where $\alpha \ln (\Delta / \omega)$ $\geqslant 1$, i.e., infrared radiation, the processes which involve an arbitrary number of "soft" photons must be taken into account. ${ }^{15}$ In accordance with the method described in Refs. 9 and 15 , the correct behavior of the $\gamma$-ray distribution at $\omega \rightarrow 0$ can be obtained, according to Ref. 8, by making the following replacement in (29) at $\omega \rightarrow 0$ :

$$
\begin{equation*}
\frac{1}{\omega} \rightarrow \frac{1}{m}\left(\frac{m}{\omega}\right)^{1-o}, \quad o=\frac{2 \alpha}{\pi}\left[\frac{1}{\mathrm{~V}} \ln \left(\frac{\varepsilon+|\mathbf{p}|}{m}\right)-1\right] \tag{30}
\end{equation*}
$$

It might be appropriate to recall that at such small values of $\omega \rightarrow 0$, where $\alpha \ln (\Delta / \omega) \geqslant 1$, we are dealing with the isotropic emission of an unspecified, infinite number of "soft" photons, ${ }^{9,15}$ i.e., the classical emission of $\gamma$ rays occurs under such conditions. Systematic consideration of the emission of infrared $\gamma$ rays ("soft photons'') leads, according to Ref. 8, to the multiplier $\exp \left[\mathscr{B}\left(\varepsilon, k_{m}\right)\right]$ in formulas (6) and (14), and

TABLE I. Values of $\left(\langle B\rangle^{ \pm}-B_{0}\right) / B_{0}$ (in percent) as a function of $\varepsilon$ and $y_{0}$ (see the text).

| $\varepsilon$, MeV | $y_{0}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.80 | -0.40 | -0.20 | -0.10 | -0.05 | 0.05 | 0.10 | 0.20 | 0.40 | 0.80 |
| $\left(\langle B\rangle^{+}-B_{0}\right) / B_{0}$ |  |  |  |  |  |  |  |  |  |  |
| 0.55 | 0.00 | -0.04 | -0.12 | -0.28 | $-0.59$ | 0.66 | 0.34 | 0.19 | 0.10 | 0.03 |
| 0.70 | -0.01 | -0.09 | -0.25 | -0.57 | -1.20 | 1.34 | 0.70 | 0.38 | 0.21 | 0.08 |
| 0.80 | -0.02 | -0.12 | -0.33 | -0.74 | -1.57 | 1.74 | 0.91 | 0.49 | 0.27 | 0.11 |
| 0.90 | -0.02 | -0.15 | -0.40 | -0.90 | - 1.90 | 2.11 | 1.10 | 0.59 | 0.33 | 0.14 |
| 1.00 | -0.03 | -0.17 | -0.47 | -1.05 | -2.20 | 2.45 | 1.28 | 0.69 | 0.39 | 0.17 |
| 1.25 | -0.04 | $-0.23$ | -0.62 | -1.37 | -2.86 | 3.20 | 1.66 | 0.89 | 0.50 | 0.24 |
| $\left(\langle B\rangle{ }^{-}-B_{0}\right) / B_{0}$ |  |  |  |  |  |  |  |  |  |  |
| 0.55 | 0.02 | 0.08 | 0.17 | 0.34 | 0.67 | -0.65 | -0.32 | -0.15 | -0.06 | -0.01 |
| 0.70 | 0.03 | 0.13 | 0.29 | 0.58 | 1.17 | -1.18 | -0.58 | -0.28 | -0.12 | -0.02 |
| 0.80 | 0.03 | 0.15 | 0.34 | 0.70 | 1.40 | -1.43 | -0.71 | -0.34 | -0.15 | -0.03 |
| 0.90 | 0.04 | 0.17 | 0.38 | 0.79 | 1.59 | -1.64 | -0.81 | -0.40 | -0.18 | -0.04 |
| 1.00 | 0.04 | 0.18 | 0.42 | 0.86 | 1.74 | -1.81 | -0.90 | -0.44 | -0.20 | -0.05 |
| 1.25 | 0.05 | 0.21 | 0.49 | 1.01 | 2.03 | -2.14 | -1.07 | -0.52 | -0.24 | -0.07 |

then (29) and (30) can also be derived directly by differentiating (14) with respect to $k_{m}$ and then plugging in $k_{m}=\Delta$ $-\varepsilon$ (Ref. 8).

With the distribution $W_{\gamma}^{z}\left(P_{x}, \mathbf{p}, \mathbf{k}\right)$ [(29) and (30)] the integrals (24) do not diverge, and the values of $\langle B\rangle^{z}\left(P_{x}, \mathbf{p}\right)$ and $\Delta B^{z}\left(P_{x}, \mathbf{p}\right)$ can be calculated directly. It is noteworthy that as the fine structure constant $\alpha \rightarrow 0$, all the values of (24) calculated with $W_{\gamma}^{z}\left(P_{x}, \omega, \mathbf{p}, x, \phi\right)[(29)$ and (30)] become equal to the values of $F(0)$ found by averaging $F(\omega)$ at $\omega$ $=0$. In fact, when $\alpha=0$, the value of $o$ in (30) also vanishes, and the normalization integral over $d \omega$ in the denominator in (24) diverges logarithmically at the lower limit $\omega \rightarrow 0$. Accordingly, if the numerator in (24) had a finite value, the entire expression (24) would vanish. Expanding the averaged function in $\omega, F(\omega) \approx F(0)+\omega F^{\prime}(0)+\ldots$, we see that all terms containing $\omega$ make finite contributions to the integral in the numerator in (24), while the term with $F(0)$ is exactly a multiple of the normalization integral in the denominator. This normalization integral cancels out, and each value of (24) simply reduces to $F(0)$. Thus, at $\alpha \rightarrow 0$, we would have

$$
\langle f(\omega)\rangle^{z} \rightarrow f(0) \equiv f_{0}, \quad\langle y(\omega)\rangle^{z} \rightarrow y(0) \equiv y_{0},
$$

$$
\begin{align*}
& \langle f(\omega) y(\omega)\rangle^{z} \rightarrow f(0) y(0) \equiv f_{0} y_{0},  \tag{31}\\
& \langle B\rangle^{z}=B_{0}
\end{align*}
$$

and all the uncertainties would vanish:

$$
\Delta f=\Delta(y f)=\Delta B=0
$$

Thus, according to its physical meaning, formula (25) would transform into (19) if $\alpha$ were to vanish, and we would obtain the result corresponding to the idealized case in which $\gamma$ rays do not enter into the calculation, as assumed in Ref. 3.

The results of the calculation of $\langle B\rangle^{z}$ and $\Delta B^{z}$ are presented in Tables I and II. Table III shows which value of $P_{x}$ corresponds to specific values of $y_{0}$ and $\varepsilon$. The first row in each table contains the values of $y_{0}(12)$, and the electron energies (in Mev) are given in the first column. Thus, each value of the parameters in the tables corresponds to a definite pair of values of $y_{0}$ and $\varepsilon$. In these results, $y_{0}$ varies from -0.8 to +0.8 , as in Ref. 3. Table I presents the values of

$$
\begin{equation*}
\frac{\langle B\rangle^{ \pm}-B_{0}}{B_{0}} \cdot 100, \tag{32}
\end{equation*}
$$

TABLE II. Same as in Table I, but for $\Delta B^{ \pm} /\langle B\rangle^{ \pm}$.

| $\varepsilon$,$\mathrm{MeV}$ | $y_{0}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.80 | -0.40 | -0.20 | -0.10 | -0.05 | 0.05 | 0.10 | 0.20 | 0.40 | 0.80 |
| $\Delta B^{+} /\langle B\rangle^{+}$ |  |  |  |  |  |  |  |  |  |  |
| 0.55 | 0.39 | 1.53 | 4.48 | 10.34 | 22.01 | 24.53 | 12.85 | 6.96 | 3.86 | 1.68 |
| 0.70 | 0.37 | 2.14 | 5.92 | 13.45 | 28.44 | 31.82 | 16.62 | 9.00 | 5.05 | 2.28 |
| 0.80 | 0.41 | 2.45 | 6.67 | 15.05 | 31.70 | 35.58 | 18.54 | 10.02 | 5.64 | 2.64 |
| 0.90 | 0.45 | 2.70 | 7.29 | 16.37 | 34.39 | 38.76 | 20.15 | 10.87 | 6.14 | 2.96 |
| 1.00 | 0.48 | 2.92 | 7.82 | 17.50 | 36.67 | 41.51 | 21.54 | 11.60 | 6.56 | 3.24 |
| 1.25 | 0.57 | 3.37 | 8.97 | 19.74 | 41.18 | 47.09 | 24.34 | 12.98 | 7.38 | 3.82 |
| $\Delta B^{-} /\langle B\rangle^{-}$ |  |  |  |  |  |  |  |  |  |  |
| 0.55 | 1.19 | 3.29 | 6.47 | 12.47 | 24.31 | 22.99 | 11.05 | 5.04 | 1.96 | 0.56 |
| 0.70 | 1.01 | 3.37 | 7.07 | 14.04 | 27.75 | 27.43 | 13.38 | 6.32 | 2.66 | 0.65 |
| 0.80 | 0.96 | 3.40 | 7.27 | 14.56 | 28.85 | 29.02 | 14.20 | 6.77 | 2.92 | 0.71 |
| 0.90 | 0.94 | 3.43 | 7.40 | 14.89 | 29.55 | 30.13 | 14.77 | 7.08 | 3.10 | 0.77 |
| 1.00 | 0.93 | 3.45 | 7.50 | 15.13 | 30.02 | 30.96 | 15.18 | 7.31 | 3.24 | 0.83 |
| 1.25 | 0.94 | 3.51 | 7.72 | 15.48 | 30.68 | 32.38 | 15.87 | 7.61 | 3.46 | 0.95 |

TABLE III. Same as in Table I, but for $P_{x}$ (in MeV).

| $\varepsilon$, MeV | $y_{0}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | -0.80 | -0.40 | $-0.20$ | -0.10 | -0.05 | 0.05 | 0.10 | 0.20 | 0.40 | 0.80 |
| 0.55 | $-0.39$ | -0.09 | 0.05 | 0.13 | 0.17 | 0.24 | 0.28 | 0.35 | 0.50 | 0.80 |
| 0.70 | 0.00 | 0.24 | 0.36 | 0.42 | 0.45 | 0.51 | 0.54 | 0.60 | 0.72 | 0.95 |
| 0.80 | 0.22 | 0.42 | 0.52 | 0.57 | 0.59 | 0.64 | 0.66 | 0.71 | 0.81 | 1.01 |
| 0.90 | 0.43 | 0.58 | 0.66 | 0.70 | 0.72 | 0.76 | 0.78 | 0.82 | 0.90 | 1.06 |
| 1.00 | 0.62 | 0.74 | 0.80 | 0.83 | 0.84 | 0.87 | 0.89 | 0.92 | 0.98 | 1.10 |
| 1.25 | 1.11 | 1.12 | 1.13 | 1.14 | 1.14 | 1.14 | 1.15 | 1.15 | 1.16 | 1.18 |

i.e., the deviations of $\langle B\rangle^{z}(25)$ from $B_{0}$ (19) in percent. For example, we conclude from Tables I and II that for $y_{0}=0.2$ and $\varepsilon=1 \mathrm{Mev}, B^{+}$exceeds $B_{0}$ by $0.69 \%$, while for the corresponding values of $\varepsilon$ and $P_{x}, B^{-}$is $0.44 \%$ less than $B_{0}$. The differences in Table I increase significantly with decreasing $\left|y_{0}\right|$. It becomes clear from these tables that the differences $\langle B\rangle^{ \pm}-B_{0}$ and $\langle B\rangle^{+}-\langle B\rangle^{-}$cannot be considered negligible so long as we are dealing with an accuracy of $1 \%$ or better in the determination of $B$. Thus, the results in Table I are enough convince us that there is no basis to assume that an accuracy of $\sim 0.4 \%$ is achieved in determining $B$ by processing the experimental data in Ref. 3, in which $\gamma$ rays are not taken into account.

To continue, the values of

$$
\begin{equation*}
\frac{\Delta B^{ \pm}}{\langle B\rangle^{ \pm}} \cdot 100, \tag{33}
\end{equation*}
$$

which represent the width $\Delta B^{z}$ (dispersion) of the possible distribution of values of $B$ about the expected (mean) value $\langle B\rangle^{z}$, are given in Table II. Of course, having only the observable $w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)(13)($ Ref. 3) at our disposal, we are not able to estimate the true value of $B$ to an accuracy better than $\Delta B^{z}\left(y_{0}, \varepsilon\right)$, as explained above. However, as can be seen from Table III, even the smallest uncertainties $\Delta B$ for $\left|y_{0}\right|$ $=0.8$ reach $\sim 1 \%$, and the values of $\Delta B$ rise very quickly with decreasing $\left|y_{0}\right|$, as do the values in Table I. From the data in the tables we conclude that the uncertainties in the estimation of $B$ due to the large dispersion $\Delta B^{ \pm}$are far more significant than those due to the difference between $\langle B\rangle^{+}$ and $\langle B\rangle^{-}$. Thus, it is unreasonable to determine the value of $B$ (8) in (6) by processing the experimental data in Ref. 3 for values of $\mathbf{p}$ and $P_{x}$ corresponding to small values of $\left|y_{0}\right|$.

Of course, there is nothing surprising in the fact that the quantities in Table I and especially in Table II increase very rapidly as $y_{0} \rightarrow 0$. The physical reason for such behavior of $\langle B\rangle$ and $\Delta B$ is perfectly clear. In fact, when $y_{0} \approx 0$, i.e., when $|\mathbf{p}| \approx P_{x}$, the presence of the term $x \omega$ in $y(\omega)(21)$ leads to significant values of the ratios $\left(y-y_{0}\right) / y_{0}$ and $(\Delta y f) /\langle y f\rangle$ for all $\omega$, no matter how small. In this case the presence of $\gamma$ rays completely alters the antineutrino kinematics in comparison to the kinematics that would be observed in the absence of electromagnetic interactions. The values of $\left(\langle B\rangle^{ \pm}\right.$ $\left.-B_{0}\right) / B_{0}$ and $\Delta B^{ \pm} /\langle B\rangle^{ \pm}$, in turn, increase significantly and can even become arbitrarily large as $\left|y_{0}\right| \rightarrow 0$. Of course, under these conditions we can say nothing definite about the expected (mean) values of these parameters.

This result leads us to a clear understanding that there is no significant physical basis to use the experimental data for small values of $\left|y_{0}\right| \sim 0.1$ to obtain a credible value of the asymmetry parameter $B$ of the antineutrino angular distribution. Having at our disposal only the probability of the $\beta$ decay of polarized neutrons for given values of $\mathbf{p}$ and $P_{x}$ without detecting the accompanying $\gamma$ rays, we are able to reconstruct the antineutrino angular distribution only to an approximation, on the average, and accordingly to estimate the value of $B$ based on the results in the tables to the same approximation. One can then conclude that the determination of $B$ becomes invalid and essentially devoid of any credibility when events corresponding to $\left|y_{0}\right| \leqslant 0.1$ are included in the analysis without assigning an appropriate weight to them. Processing the experimental data at other than these small values of $\left|y_{0}\right|$, we can claim to obtain a semiquantitative estimate of $B$ to an accuracy of roughly several percent. In the best case it can be assumed that an accuracy better than $1 \%$ can be achieved in reconstructing $B$ from the electron and proton momentum distributions in Ref. 3 by taking into account only events with $\left|y_{0}\right| \approx 0.8-1.0$.

## 6. CONCLUDING REMARKS

We thus have no basis for neglecting the emission of $\gamma$ rays in finding the value of $B$, or confirming the very high accuracy of $\approx 0.4 \%$ in the measurement of $B$ claimed in Ref. 3.

It should be clear and should be specially stressed that the uncertainties introduced by the undetected $\gamma$ rays in the process of obtaining $B$, i.e., the differences $\left|B^{+}-B^{-}\right|$and $\left|B^{ \pm}-B_{0}\right|$ and the dispersion $\Delta B^{z}$, cannot be eliminated or even diminished by improving the statistics in the experiment in Ref. 3 or by skillfully improving any of the existing experimental equipment. ${ }^{3}$ The values listed in the tables were obtained during our analysis, because the antineutrino kinematics can be reconstructed from the measurements of $\mathbf{p}$ and $P_{x}$ in Ref. 3 only in the mean, since the $\gamma$ rays were not detected. In any decay event the antineutrino kinematics could be uniquely reconstructed if the $\gamma$-ray momentum were detected along with the values of $\mathbf{p}$ and $P_{x}$. Accordingly, an experiment should be set up to detect triple coincidences in the decay of polarized neutrons, i.e., events in which $\omega$ and $x$ (21) of the accompanying $\gamma$ rays are detected simultaneously with $\mathbf{p}$ and $P_{x}$. There would then be a one-to-one correspondence between such an observed triple distribution and the
antineutrino angular distribution, in which the parameter $B$ of interest to us would appear. Despite the difficulty of carrying out such an experiment, there is no reason to doubt that it is feasible if it actually turns out to be necessary.

The conclusion to be drawn from our calculations (see Table I) is that the uncertainties in $B$ due to $\gamma$ rays could have been reduced to $\leqslant 1 \%$ if the value of $B$ had been extracted in Ref. 3 by processing experimental data only for $\left|y_{0}\right| \geqslant 0.8$. Thus, it might be reasonable to reprocess the data in Ref. 3 with consideration of this limitation, and to directly calculate the expected value $\langle B\rangle^{z}\left(\mathbf{p}, P_{x}\right)$ and its dispersion $\Delta B^{z}\left(\mathbf{p}, P_{x}\right)$ according to (23) from the corresponding measured values of $w_{\exp }^{z}\left(\mathbf{p}, P_{x}\right)$ (22) (Ref. 3).

We also recall that, as noted in Sec. 3 [see (14)-(16)], the experimental data obtained in Ref. 3 might be used directly to find the value of $g_{A}$ in (2). Of course, explicit, complete expressions for $\widetilde{C}\left(P_{x}, \mathbf{p}, g_{V}, g_{A}\right)$ and $C\left(P_{x}, \mathbf{p}, g_{V}, g_{A}\right)$ in (14) must be obtained. This can essentially be accomplished in exactly the same way that all the coefficients in (6) were previously obtained. ${ }^{8}$ Conversely, having the value of $g_{A}$ obtained in Ref. 2 at our disposal, we can substitute it into (14) to see whether the experimental data in Ref. 3 are thereby reconstructed. A discussion of the values of $g_{A}$ obtained from different experiments is given in Ref. 16.

In light of the foregoing (see Sec. 2) regarding the importance of establishing the values of both $B$ itself and of $g_{A}$ to the required high accuracy, it becomes perfectly clear that the investigations performed in Refs. 3 and 4 should be developed as vigorously as possible.
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#### Abstract

The changes in the action (and thus the vacuum conservation amplitudes) in the proper-time representation are found for an accelerated mirror interacting with scalar and spinor vacuum fields in $1+1$ space. They are shown to coincide to within a factor of $e^{2}$ with changes in the action of electric and scalar charges accelerated in $3+1$ space. This coincidence is attributed to the fact that the Bose and Fermi pairs emitted by a mirror have the same spins 1 and 0 as do the photons and scalar quanta emitted by charges. It is shown that the propagation of virtual pairs in $1+1$ space can be described by the causal Green's function $\Delta_{f}(z, \mu)$ of the wave equation for $3+1$ space. This is because the pairs can have any positive mass and their propagation function is represented by an integral of the causal propagation function of a massive particle in $1+1$ space over mass which coincides with $\Delta_{f}(z, \mu)$. In this integral the lower limit $\mu$ is chosen small, but nonzero, to eliminate the infrared divergence. It is shown that the real and imaginary parts of the change in the action are related by dispersion relations, in which a mass parameter serves as the dispersion variable. They are a consequence of the same relations for $\Delta_{f}(z, \mu)$. Therefore, the emergence of a real part in the change in the action is a direct consequence of causality, according to which $\operatorname{Re} \Delta_{f}(z, \mu) \neq 0$ only for timelike and lightlike intervals. © 1999 American Institute of Physics. [S1063-7761(99)00211-5]


## 1. INTRODUCTION

An intriguing symmetry between the creation of particle pairs by an accelerated mirror in $1+1$ space and the emission of single quanta by a charge accelerated as a mirror in $3+1$ space was discovered in Refs. $1-3$. This symmetry is confined to coincidence of the spectra of the Bose and Fermi pairs created by the mirror with the spectra of the photons and scalar quanta emitted by electric and scalar charges, if twice the frequencies $\omega$ and $\omega^{\prime}$ of the quanta in a pair created by the mirror are identified with the components $k_{ \pm}$ $=k^{0} \pm k^{1}$ of the 4-wave vector $k^{\alpha}$ of the quantum emitted by the charge:

$$
\begin{equation*}
2 \omega=k_{+}, \quad 2 \omega^{\prime}=k_{-} . \tag{1}
\end{equation*}
$$

It was shown in Ref. 3 that the Bogolyubov coefficients $\beta_{\omega^{\prime} \omega}^{B}$ and $\beta_{\omega^{\prime} \omega}^{F}$, which describe the spectra of Bose and Fermi radiation of a mirror, are related to the Fourier transforms of the 4 -current density $j_{\alpha}\left(k_{+}, k_{-}\right)$and the scalar charge density $\rho\left(k_{+}, k_{-}\right)$, which describe the spectra of photons and scalar quanta emitted by charges. ${ }^{1)}$

$$
\begin{align*}
& \beta_{\omega^{\prime} \omega}^{B *}=-\sqrt{\frac{k_{+}}{k_{-}}} \frac{j_{-}}{e}=\sqrt{\frac{k_{-}}{k_{+}}} \frac{j_{+}}{e},  \tag{2}\\
& \beta_{\omega^{\prime} \omega}^{F *}=\frac{1}{e} \rho\left(k_{+}, k_{-}\right) . \tag{3}
\end{align*}
$$

It was also shown that $\beta_{\omega^{\prime} \omega}^{*}$ is the source amplitude of a pair of particles which are only potentially emitted to the right and to the left with the frequencies $\omega$ and $\omega^{\prime}$. In other words, it is the virtual-pair creation amplitude. The pair becomes
real when one of its particles undergoes internal reflection with a frequency change and both particles move in the same direction, i.e., to the right in the case of a right-sided mirror and to the left in the case of a left-sided mirror. Therefore, for a right-sided mirror, for example, the emission amplitude $\left\langle\right.$ out $\left.\omega^{\prime \prime} \omega\right|$ in $\rangle$ of a real pair of particles with the frequencies $\omega$ and $\omega^{\prime \prime}$ is related to the virtual-pair creation amplitude $\beta_{\omega^{\prime} \omega}^{*}$ by

$$
\begin{equation*}
\left.\left.\left\langle\text { out } \omega^{\prime \prime} \omega\right| \text { in }\right\rangle=-\sum_{\omega^{\prime}}\left\langle\text { out } \omega^{\prime \prime}\right| \omega^{\prime} \text { in }\right\rangle \beta_{\omega^{\prime} \omega}^{*} \tag{4}
\end{equation*}
$$

where $\left\langle\right.$ out $\left.\omega^{\prime \prime}\right| \omega^{\prime}$ in $\rangle$ is the amplitude of single-particle scattering on the mirror. The energy and momentum of this real pair equal $\omega+\omega^{\prime \prime}$ and $\omega+\omega^{\prime \prime}$, i.e., the pair does not have mass, nor do its components.

A virtual pair is another matter. According to (1), the zeroth and first components of the 4-momentum $k^{\alpha}$ of a quantum emitted by a charge are equal to the energy and momentum of a virtual pair of massless particles created by a mirror:

$$
\begin{equation*}
k^{0}=\omega+\omega^{\prime}, \quad k^{1}=\omega-\omega^{\prime}, \tag{5}
\end{equation*}
$$

and form the timelike 2-momentum of the pair in $1+1$ space. Clearly, the quantity

$$
\begin{equation*}
m=\sqrt{k_{+} k_{-}}=2 \sqrt{\omega \omega^{\prime}}, \tag{6}
\end{equation*}
$$

being an invariant of Lorentz transformations along axis 1, is the mass of the virtual pair, and at the same time it equals the transverse momentum $k_{\perp}=\sqrt{k_{2}^{2}+k_{3}^{2}}$ of the massless real quantum emitted by the charge.

The fact that the source amplitude $\beta_{\omega^{\prime} \omega}^{B}$ of a virtual pair of bosons is specified by the current $j^{\alpha}\left(k_{+}, k_{-}\right)$, while the source amplitude $\beta_{\omega^{\prime} \omega}^{F}$ of a virtual pair of fermions is specified by the scalar $\rho\left(k_{+}, k_{-}\right)$, means that the spin of a boson pair equals 1 , while the spin of a fermion pair equals 0 . Thus, the coincidence between the emission spectra of a mirror in $1+1$ space and charges in $3+1$ space can be attributed to the coincidence between the angular momentum of a pair emitted by the mirror and the spin of a particle emitted by the charge. ${ }^{3}$

The relation (2) can be written in the manifestly invariant form

$$
\begin{equation*}
e \beta_{\omega^{\prime} \omega}^{B *}=\varepsilon_{\alpha \beta} k^{\alpha} j^{\beta} / \sqrt{k_{+} k_{-}} \tag{7}
\end{equation*}
$$

and, more specifically, in the form of the scalar product of the 2 -vector current $j^{\beta}$ and the 2-pseudovector polarization $a_{\beta}$ of a Bose pair

$$
\begin{equation*}
a_{\beta}=\frac{\varepsilon_{\alpha \beta} k^{\alpha}}{\sqrt{k_{+} k_{-}}}, \quad a_{0}=-\frac{k^{1}}{\sqrt{k_{+} k_{-}}}, \quad a_{1}=\frac{k^{0}}{\sqrt{k_{+} k_{-}}} . \tag{8}
\end{equation*}
$$

The spacelike pseudovector $a_{\beta}$ is constructed from the zeroth and first components of the 4 -momentum $k^{\alpha}$ of the quantum emitted by the mirror. It is orthogonal to the 2-momentum of the pair, has length 1 , and can be represented in the comoving frame of the pair by just a spatial component, like the current vector $j^{\alpha}$.

In this paper we find the vacuum conservation amplitude for acceleration of a mirror, which is defined by the change $\Delta W$ in the self-interaction of the mirror due to its acceleration. In essence, the problem here is finding $\operatorname{Re} \Delta W$ from the previously found quantity $\operatorname{Im} \Delta W$, twice the value of which coincides in a certain approximation (see below) with the mean number of real pairs formed by the mirror. Three different methods are used for this purpose.

The first (and principal) method is considered in Sec. 2, and involves transforming the original space-time representation for the mean number of pairs into an proper-time representation, whose kernel turns out to be the relativistically invariant singular even solution $(1 / 2) D^{1}(z)$ of the wave equation in $3+1$ space. Then, the function $D^{1}(z)$ in the expression obtained for the number of pairs is replaced by the even solution $\Delta^{1}(z, \mu)$ of the Klein-Gordon equation in order to invariantly and symmetrically eliminate the infrared divergence in the integral for the number of pairs using the small mass parameter $\mu$ instead of the large trajectory-length parameter $L$ used in the original expression. The parameters $\mu, L^{-1} \ll \kappa$, if $\kappa$ is the characteristic acceleration on the trajectory. Finally, by treating the function $(1 / 2) \Delta^{1}(z, \mu)$ as the imaginary part of the kernel defining $\Delta W$, we can reconstruct a relativistically invariant kernel which is even in $z$ and coincides with the causal Green's function $\Delta_{f}(z, \mu)$ specific to $3+1$ space by finding the analytic continuation with respect to $z^{2}$. The resultant changes in the action of a mirror and a charge differ only by a factor of $e^{2}$, and the interactions are described by the same causal propagation function. Thus, the difference in dimensionality between the spaces is
compensated by the difference in the mechanism of interaction transfer: it is mediated by pairs in $1+1$ space and by individual particles in $3+1$ space.

Section 3 presents a direct calculation of the changes $\Delta W_{f}^{B, F}$ in the self-interaction for a concrete, but fairly general mirror trajectory. The invariant functions of the relative velocity of the trajectory ends obtained for $\Delta W_{f}^{B, F}$ are consistent with the results of Sec. 2.

In Sec. $4 \operatorname{Re} \Delta W_{f}$ is reconstructed from $\operatorname{Im} \Delta W_{f}$ using dispersion relations, in which $\mu$ appears as the dispersion variable. It is shown that the dispersion relations for $\Delta W_{f}$ are a consequence of the same relations for $\Delta_{f}(z, \mu)$ with a timelike $z$ as the variable. As a consequence of causality only for such $z$, the values of $\operatorname{Re} \Delta_{f}$ and $\operatorname{Re} \Delta W_{f}$ are nonzero and are related to $\operatorname{Im} \Delta_{f}$ and $\operatorname{Im} \Delta W_{f}$, respectively, by the dispersion relations.

The fifth section examines other analytic continuations of $i \Delta^{1} / 2$ onto the real $z^{2}$ axis that lead to kernels for $\Delta W$ whose real parts are not even in $z$.

A physical interpretation of the results is presented in the sixth, concluding section. The emergence of a causal propagation function characteristic of four-dimensional space-time in two-dimensional space-time can be attributed to mediation of the interaction by pairs of differing mass.

## 2. PROPER-TIME REPRESENTATION OF THE CHANGE IN THE ACTION

The following representations were obtained in Ref. 2 for the mean numbers of radiated Bose and Fermi particles:

$$
\begin{align*}
& N^{B, F}=\frac{1}{4 \pi^{2}} \int_{-\infty}^{\infty} d u K^{B, F}(u),  \tag{9}\\
& K^{B}(u)=\int_{-\infty}^{\infty} \frac{d \mathrm{v}}{\mathrm{v}-f(u)}\left[\frac{1}{g(\mathrm{v})-u}-\frac{f^{\prime}(u)}{\mathrm{v}-f(u)}\right]  \tag{10}\\
& K^{F}(u)=-\sqrt{f^{\prime}(u)} \int_{-\infty}^{\infty} \frac{d \mathrm{v}}{\mathrm{v}-f(u)}\left[\frac{\sqrt{g^{\prime}(\mathrm{v})}}{g(\mathrm{v})-u}-\frac{\sqrt{f^{\prime}(u)}}{\mathrm{v}-f(u)}\right] . \tag{11}
\end{align*}
$$

It follows from these representations for trajectories with the asymptotically constant velocities $\beta_{1}$ and $\beta_{2}$ at the ends and a nonzero Lorentz-invariant relative velocity

$$
\begin{equation*}
\beta_{21}=\frac{\beta_{2}-\beta_{1}}{1-\beta_{2} \beta_{1}}, \quad \theta=\tanh ^{-1} \beta_{21} \tag{12}
\end{equation*}
$$

that the mean number of massless quanta emitted is infinite (there is infrared divergence). In fact, in this case it follows from formulas (10) and (11) for $u \rightarrow \pm \infty$ (more precisely, for $|u| \gg \kappa^{-1}$, i.e., outside the region where the mirror experiences the characteristic acceleration $\kappa$ ) that the functions $K^{B, F}(u)$ exhibit universal behavior, which depends only on $\beta_{21}$ :

$$
\begin{align*}
& K^{B}(u) \approx \pm \frac{1}{u}\left(\frac{\theta e^{\mp \theta}}{\sinh \theta}-1\right)= \pm \frac{1}{u}\left(\frac{\theta}{\tanh \theta}-1\right)-\frac{\theta}{u},  \tag{13}\\
& K^{F}(u) \approx \pm \frac{1}{u}\left(1-\frac{\theta}{\sinh \theta}\right) . \tag{14}
\end{align*}
$$

The coefficients of $u^{-1}$ are relativistically invariant on the portions of the trajectories with asymptotically constant velocities. As a result, the mean number of quanta emitted on a portion of the trajectory covering the acceleration region grows logarithmically as the length $2 L$ of that portion is increased:

$$
\begin{align*}
& N^{B}=\frac{1}{2 \pi^{2}}\left(\frac{\theta}{\tanh \theta}-1\right) \ln (L \kappa)+2 b^{B}(\theta),  \tag{15}\\
& N^{F}=\frac{1}{2 \pi^{2}}\left(1-\frac{\theta}{\sinh \theta}\right) \ln (L \kappa)+2 b^{F}(\theta), \quad L \kappa \gtrdot 1 . \tag{16}
\end{align*}
$$

Let us focus our attention on the fact that the odd (with respect to both $u$ and $\theta$ ) term in the asymptote of $K^{B}(u)$ does not contribute to the integral defining $N B$. The terms $2 b^{B, F}$ do not depend on $L$ if $L \kappa \gtrdot 1$, but they can depend on the specific form of the trajectories.

We note that there are representations for $N^{B, F}$ which differ from (9)-(11) by mirror symmetry, i.e., by the replacements $u \rightleftarrows \mathrm{~V}$ and $f(u) \rightleftarrows g(\mathrm{v})$. The integrands $K^{B, F}(\mathrm{v})$ defining them differ from $K^{B, F}(u)$, but are denoted below by the same letter, since they are values of the same functional taken for a mirror-symmetrical pair of trajectories: $K(u)$ $\equiv K[u ; g]$ and $K(\mathrm{v}) \equiv K[\mathrm{v} ; f]$. As $\mathrm{v} \rightarrow \pm \infty, K^{B, F}(\mathrm{v})$ have asymptotes which differ from (13) and (14) by the replacements $u \rightarrow \mathrm{~V}$ and $\theta \rightarrow-\theta$.

The vacuum conservation amplitude of an accelerated mirror is specified by the change in the action $\Delta W=\left.W\right|_{0} ^{F}$ (i.e., the difference between the actions for the accelerated and unaccelerated mirror) and has the form $\exp (i \Delta W)$, where $2 \operatorname{Im} \Delta W=N$, if the interference effects in the creation of two or more pairs are neglected. Here we consider a particle and an antiparticle to be nonidentical; otherwise, in the same approximation $2 \operatorname{Im} \Delta W=(1 / 2) N$ (see Ref. 3).

Now the main task is to find $\operatorname{Re} \Delta W$. For this purpose, we obtain a suitable representation for $\operatorname{Im} \Delta W$ and utilize relativistic invariance and causality arguments.

Let us consider the space-time representation for $N$ which was the direct 'parent'" of the representation (9)-(11) [see Ref. 2]. In this representation

$$
\begin{align*}
& N^{B}=\left.\int_{-\infty}^{\infty} \int_{-\infty} d u d \mathrm{v} S(u, \mathrm{v})\right|_{0} ^{F} \\
& S(u, \mathrm{v})=\frac{1}{8 \pi^{2}}\left[\frac{1}{(\mathrm{v}-f(u)-i \varepsilon)(g(\mathrm{v})-u-i \delta)}+\mathrm{c} . \mathrm{c} .\right. \tag{17}
\end{align*} .
$$

We go over from the independent characteristic variables $u$ and $\vee$ to the moments in proper time $\tau$ and $\tau^{\prime}$ of two points on the world trajectory of the mirror $x^{\alpha}(\tau)$ :

$$
\begin{align*}
& u=x^{0}(\tau)-x^{1}(\tau)=x_{-}(\tau), \\
& \mathrm{v}=x^{0}\left(\tau^{\prime}\right)+x^{1}\left(\tau^{\prime}\right)=x_{+}\left(\tau^{\prime}\right) \tag{18}
\end{align*}
$$

Then

$$
\begin{align*}
& f(u)=x^{0}(\tau)+x^{1}(\tau)=x_{+}(\tau) \\
& g(\mathrm{v})=x^{0}\left(\tau^{\prime}\right)-x^{1}\left(\tau^{\prime}\right)=x_{-}\left(\tau^{\prime}\right) \tag{19}
\end{align*}
$$

and $S(u, \mathrm{v})$ becomes a relativistically invariant function of the two-dimensional vector $z^{\alpha}=x^{\alpha}(\tau)-x^{\alpha}\left(\tau^{\prime}\right) \equiv\left(x-x^{\prime}\right)^{\alpha}$ joining the points $x^{\alpha}=x^{\alpha}(\tau)$ and $x^{\prime \alpha}=x^{\alpha}\left(\tau^{\prime}\right)$ on the mirror trajectory:

$$
\begin{align*}
S(z) & =\frac{1}{8 \pi^{2}}\left[\frac{1}{\left(x_{+}^{\prime}-x_{+}-i \varepsilon\right)\left(x_{-}^{\prime}-x_{-}-i \delta\right)}+\text { c.c. }\right] \\
& =\frac{1}{8 \pi^{2}}\left[\frac{1}{z_{+} z_{-}+i \varepsilon \operatorname{sgn} z^{0}}+\text { c.c. }\right] \\
& =\frac{1}{8 \pi^{2}}\left[\frac{1}{-z^{2}+i \varepsilon \operatorname{sgn} z^{0}}+\text { c.c. }\right]=-P \frac{1}{4 \pi^{2} z^{2}} . \tag{20}
\end{align*}
$$

The individual terms in (20) and their sum are well-known relativistically invariant singular functions in quantum electrodynamics (we use Thirring's notation, ${ }^{4}$ but our $D^{1}$ and $\Delta^{1}$ lack the factor $i$ ):

$$
\begin{align*}
D^{ \pm}(z) & =\frac{ \pm i}{4 \pi^{2}\left(z^{2} \pm i \varepsilon \operatorname{sgn} z^{0}\right)} \\
& =\frac{1}{4 \pi^{2}}\left[\pi \varepsilon\left(z^{0}\right) \delta\left(z^{2}\right) \pm \frac{i}{z^{2}}\right]  \tag{21}\\
D^{1}(z) & =\frac{1}{2 \pi^{2} z^{2}}
\end{align*}
$$

so that

$$
\begin{equation*}
S(z)=-\frac{i}{2}\left[D^{-}(z)-D^{+}(z)\right]=-\frac{1}{2} D^{1}(z) \tag{22}
\end{equation*}
$$

We stress that these functions are singular solutions of the wave equation in $3+1$ space, if $z^{\alpha}$ is construed to be a four-dimensional, rather than a two-dimensional, vector. Here the presence of these functions, which depend on the 2 -vector $z^{\alpha}$, is the result of a deep symmetry between the creation of a pair by a mirror in $1+1$ space and the emission of single quanta by a charge in $3+1$ space.

$$
\begin{align*}
& \text { Using } \\
& \qquad \begin{aligned}
d u d \mathrm{v}= & d \tau d \tau^{\prime} \dot{x}_{-} \dot{x}_{+}^{\prime}=d \tau d \tau^{\prime}\left[\frac{1}{2}\left(\dot{x}_{-} \dot{x}_{+}^{\prime}+\dot{x}_{+} \dot{x}_{-}^{\prime}\right)\right. \\
& \left.+\frac{1}{2}\left(\dot{x}_{-} \dot{x}_{+}^{\prime}-\dot{x}_{+} \dot{x}_{-}^{\prime}\right)\right] \\
= & d \tau d \tau^{\prime}\left(-\dot{x}_{\alpha} \dot{x}^{\prime \alpha}+\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta}\right)
\end{aligned}
\end{align*}
$$

in the form of a sum of terms which are even and odd with respect to the interchange $\tau \rightleftarrows \tau^{\prime}$ (a dot denotes differentiation with respect to the proper time), we obtain

$$
\begin{equation*}
N^{B}=\left.\int_{-\infty}^{\infty} \int_{-\infty} d \tau d \tau^{\prime}\left(\dot{x}_{\alpha} \dot{x}^{\prime \alpha}-\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta}\right) \frac{1}{2} D^{1}(z)\right|_{0} ^{F} . \tag{24}
\end{equation*}
$$

It is natural to use a manifestly relativistic method that preserves the symmetry under the interchange $\tau \rightleftarrows \tau^{\prime}$ to eliminate the infrared divergence in (24). It consists of replacing $D^{1}(z)$ by $\Delta^{1}(z, \mu)$, which is also even in $z$ and has the small mass parameter $\mu \ll \kappa$, where $\kappa$ is the characteristic acceleration of the mirror.

This function

$$
\begin{align*}
\frac{1}{2} \Delta^{1}(z, \mu) & =\frac{\mu}{8 \pi s} N_{1}(\mu s) \\
& =-\frac{1}{4 \pi^{2} s^{2}}-\frac{\mu}{4 \pi^{2} s} J_{1}(\mu s) \ln \frac{2}{\mu s}+R \tag{25}
\end{align*}
$$

(where $J_{1}$ and $N_{1}$ are Bessel and Neumann functions, and $R$ is a regular function of $s$ ) is a singular solution of the wave equation in $3+1$ space, which depends only on the interval $s=\sqrt{-z^{2}}$ between the two points and preserves all the features with respect to $s$ at $s=0$. It is called the Hadamard elementary function or the fundamental solution. ${ }^{5}$ The coefficient of the logarithm, which is called the Riemann function, ${ }^{5}$ is a regular function of $s$, which satisfies the same equation as $\Delta^{1}$. Just these two functions define the imaginary and real parts of the change in the action.

Thus,

$$
\begin{equation*}
N^{B}=\left.\int_{-\infty}^{\infty} \int_{-\infty} d \tau d \tau^{\prime}\left(\dot{x}_{\alpha} \dot{x}^{\prime \alpha}-\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta}\right) \frac{1}{2} \Delta^{1}(z, \mu)\right|_{0} ^{F} . \tag{26}
\end{equation*}
$$

In the expressions for $N^{B}$ the odd term is insignificant, since $D^{1}(z)$ and $\Delta^{1}(z, \mu)$ are even under the replacement $z$ $\rightarrow-z$.

Now regarding $N$ as the imaginary part of twice the action, we naturally consider $(1 / 2) \Delta^{1}(z, \mu)$ to be the imaginary part of some function $F\left(z^{2}\right)$, which is taken on the real $z^{2}$ axis and which is analytic in the $z^{2}$ complex plane with a cut along the $z^{2} \leqslant 0$ semiaxis, where Lorentz invariance allows it to still depend on the sign of $z^{0}$, and coincides with $(i / 2) \Delta^{1}(z, \mu)$ at $z^{2}>0$. Then the transition from $i N^{B}$ to $2 W$ is equivalent to the analytic continuation of $F\left(z^{2}\right)$ onto the real semiaxis $z^{2} \leqslant 0$. It is generally known ${ }^{6}$ that the boundary value of such a function, which does not depend on the sign of $z^{0}$, and is therefore even, is the limit from above $(\varepsilon \rightarrow$ +0 ), which is called a causal function:

$$
\begin{align*}
\Delta_{f}(z, \mu)=F\left(z^{2}+i \varepsilon\right)= & \frac{\mu}{4 \pi^{2} s} K_{1}(i \mu s) \\
= & \frac{1}{4 \pi} \delta\left(s^{2}\right)-\frac{\mu}{8 \pi s} \\
& \times\left[J_{1}(\mu s)-i N_{1}(\mu s)\right] \tag{27}
\end{align*}
$$

Here $K_{1}$ is the modified Bessel function of the second kind, and $s=\sqrt{-z^{2}-i \varepsilon}$. The latter equality was written for $z^{2}$ $\leqslant 0$, where $s \geqslant 0$ and $\Delta_{f}$ has a real part, which coincides with the Riemann function multiplied by $\pi / 2$. If $z^{2}>0$, then $s=-i \sqrt{z^{2}}, \Delta_{f}$ is purely imaginary, and its imaginary part is positive.

Thus, for $\Delta W_{f}^{B}$ we obtain

$$
\begin{equation*}
\Delta W_{f}^{B}=\left.\frac{1}{2} \iint d \tau d \tau^{\prime} \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right) \Delta_{f}(z, \mu)\right|_{0} ^{F} \tag{28}
\end{equation*}
$$

As shown in Ref. 2, the space-time representation for $N^{F}$ differs from the representation (17) for $N^{B}$ by the additional
factor $-\sqrt{f^{\prime}(u) g^{\prime}(\mathrm{v})}$ under the integral. Therefore, after the replacement of variables (18), instead of (23) we have

$$
\begin{equation*}
-d u d \mathbf{\vee} \sqrt{f^{\prime}(u) g^{\prime}(\mathrm{v})}=-d \tau d \tau^{\prime} \tag{29}
\end{equation*}
$$

Then

$$
\begin{equation*}
N^{F}=\left.\frac{1}{2} \iint d \tau d \tau^{\prime} \Delta^{1}(z, \mu)\right|_{0} ^{F} \tag{30}
\end{equation*}
$$

and the change in the action is

$$
\begin{equation*}
\Delta W_{f}^{F}=\left.\frac{1}{2} \iint d \tau d \tau^{\prime} \Delta_{f}(z, \mu)\right|_{0} ^{F} \tag{31}
\end{equation*}
$$

The proper-time representations obtained for $\Delta W_{f}^{B, F}$ differ from the changes $\Delta W_{1}$ and $\Delta W_{0}$ in the self-interactions of electric and scalar charges moving along the same trajectories as the mirror, but in $3+1$ space, only by the absence of the factor $e^{2}$.

As $\mu \rightarrow 0$, the coefficients of $\ln \mu^{-1}$ in the imaginary parts of the proper-time integrals (28) and (31) should coincide with the coefficients of $\ln L$ in the corresponding expressions for $N^{B}$ and $N^{F}$ [see (15) and (16)], since these coefficients cannot depend on the method used to eliminate the infrared divergence in the different representations for $N^{B}$ and for $N^{F}$.

Since for an interval between two points on the timelike trajectory

$$
\begin{equation*}
\operatorname{Re} \Delta_{f}(z, \mu)=-\frac{\mu}{8 \pi s} J_{1}(\mu s) \tag{32}
\end{equation*}
$$

which differs from the coefficient of the logarithm in $\operatorname{Im} \Delta_{f}$ only by the factor $\pi / 2$ [see (27) and (25)], $\operatorname{Re} \Delta W_{f}$ also differs by the same factor from the coefficient of $\ln \mu^{-1}$ in $\operatorname{Im} \Delta W_{f}$. Thus, to within terms which vanish at $\mu \rightarrow 0$, we have

$$
\begin{align*}
& \Delta W_{f}=\pi a(\theta)+i\left[a(\theta) \ln \frac{\kappa^{2}}{\mu^{2}}+b(\theta)\right],  \tag{33}\\
& a^{B}(\theta)=\frac{1}{8 \pi^{2}}\left(\frac{\theta}{\tanh \theta}-1\right), \\
& a^{F}(\theta)=\frac{1}{8 \pi^{2}}\left(1-\frac{\theta}{\sinh \theta}\right), \tag{34}
\end{align*}
$$

The function $b(\theta)$ can depend on other dimensionless parameters, for example, the velocity changes on portions of the trajectory containing other extreme values of the selfacceleration.

It is significant that $\operatorname{Re} \Delta W_{f}=\pi a$ has a finite positive limit at $\mu \rightarrow 0$, which is positive for $\theta \neq 0$.

To conclude this section we recall that $\operatorname{Re} \Delta W_{f}$ is the acceleration-induced self-energy shift of the source integrated over the proper time and that $2 \operatorname{Im} \Delta W_{f}$ is the mean number of pairs emitted (or particles emitted in the case of nonidentity to the antiparticles). More precisely, $\exp \left(-2 \operatorname{Im} \Delta W_{f}\right)$ is the probability of the noncreation of pairs during all the time of acceleration.

## 3. CHANGE IN THE ACTION IN THE CASE OF QUASIHYPERBOLIC MIRROR MOTION

It would be interesting to directly calculate $\Delta W_{f}^{B, F}$ for the special, but very important mirror trajectory

$$
\begin{equation*}
x=\xi(t)=\mathrm{V}_{\infty} \sqrt{\frac{\mathrm{v}_{\infty}^{2}}{\kappa^{2}}+t^{2}}, \tag{35}
\end{equation*}
$$

which can be called quasihyperbolic. Here $\pm \mathrm{V}_{\infty}$ are the velocities of the mirror at $t \rightarrow \pm \infty$, and $\kappa$ is its acceleration at the turning point $(t=0)$. This motion is remarkable in that as $\mathrm{V}_{\infty} \rightarrow 1$, it becomes increasingly close to uniformly accelerated (hyperbolic) motion over the increasingly longer time interval

$$
|t| \leqq t_{1}=\frac{\mathrm{V}_{\infty}}{\kappa}\left(1-\mathrm{v}_{\infty}^{2}\right)^{-1 / 2}
$$

smoothly going over to uniform motion outside this interval. This can be seen from the expression for the magnitude of the acceleration in the comoving frame

$$
a=\kappa\left(1+\frac{t^{2}}{t_{1}^{2}}\right)^{-3 / 2} .
$$

The spectrum and total radiated energy were found for an electric charge moving along the trajectory (35) in Ref. 7.

To calculate $\Delta W^{B}$, in (28) instead of $t$ we use the variable $u$, which is defined by the formula

$$
t=\frac{\mathrm{V}_{\infty}}{\kappa} \sinh u .
$$

Then

$$
\begin{aligned}
& d \tau d \tau^{\prime} \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)=-d x d y \frac{\mathrm{v}_{\infty}^{2}}{\kappa^{2}}\left(\frac{1+\mathrm{v}_{\infty}^{2}}{2} \cosh x\right. \\
&\left.+\frac{1-\mathrm{v}_{\infty}^{2}}{2} \cosh 2 y\right), \\
&\left(x-x^{\prime}\right)^{2}=-2 \frac{\mathrm{v}_{\infty}^{2}}{\kappa^{2}}(\cosh x-1)\left[\mathrm{v}_{\infty}^{2}+\left(1-\mathrm{v}_{\infty}^{2}\right) \cosh ^{2} y\right], \\
& x=u-u^{\prime}, \quad y=\frac{u+u^{\prime}}{2},
\end{aligned}
$$

and $\Delta W^{B}$ can be expressed in terms of an integral of modified Bessel functions

$$
\begin{align*}
\Delta W^{B}= & -\frac{1}{32 \pi^{2}} \int_{0}^{\infty} \frac{d \xi}{\xi^{2}} e^{-i \mu^{2} \xi} \int_{-\infty}^{\infty} d y \frac{\mathrm{v}_{\infty}^{2}}{\kappa^{2}} e^{i z}\left[\left(1+\mathrm{v}_{\infty}^{2}\right)\right. \\
& \left.\times K_{1}(i z)+\left(1-\mathrm{v}_{\infty}^{2}\right) K_{0}(i z) \cosh 2 y\right]_{0}^{F} \tag{37}
\end{align*}
$$

if we use the representation

$$
\begin{equation*}
\Delta_{f}\left(x-x^{\prime}, \mu\right)=\frac{1}{16 \pi^{2}} \int_{0}^{\infty} \frac{d \xi}{\xi^{2}} \exp \left[i \frac{\left(x-x^{\prime}\right)^{2}}{4 \xi}-i \mu^{2} \xi\right] \tag{38}
\end{equation*}
$$

for the causal function and introduce the notation

$$
\begin{equation*}
z=\frac{\mathrm{v}_{\infty}^{2}}{2 \kappa^{2} \xi}\left[\mathrm{v}_{\infty}^{2}+\left(1-\mathrm{v}_{\infty}^{2}\right) \cosh ^{2} y\right] \tag{39}
\end{equation*}
$$

Now switching from the integration variable $\xi$ to $z$ in (37), we obtain

$$
\begin{align*}
\Delta W^{B}= & -\frac{1}{8 \pi^{2}} \int_{-\infty}^{\infty} d y\left\{\frac { 1 + \mathrm { v } _ { \infty } ^ { 2 } } { 2 Q } \left[S_{1}(\Lambda)\right.\right. \\
& \left.\left.+S_{0}(\Lambda)\right]-S_{0}(\Lambda)\right\} \tag{40}
\end{align*}
$$

where

$$
\begin{align*}
& \Lambda=\lambda \mathrm{v}_{\infty}^{2} Q, \quad \lambda=\frac{\mu^{2}}{\kappa^{2}}, \quad Q=\mathrm{v}_{\infty}^{2}+\left(1-\mathrm{v}_{\infty}^{2}\right) \cosh ^{2} y,  \tag{41}\\
& S_{n}(\Lambda)=(-1)^{n+1} \int_{0}^{\infty} d z e^{-i \Lambda / 2 z}\left[e^{i z} K_{n}(i z)-\sqrt{\frac{\pi}{2 i z}}\right] \tag{42}
\end{align*}
$$

The subtraction $\left.\right|_{0} ^{F}$ in (40) reduced to subtraction of the asymptote $(\pi / 2 i z)^{1 / 2}$ of the integrand in (42) for $S_{n}(\Lambda)$. As shown in Refs. 8 and 9, the functions $S_{n}(\Lambda)$ can be expressed in terms of the product of the modified Bessel functions $I_{n}(\sqrt{\Lambda})$ and $K_{n}(\sqrt{\Lambda})$. We also turn attention to the more compact expressions for the derivatives

$$
\begin{align*}
& S_{n}^{\prime}(\Lambda)=(-1)^{n} \pi\left[I_{n}(x) K_{n}(x)-\frac{1}{2 x}\right]+i K_{n}^{2}(x) \\
& x=\sqrt{\Lambda} \tag{43}
\end{align*}
$$

It can be seen from formulas (40)-(42) that $\Delta W^{B}$ depends on two dimensionless parameters, namely $\lambda$ and $\mathrm{V}_{\infty}$ $=\tanh (\theta / 2)$.

To calculate the asymptote of the integral (40) at $\lambda \rightarrow 0$ we note that the values $\Lambda \rightarrow 0$ will be effective in the first term in this case, and therefore

$$
\begin{equation*}
S_{1}(\Lambda)+S_{0}(\Lambda) \approx-\pi-i \ln \frac{4}{\gamma^{2} \Lambda}, \quad \gamma=1.781 \ldots \tag{44}
\end{equation*}
$$

and that in the second term the integral can be reduced to the expression

$$
\begin{align*}
\int_{-\infty}^{\infty} d y S_{0}(\Lambda) \approx & -\int_{0}^{\infty} d \Lambda S_{0}^{\prime}(\Lambda) \ln \Lambda \\
& +S_{0}(0) \ln \frac{4}{\lambda \mathrm{v}_{\infty}^{2}\left(1-\mathrm{v}_{\infty}^{2}\right)} \\
= & -\pi-i\left[\ln \frac{16}{\gamma^{2} \mathrm{v}_{\infty}^{2}\left(1-\mathrm{v}_{\infty}^{2}\right) \lambda}-2\right] \tag{45}
\end{align*}
$$

As a result, to within terms that vanish at $\lambda \rightarrow 0$ we obtain

$$
\begin{align*}
\Delta W^{B} \approx & \frac{1}{8 \pi^{2}}\left\{\pi\left(\frac{\theta}{\tanh \theta}-2\right)+i\left[\left(\frac{\theta}{\tanh \theta}-1\right)\right.\right. \\
& \times \ln \left[\frac{8(\cosh \theta+1)^{2}}{\gamma^{2} \lambda(\cosh \theta-1)}\right]+2 \\
& \left.\left.-\frac{L_{2}\left(1-e^{-2 \theta}\right)+\theta^{2}}{\tanh \theta}\right]\right\} . \tag{46}
\end{align*}
$$

Here $\theta=\tanh ^{-1} \beta_{21}=2 \tanh ^{-1} \mathrm{~V}_{\infty}$, and $L_{2}(x)$ is the Euler dilogarithm. ${ }^{10,11}$

For a quasiuniformly accelerated mirror interacting with a spinor field, instead of (40) we obtain

$$
\begin{align*}
\Delta W^{F}= & \frac{1}{8 \pi^{2}} \int_{-\infty}^{\infty} d y\left\{\int_{0}^{\infty} d z\right. \\
& \left.\times \exp \left(-\frac{i \Lambda}{2 z}+i z\right) R(i z)-S_{0}(\Lambda)\right\} \tag{47}
\end{align*}
$$

where

$$
\begin{align*}
& R(i z)=\int_{0}^{\infty} d x\left(\sqrt{\frac{(\cosh x+c)^{2}-s^{2}}{(1+c)^{2}-s^{2}}}-1\right) \\
& \quad \times \exp (-i z \cosh x),  \tag{48}\\
& c=\cosh \theta \cosh 2 y, \quad s=\sinh \theta \sinh 2 y, \\
& \theta=2 \tanh ^{-1} \mathrm{~V}_{\infty}
\end{align*}
$$

and the remaining notation is the same as in (40). It is seen that $\Delta W^{F}$ depends on the two dimensionless parameters $\lambda$ and $\theta$.

When $\lambda \rightarrow 0$, the expression in the large parentheses in (48) can be replaced by

$$
\frac{\cosh x-1}{\sqrt{(1+c)^{2}-s^{2}}} .
$$

This approximation holds for $\cosh x \gg 1$ and has the correct (zero) value at $x=0$. Then

$$
\begin{align*}
\Delta W^{F} \approx & \frac{1}{8 \pi^{2}} \int_{-\infty}^{\infty} d y\left\{\frac { 1 } { \sqrt { ( 1 + c ) ^ { 2 } - s ^ { 2 } } } \left[S_{1}(\Lambda)\right.\right. \\
& \left.\left.+S_{0}(\Lambda)\right]-S_{0}(\Lambda)\right\}, \tag{49}
\end{align*}
$$

and using (44) and (45), we obtain

$$
\begin{align*}
\Delta W^{F} \approx & \frac{1}{8 \pi^{2}}\left\{\pi\left(1-\frac{\theta}{\sinh \theta}\right)+i\left[\left(1-\frac{\theta}{\sinh \theta}\right)\right.\right. \\
& \times \ln \left[\frac{8(\cosh \theta+1)^{2}}{\gamma^{2} \lambda(\cosh \theta-1)}\right]-2 \\
& \left.\left.+\frac{L_{2}\left(1-e^{-2 \theta}\right)+\theta^{2}}{\sinh \theta}\right]\right\} \tag{50}
\end{align*}
$$

to within terms that vanish at $\lambda \rightarrow 0$.
The formulas obtained for $\Delta W^{B, F}$ not only have the structure (33), but also contain explicit expressions for $b^{B, F}(\theta)$. It can also be seen that $\Delta W^{B, F}$ do not depend on the sign of $\theta$ or $\beta_{21}$, if we take into account that $L_{2}\left(1-e^{-2 \theta}\right)$ $+\theta^{2}$ is an odd function of $\theta$ [see Landen's formula (1.12) in Ref. 11]. We note in this connection that for small values of $\theta$

$$
\begin{equation*}
L_{2}\left(1-e^{-2 \theta}\right)+\theta^{2}=2 \theta+\frac{2}{9} \theta^{3}-\frac{2}{225} \theta^{5}+\ldots \tag{51}
\end{equation*}
$$

and that as $\theta \rightarrow \pm \infty$, to within exponentially small terms we have

$$
\begin{equation*}
L_{2}\left(1-e^{-2 \theta}\right)+\theta^{2}= \pm\left(\theta^{2}+\frac{\pi^{2}}{6}\right)+\ldots \tag{52}
\end{equation*}
$$

The imaginary and real parts of $\Delta W^{B, F}$ in (46) and (50) are positive owing to unitarity and causality. When $\theta=0$, $\Delta W$ vanishes, since the quasihyperbolic trajectory becomes a straight line.

The point $\theta=\infty$ for $\Delta W_{f}^{B, F}(\theta, \lambda)$ is an essential singularity. It physically corresponds to a purely hyperbolic trajectory for which $\beta_{21}=1$ or -1 , according to the sign of $\kappa$. At a fixed value of $\lambda$ and $\theta \rightarrow \pm \infty$, from (40) and (47) we obtain

$$
\begin{equation*}
\Delta W_{f}^{B, F}(\theta, \lambda)=\mp \theta \frac{1}{8 \pi^{2}} S_{1,0}(\lambda) \tag{53}
\end{equation*}
$$

Here $\pm \theta=|\kappa|\left(\tau_{2}-\tau_{1}\right) \gtrdot 1$, and when the interval $\left(\tau_{1}, \tau_{2}\right)$ of proper time approaches infinite length, the relative velocity $\beta_{21}$ approaches +1 or -1 . Formula (53) was obtained for uniformly accelerated charges in $3+1$ space in Ref. 12 and was discussed in detail in Refs. 8 and 9. In those studies it defined the classical mass shift of a uniformly accelerated charge:

$$
\begin{equation*}
\Delta m_{1,0}=-\frac{\partial \Delta W_{1,0}}{\partial \tau_{2}}=\frac{\alpha}{2 \pi}|\kappa| S_{1,0}(\lambda) \tag{54}
\end{equation*}
$$

In accordance with unitarity and causality of this function, the imaginary and real parts of $\Delta m$ are negative. At $\kappa$ $=0$ the function $\Delta m(\kappa)$ is nonanalytic, and therefore cannot be reproduced by perturbation theory with respect to $\kappa$ or with respect to the field accelerating the charge.

## 4. DISPERSION RELATIONS FOR $\Delta W$ AND THEIR ORIGIN

It was shown in Ref. 9 that the changes $\Delta W_{s}\left(\mu^{2}\right)$ in the action of point charges moving along timelike trajectories, as functions of the square of the mass of quanta of their selffield with spin $s=1,0$, are analytic in the $\mu^{2}$ complex plane with a cut along the positive $\mu^{2}$ semiaxis, on whose edges the imaginary parts of each of the functions coincide, while the real parts differ in sign. Such functions satisfy the dispersion representations $(\operatorname{Im} \mu<0)$

$$
\begin{align*}
\Delta W\left(\mu^{2}\right) & =\frac{2 i}{\pi} \int_{0}^{\infty} \frac{d x x \operatorname{Re} \Delta W\left(x^{2}\right)}{x^{2}-\mu^{2}} \\
& =-\frac{2 \mu}{\pi} \int_{0}^{\infty} \frac{d x \operatorname{Im} \Delta W\left(x^{2}\right)}{x^{2}-\mu^{2}} \tag{55}
\end{align*}
$$

which reconstruct the function $\Delta W_{s}\left(\mu^{2}\right)$ in the $\mu^{2}$ complex plane from its real or imaginary part on the lower edge of the cut. When $\mu=i \kappa$ and $\kappa>0$, these relations yield the important equalities

$$
\begin{align*}
\frac{2}{\pi} \int_{0}^{\infty} \frac{d x x \operatorname{Re} \Delta W\left(x^{2}\right)}{x^{2}+\kappa^{2}} & =\frac{2 \kappa}{\pi} \int_{0}^{\infty} \frac{d x \operatorname{Im} \Delta W\left(x^{2}\right)}{x^{2}+\kappa^{2}} \\
& =\operatorname{Im} \Delta W\left(-\kappa^{2}\right)>0 \tag{56}
\end{align*}
$$

$\operatorname{Re} \Delta W\left(-\kappa^{2}\right)=0$.
As a consequence of unitarity, $\operatorname{Im} \Delta W\left(\mu^{2}\right)$ is positive on the real semiaxis $\mu^{2}>0$. Then, according to the second of
the representations $(55), \operatorname{Im} \Delta W\left(\mu^{2}\right)$ is positive definite over the entire $\mu^{2}$ complex plane (or in the lower $\mu$ half-plane).

Here we show that the dispersion relations for $\Delta W\left(\mu^{2}\right)$ are due to the analytic properties of the causal Green's function $\Delta_{f}(z, \mu)$, which, as we see, specifies not only $\Delta W_{s}\left(\mu^{2}\right)$ for the vacuum amplitude of accelerated charges in $3+1$ space, but also $\Delta W^{B, F}\left(\mu^{2}\right)$ for the vacuum amplitude of an accelerated mirror in $1+1$ space.

We can show that the causal function $\Delta_{f}(z, \mu)$ for a timelike $z$ satisfies the dispersion relations presented. According to formulas (2.12.4.28) and (2.13.3.20) from Ref. 13

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d x x^{2} J_{1}(s x)}{x^{2}+\kappa^{2}}=-\kappa \int_{0}^{\infty} \frac{d x x N_{1}(s x)}{x^{2}+\kappa^{2}}=\kappa K_{1}(s \kappa) \tag{58}
\end{equation*}
$$

where $s$, $\operatorname{Re} \kappa>0$. After analytic continuation in $\kappa$ to the point $\kappa=i \mu+\varepsilon$ where $\mu>0$ and $\varepsilon \rightarrow+0$, these relations transform into

$$
\begin{align*}
\int_{0}^{\infty} \frac{d x x^{2} J_{1}(s x)}{x^{2}-\mu^{2}+i \varepsilon} & =-i \mu \int_{0}^{\infty} \frac{d x x N_{1}(s x)}{x^{2}-\mu^{2}+i \varepsilon}=i \mu K_{1}(i \mu s) \\
& =-\frac{i \pi \mu}{2}\left[J_{1}(\mu s)-i N_{1}(\mu s)\right] \tag{59}
\end{align*}
$$

After multiplying by $-i / 4 \pi^{2} s$, they form the first pair of dispersion relations (55), which, instead of $\Delta W\left(\mu^{2}\right)$, contain the causal function (27) with a timelike vector $z^{\alpha}$, for which $s=\sqrt{-z^{2}}>0$. For spacelike $z^{\alpha}$ the interval $s=-i \sqrt{z^{2}}$, and $\Delta_{f}(z, \mu)$ is purely imaginary.

After multiplication by $-1 / 4 \pi^{2} s$, the original formulas (58) coincide with the second pair of the relations (56) with the replacement of $\Delta W\left(\mu^{2}\right)$ by $\Delta_{f}(z, \mu)$. The function appearing on the right-hand side of these relations

$$
\begin{equation*}
-\frac{\kappa}{4 \pi^{2} s} K_{1}(\kappa s)=\operatorname{Im} \Delta_{f}(z,-i \kappa) \tag{60}
\end{equation*}
$$

unlike $\operatorname{Im} \Delta W\left(-\kappa^{2}\right)$, is negative. In addition,

$$
\begin{equation*}
\operatorname{Re} \Delta_{f}(z,-i \boldsymbol{\kappa})=0, \tag{61}
\end{equation*}
$$

as can be seen from (27). This property is a consequence of causality, according to which $\operatorname{Re} \Delta_{f}(z, \mu)=0$ outside the light cone, i.e., for spacelike $z^{\alpha}$. In this case the argument of the Bessel function in (27) is real and positive. When we go over to timelike $z^{\alpha}$ and a purely imaginary negative $\mu=-i \kappa$, this argument remains real and positive, whence follows (61).

While satisfying the dispersion relations (55) and (56) with respect to the "dispersion" variable $\mu$, the function $\Delta_{f}(z, \mu)$, unlike $\Delta W\left(\mu^{2}\right)$, still depends on the parameter $s$, which equals the invariant interval between the two points chosen on the mirror trajectory with the proper times $\tau$ and $\tau^{\prime}$, i.e., on $s=s\left(\tau, \tau^{\prime}\right)$. Integrating the dispersion relations for $\Delta_{f}$ over $\tau, \tau^{\prime}$ with the weight $(1 / 2) \dot{x}_{\alpha}(\tau) \dot{x}^{\alpha}\left(\tau^{\prime}\right)$ or $1 / 2$ and performing the subtraction procedure, we obtain the dispersion relations for $\Delta W^{B}$ or $\Delta W^{F}$, if, of course, the familiar conditions for changing the order of integration over $x$ and $\tau$, $\tau^{\prime}$ are satisfied.

Thus, the dispersion relations for $\Delta W\left(\mu^{2}\right)$ are a consequence of the dispersion relations for $\Delta_{f}(z, \mu)$.

It follows from (56) that if $\operatorname{Im} \Delta W\left(\mu^{2}\right)$ is bounded at zero, then $\operatorname{Re} \Delta W\left(\mu^{2}\right)$ must vanish as $\mu \rightarrow+0$. If, on the other hand, $\operatorname{Im} \Delta W\left(\mu^{2}\right)$ logarithmically tends to infinity as $\mu \rightarrow 0$ according to the relation

$$
\begin{equation*}
\operatorname{Im} \Delta W\left(\mu^{2}\right)=a \ln \mu^{-2}+b\left(\mu^{2}\right) \tag{62}
\end{equation*}
$$

[ $a>0$, and $b\left(\mu^{2}\right)$ is bounded at zero], it follows from (56) that $\operatorname{Re} \Delta W\left(\mu^{2}\right)$ tends to the positive value $\operatorname{Re} \Delta W(0)=\pi a$ as $\mu \rightarrow 0$. According to (57), this means that the function $\operatorname{Re} \Delta W\left(\mu^{2}\right)$ has a discontinuity equal to $\pi a$ on the real $\mu^{2}$ axis at $\mu^{2}=0$.

## 5. INFLUENCE OF THE BOUNDARY CONDITIONS ON $\operatorname{Re} \Delta W$

Let us now consider the other boundary values of $F\left(z^{2}\right)$, which is analytic in the $z^{2}$ complex plane with a cut along the $z^{2} \leqslant 0$ semiaxis and coincides with $(i / 2) \Delta^{1}(z, \mu)$ on the $z^{2}>0$ semiaxis.

The limit $F\left(z^{2}-i \varepsilon\right)$ from below on the real axis is distinguished from the limit (27) from above by the opposite sign of the real part. According to this function, free fields would transport negative energy in $3+1$ space; therefore, this boundary condition is not considered here.

The other boundary values of $F\left(z^{2}\right)$, which already depend on the sign of $z^{0}$, may be the limits $F\left(z^{2} \pm i \varepsilon \operatorname{sgn} z^{0}\right)$, $\varepsilon \rightarrow+0$. They are positive- and negative-frequency functions, or more precisely, $\pm \Delta^{ \pm}(z, \mu)$ (Ref. 4):

$$
\begin{equation*}
\pm \Delta^{ \pm}(z, \mu)= \pm \varepsilon\left(z^{0}\right) \operatorname{Re} \Delta_{f}+i \operatorname{Im} \Delta_{f} \tag{63}
\end{equation*}
$$

Such functions naturally vary only the real part of the action obtained for $\Delta_{f}$, so that

$$
\begin{align*}
\operatorname{Re} \Delta W_{ \pm}^{B}= & \pm \frac{1}{2} \iint d \tau d \tau^{\prime}\left(\dot{x}^{\alpha} \dot{x}^{\prime \alpha}\right. \\
& \left.-\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta}\right)\left.\operatorname{Re} \Delta^{ \pm}(z, \mu)\right|_{0} ^{F} \tag{64}
\end{align*}
$$

differ from $\operatorname{Re} \Delta W_{f}^{B}$ and are given in the limit $\mu \rightarrow 0$ by the expressions

$$
\begin{equation*}
\operatorname{Re} \Delta W_{ \pm}^{B}=\mp \frac{1}{8 \pi} \iint d \tau d \tau^{\prime} \varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta} \varepsilon\left(z^{0}\right) \delta\left(z^{2}\right) \tag{65}
\end{equation*}
$$

The integrand can be expanded in $\tau^{\prime}$ near $\tau^{\prime}=\tau$ and represented in the form

$$
\begin{equation*}
\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \dot{x}^{\prime \beta} \varepsilon\left(z^{0}\right) \delta\left(z^{2}\right)=-\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \ddot{x}^{\beta} \delta\left(\tau-\tau^{\prime}\right) . \tag{66}
\end{equation*}
$$

Here the equality $|x| \delta\left(x^{2}\right)=\delta(x)$ was used (see, for example, Ref. 14).

Then, integrating over $\tau^{\prime}$ and expressing the selfacceleration

$$
\begin{equation*}
a(\tau)=\varepsilon_{\alpha \beta} \dot{x}^{\alpha} \ddot{x} \beta \frac{f^{\prime \prime}}{2\left(f^{\prime}\right)^{3 / 2}}=\frac{d \ln f^{\prime}(u)}{2 d \tau}=\frac{d \tanh ^{-1} \beta(\tau)}{d \tau} \tag{67}
\end{equation*}
$$

in the form of the derivative of the rapidity with respect to the proper time, we obtain

$$
\begin{align*}
\operatorname{Re} \Delta W_{ \pm}^{B} & = \pm \frac{1}{8 \pi} \int_{-\infty}^{\infty} d \tau \varepsilon_{\alpha \beta} \dot{x}^{\alpha} \ddot{x} \beta \\
& = \pm \frac{1}{8 \pi} \tanh ^{-1} \beta_{21}= \pm \frac{\theta}{8 \pi} \tag{68}
\end{align*}
$$

Clearly,

$$
\begin{equation*}
\operatorname{Re} \Delta W_{ \pm}^{F}= \pm \frac{1}{2} \iint d \tau d \tau^{\prime} \operatorname{Re} \Delta^{ \pm}(z, \mu)=0 \tag{69}
\end{equation*}
$$

because of the oddness of $\operatorname{Re} \Delta^{ \pm}$with respect to $z$.
The expressions obtained for $\operatorname{Re} \Delta W_{\mp}$ coincide to within the factor $(8 \pi)^{-1}$ with the coefficients that are odd in $\theta$ for the terms proportional to $u^{-1}$ and $\mathrm{v}^{-1}$ in the asymptotic expansions of $K(u)$ and $K(\mathrm{~V})$, respectively [see (13) and (14) and the comment following Eq. (16)]. At the same time, $\operatorname{Re} \Delta W_{f}$ coincides to within the factor $(8 \pi)^{-1}$ with the coefficient that is even in $\theta$ for the term proportional to $u^{-1}$ or $\mathrm{v}^{-1}$ in the asymptotic expansion of $K(u)$ or $K(\mathrm{v})$. We note that all these coefficients, as well as the functions $K(u)$ and $K(\mathrm{v})$ themselves, are formed without any involvement of the parameter $L$, which eliminates the infrared divergence of the space-time integrals (9) for the mean number of particles emitted.

Thus, information on the interaction contained in $K(u)$ and $K(\mathrm{v})$, which determine $\operatorname{Im} \Delta W$, is conveyed to $\operatorname{Re} \Delta W$ owing to causality and the boundary conditions. In addition, $\operatorname{Re} \Delta W_{f}$ contains information on the interaction that propagates within the light cone, and $\operatorname{Re} \Delta W_{ \pm}$contains information on the interaction that propagates along the light cone and is therefore local owing to the timelike character of the trajectory.

Half the sum of the retarded and advanced fields is the self-field of the source, ${ }^{4}$ and half their difference is the radiation field escaping to infinity. Since

$$
\operatorname{Re} \Delta_{f}=\frac{1}{2}\left(\Delta^{\mathrm{ret}}+\Delta^{\mathrm{adv}}\right)
$$

and

$$
\operatorname{Re} \Delta^{+}=\frac{1}{2}\left(\Delta^{\mathrm{ret}}-\Delta^{\mathrm{adv}}\right)
$$

$\operatorname{Re} \Delta W_{f}$ describes the self-energy shift of the source, and $\operatorname{Re} \Delta W_{+}$describes the interaction with the radiation field, i.e., with real quanta. The boundary condition which eliminates the interaction with virtual quanta or pairs seems unnatural.

## 6. DISCUSSION AND PHYSICAL INTERPRETATION OF RESULTS

The proper-time representations for the changes in the self-interaction of a mirror upon acceleration in a twodimensional vacuum of scalar and spinor fields can be considered the most significant results of this work. These representations coincided with the representations of the changes in the self-interaction of electric and scalar charges
accelerated in four-dimensional space-time. In other words, the two were found to be identical functionals of the source trajectory.

This coincidence, first, confirms the interpretation given in Ref. 3 of the Bogolyubov coefficient $\beta_{\omega^{\prime} \omega}^{*}$ as the source amplitude of a virtual pair of particles potentially emitted to the right and to the left with the frequencies $\omega$ and $\omega^{\prime}$, with the timelike 2 -momentum of the pair (5), the mass $m$ $=2 \sqrt{\omega \omega^{\prime}}$, and a spin equal to 1 for a boson pair and 0 for a fermion pair.

Second, it means that the self-interaction of the mirror involves the creation and absorption of virtual pairs, rather than individual particles, and is transmitted from one point of the trajectory to another by the causal Green's function of the wave equation for four-dimensional, rather than twodimensional space-time.

The action integral is formed by virtual pairs with mass $m=2 \sqrt{\omega \omega^{\prime}}$, which takes any positive values. Therefore, it is natural to expect that the effective propagation function of such pairs will be the integral of the propagation function of a massive particle in two-dimensional space-time over the mass $m$.

At the same time, it can be shown that the causal Green's functions for spaces of dimensionalities $d$ and $d$ +2 , being functions of the invariant interval $s=\sqrt{-z^{2}}$ between two points and the mass $\mu$, are related to one another by

$$
\begin{align*}
\Delta_{f}^{(d+2)}(z, \mu) & =\frac{1}{\pi} \frac{\partial}{\partial s^{2}} \Delta_{f}^{(d)}(z, \mu) \\
& =\frac{1}{4 \pi} \int_{\mu^{2}}^{\infty} d m^{2} \Delta_{f}^{(d)}(z, m) \tag{70}
\end{align*}
$$

and can be expressed in terms of the modified Bessel function of the second kind with index specified by the dimensionality of the space-time:

$$
\begin{equation*}
\Delta_{f}^{(d)}(z, \mu)=\frac{i \mu^{2 \nu}}{(2 \pi)^{\nu+1}(i \mu s)^{\nu}} K_{\nu}(i \mu s), \quad \nu=\frac{d-2}{2} . \tag{71}
\end{equation*}
$$

The second equality in (70) for $d=2$ confirms the emergence of a causal function characteristic of four-dimensional space-time as an effective propagation function of virtual pairs with different masses $m$ in two-dimensional spacetime. Now the small mass parameter $\mu$, which was introduced in Sec. 2 to eliminate the infrared divergence, can be interpreted as the lower bound of the masses of the virtual pairs that mediate the self-interaction of a mirror.

A virtual pair can escape to infinity, since one of its particles is necessarily reflected from the mirror, after which the pair becomes real and massless. The emission of such pairs shapes $\operatorname{Im} \Delta W$. Owing to their masslessness, the emission of an arbitrarily large number of soft quanta approaching infinity becomes possible on trajectories with $\beta_{21} \neq 0$, i.e., infrared divergence of $\operatorname{Im} \Delta W_{f}$ appears. By choosing a nonvanishing but sufficiently small value of $\mu$, we eliminate the infrared divergence in $\operatorname{Im} \Delta W_{f}$ and assure ourselves that
$\operatorname{Re} \Delta W_{f}$ does not depend on $\mu$ at $\mu \ll|\kappa|$. This means that the main contribution to $\operatorname{Re} \Delta W_{f}$ comes from virtual pairs with a mass of order $|\kappa|$.

In the general case, where the mean number of pairs created is not small compared to 1 , the quantity $2 \operatorname{Im} \Delta W$ is no longer equal to the mean number of pairs $\operatorname{Tr}\left(\beta^{+} \beta\right)$. Due to the interference of two or more pairs during their creation, it equals

$$
\begin{equation*}
2 \operatorname{Im} \Delta W= \pm\left.\operatorname{Tr} \ln \left(1 \pm \beta^{+} \beta\right)\right|_{0} ^{F}= \pm\left.\operatorname{Tr} \ln \left(\alpha^{+} \alpha\right)\right|_{0} ^{F} . \tag{72}
\end{equation*}
$$

The latter formula prompted De Witt ${ }^{15}$ to consider

$$
\begin{equation*}
W= \pm i \operatorname{Tr} \ln \alpha \tag{73}
\end{equation*}
$$

to be a natural expression for $W$. The matrix formulation of the Bogolyubov coefficients $\alpha$ and $\beta$ has been adopted in these equations. In addition, Tr must be replaced by (1/2) Tr when the particle and antiparticle are identical. ${ }^{3}$

We are not aware of any specific results for $\operatorname{Re} \Delta W$ having been derived from (73).

The symmetry discussed here would be total if it were the case in Heaviside units that $e^{2}=\hbar c$.

This work was carried out with the financial support of the Russian Fund for Fundamental Research (Grant Nos. 96-15-96463 and 96-02-17314a).
*)E-mail: ritus@lpi.ac.ru
${ }^{1)}$ The natural system of units, the Heaviside units of charge, and the metrics of four-dimensional and two-dimensional space with traces 2 and 0 are used, so that $\hbar=c=1, e^{2} / 4 \pi=1 / 137, k_{\alpha} x^{\alpha}=\mathbf{k} \cdot \mathbf{x}-k^{0} x^{0}$, and $j_{ \pm}=j^{0}$ $\pm j^{1}$. For the remaining notation see Refs. 1-3.
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The electron loss and electron capture cross sections $\sigma_{i, i+m}$ and $\sigma_{i, i-m}$ for boron ions and atoms traveling at the velocities $V=1.19$ and 1.83 a.u. in $\mathrm{H}_{2}, \mathrm{He}, \mathrm{N}_{2}, \mathrm{Ne}, \mathrm{Ar}$, and Xe are measured. The known experimental data on these cross sections at velocities near the crosssection maximum are analyzed. It is found that the electron loss cross sections can be described by a formula which was previously derived in the free-collision approximation and takes into account features of both the ions and the ambient atoms. As the nuclear charge $Z_{t}$ of the ambient atoms increases, the cross sections vary nonmonotonically, increasing on average as $Z_{t}^{1 / 2}$. A formula based on the model of independent electrons is proposed for electron capture by ions with small values of the charge $i$. It describes the dependence of the electron capture cross section $\sigma_{i, i-1}$ on the mean binding energy of an electron in an ion with the charge $i-1$. The total electron capture cross section $\sigma_{i, i-1}$ is proportional to the number of vacancies in the unfilled electron shell nearest the nucleus. The cross sections $\sigma_{i, i-1}$ exhibit substantially nonmonotonic variation with $Z_{t}$, increasing on average as $Z_{t}^{1 / 3}$. © 1999 American Institute of Physics. [S1063-7761(99)00311-X]

## 1. INTRODUCTION

The objective of the present investigation is to obtain new experimental data on the electron loss and electron capture cross sections for fast atomic particles with outer electrons having very small binding energies, including negative ions, in various media for the purpose of establishing laws governing the dependence of these cross sections on the nuclear charge of the ambient atoms $Z_{t}$ and the binding energy $I_{n l}$ of the electrons removed or captured. Since fast negative ions readily transform into neutral atoms, the study of their properties is of considerable interest for several areas of physics. These data are needed for implementing the injection of heavy ions in accelerators, as well as for investigating various processes in high-temperature plasmas. ${ }^{1}$

The cross sections for the loss and capture of one or several electrons by fast atoms, as well as negative and positive ions, of boron with velocities $V=1.19 V_{0}$ and $1.83 V_{0}$ (where $V_{0}=2.19 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ ) as they pass through gaseous $\mathrm{H}_{2}, \mathrm{He}, \mathrm{N}_{2}, \mathrm{Ne}, \mathrm{Ar}$, and Xe are measured in the present work. The analogous cross sections known from the literature for several other ions with outer electrons having minimal binding energies are analyzed. The data obtained enable us to accurately estimate the corresponding cross sections for other ions and media, for which there have not been any direct measurements. The ion velocities $V$ are henceforth presented in atomic units of $V_{0}$.

## 2. EXPERIMENTAL METHOD

The electron loss and electron capture cross sections for boron ions and atoms were determined using the experimental equipment described in Refs. 2 and 3. The volatile boron compound $\mathrm{BBr}_{3}$ was introduced into the cyclotron ion source
with a vapor pressure at room temperature of about 8 kPa , which is sufficient for operation of the ion source. Singly charged ${ }^{11} \mathrm{~B}^{+}$ions which were accelerated in a $72-\mathrm{cm}$ cyclotron and had energies $E=35$ and $83 \mathrm{keV} /$ nucleon, i.e., velocities $V=1.19$ and 1.83 , were directed into a chargeexchange device, in which the primary $\mathrm{B}^{+}$ions were transformed into beams of $\mathrm{B}^{i}$ ions with charge $i=-1,0,1$, and 2. Boron atoms and negative boron ions were obtained as a result of the charge exchange of $\mathrm{B}^{+}$ions in a thin helium target. Since the probability of formation of these particles decreased rapidly with increasing velocity $V$, their flux intensity was corrected by altering the gas pressure in the helium target. To obtain the maximum number of negative $\mathrm{B}^{-}$ ions, the gas layer in the target was increased from 1.5 $\times 10^{15}$ to $3 \times 10^{15}$ atoms $/ \mathrm{cm}^{2}$ when the velocity was increased by a factor of 1.5 . Thus, the number of $\mathrm{B}^{-}$ions in the vicinity of the detector varied from 10-50 particles per second at $V=1.19$ to $2-5$ particles per second at $V=1.83$. The flux of $\mathrm{B}^{0}$ atoms was set to $\sim 10^{3}$ particles per second. In the work with beams of $\mathrm{B}^{0}$ atoms, the charged components $\mathrm{B}^{+}$and $\mathrm{B}^{-}$were deflected by an electrostatic analyzer.

Beams of boron ions with various values of $i$ formed as a result of charge exchange were alternately directed into the collision chamber, which consisted of a cylinder 24 cm long with entrance and exit channels 0.5 cm high, $0.1-0.2 \mathrm{~cm}$ wide, and 2.6 cm long. The gas pressure of $\mathrm{H}_{2}, \mathrm{He}, \mathrm{N}_{2}, \mathrm{Ne}$, Ar , and Xe injected into the center of the collision chamber was determined to within $10 \%$ by ionization gauges calibrated for the various gases using a McLeod gauge. The charge distribution of the boron ions after passage through the collision chamber was measured by a detector consisting of a magnetic analyzer and counters at two or three values of the gas pressure in the chamber. The field intensity of the

TABLE I. Electron loss cross sections $\sigma_{i, i+m}$ (in units of $10^{-16} \mathrm{~cm}^{2} /$ atom $)$

| $i, i+m$ | $\mathrm{H}_{2}$ | He | $\mathrm{N}_{2}$ | Ne | Ar | Kr | Xe |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $V=1.19$ |  |  |  |  |  |  |  |
| $-1,0$ | 10.0 | 6.3 | 10.0 | 17.0 | 30.0 | - | 70.0 |
| $-1,1$ | 2.8 | 2.5 | 5.0 | 10.0 | 14.0 | - | 23.0 |
| -1, 2 | 0.2 | 0.3 | 1.3 | 0.75 | 2.2 | - | 4.4 |
| 0, 1 | 2.3 | 2.0 | 5.0 | 2.2 | 10.0 | 14.0 | 10.0 |
| 0, 2 | 0.2 | 0.3 | 1.0 | 0.3 | 1.3 | - | 0.8 |
| 0, 3 | - | 0.05 | 0.04 | - | 0.01 | - | - |
| 1, 2 | 0.8 | 1.0 | 2.0 | 0.7 | 3.0 | 3.2 | 2.3 |
| 1, 3 | 0.015 | 0.02 | 0.05 | 0.02 | 0.10 | 0.05 | 0.03 |
| 2, 3 | 0.12 | 0.18 | 0.15 | 0.01 | 0.3 | 0.28 | 0.2 |
| $V=1.83$ |  |  |  |  |  |  |  |
| $-1,0$ | 4.0 | 4.0 | 6.6 | 11.2 | 14.0 | - | 23.0 |
| $-1,1$ | 1.6 | 1.7 | 3.8 | 4.0 | 9.0 | - | 10.0 |
| -1, 2 | 0.30 | 0.15 | 0.64 | 0.35 | 2.6 | - | 1.15 |
| 0, 1 | 2.8 | 3.0 | 5.6 | 6.3 | 13.0 | 19.0 | 14.0 |
| 0, 2 | 0.20 | 0.30 | 1.4 | 1.1 | 3.2 | - | 3.3 |
| 0, 3 | 0.002 | 0.002 | 0.1 | 0.035 | 0.16 | - | 0.11 |
| 1, 2 | 0.7 | 1.4 | 2.5 | 2.3 | 6.0 | 5.0 | 6.3 |
| 1, 3 | 0.014 | 0.022 | 0.17 | 0.12 | 0.43 | 0.18 | 0.25 |
| 2, 3 | 0.18 | 0.35 | 0.54 | 0.4 | 1.2 | 1.1 | 1.0 |
| 2, 4 | - | 0.001 | 0.003 | 0.01 | - | - | - |

analyzing magnet was such that on average, particles of just one charge struck the middle part of each counter. The cross sections $\sigma_{i, i+m}$ and $\sigma_{i, i-m}$ for the loss and capture of one or several electrons were found for the resulting charge distributions by the method described in Ref. 2. The errors in the cross sections accrued mainly from errors in the thickness of the gas layer in the collision chamber $(\sim 10 \%)$ and the statistical spread of the results of several series of measurements, and amounted to $10-15 \%$ on average for the cross sections for the loss and capture of one electron, 20-30\% for the cross sections for the loss and capture of two electrons, and about $50 \%$ for the cross sections for the loss and capture of three electrons. At the velocity $V=1.83$ the error in $\sigma_{1,-1}$
reached $50-100 \%$, i.e., only an upper limit for the cross sections was obtained in certain cases.

The electron loss and electron capture cross sections for positively charged boron ions traveling at these velocities were previously measured in atomic $(\mathrm{H})$ and molecular $\left(\mathrm{H}_{2}\right)$ hydrogen ${ }^{4}$ and in $\mathrm{He}, \mathrm{N}_{2}$, and Ar , as well as in Kr , in Refs. 2 and 5-7. All the cross sections $\sigma_{i, i+m}$ for the negative boron ions and atoms, as well as the cross sections for positive boron ions in Ne and in Xe , were determined for the first time. The resulting values of $\sigma_{i, i \pm m}$ are listed in Tables I and II. Since the cross sections measured in the present work and in Refs. 1, 5 and 6 coincided to within 20-30\%, the corresponding mean cross sections are given in the tables.

TABLE II. Electron capture cross sections $\sigma_{i, i-m}$ (in units of $10^{-16} \mathrm{~cm}^{2} /$ atom $)$

| $i, i-m$ | $\mathrm{H}_{2}$ | He | $\mathrm{N}_{2}$ | Ne | Ar | Kr | Xe |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $V=1.19$ |  |  |  |  |  |  |  |
| 0,-1 | 0.08 | 0.05 | 0.05 | 0.045 | 0.09 | - | 0.1 |
| 1, 0 | 1.6 | 1.0 | 1.0 | 0.65 | 2.5 | 2.76 | 2.8 |
| $1,-1$ | 0.005 | 0.003 | 0.005 | 0.0025 | 0.01 | - | 0.025 |
| 2,1 | 4.3 | 4.0 | 6.2 | 2.0 | 10.0 | 15.0 | 13.0 |
| 2, 0 | 0.35 | 0.4 | 0.3 | 0.1 | 0.6 | 0.83 | 2.5 |
| 3, 2 | 5.5 | - | - | - | - | - | - |
| 3,1 | 1.3 | - | - | - | - | - | - |
| 4, 3 | 0.06 | - | - | - | - | - | - |
| $V=1.83$ |  |  |  |  |  |  |  |
| 1, - 1 | 0.025 | 0.035 | 0.025 | 0.04 | 0.045 | - | 0.1 |
| 1, 0 | 0.5 | 0.5 | 0.50 | 0.4 | 0.95 | 1.6 | 1.6 |
| $1,-1$ | 0.001 | 0.0016 | 0.001 | 0.004 | 0.01 | - | - |
| 2, 1 | 1.5 | 2.2 | 2.4 | 1.5 | 5.0 | 6.6 | 6.3 |
| 2, 0 | 0.04 | 0.03 | 0.045 | 0.04 | 0.14 | 0.28 | 0.3 |
| 3, 2 | 2.7 | 3.2 | 5.0 | 3.5 | 10.0 | 11.0 | 10.0 |
| 3,1 | 0.25 | 0.25 | 0.55 | 0.4 | 1.3 | 2.4 | 2.0 |
| 3, 0 | - | - | 0.03 | - | - | 0.063 | 0.06 |
| 4,3 | 5.0 | 5.0 | 6.3 | 6.5 | 14.0 | - | - |
| 4,2 | 0.2 | 0.3 | 0.9 | 0.06 | 2.0 | - | - |

## 3. DISCUSSION OF RESULTS

### 3.1. Electron loss cross sections

The loss of one or several electrons by a many-electron particle is a result of the loss of individual $n l$ electrons. The total cross section for the removal of a fixed electron from the subshell with quantum numbers $n$ and $l$, with the remaining electrons in arbitrary states, is called the single-electron loss cross section $\sigma_{n l}$. When the probability of an Auger transition with filling of an inner-shell vacancy can be neglected, $\sigma_{n l}$ can be represented in the form ${ }^{8}$

$$
\begin{equation*}
\sigma_{n l}=q_{n l}^{-1}\left[S_{i}-\sum q_{n l}^{\text {in }} \sigma_{n l}^{\mathrm{in}}\right], \tag{1}
\end{equation*}
$$

where $q_{n l}$ and $q_{n l}^{\text {in }}$ are the numbers of electrons in the outer and inner subshells of the ion, and $S_{i}=\sum m \sigma_{i, i+m}$. The sum $S_{i}$ characterizes the increase in the charge of the ion (atom) as a result of collisions with ambient atoms of the medium. In studies of the ionization of ambient atoms by various particles, the quantity analogous to $S_{i}$ is called the total ionization cross section, and it coincides with the cross section for the production of free electrons. ${ }^{9}$

An analysis of the experimental electron loss cross sections $\sigma_{i, i+m}$ for ions of light elements with a nuclear charge $Z \leqslant 18$ and with a number of electrons $N=Z-i$ from 1 to 17 shows ${ }^{10}$ that for a given set of quantum numbers $n l$, electron binding energy $I_{n l}$, and relative velocity of the ions $V$, the cross section $\sigma_{n l}$ for ions with various numbers of electrons $N$ scarcely depends on $q_{n l}$. This enables us to obtain the values of $\sigma_{n l}$ for some ions from the experimental values of $\sigma_{i, i+m}$ for other ions. The lack of a dependence of $\sigma_{n l}$ on $q_{n l}$ for given $n l, I_{n l}$, and $V$ corresponds to the results of calculations based on the independent electron loss model, for which the mean probability and cross section for the removal of each of the electrons do not depend on the presence of the other electrons in the ion. In that case the cross sections $\sigma_{n l}$ for the loss of a single electron and the cross section $\sigma_{i, i+m}$ for the loss of $m$ electrons from the outer subshell with $q_{n l}$ electrons have the form ${ }^{7,10,11}$

$$
\begin{align*}
& \sigma_{n l}=\int W_{n l}(p) d p \\
& \sigma_{i, i+m}=C_{q}^{m} \int W_{n l}^{m}(p)\left[1-W_{n l}(p)\right]^{q-m} d p \tag{2}
\end{align*}
$$

where $p$ is the impact parameter, $W_{n l}(p)$ is the probability of removal of a single electron, and $C_{q}^{m}=q!/ m!(q-m)!$. Expressions similar to (2) were obtained for the electron loss cross sections $\sigma_{i, i+m}$ of the $K$ and $L$ shells, and have been used in semiclassical calculations of inner-shell ionization. ${ }^{12}$

One special feature of the electron loss cross sections for the negative boron ions is the substantial contribution of the multiple-ionization cross sections $\sigma_{-1,-1+m}(m>1)$ to the total ionization cross section $S_{-1}$. The fraction of this contribution is specified by $R_{i}=1-\left[\sigma_{i, i-1} / S_{i}\right]$, which has the value $R_{-1}=0.50 \pm 0.05$ for $\mathrm{B}^{-}$ions. At the same time, for $\mathrm{B}^{0}$ atoms and $\mathrm{B}^{+}$ions the contributions of multiple ionization to
the total ionization cross section are considerably smaller and amount, on average, to $R_{0}=0.25 \pm 0.10$ for $\mathrm{B}^{0}$ and $R_{1}=0.05 \pm 0.01$ for $\mathrm{B}^{+}$.

The cross sections $\sigma_{n l}$ for the loss of individual $n l$ electrons from outer $1 s, 2 s$, and $2 p$ subshells were found using formula (1) from the experimental cross sections $\sigma_{i, i+m}$ with allowance for the possibility of electron loss from the inner shells. The cross sections for the loss of inner $1 s$ electrons were equated to the electron loss cross sections for hydrogen-like particles with the same electron binding energy as in the ion (atom) under consideration. The values of $\sigma_{2 s}$ were assumed to be equal to the cross sections for the loss of $2 s$ electrons by lithium-like and beryllium-like ions with the same electron binding energies. The values of $I_{n l}$ were taken from Ref. 13.

The values calculated in the Born approximation for the cross sections $\sigma_{1 s}$ and $\sigma_{2 s}$ for the loss of $K$ electrons by hydrogen-like and helium-like ions upon the passage of fast particles though hydrogen, helium, and nitrogen ${ }^{14-16}$ and the experimental electron loss cross sections $\sigma_{n l}$ for negative $\mathrm{H}^{-}$ ions and $\mathrm{H}^{0}$ atoms, ${ }^{17}$ negative $\mathrm{Li}^{-}$ions, ${ }^{18}$ and positive ions of light elements in heavier media ${ }^{10}$ enabled us to establish the dependence of $\sigma_{n l}$ on $I_{n l}$ in the range $I_{n l}=(0.1-10) I_{0}$ ( $I_{0}=13.6 \mathrm{eV}$ ).

In the range $I_{n l} \leqslant I_{0}$, where the Born approximation coincides with the free-collision approximation, ${ }^{19}$ the cross sections vary slowly with $I_{n l}$, the ratio $\sigma_{1 s} / \sigma_{2 s}$ differing from unity by no more than $20 \% .{ }^{16}$ In the range $I_{n l}>I_{0}$ the cross sections $\sigma_{n l}$ decrease rapidly with increasing $I_{n l}$. The dependence of $\sigma_{n l}$ on $I_{n l}$ obtained was used to estimate the contribution $\Delta$ of the cross sections for electron loss from the inner subshells, $\Sigma q_{n l}^{\mathrm{in}} \sigma_{n l}^{\mathrm{in}}$, to the total ionization cross section for the boron ions $S_{i}=m \sigma_{i, i+m}$ in different media. On average, the values of $\Delta$ were roughly $20 \%, 50 \%, 3-5 \%$, and $\leqslant 1 \%$ for $\mathrm{B}^{-}, \mathrm{B}^{0}, \mathrm{~B}^{+}$, and $\mathrm{B}^{2+}$, respectively.

The resulting dependence of the cross sections $\sigma_{n l}$ for the loss of the outer $2 s$ (for $\mathrm{B}^{-}$ions and $\mathrm{B}^{0}$ atoms) and $2 p$ (for $\mathrm{B}^{+}$and $\mathrm{B}^{2+}$ ) electrons during the passage of fast boron atoms and ions through gaseous media with the velocities $V=1.19$ and 1.83 on the nuclear charge of the medium atoms $Z_{t}$ is presented in Fig. 1. The cross sections $\sigma_{i}$ are proportional to $Z_{t}^{k}$. When $V=1.19, k$ is greatest for negative $\mathrm{B}^{-}$ ions ( $k \approx 0.5$ ) and decreases to $k \approx 0.4$ for $\mathrm{B}^{0}$ atoms and to $k \approx 0.2-0.15$ for $\mathrm{B}^{+}$and $\mathrm{B}^{2+}$ ions. When $V=1.83, k \approx 0.5$ for all ions. As $m$, the number of electrons removed, is increased and $V$ is diminished, the deviation of $\sigma_{i}\left(Z_{t}\right)$ from a monotonic dependence increases significantly. In particular, when $V=1.83$, the cross section $\sigma_{2}$ for $\mathrm{B}^{2+}$ ions in neon is approximately one-tenth the corresponding cross sections in nitrogen and argon.

As shown in Ref. 6, the values of the velocity $V_{\max }$, at which electron loss cross sections reach their maximum values, can be found from the relation $V_{\max } \sim \gamma U_{i}$, where $U_{i}$ is the mean orbital velocity of the electron being removed. As $Z_{t}$ increases, the coefficient $\gamma$ increases from $\gamma \approx 1.3$ in helium to $\gamma \approx 2$ in krypton. Accordingly, the maximum electron loss cross sections for $\mathrm{B}^{-}$ions should be observed at $V_{\max } \approx 0.3$. The greatest electron loss cross sections for $\mathrm{B}^{0}$ atoms are achieved at $V_{\max } \approx 1.5$, and the greatest values for


FIG. 1. Dependence of the single-electron loss cross sections $\sigma_{i}$ for boron ions and atoms on $Z_{t}$ at $V=1.19$ (solid lines and filled points) and at $V=1.83$ (dashed lines and unfilled points). The ion charge $i$ is indicated near the curves.
positive $\mathrm{B}^{+}$and $\mathrm{B}^{2+}$ ions are achieved at $V_{\max } \approx 2-3$. The values of $\sigma_{i}$ obtained in the present work for boron atoms and ions with the charges $i=0,1$, and 2 increase somewhat with increasing $V$, while the values for the negative ions decrease.

It was previously ${ }^{20}$ shown in an investigation of the electron loss cross sections for negative hydrogen ions and hydrogen atoms that the dependence of $\sigma_{i}$ on $Z_{t}$ is has a steplike character. The sharp increase in the electron loss cross sections $\sigma_{i}$ for hydrogen particles in alkali-metal vapors in comparison to the corresponding cross sections in inert gases results from the weaker screening of the nuclear Coulomb field in the alkali-metal atoms by the outer electrons. The following semiempirical formula, which takes into account the features of both the ions and the ambient atoms, was proposed in Ref. 20 to describe the dependence of $\sigma_{i}$ on $Z_{t}$ :

$$
\begin{equation*}
\sigma_{i}=\pi a_{0}^{2} Z_{t}^{\alpha} / V U_{i} U\left(Z_{t}\right), \tag{3}
\end{equation*}
$$

where $U_{i}=\sqrt{I_{i} / I_{0}}$ and $U\left(Z_{t}\right)=\sqrt{I\left(Z_{t}\right) / I_{0}}$ are the mean orbital velocities of the electrons in the ion and an ambient atom, and $I\left(Z_{t}\right)$ is the ionization potential of the ambient atoms. At $V \approx 1-2$ the exponent $\alpha$ is set to 0.5 .

Formula (3), which was obtained in the free-collision approximation, is a modified version of the familiar Bohr formula for the loss of a weakly bound electron in media with $Z_{t} \geqslant V / 2$ and is applicable in the range of ion velocities $V \geqslant(1-2) U_{i}$, where the cross sections fall off comparatively slowly, as $V^{-1}$.

In accordance with (3), the product $\sigma_{i} U_{i}$ for identical values of $U\left(Z_{t}\right)$ and $V$ should be the same for different ions. In fact, when $V=1.19$, the measured and calculated values of $\sigma_{i} U_{i}$ for $\mathrm{B}^{-}$and $\mathrm{H}^{-}$ions coincide in all media to within $20-30 \%$ (with the exception of the $\mathrm{H}^{-}$ions in lithium, where the experimental values of $\sigma_{i} U_{i}$ are 1.5-2 times the calculated values). When $V=1.83$, the measured values of $\sigma_{i} U_{i}$


FIG. 2. Dependence of $\sigma_{i} U_{i}$ on $Z_{t}$ for negative $\mathrm{B}^{-}$ions (filled points) and $\mathrm{H}^{-}$ions (unfilled points). Solid lines-calculation based on formula (3): $1-V=1.19 ; 2-V=1.83$.
for $\mathrm{B}^{-}$ions are, on average, $30-40 \%$ less than the corresponding calculated and experimental values for $\mathrm{H}^{-}$ions (Fig. 2).

The electron loss cross sections for the negative ions of light elements in the range of ion velocities $V \approx 1-2$ are known not only for the hydrogen and boron ions considered, but also for metastable helium ions in the $\mathrm{He}^{m-}(1 s 2 s 2 p)$ state, ${ }^{21} \mathrm{Li}^{-}\left(1 s^{2} 2 s^{2}\right)$ ions, ${ }^{18,22} \mathrm{C}^{-}\left(1 s^{2} 2 s^{2} 2 p^{3}\right)$ ions, and $\mathrm{O}^{-}\left(1 s^{2} 2 s^{2} 2 p^{2}\right)$ ions. ${ }^{23}$ The orbital velocities $U_{i}$ of the outer electrons in these particles vary from $U_{i} \approx 0.077$ in $\mathrm{He}^{-}$to 0.35 in $\mathrm{O}^{-}$(Ref. 24). The contribution of the cross sections for the loss of two electrons to the total ionization cross section $S_{-1}$ for $\mathrm{H}^{-}, \mathrm{He}^{-}$, and $\mathrm{Li}^{-}$ions amounts to $R_{-1}$ $=0.20 \pm 0.05$ on average. At the same time, the cross sections for the loss of two and three electrons for $\mathrm{C}^{-}$and $\mathrm{O}^{-}$ ions, just as for $\mathrm{B}^{-}$ions, amount to $\approx 0.5$ and $\approx 0.3$ of the cross sections for the loss of one electron, and therefore $R_{-1}=0.60 \pm 0.05$. The value of $V_{\max }$, where the electron loss cross sections peak, should vary from $V_{\max } \approx 0.2$ for helium ions to $V_{\max } \approx 0.7$ for carbon and oxygen ions.

Apart from the data just enumerated, for negative ions of light elements with outer electrons having a very small binding energy, the electron loss cross sections for metastable $\mathrm{He}^{m 0}(1 s 2 s)$ (Ref. 22), $\mathrm{Li}^{0}\left(1 s^{2} 2 s\right)$ (Ref. 25), and $\mathrm{H}^{0}(1 s)$ atoms, as well as the cross sections obtained in the present work for $\mathrm{B}^{0}\left(1 s^{2} 2 s^{2} 2 p\right)$ atoms, are now known. The values of $U_{i}$ for these particles vary from $U_{i}=0.57$ for helium atoms to $U_{i}=1.0$ for hydrogen atoms, and the maxima of the electron loss cross sections are located in the range $V_{\max }$ $\approx 1-2$.

An analysis of the electron loss cross sections $\sigma_{i}$ for the negative ions and atoms of light elements showed that the cross sections $\sigma_{i}$ decrease with increasing orbital velocities of the outer electrons $U_{i}$ in proportion to $U_{i}^{-1}$ and that the deviation of the measured cross sections from the values calculated from formula (3) is at most a factor of 1.5 over the


FIG. 3. Dependence of the electron loss cross sections $\sigma_{i}$ for ions of light elements at $V=1.19$ on $U_{i}$ in helium (filled triangles), in nitrogen (unfilled circles), and in argon (unfilled triangles). Straight lines-calculation based on formula (3).
entire range of $U_{i}$, which amounts to more than an order of magnitude (from 0.08 to 1.0 ). Figure 3 presents the data for helium, nitrogen, and argon (the most measurements were performed in these media). Clearly, the greatest deviation between the calculated and measured values occurs at $U_{i} \geqslant 0.5$. Somewhat better agreement with experiment is achieved over the full range of $U_{i}$, if a weaker dependence of $\sigma_{i}$ on $U_{i}$, specifically $\sigma_{i} \propto U_{i}^{-2 / 3}$, is adopted in Eq. (3).

### 3.2. Electron capture cross sections

Scrutiny of the experimental data on the chargeexchange cross sections for atoms and singly charge ions of light elements ${ }^{26,27}$ revealed that the cross sections for nonresonant charge exchange peak at the velocity $V_{\text {max }}$, which satisfies Massey's adiabatic criterion ${ }^{28}$

$$
\begin{equation*}
V_{\max } \approx a|\Delta E| / h \tag{4}
\end{equation*}
$$

where $\Delta E$ is the change in the internal energy of the system, $a \approx 3 \times 10^{-8}$ for single-electron capture, ${ }^{29}$ and $a \approx 1.5$ $\times 10^{-8}$ for double-electron capture. ${ }^{26}$ In accordance with this criterion, the maximum electron capture cross sections for most of the ion-ambient-atom pairs studied fall in the range $V_{\max } \approx 0.5-2$. According to the experimental data for $\mathrm{B}^{i}$ ions in hydrogen, ${ }^{4}$ when $V$ systematically increases, the cross sections $\sigma_{i, i-1}$ for the ions with charges $i=1-5$ are proportional to $V^{-3}$ over the range $V=1.5-2$. As the velocity increases further, the dependence of these cross sections on $V$ strengthens, and we have $\sigma_{i, i-1} \propto V^{-5}$ by the time $V>2-3$.

The investigation of the electron capture cross sections $\sigma_{i, i-1}$ for fast positive nitrogen and neon ions in Ref. 30 revealed that for ions with small values of $i$, which satisfy the condition

$$
\begin{equation*}
I_{i-1}(n) \leqslant I=I_{\mathrm{V}} / 3+3 I_{t}, \tag{5}
\end{equation*}
$$

the total electron capture cross section $\sigma_{i, i-1}$ is proportional to the number $p(n)$ of vacant states in the ion. In formula (5)
$I_{i-1}(n)$ is the mean binding energy of an electron in the unfilled electron shell with principal quantum number $n$ that is closest to the nucleus in an ion with charge $i-1, I_{t}$ is the binding energy of the outer electrons in the ambient atoms, and $I_{\mathrm{v}}=\mu V^{2} / 2$ is the transport energy of an electron whose velocity $V$ equals the velocity of a fast particle.

The proportionality between the electron capture cross section and the number of vacant states corresponds to the model of independent electrons, ${ }^{31}$ according to which

$$
\begin{equation*}
\sigma_{i, i-m}=\pi a_{0}^{2} C_{p}^{m} W^{m} \tag{6}
\end{equation*}
$$

where $W$ is the mean probability of electron capture and $C_{p}^{m}=p!/ m!(p-m)!$.

To estimate the charge-exchange cross sections at ion velocities close to the maximum in heavy media $\left[\left(I_{i-1} / I_{0}\right)\right.$ $<Z_{t}$ ], where the effective number of electrons captured from ambient atoms $N \propto Z_{t}^{1 / 3}$ (Ref. 32), the value of $W$ can be represented in the form

$$
\begin{equation*}
W \sim\left(I_{i-1} / I_{0}\right) Z_{t}^{1 / 3} V^{-3} . \tag{7}
\end{equation*}
$$

On the basis of (6) and (7) the total single-electron capture cross section $\sigma_{i, i-1}$ at ion velocities near the maximum is given by

$$
\begin{equation*}
\sigma_{i, i-1}=p_{i-1}(n) \pi a_{0}^{2}\left(I_{i-1} / I_{0}\right) Z_{t}^{1 / 3} V^{-3} . \tag{8}
\end{equation*}
$$

When $V=1.19$, the electron capture cross sections $\sigma_{0,-1}$ for $\mathrm{B}^{0}$ atoms depend weakly on $Z_{t}$, varying over the range from 0.5 to $1 \times 10^{-17} \mathrm{~cm}^{2} /$ atom as $Z_{t}$ increases from 1 to 54 . The corresponding cross sections for positive $\mathrm{B}^{+}$and $\mathrm{B}^{2+}$ ions are 10-30 times the electron capture cross sections for boron atoms. The electron capture cross sections $\sigma_{i, i-1}$ for boron atoms and ions determined from formula (8) agree with the measured values to within a factor of $2-3$. The greatest difference, a factor of 5 , was obtained for $V=1.19$ in neon. In neon, however, the experimental values of $\sigma_{i, i-1}$ exhibit substantially nonmonotonic variation, increasing as $Z_{t}^{1 / 3}$ on average (Fig. 4).

According to formula (8), the single-electron capture cross sections $\sigma_{i, i-1}$ divided by the number of vacancies $p_{i-1}(n)$ in the unfilled shell nearest the nucleus, i.e., the values of $\sigma_{c}(n)=\sigma_{i, i-1} / p_{i-1}(n)$, should lie on straight lines corresponding to the linear dependence on $I_{i-1}(n)$. Figure 5 presents the dependence of $\sigma_{c}(n)$ on $I_{i-1}(n)$ for electron capture by atoms and positive ions of light elements with $Z \leqslant 10$ in a nitrogen target at $V=1.19$. The experimental cross sections were taken from Refs. 2, 17, 21, 22, 25, 30 , and 33-35. The values of $\sigma_{c}(1)$ and $\sigma_{c}(2)$ for electron capture by $\mathrm{H}^{0}$ atoms with a vacancy in the $K$ shell and for electron capture by $\mathrm{B}^{0}, \mathrm{C}^{0}$, and $\mathrm{O}^{0}$ atoms with vacancies in the $L$ shell are located in the range of small values $I_{-1}(n)$ $\approx 0.3-2 \mathrm{eV}$. The values of $\sigma_{c}(1)$ for electron capture to vacant states in the $K$ shell by $\mathrm{H}^{+}$ions (protons), $\mathrm{He}^{1,2+}$ ions, and $\mathrm{Li}^{2,3+}$ ions, as well as the values of $\sigma_{c}(2)$ for electron capture by $\mathrm{Li}^{+}, \mathrm{B}^{1,2+}, \mathrm{N}^{1,2,3,4+}$, and $\mathrm{Ne}^{1,2,3,4,5+}$ ions, lie in the range of $I_{i-1}(n)$ from 5 to 100 eV . As $I_{i-1}(n)$ increases, the experimental reduced cross sections $\sigma_{c}(1)$ and $\sigma_{c}(2)$ increase in proportion to $I_{i-1}(n)$ as $I_{i-1}\left(n_{0}\right)$ varies over a range of almost three orders of magnitude (from 0.3 to 100 eV ). The $\sigma_{c}$ determined from formula (8) are approxi-


FIG. 4. Dependence of the electron capture cross sections $\sigma_{i, i-1}$ on $Z_{t}: \mathrm{a}-V=1.19, \mathrm{~b}-V=1.83$. Dashed linescalculation based on formula (8). The ion charge $i$ is indicated near the curves.
mately triple the value of $\sigma_{c}(2)$, and are essentially identical to $\sigma_{c}(1)$. For ions with high values of $i$, for which $I_{i-1}(n)>I \approx 50 \mathrm{eV}$, the dependence of the reduced cross sections $\sigma_{c}(1)$ and $\sigma_{c}(2)$ on $I_{i-1}(n)$ weakens. As shown in Ref. 30, the capture of an electron by these ions occurs predominantly to excited states of the ion; therefore, the total cross section $\sigma_{i, i-1}$ depends weakly on the number of electrons in the ion and is determined by the charge $i$ and by the velocity $V$.

## 4. CONCLUSION

The results of the present work have enabled us to establish the basic behavior of electron loss and electron capture cross sections for ions of light elements in various media in the range of ion velocities $V$ where the cross sections reach their maximum values.


FIG. 5. Dependence of the values of $\sigma_{c}(n)=\sigma_{i, i-1} / p_{i-1}(n)$ on $I_{i-1}(n)$. The unfilled points show the values of $\sigma_{c}(1)$ for ions with a $K$ vacancy, and the filled points show the values of $\sigma_{c}(2)$ for ions with an $L$ vacancy. Solid line-calculation based on formula (8).

It has been shown that the experimental electron loss cross sections for boron ions and atoms, as well as the analogous published data for other ions of light elements, are satisfactorily described by the formula previously obtained in the free-collision approximation, which takes into account the features of both the ions and the ambient atoms. ${ }^{20}$ The single-electron loss cross sections $\sigma_{i}$ vary nonmonotonically, increasing as $Z_{t}^{1 / 2}$ on average. At a given ion velocity $V$ the values of $\sigma_{i}$ decrease with increasing orbital velocity $U_{i}$ of the electron being removed as $U_{i}^{-1}$. When we go over from inert gases to alkali-metal vapors, the values of $\sigma_{i}$ increase by a factor of 1.5 .

A formula based on the model of independent electrons, which satisfactorily (to within a factor of 2-3) describes the dependence of the electron capture cross sections $\sigma_{i, i-1}$ on the magnitude $I_{i-1}$ of the mean binding energy of an electron in an ion with charge $i-1$, has been proposed for ions with small values of $i$. As $I_{i-1}$ increases, the cross sections increase proportionally to $I_{i-1}$. The total electron capture cross section $\sigma_{i, i-1}$ is proportional to the number of vacancies in the unfilled electron shell closest to the nucleus. Also, the values of $\sigma_{i, i-1}$ exhibit substantially nonmonotonic variation with $Z_{t}$, increasing as $Z_{t}^{1 / 3}$ on the average. As shown in Refs. 36 and 37 by investigating the chargetransfer cross sections for positive hydrogen and helium ions in various media, the nonmonotonic dependence of the cross sections on $Z_{t}$, which leads to the systematic alteration of maxima and minima, results from structural features of the ambient atoms and the resonant nature of the chargeexchange cross sections, and can be described qualitatively by the quantum-mechanical Oppenheimer-BrinkmanKramers (OBK) approximation.

A preliminary analysis of data on the cross sections $\sigma_{i, i+m}$ and $\sigma_{i, i-m}$ for the loss and capture of two or more electrons by boron ions and atoms points to a significantly stronger dependence on $Z_{t}$.
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#### Abstract

The interaction of a molecule with a strong laser field is investigated. Raman-type transitions between rotational levels of a fixed vibrational state of the ground-state term are taken into account in the "quantum rotator" approximation. An initial problem of the evolution of the state of a molecule interacting with a pulsed field is solved. The dynamics of the degree of alignment of a molecule with respect to the direction of polarization of the field during the pulse is investigated. It is shown that for sufficiently long pulses with a smooth envelope the axis of the molecule adiabatically follows the time-varying field amplitude, and alignment is maximum when the field intensity is maximum. It is shown that alignment of molecules can be substantial only if the second-order composite matrix elements, determining the probability amplitudes of transitions between rotational levels of a molecule, are much greater than the dissociation broadening of the levels. The angular distribution of the dissociation products of a molecule in a strong laser field is investigated. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

It has been found in a number of experimental works investigating the interaction of molecules with a strong laser field that under certain conditions the angular distribution of the photodissociation fragments of a molecule is extended in the direction of polarization of the field. ${ }^{1,2}$ In such experiments, ordinarily, the object of investigation is a gas of diatomic molecules with an isotropic distribution of the directions of the axes. Motion of the dissociation products predominantly in the direction of polarization of the field could be a consequence of field-induced alignment of the axes of the molecules in this direction, which in turn could be due to restructuring of the rotational motion of the molecules in a strong light field.

The restructuring of the rotational motion of a molecule in a strong light field can occur for various reasons, such as resonant excitation and mixing of the vibrational states of the molecule, ${ }^{3,4}$ photodissociation or photoionization broadening of rotational levels, ${ }^{5-7}$ two-photon Raman transitions between the rotational levels of a molecule, ${ }^{8,9}$ and so on. In certain special cases the photodissociation of the molecular ion $\mathrm{H}_{2}^{+}$by a laser pulse has been investigated numerically in a two-term model. ${ }^{6,10,11}$ However, the reasons and the conditions for field-induced restructuring of the rotational motion of a molecule as well as the effect of the restructuring on the angular distribution of the dissociation products were not determined.

In Refs. 12 and 13 a molecule was treated as a classical rigid rotator, and the rotation and orientation of molecules in a strong light field were investigated in such a model. The applicability of the classical approach is briefly discussed in Sec. 4.1.

In the present paper resonant excitation of the vibrations and ionization of molecules is studied. Photodissociation
broadening and two-photon Raman transitions between rotational levels of a molecule are taken into account in the quantum-mechanical model formulated below. The dynamics of reoccupation of the rotational levels of the ground term of a molecule, the time-dependent degree of alignment of an initially isotropic ensemble of molecules, and the angular distribution of the decay fragments of the dissociated molecule are investigated.

## 2. FORMULATION OF THE PROBLEM

We consider the interaction of the hydrogen molecular ion $\mathrm{H}_{2}^{+}$with a radiation pulse whose electric field we give in the form $\varepsilon(t)=\varepsilon_{0} f(t) \cos (\omega t)$, where $f(t)$ is the envelope normalized to unity at the maximum, $f_{\max }=f(0)=1$. The time-dependent wave function $\Psi(t)$ of the molecule in the field satisfies the Schrödinger equation

$$
i \frac{\partial}{\partial t} \Psi=\left[H_{0}-\mathbf{d} \cdot \boldsymbol{\varepsilon}(t)\right] \Psi
$$

where $H_{0}$ is the Hamiltonian of the free molecule in the Born-Oppenheimer approximation, $\mathbf{d}$ is its dipole moment operator, and $\hbar=|e|=1$. We seek a solution of this equation in the form of an expansion in terms of the complete basis of wave functions of the free molecule: ${ }^{14}$

$$
\begin{align*}
\Psi= & \sum_{n, \Lambda, \mathrm{v}, N} C_{n, \mathrm{v}, N, \Lambda, M}(t)|n \mathrm{v} N \Lambda M\rangle \exp \left(-i E_{n \mathrm{v} N} t\right) \\
& +\sum_{n^{\prime}, \Lambda, N} \int d E C_{n^{\prime}, E, N, \Lambda, M}(t)\left|n^{\prime} E N \Lambda M\right\rangle \\
& \times \exp (-i E t), \tag{1}
\end{align*}
$$

where v is the vibrational quantum number, $\Lambda$ is the projection of the electron angular momentum on the axis of the
molecule, $N$ is the total angular momentum quantum number, $M$ is the projection of the total angular momentum in the direction of polarization of the field, and $n$ are other term quantum numbers of the molecule. The first term on the right-hand side of the Eq. (1) takes account of the expansion in terms of all discrete levels of the coupled terms of the molecule, and the second is an expansion in continuum states of all terms, $E$ is the energy of the continuum states, $E_{\mathrm{vN}}^{(n)}$ $=E_{\mathrm{v}}^{(n)}+B_{e}^{(n)} N(N+1)$ is the energy of the vibrationalrotational states in the $n$th term, $E_{\mathrm{v}}^{(n)}$ are the energies of the corresponding vibrational levels, and $B_{e}^{(n)}$ is the rotational constant of the $n$th term. We assume the initial state of the molecule to be one of the vibrational-rotational states of the electronic ground term $1 s \sigma_{g}\left({ }^{2} \Sigma_{g}^{+}\right)$: $|g \vee N M\rangle$ $=|g\rangle|\mathrm{v}\rangle|N M\rangle$, where $|g\rangle$ is the electron wave function and $|\mathrm{v}\rangle$ and $|N M\rangle$ are, respectively, the vibrational and angular functions of the nuclear motion. In the present paper we assume that in the initial state $\mathrm{v}=1$, i.e., the molecule is in the lowest vibrational level of the ground term. For the ortho- modification of the molecular $\mathrm{H}_{2}^{+}$ion, only odd rotational quantum numbers, $N=1,3,5, \ldots$ are possible in the ground term, and for the para- modification only even numbers are possible, $N=0,2,4, \ldots{ }^{14,15}$ For a linearly polarized field the quantum number $M$ is an integral of the motion. Therefore the problem can be solved separately for each number $M$, whereupon the results can be averaged with respect to the distribution function of the unperturbed molecules over the states $|N M\rangle$.

We examine single- and multiphoton dissociation of a molecule. In accordance with the Franck-Condon principle, for a $k$-photon transition to the repulsive term $2 p \sigma_{u}\left({ }^{2} \Sigma_{u}^{+}\right)$ from the lowest vibrational level $(\mathrm{V}=1)$ of the ground-state term $1 s \sigma_{g}\left({ }^{2} \Sigma_{g}^{+}\right)$the frequency of the field $\omega$ must satisfy the condition $\omega \geqslant \omega_{\text {res }}^{(k)}=\left[U\left(R_{e}\right)-E_{N}\right] / k$, where $U\left(R_{e}\right)$ is the potential energy of the nuclei in the repulsive term, $R_{e}$ is the equilibrium internuclear distance of the ground term, and $E_{N} \equiv E_{1 N}^{(0)}$.

Substituting the expansion of the wave function (1) into the Schrödinger equation, we obtain a system of differential equations for the probability amplitudes $C_{n, \mathrm{v}, N, \Lambda, M}(t)$ and $C_{n, E, N, \Lambda, M}(t)$. Using the procedure for adiabatic exclusion of the continuum, ${ }^{16}$ we express $C_{n, E, N, \Lambda, M}(t)$ in terms of $C_{n, \mathrm{v}, N, \Lambda, M}(t)$ and obtain the following system of equations for the probability amplitudes of finding a molecule in the vibrational-rotational states of the ground term $C_{N}(t)$ $\equiv C_{N}^{(M)}(t)$ (where the index $M$ is dropped to simplify the equations)

$$
\begin{align*}
i \dot{C}_{N}(t)= & \sum_{N^{\prime}} C_{N^{\prime}}(t) \exp \left\{i\left(E_{N}-E_{N^{\prime}}\right) t\right\} \\
& \times\left[-\frac{1}{4} \alpha_{N N^{\prime}} f^{2}(t) \varepsilon_{0}^{2}-\frac{i}{2} f^{2 k}(t) \sum_{k} \Gamma_{N N^{\prime}}\right] \tag{2}
\end{align*}
$$

where $\Gamma_{N N^{\prime}}$ and $\alpha_{N N^{\prime}}$ are, respectively, the tensor of dissociation widths and the polarizability (scattering) tensor, respectively. The ionization-width tensor can be determined in explicit form as the product of $k$-photon composite matrix elements of the dipole moment operator

$$
\begin{equation*}
\Gamma_{N N^{\prime}}=\left.2 \pi\left(-\mathbf{d} \cdot \boldsymbol{\varepsilon}_{0} / 2\right)_{N E}^{(k)}\left(-\mathbf{d} \cdot \boldsymbol{\varepsilon}_{0} / 2\right)_{E N^{\prime}}^{(k)}\right|_{E=E_{N}+k \omega} \tag{3}
\end{equation*}
$$

For single-photon dissociation, $k=1$, the components of the dissociation-width tensor $\Gamma_{N N^{\prime}}$ and the polarizability tensor $\alpha_{N N^{\prime}}$ can be expressed in terms of the real and imaginary parts of the composite second-order matrix elements $M_{N^{\prime} N}^{(2)}$ :

$$
\begin{align*}
& -\frac{1}{4} \alpha_{N N^{\prime}} \varepsilon_{0}^{2}-\frac{i}{2} \Gamma_{N N^{\prime}}=M_{N N^{\prime}}^{(2)} \\
& \left.\quad \equiv\left(\int d E+\sum_{i}\right) \frac{\left(-\mathbf{d} \cdot \varepsilon_{0}\right)_{N, E(i)}\left(-\mathbf{d} \cdot \varepsilon_{0}\right)_{E(i), N^{\prime}}}{E\left(E_{i}\right)-E_{N}-\omega+i \delta}\right|_{\delta \rightarrow 0}, \tag{4}
\end{align*}
$$

where the sum over $i$ is a sum over all intermediate states of the molecule from which the integral over the energy $E$ of the molecule in the repulsive term, the transition to which corresponds to dissociation, is singled out. According to Eq. (4), for $k=1 \Gamma_{N N^{\prime}}$ and $-\alpha_{N N^{\prime}} \varepsilon_{0}^{2} / 4$ are of the same (second) order in the intensity of the field $\varepsilon_{0}$ and, generally speaking, are comparable in magnitude, and the actual ratio between the dissociation-width tensor and the amplitudes of the Raman transitions depends on the frequency of the field. In the present case at single-photon transitions from the lowest vibrational level of the molecule, in accordance with the Franck-Condon principle the dissociation width $\Gamma_{N N^{\prime}}(\omega)$ of the level $E_{N}$ has a maximum near exact resonance $\omega \sim \omega_{\text {res }}$ $\equiv \omega_{\text {res }}^{(1)}=U\left(R_{e}\right)-E_{N}$. Under the same conditions the dispersion dependence of the Stark shift of the level $E_{N}$, $-\alpha_{N N}(\omega) \varepsilon_{0}^{2} / 4$, has a form similar to the derivative of $\Gamma_{N N^{\prime}}(\omega)$ and, therefore, $\left|\alpha_{N N}(\omega)\right| \varepsilon_{0}^{2} / 4 \ll \Gamma_{N N^{\prime}}(\omega)$ near $\omega_{\text {res }} .{ }^{17,18}$ Conversely, far from $\omega_{\text {res }}$ there exists a region where the shift of a level is relatively large, and $\left|\alpha_{N N}(\omega)\right| \varepsilon_{0}^{2} / 4 \gg \Gamma_{N N^{\prime}}(\omega) .{ }^{12,13}$ For multiphoton dissociation of a molecule ( $k \geqslant 2$ ) the probability amplitudes of Raman transitions once again are of second order in the field intensity, while the components of the dissociation-width tensor are proportional to the field intensity to the power $2 k$ and therefore, as a rule, $\left|\alpha_{N N}(\omega)\right| \varepsilon_{0}^{2} / 4 \gtrdot \Gamma_{N N^{\prime}}(\omega)$ in this case.

Note that there is a difference between situations involving short and long pulses. If the pulse duration is short compared with the reciprocal of the spacing between the nearest rotational levels, $\tau<1 / B_{e}$, where $B_{e} \equiv B_{e}^{(0)}$, then the radiation spectrum is broad, $\Delta \omega \sim 1 / \tau>B_{e}$, and Raman transitions between different rotational levels can occur in strong and weak fields. In contrast, for pulses of long duration, $\tau$ $>1 / B_{e}$, the spectral width is small, $\Delta \omega \sim 1 / \tau<B_{e}$, and Raman transitions in a weak field are forbidden by energy conservation considerations. However, in a strong field this stricture is lifted and transitions can occur.

The criterion for a strong field is

$$
\begin{equation*}
\frac{1}{4}\left|\alpha_{N^{\prime} N}(\omega)\right| \varepsilon_{0}^{2}>B_{e} \tag{5}
\end{equation*}
$$

This criterion is a common one, and does not depend on the pulse duration. Although for a short pulse ( $\tau<1 / B_{e}$ ) Raman transitions can also occur in weaker fields, they are inefficient in that case. Raman transitions become efficient for large and small $\tau$ only if (5) is satisfied. Numerically, for the
ground state of the molecular hydrogen ion $\mathrm{H}_{2}^{+}$(5) corresponds to field intensities $I \geqslant 10^{10} \mathrm{~W} \cdot \mathrm{~cm}^{-2}$ or field intensities $\varepsilon_{0} \geqslant 3 \times 10^{6} \mathrm{~V} \cdot \mathrm{~cm}^{-1} \equiv \varepsilon_{B}$, where $\varepsilon_{B}$ is the threshold intensity for the appearance of the strong-field effects considered below. This estimate of $\varepsilon_{B}$ can be easily shown to be correct either by approximating the polarizability tensor $\alpha_{N N^{\prime}}(\omega)$ by the static limit of its diagonal part $\left|\alpha_{N N}(\omega=0)\right| \approx 5$ (in atomic units) or by estimating $\alpha_{N N^{\prime}}(\omega)$ by its maximum frequency dependence $\left|\alpha_{N N}(\omega)\right|_{\max } \approx 15^{12,13}$ for $B_{e}$ $=30 \mathrm{~cm}^{-1} .{ }^{19}$

Considering weak and strong fields [according to the criterion (5)], we assume that the field intensity is still bounded from above by the conditions

$$
\begin{equation*}
\left|\alpha_{N N^{\prime}}\right| \varepsilon_{0}^{2} \ll \omega_{e}, \quad \Gamma_{N N^{\prime}} \ll \omega_{e}, \tag{6}
\end{equation*}
$$

where $\omega_{e}$ is the frequency of a vibrational quantum in the ground term of the molecule, $\omega_{e}=2297 \mathrm{~cm}^{-1} .{ }^{19}$ Since $\left|\alpha_{N N}(\omega)\right|_{\max } \approx 15^{12,13}$ and $\left[\Gamma_{N N^{\prime}}(\omega)\right]_{\max } \approx 10,{ }^{17,19}$ we find that (6) holds for $I \leqslant 10^{12} \mathrm{~W} \cdot \mathrm{~cm}^{-2}$, which is obviously consistent with the condition for the strong-field regime (5). The condition (6) justifies the possibility of taking account of only transitions between rotational sublevels of the lowest vibrational level of the ground term of the molecule without excitation of the higher vibrational levels. This approximation is reflected explicitly in Eqs. (2), whose right-hand sides do not contain a summation over the vibrational states of the molecule. The region of even stronger fields, where (6) is not satisfied, is certainly of interest, but such an extension of the problem falls outside the scope of the present work.

Equations (2)-(4) can be further simplified by singling out in the matrix elements of the dipole moment the parts calculated in terms of the rotational functions of a free molecule, and assuming that the remaining factors are either weakly dependent on the rotational quantum number in the initial and final states and can be approximated by constants. In this approximation, all components of the ionizationwidth tensor and the polarizability tensor are characterized only by the constants $\beta_{0}$ and $\alpha_{0}$, respectively,

$$
\begin{equation*}
\Gamma_{N N^{\prime}}^{(M)}=\beta_{0} D_{N N^{\prime}}^{(M)} \varepsilon_{0}^{2}, \quad \alpha_{N N^{\prime}}^{(M)}=\alpha_{0} D_{N N^{\prime}}^{(M)} . \tag{7}
\end{equation*}
$$

For single-photon dissocation the coefficients $D_{N N^{\prime}}^{(M)}$ are

$$
\begin{align*}
D_{N N}^{(M)} & =\frac{N^{2}-M^{2}}{4 N^{2}-1}+\frac{(N+1)^{2}-M^{2}}{4(N+1)^{2}-1}, \\
D_{N N^{\prime}}^{(M)} & =\sqrt{\frac{\left(N_{\max }^{2}-M^{2}\right)\left(\left(N_{\max }-1\right)^{2}-M^{2}\right)}{\left(4 N_{\max }^{2}-1\right)\left(4\left(N_{\max }-1\right)^{2}-1\right)}} \delta_{N N^{\prime} \pm 2}, \tag{8}
\end{align*}
$$

where $N_{\max }=\max \left\{N, N^{\prime}\right\}$. For three-photon dissociation of a molecule, naturally the expression (7) for the polarizability tensor $\alpha_{N N^{\prime}}^{(M)}$ remains the same, and the formula for the dissociation-width tensor becomes

$$
\begin{equation*}
\Gamma_{N N^{\prime}}^{(M)}=\widetilde{\beta}_{0} \widetilde{D}_{N N^{\prime}}^{(M)} \varepsilon_{0}^{6}, \tag{9}
\end{equation*}
$$

where the coefficients $\widetilde{D}_{N N^{\prime}}{ }^{(M)}$ are given in Table I. The constants $\alpha_{0}, \beta_{0}$, and $\widetilde{\beta}_{0}$ are not calculated in the present paper, but instead are given phenomenologically.

TABLE I.

| $D_{N N}+3 M$ | $\sqrt{\frac{(N+1)^{2}-M^{2}}{4(N+1)^{2}-1} \frac{(N+2)^{2}-M^{2}}{4(N+2)^{2}-1} \frac{(N+3)^{2}-M^{2}}{4(N+3)^{2}-1}}$ |
| :--- | ---: |
| $D_{N N+1 M}$ $\sqrt{\frac{(N+1)^{2}-M^{2}}{4(N+1)^{2}-1}}\left(\frac{(N+2)^{2}-M^{2}}{4(N+2)^{2}-1}+\frac{(N+1)^{2}-M^{2}}{4(N+1)^{2}-1}\right.$ |  |
|  | $\left.+\frac{N^{2}-M^{2}}{4 N^{2}-1}\right)$ |
| $D_{N N-1 M}$ | $\sqrt{\frac{N^{2}-M^{2}}{4 N^{2}-1}}\left(\frac{(N+1)^{2}-M^{2}}{4(N+1)^{2}-1}+\frac{N^{2}-M^{2}}{4 N^{2}-1}+\frac{(N-1)^{2}-M^{2}}{4(N-1)^{2}-1}\right)$ |
| $D_{N N-3 M}$ | $\sqrt{\frac{(N-1)^{2}-M^{2}}{4(N-1)^{2}-1} \frac{(N-2)^{2}-M^{2}}{4(N-2)^{2}-1} \frac{N^{2}-M^{2}}{4 N^{2}-1}}$ |

The solutions $C_{N}^{(M)}(t)$ of the system (2) can be used to find as a function of time $t$ the probability density of the orientation of the molecular axis in any given direction characterized by the angles $\theta$ and $\varphi$ of a spherical coordinate system with $z$ axis oriented parallel to the polarization vector of the field $\varepsilon_{0}$ :

$$
\begin{equation*}
P_{N}^{(M)}(t, \theta, \varphi)=\left|\sum_{N^{\prime}} C_{N^{\prime}}^{(M)}(t) Y_{N^{\prime} M}^{*}(\theta, \varphi)\right|^{2} \tag{10}
\end{equation*}
$$

where as before the quantum numbers $N$ and $M$ characterize the initial state of the molecule. If the system under study is initially an ensemble of molecules with distribution function $\rho_{N}^{(M)}$ over the quantum numbers $N$ and $M$, then the timedependent distribution function over the directions of the axes of the molecules in the ensemble is

$$
\begin{align*}
P(t, \theta, \varphi) & =\sum_{N M} \rho_{N}^{(M)} P_{N}^{(M)}(t, \theta, \varphi) \\
& =\sum_{N M} \rho_{N}^{(M)}\left|\sum_{N^{\prime}} C_{N^{\prime}}^{(M)}(t) Y_{N^{\prime} M}^{*}(\theta, \varphi)\right|^{2} . \tag{11}
\end{align*}
$$

Using the solutions of the system of equations (2), the angular distribution function of the dissociation products of the ensemble of molecules can also be found similarly to Eq. (11):

$$
\begin{equation*}
P_{f r}(\theta, \varphi)=\sum_{N M} \rho_{N}^{(M)} \int d E\left|\sum_{N^{\prime}} C_{E N^{\prime}}^{(M)}(T) Y_{N^{\prime} M}^{*}(\theta, \varphi)\right|^{2} \tag{12}
\end{equation*}
$$

Here $C_{E N}^{(M)}(t)$ are the probability amplitudes of finding a molecule at time $t$ in continnum states of the repulsive term with energy $E$ and quantum numbers of the angular momentum and its projection $N$ and $M$ :

$$
\begin{align*}
C_{E N}^{(M)}(t)= & -i \int_{0}^{t} d t^{\prime} \sum_{N^{\prime}} \exp \left\{i\left(E-E_{N^{\prime}}-\omega\right) t^{\prime}\right\} \\
& \times\left(-\frac{\mathbf{d} \cdot \boldsymbol{\varepsilon}_{0}}{2}\right)_{E N M ; N^{\prime} M}^{(k)} C_{N^{\prime} M}\left(t^{\prime}\right) \tag{13}
\end{align*}
$$

where $\left(-\mathbf{d} \cdot \boldsymbol{\varepsilon}_{0} / 2\right)_{E N M ; N^{\prime} M}^{(k)}$ is the $k$-photon matrix element of a dipole transition from the state of the ground term $\mid g, \mathrm{~V}$
$\left.=1, N^{\prime}, M\right\rangle$ to the continuum state $|u, E, N, M\rangle$; the time $T$ in the argument of $C_{E N}^{(M)}$ on the right-hand side of Eq. (12) is the moment at which the pulse ceases.

## 3. ROTATIONAL QUASIENERGY STATES OF A MOLECULE AND ALIGNMENT EFFECTS WITH THE INTERACTION TURNED ON ADIABATICALLY

For a constant, time-independent envelope of the field $f(t) \equiv 1$, the system of equations (2) can be transformed to a system of equations with constant coefficients for the functions $A_{N}(t)=\exp \left(-i E_{N} t\right) C_{N}(t)$

$$
\begin{align*}
i \dot{A}_{N}(t)-E_{N} A_{N}(t)= & \sum_{N^{\prime}} A_{N^{\prime}}(t) \\
& \times\left(-\frac{1}{4} \alpha_{N N^{\prime}} \varepsilon_{0}^{2}-\frac{i}{2} \sum_{k} \Gamma_{N N^{\prime}}\right), \tag{14}
\end{align*}
$$

which obviously has a solution of the form $A_{N}(t)$ $=\exp (-i \gamma t) a_{N}$, where $a_{N}$ is a constant and $\gamma$ are complex quasienergies of the system. The equations for the coefficients $a_{N}$ have the form

$$
\begin{align*}
& \left(\gamma-E_{N}+\frac{\alpha_{0}+2 i \beta_{0}}{4} \varepsilon_{0}^{2} D_{N, N}\right) a_{N} \\
& \quad=-\frac{\alpha_{0}+2 i \beta_{0}}{4} \varepsilon_{0}^{2}\left(D_{N, N+2} a_{N+2}+D_{N, N-2} a_{N-2}\right) \tag{15}
\end{align*}
$$

where the approximate formulas (7) were used for the polarizability and ionization-width tensors. The single-photon dissociation channel is assumed to be open, and in this case the constants $D_{N, N^{\prime}}$ are determined by Eqs. (8).

As noted in the Introduction, for single-photon dissociation of a molecule the ratio of the constants $\alpha_{0}$ and $\beta_{0}$ depends on the frequency of the external field. For $\alpha_{0} \ll \beta_{0}$ the perturbation of the levels of the molecule in a field is determined mainly by the dissociation broadening, and this case has been investigated in detail in our previous work. ${ }^{7}$ In the present paper this case is not studied, since appreciable alignment of molecules in a strong field does not occur with strong dissociation broadening of the levels. From this standpoint, the opposite case, where the perturbation of the rotational levels of a molecule as a result of direct two-photon Raman transitions is much greater than their dissociation broadening, $\left|\alpha_{N N^{\prime}}^{(M)}\right| \gg\left|\Gamma_{N N^{\prime}}^{(M)}\right|$ or $\alpha_{0} \gg \beta_{0}\left(\widetilde{\beta}_{0}\right)$, is much more interesting. These equations (15) are equivalent to the equations for the expansion coefficients of the prolate spheroidal function of the first kind in spherical harmonics. ${ }^{8,9,20}$

The solutions of the system of equations (15) determine the expansion coefficients $a_{N}$ of the quasienergy wave functions $\Psi_{\gamma}$ in terms of the rotational states of a free molecule and the field-dependent quasienergies $\gamma$ of the system. The real and imaginary parts of the quasienergies determine the positions and widths of the quasienergy levels. Although the quasienergy states are a superposition of the rotational states of a free molecule with different $N$, it is nonetheless conve-
nient to characterize each quasienergy state by a rotational quantum number $N_{0}$ of the level of the free molecule ( $E_{N_{0}}$ ) into which a given quasienergy $\gamma_{N_{0}}\left(\varepsilon_{0}\right)$ passes in the formal limit of zero field intensity, $\varepsilon_{0} \rightarrow 0$. The value and desirability of solving for the quasienergies and quasienergy wave functions of a molecule are due to the fact that when the field is turned on sufficiently slowly (adiabatically), i.e., for sufficiently long pulse durations (see below for estimates), the system always remains in a quasienergy state, satisfying a given initial condition, and its characteristics at any time are determined by the parameters of this quasienergy state, in which it is only necessary to replace $\varepsilon_{0}$ by a weakly timedependent envelope $\varepsilon_{0} f(t)$ of the light pulse. In other words, in the adiabatic approximation a replacement of the parametric dependence of $\gamma$ and $a_{N}$ on $\varepsilon_{0}$ by a dependence on $\varepsilon_{0} f(t)$ makes it possible to solve the initial problem, i.e., to find the solution $\Psi(t)=\Psi_{\gamma}\left[\varepsilon_{0} f(t)\right]$ of the Schrödinger equation that satisfies the initial conditions $\gamma\left[\varepsilon_{0} f(t)\right] \rightarrow E_{N_{0}}$ and $\Psi_{\gamma}$ $\rightarrow\left|N_{0}, M_{N_{0}}\right\rangle$ as $t \rightarrow-\infty$.

If the system is in a quasienergy state $\Psi_{\gamma}$, then in particular the probability density $P^{(\gamma)}$ of the orientation of the axis of the molecule in this state can also be determined using Eq. (10):

$$
\begin{align*}
P^{(\gamma, M)}(t, \theta, \varphi)= & \mid \sum_{N} a_{N}^{(\gamma, M)}\left[\varepsilon_{0} f(t)\right] \\
& \times\left.\exp \left\{-i\left(E_{N}+\gamma\right) t\right\} Y_{N M}^{*}(\theta, \varphi)\right|^{2} \tag{16}
\end{align*}
$$

For an interaction turned on adiabatically, the quasienergy $\gamma$ and the corresponding coefficients $a_{N}^{(\gamma, M)}$ in Eq. (16) are chosen from the solutions of Eqs. (15) and the initial conditions $\gamma\left[\varepsilon_{0} f(t)\right] \rightarrow E_{N_{0}}$ and $\Psi_{\gamma} \rightarrow\left|N_{0}, M_{N_{0}}\right\rangle$ as $t \rightarrow-\infty$. Assuming the adiabaticity conditions to be satisfied and, in addition, $\left|\alpha_{N N^{\prime}}^{(M)}\right| \gg\left|\Gamma_{N N^{\prime}}^{(M)}\right|\left(\alpha_{0} \gg \beta_{0}\right)$, and $\Gamma_{N N^{\prime}}^{(M)} T \ll 1$ we solve Eq. (15) and investigate the dynamics of the alignment of an ensemble of molecules excited by a field into quasienergy states $\Psi_{\gamma}$.

We assume as usual that the object of investigation is an equilibrium molecular gas at room temperature. Under these conditions only rotational states with small $N$ of the molecules are populated, and for the ortho- configuration of the molecular ion $\mathrm{H}_{2}^{+}$only the states with $N=1$ are populated, all three sublevels with $M=1,0$, and -1 being equally populated, $\rho_{1}^{(M)}=1 / 3$. In accordance with Eq. (11) the distribution function over directions of the axes of such an ensemble of molecules has the form

$$
\begin{align*}
P(t, \theta, \varphi)= & \frac{1}{3}\left[P_{1}^{(1)}(t, \theta, \varphi)+P_{1}^{(0)}(t, \theta, \varphi)\right. \\
& \left.+P_{1}^{(-1)}(t, \theta, \varphi)\right] \tag{17}
\end{align*}
$$

where the functions $P_{1}^{(M)}(t, \theta, \varphi)$ must be found from Eqs. (16). In the limit $t \rightarrow-\infty, P(t, \theta, \varphi){ }_{t \rightarrow-\infty}=$ const $=1 / 4 \pi$ follows from Eq. (17). This explicitly confirms that the distribution of the molecular axes in the unperturbed state of the ensemble is isotropic.

Figure 1 shows the directional distribution function $P(\theta)$ (17) of the axes of the ensemble of molecules under


FIG. 1. Angular distribution of the axes of an ensemble of molecules in a radiation field. The distribution results from adiabatic switching of the interaction. The numbers show the field intensity $\varepsilon_{0}$ in units of $\varepsilon_{B}$.
study after the interaction is turned on adiabatically (i.e., at $t=0$, when the field in the pulse has reached its maximum value), calculated for several peak values of the field intensity, $\varepsilon_{0} / \varepsilon_{B}=0,1,2,5$, and 10 . We note that because of axial symmetry the distribution function $P$ does not depend on the azimuthal angle $\varphi$ (in a plane perpendicular to $\boldsymbol{\varepsilon}_{0}$ ). According to the figure, as the field increases the distribution function $P(\theta)$ becomes narrower and is localized at small values of $\theta$ and $\pi-\theta$, i.e., close to the direction of field polarization. In addition, in a strong field a dip also appears in the distribution function precisely at $\theta=0$ and $\theta=\pi$. This dip becomes increasingly noticeable as the field intensity increases.

The distribution function $P(\theta)$ found above can be used to calculate average values, for example, the average angle $\bar{\theta}$ between the axis of a molecule and the direction of polarization of the field and the quantum variance $\sigma=\left[\overline{\theta^{2}}\right.$ $\left.-(\bar{\theta})^{2}\right]^{1 / 2}$, where

$$
\begin{equation*}
\overline{\theta^{n}}=\int_{0}^{\pi / 2} \theta^{n} P(\theta) \sin \theta d \theta / \int_{0}^{\pi / 2} P(\theta) \sin \theta d \theta \tag{18}
\end{equation*}
$$

We note that the integration in Eq. (18) extends from 0 to $\pi / 2$ and not from 0 to $\pi$, since the positions of the molecule with the axis making angles $\theta$ and $\pi-\theta$ with $\boldsymbol{\varepsilon}_{0}$ are assumed to be equivalent. It is also interesting to note that in the absence of a field (for $P=$ const) $\bar{\theta}=1 \mathrm{rad}$ and $\sigma \approx 0.4 \mathrm{rad}$. In this case these values of $\bar{\theta}$ and $\sigma$ are independent of the choice of direction for the quantization axis.

Figure 2 shows the average angle $\bar{\theta}$ and the quantities $\bar{\theta} \pm \sigma$ as a function of the peak amplitude $\varepsilon_{0}$ of the field in a pulse with the interaction turned on adiabatically. The average angle $\bar{\theta}\left(\varepsilon_{0}\right)$ decreases with increasing field, and in the strong-field limit it reaches a constant value of only several degrees. The relative standard deviation of the angle $\theta$ from its average value remains more or less constant, $\sigma\left(\varepsilon_{0}\right) / \bar{\theta}\left(\varepsilon_{0}\right) \approx 40 \%$. Therefore, in a strong field the average angle between the axes of the molecules and the direction of $\varepsilon_{0}$ as well as the standard deviation $\sigma$ of the average angle are substantially less than their values for a weak field. This


FIG. 2. Average angle $\bar{\theta}\left(\varepsilon_{0}\right)$ between the axis of a molecule and the field intensity with the field turned on adiabatically (curve 1 ) and the average emergence angle $\bar{\theta}_{f r}\left(\varepsilon_{0}\right)$ of the fragments with single-photon (curve 2) and three-photon (curve 3) dissociation; dotted curves- $\bar{\theta}\left(\varepsilon_{0}\right) \pm \sigma\left(\varepsilon_{0}\right)$.
indicates unequivocally that the axes of the molecules are aligned in the direction of polarization of a strong light field.

The alignment of the molecules in the direction of polarization of a strong field can largely determine the angular directivity of the dissociation fragments of the molecule. Photodissociation itself can serve as a competing mechanism for the narrowing of the directional pattern of the molecular fragments. As is well known, ${ }^{19,5,21}$ even in a weak field and with an isotropic distribution of the directions of the molecular axes, the directional pattern of the fragments in singlephoton dissociation as calculated in first-order perturbation theory is governed by the factor $\cos ^{2} \theta_{f r}$, where $\theta_{f r}$ is the angle between the direction of emergence of the fragments and the field intensity vector $\boldsymbol{\varepsilon}_{0}$. For three-photon dissociation the corresponding factor is $\cos ^{6} \theta_{f r}$, an extremely narrowly directed function.

In the theoretical model under study the distribution function $P\left(\theta_{f r}\right)$ of the fragments of the molecule over the directions of emergence and the average emergence angle $\bar{\theta}_{f r}$, determined similarly to Eq. (18), were calculated using Eqs. (13) and (14) for single- and three-photon dissociation. The calculation was performed in the adiabatic approximation used in the present section. The computed dependence of the average emergence angle on the peak field intensity $\varepsilon_{0}$ in the pulse is presented in Fig. 2. As one can see from the figure, the average emergence angle $\bar{\theta}_{f r}\left(\varepsilon_{0}\right)$ of the fragments of a molecule is always less than the average angle $\bar{\theta}\left(\varepsilon_{0}\right)$ between the axes of the undissociated molecules and $\boldsymbol{\varepsilon}_{0}$. For one- and three-photon ionization, in the weak field limit $\bar{\theta}_{f r}$ $\approx 2 \bar{\theta} / 3$ and $\bar{\theta}_{f r}=0.45 \bar{\theta}$, respectively. In a strong field $\bar{\theta}_{f r}$ $\approx \bar{\theta}$ in both cases. This result essentially suggests a change in the mechanism whereby the directional pattern of the dissociation products becomes narrower as the field increases. In a weak field the distribution of the axes of the molecules over the angles $\theta$ is almost isotropic, and the narrowing of the directional pattern of the dissociation products results solely from the dissociation process itself, i.e., the transition to the continuum. In a strong field the dominant mechanism becomes alignment of the undissociated molecules along the field. The degree of directivity of the dissociation products is essentially the same as the degree of orientation of the axes of the molecules.


FIG. 3. Time-dependence of the average angle $\bar{\theta}(t)$ between the axis of the molecules and the field intensity (curve 1) and the average emergence angle $\bar{\theta}_{f r}(t)$ of the fragments with single-photon dissociation (curve 2) with the interaction turned on instantaneously with $\varepsilon_{0}=10 \varepsilon_{B}$; dotted curves- $\bar{\theta}(t)$ $\pm \sigma(t)$.

## 4. SOLUTION OF THE INITIAL PROBLEM AND ALIGNMENT EFFECTS INDUCED BY VARIOUSLY-SHAPED PULSES

### 4.1. Square pulse

We consider first the often used model of a square pulse, i.e., the interaction is turned on and off instantaneously. Solving Eqs. (2) and (4) and assuming once again that initially the ensemble of molecules is characterized by an isotropic directional distribution function of the axes of the molecules, we find using Eqs. (11) and (18) the time-dependent average angle $\bar{\theta}(t)$ between the axis of a molecule and the polarization direction of the field and the quantum variance $\sigma(t)$ fo this angle. Figure 3 shows the functions $\bar{\theta}(t)$ and $\bar{\theta}(t) \pm \sigma(t)$ calculated for a square pulse of duration $T$ $=5 T_{B}$ (where $T_{B}=1 / B_{e}$ ) at peak field strength seven times the threshold value for the appearance of strong-field effects, $\varepsilon_{0}=7 \varepsilon_{B}$ (see Eq. (5) for the definition of $\varepsilon_{B}$ ). As is evident from the figure, the average angle $\bar{\theta}(t)$ undergoes complicated nonharmonic but periodic oscillations between the initial value $\bar{\theta}(0)=1 \mathrm{rad} \approx 57^{\circ}$ and the minimum value $\approx 27^{\circ}$ with frequencies equal to the differences of the occupied quasienergy states. Expanding the function $\bar{\theta}(t)$ in a Fourier (integral) series, we find that oscillations with frequencies equal to the differences of the quasienergies of the quasienergy states of the molecule that are populated initially with the interaction turned on instantaneously are represented in the spectrum of the periodic function $\bar{\theta}(t)$. However, the large quantum variance of the angle $\theta$, much greater than the amplitude of the oscillations of the average angle, can make it very difficult to observe these oscillations. We note that the observed large quantum variance of the angle $\theta$ gives a far from obvious possibility of describing the rotations of a molecule in a field using the classical theory, ${ }^{12,13}$ where the dependence $\bar{\theta}(t)$ is a strictly deterministic function.

Since the dissociation of a molecule (by assumption, slow, $\left.\Gamma_{M, M}(T) \ll 1\right)$ occurs during the entire time of the interaction with the field, the oscillations in the time dependence $\bar{\theta}_{f r}(t)$ of the average emergence angle of the decay products of the molecule are smoothed out as $t$ increases, as is clearly seen in Fig. 3.

### 4.2. Gaussian pulse

The model with the interaction turned on instantaneously is attractive solely because of its simplicity. It does not correspond to the envelope of real laser pulses, which is best approximated by a Gaussian function $f(t)=\exp \left[-(t / T)^{2}\right]$. For sufficiently long pulse duration $T$, the solution of the problem should correspond to the adiabatically switched model studied in the preceding section. However, for values of $T$ comparable to $T_{B}=1 / B_{e}$ the deviations from adiabaticity can be appreciable. In the language of quasienergy functions a deviation from adiabaticity means that on the leading edge of the pulse several quasienergy states of the molecule in the field, and not only one state as in the adiabatic case, become occupied as the field is turned on. Solving the equation for the time-dependent coefficients in the expansion of the wave function of the molecule in the field of a Gaussian pulse, it can be shown that the adiabaticity parameter is

$$
\begin{equation*}
n_{0}=\frac{\left(6+4 N_{0}\right) B_{e} T}{\pi}\left[\ln \left(\frac{\left|\alpha_{0}+2 i \beta_{0}\right| \varepsilon_{0}^{2}}{\left(6+4 N_{0}\right) B_{e}}\right)\right]^{-1 / 4} \tag{19}
\end{equation*}
$$

which can be interpreted as the number of oscillations of functions of the type $\theta(t)$ on the leading edge of a Gaussian pulse. For $n_{0}<1$ there is not enough time for even one oscillation of $\bar{\theta}(t)$ to occur as the leading edge is turned on. In this case the interaction is turned on abruptly and the process resembles more an instantaneously switched process. Many quasienergy states of the molecule become occupied as the interaction is turned on. In contrast, for $n_{0} \gg 1$ the switching time is long, and many oscillations of the function $\bar{\theta}(t)$ occur during this time, but the amplitude of these oscillations is extremely small, and the switching process is nearly adiabatic. These behaviors are characterized by the computational results presented in Fig. 4, which shows the functions $\bar{\theta}(t)$ and $\bar{\theta}(t) \pm \sigma(t)$ calculated in the same model as in all preceding calculations but for a Gaussian pulse with duration $T=0.1 T_{B}, T_{B}$, and $5 T_{B}$ and peak field strength $\varepsilon_{0}=10 \varepsilon_{B}$. For $T=5 T_{B}$, according to Eq. (19), $n_{0} \approx 8$, i.e., the pulse is turned on gradually, essentially adiabatically. The average angle $\bar{\theta}(t)$ decreases with time $t$ to the minimum value, which is reached at $t=0$, i.e., at the maximum of the timedependent amplitude $\varepsilon_{0} f(t)$ of the field. For small values of $n_{0}$ the deviations from adiabaticity are large. In short and long pulses the quantum variance $\sigma$ is greater than the amplitude of the oscillations of the average angle $\bar{\theta}(t)$.

In contrast to a pulse with a rectangular envelope, in a Gaussian pulse the dissociation of molecules occurs mainly near the field maximum at $t=0$. Figure 5 shows as a function of the field strength the pulse-averaged angle of the axes of an ensemble of molecules at the center of the pulse and the average emergence angles of the photodissociation products for single- and three-photon decay of molecules in an ensemble for several pulse durations. For very short pulses, $n_{0} \ll 1$, the difference from perturbation theory is small. For very long pulses, $n_{0} \gg 1$, the difference from the adiabatic switching model is small. The angular distribution of the axis of a molecule at the center of a pulse and the angular distributions of the fragments of a molecule for single- and three-


FIG. 4. Time-dependence of the average angle $\bar{\theta}(t)$ between the axis of the molecules and the intensity of the field for a Gaussian pulse with peak intensity $\varepsilon_{0}=10 \varepsilon_{B}$ and pulse duration $T=0.1 T_{B}$ (a), $T=T_{B}$ (b), and $T$ $=5 T_{B}(\mathrm{c})$; dotted curves- $\bar{\theta}(t) \pm \sigma(t)$; dashed curves- $\bar{\theta}(t)$ in the model with the interaction turned on adiabatically; $\bar{\theta}_{a d}(t)$-average angle between the field intensity and the axis of molecules in a quasienergy state with an adiabatically slowly varying field amplitude $\varepsilon_{0}(t)$.
photon decay are essentially the same as the corresponding distributions with the field turned on adiabatically. For sufficiently long pulses, $n_{0} \geqslant 1$, two regions can be singled out in the functions $\bar{\theta}\left(\varepsilon_{0}\right), \bar{\theta}_{f r}\left(\varepsilon_{0}\right)$, and $\theta_{f r}^{(3)}\left(\varepsilon_{0}\right)$ : the region of relatively weak fields, where the properties of the angular distribution of the fragments are determined by the orienting properties of the phototransition to the continuum of the unstable term, and the region of strong fields, where the angular distribution of the fragments is the same as the angular dis-


FIG. 5. Average angle $\bar{\theta}(t)$ between the axis of a molecule and the direction of the field intensity (1) and the average emergence angle of the fragments for single-photon (2) and three-photon (3) dissociation for short (solid lines) and long (dashed lines) pulses, for which, respectively, $n_{0} \ll 1$ and $n_{0} \gg 1$, calculated for a Gaussian pulse at $t=0$ as a function of the peak field strength $\varepsilon_{\max }=\varepsilon_{0}(t=0)$.
tribution of the axes of the molecules in the ensemble. Here $\bar{\theta}_{f r}(F) \approx \bar{\theta}(F)$ (Fig. 5). We note that, other conditions being the same, as the fraction $\Gamma T$ of molecules that decay during a pulse increases, the width of the angular distribution of the fragments over the emergence angles increases.

## 5. CONCLUSIONS

The main results of this work are the conclusion that substantial alignment of molecules in the direction of polarization of the field is possible and a formulation of the corresponding conditions. It was shown that alignment can be substantial only if the field is turned on adibatically, i.e., if the duration of a pulse with a smooth envelope is sufficiently long. Then the alignment is maximum at the maximum of the field. The second important condition for alignment is that the dissociation broadening of the rotational levels of a molecule must be relatively small compared with the perturbation of the levels as a result of direct two-photon Raman transitions.

The second important result of this work concerns the angular distribution of the products of dissociation of a molecule. It was shown that the narrowing of the directional pattern of the dissociation fragments and its orientation in the direction of polarization of the field can be determined by two factors: the orientation of the axes of the molecules in the direction of a strong field and by the transition itself from a bound state of the molecule to the continuum of an unstable term. If the conditions of alignment of molecules in a bound state as formulated above are not satisfied, then the directivity of the dissociation products of the molecules can be determined only by the properties of the transition to the continuum. Specifically, the directivity of the angular distribution of the fragments along the field increases with the number of photons involved in the transition to the repulsive term. However, if the strong field satisfies the conditions of substantial alignment of the axes of the molecules in their bound state, then the angular distribution of the dissociation products is essentially the same as the angular distribution of the axes of the molecules.

These results can be compared qualitatively with experimental data. ${ }^{2}$ For example, under the experimental conditions of Ref. 2 the pulse duration was short, so that $n_{0} \leqslant 1$ $\left(\mathrm{Cl}_{2}, T \approx 100 \mathrm{fs}, B \approx 1.7 \mathrm{~cm}^{-1}, \alpha \approx 30\right.$ a.u.). Therefore, in our view, the directivity of the angular distribution of the dissociation products of the molecules along the field was determined only by the orienting properties of the multiphoton transition to the photoionization continuum with formation of a molecular ion and a subsequent transition to the photodissociation continuum with decay of the molecules into fragments. Alignment of the axis of a molecule and the axis of a molecular ion as a result of Raman-type transitions before transitions to a state in the continuum was small. This is indicated by the dependence of the alignment on the pulse duration, the field intensity, and the wavelength. According to the data of Ref. 2, variations in the pulse duration and field intensity had only a minor effect on the angular distribution of the dissociation fragments, and an increase in wavelength narrowed the angular distribution. The latter indicates di-
rectly that an increase in the number of photons involved in the transition has a controlling effect on the angular distribution of the fragments.

We reiterate that our analysis is limited to fields that are not too strong (4). To go beyond these restrictions it is necessary to take account of the possibility of excitation of molecular vibrations, which greatly complicates the problem.
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We discuss the process of resonant subbarrier internal conversion of $\gamma$ rays, where the converted electron is transferred to one of the atomic orbitals. For the first time we study how this process is affected by residual interactions: the splitting of the atomic terms in the total angular momentum of the atom, configuration mixing, and the magnetic interaction between the electrons of the atom. The calculations are done by the relativistic multiconfiguration Dirac-Fock method with allowance for the Breit interaction for the $M 1$ transition with an energy of 35492 eV in multiply charged ions of ${ }^{125} \mathrm{Te}$. We show that allowing for the residual interaction is obligatory if we want to calculate the conversion rate in the vicinity of a resonance correctly. © 1999 American Institute of Physics. [S1063-7761(99)00511-9]

## 1. INTRODUCTION

The use of multiply charged ions in modern accelerators allows observing processes that are, at least in principle, possible and have been studied theoretically, but are extremely rare in neutral atoms. One of these exotic processes is the subbarrier (or discrete or resonant) internal conversion of $\gamma$ rays, where the electron is (virtually) transferred to one of the discrete levels of the atom. Such a process was considered in Ref. 1 and 2. Since discrete conversion is definitely a resonant process, it was suggested in Ref. 2 that resonant conversion could be used to accelerate nuclear transitions by balancing the resonance defect by an external field of laser radiation of appropriate frequency.

A different experimental study of the $M 1$ transition with an energy of $35491.9 \pm 0.5 \mathrm{eV}$ in multiply charged ions of ${ }^{125} \mathrm{Te}$ was carried out at the University of Bordeaux. ${ }^{3,4}$ In the neutral atom this transition occurs primarily due to conversion on the $K$-shell, and the corresponding internal conversion coefficient $\alpha_{K}^{M 1}$ is equal to 11.6 . As the shell becomes ionized, the electron binding energy increases, and at ionization multiplicity $q=45$ ordinary conversion on the $K$-shell becomes impossible. However, the expected decrease in lifetime was not observed in experiments: it remained constant even at $q=46$; only with further ionization does the lifetime exhibit a smooth increase. This experiment stimulated a theoretical investigation ${ }^{4}$ of the process of subbarrier resonant conversion that occurs at $q \geqslant 45$. The Feynman diagram of this process is depicted in Fig. 1. We see that the electron is (virtually) transferred to one of the states belonging to the discrete spectrum, which then decays via a radiative electron (or hole) transition.

In the present paper we refine the calculation done in Ref. 4 by allowing for the residual interactions. On particular, we allow for the splitting of atomic terms in the total
angular momentum of the atom, take into account the magnetic Breit interaction between the atomic electrons, and allow for configuration mixing. As expected, allowing for these effects strongly influences the resonant conversion rate.

## 2. ALLOWANCE FOR THE MAGNETIC INTERACTION OF ELECTRONS AND THE SPLITTING OF TERMS IN TOTAL ANGULAR MOMENTUM OF THE ATOM

The rate of resonant conversion depends very strongly on the energy of the intermediate electron state (see Fig. 1). Hence in calculations it is very important to allow for the splitting of atomic levels in the total angular momentum and for the magnetic Breit interaction (in addition to the Coulomb interaction). The effect of the Breit interaction on the energy of $1 s \rightarrow n s$ transitions in the ${ }^{125} \mathrm{Te}^{45+}$ ion is illustrated by Table I. The first column lists the values of the energies of $1 s \rightarrow n s$ transitions, $n=9-18$, calculated by the Dirac-Fock method for the median ('average"') level ( $\mathrm{DF}_{\mathrm{av}}$ ) without allowance for the Breit interaction and the total angular mo-


FIG. 1. Feynman diagram for discrete conversion. A hole forms in the $1 s$ shell, and the corresponding electron goes to the $n s$ state. The double line corresponds to a nuclear transition from the excited ( $e x^{*}$ ) state to the ground $(g)$ state. The arrow corresponding to the hole state is directed against the flow of time.

TABLE I. Energies of $1 s \rightarrow n s$ transitions calculated by the $\mathrm{DF}_{\mathrm{av}}$ method without allowance for the splitting in the total angular momentum $J$ of the atom, by the $\mathrm{DF}_{\mathrm{td}}$ with allowance for the splitting $\left(E\left(J_{1}, J_{2}\right)\right.$ ), and by the $\mathrm{DF}_{\mathrm{td}}$ method with allowance for the magnetic interaction $\left(M I\left(J_{1}, J_{2}\right)\right)$. The energies are in electronvolts and are measured from 35000 eV .

| $n s$ | $\mathrm{DF}_{\mathrm{av}}$ | $E(3 / 2,5 / 2)$ | $E(1 / 2,3 / 2)$ | $M I(3 / 2,5 / 2)$ | $M I(1 / 2,3 / 2)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $9 s$ | 331 | 320 | 349 | 252 | 283 |
| $10 s$ | 402 | 391 | 419 | 323 | 354 |
| $11 s$ | 454 | 443 | 471 | 375 | 406 |
| $12 s$ | 493 | 483 | 511 | 414 | 445 |
| $13 s$ | 524 | 513 | 541 | 445 | 476 |
| $14 s$ | 548 | 537 | 563 | 469 | 500 |
| $15 s$ | 568 | 557 | 585 | 488 | 519 |
| $16 s$ | 584 | 573 | 601 | 504 | 535 |
| $17 s$ | 597 | 586 | 614 | 517 | 548 |
| $18 s$ | 608 | 597 | 625 | 528 | 559 |

mentum of the atom. This approximation corresponds to the model used in Ref. 4. The total angular momentum $J$ of the method can be taken into account by using the termdependent Dirac-Fock method $\left(\mathrm{DF}_{t d}\right)$ or the multiconfiguration Dirac-Fock method (MCDF). Such calculations lift the degeneracy in the total angular momentum $J$ of the atomic terms. As a result, the excited $n s$ levels split into two doublets, each of which remains almost doubly degenerate. The levels of the lower doublet with the angular momenta $J$ $=3 / 2$ and $5 / 2$ differ by roughly 0.1 eV in energy. The levels of the upper doublet with angular momenta $J=1 / 2$ and $3 / 2$ are separated by a narrower gap, $\sim 0.02 \mathrm{eV}$.

The energies of the $1 s \rightarrow n s$ transitions calculated by the different methods are compared in Table I. In addition to the energies obtained by the $\mathrm{DF}_{\mathrm{av}}$ method, the third and fourth columns list the energies of the doublets calculated by the $\mathrm{DF}_{\mathrm{td}}$ method. Since inside each doublet the transition energies do differ by an amount smaller than the accuracy of the data in Table I, these components are paired. The corresponding values of $J$ are listed in the first row of the table. The energies of the transitions calculated by the $\mathrm{DF}_{\mathrm{td}}$ method with allowance for the Breit interaction are listed in the fifth and sixth columns.

The results presented in Table I show that allowance for the residual interaction radically changes the arrangement of the electron levels. Splitting of the levels is almost constant and amounts to $27-31 \mathrm{eV}$. This value exceeds the separation of median levels, so that the levels belonging to neighboring doublets overlap. The magnetic interaction increases the total energy $E_{\text {tot }}$ of the ground state of the ${ }^{125} \mathrm{Te}^{45+}$ ion (with the electron configuration $1 s^{2} 2 s^{2} 2 p_{1 / 2}^{2} 2 p_{3 / 2}$ ) by 90.7 eV . For highly excited states with the electron configuration $1 s 2 s^{2} 2 p^{2} 2 p_{3 / 2} n s$, the energy $E_{\text {tot }}$ increases by roughly

22 eV . Thus, the entire energy of transitions for $n s$ states with large values of $n$ decreases by roughly 70 eV , which is much larger than the level separation.

## 3. INTERACTION OF CONFIGURATIONS

What we said in Secs. 1 and 2 readily implies that the rate of discrete conversion strongly depends on the level density, which usually increases significantly when the mixing of configurations is taken into account. As noted earlier, in the case at hand the allowance for the interaction of configurations causes splitting of each $n s$ state into two levels in the final configurations ( $1 s 2 s^{2} 2 p_{1 / 2}^{2} 2 p_{3 / 2} n s$ ), and each component of the split levels remains almost doubly degenerate. In the present work the configuration interaction is taken into account within the MCDF method.

Using our RAINE package of computer programs, ${ }^{5}$ devised for relativistic calculations of atomic structures and the interaction of electromagnetic radiation and the nucleus with the atomic electrons, we developed a program that realized the MCDF method. The main concepts were taken from the theory of Grant et al., ${ }^{6}$ but in our calculations by the MCDF method we took for the base functions the Slater determinants corresponding to states with a well-defined projection $M$ of the total angular momentum $J$. The energy levels of the atom are determined by diagonalizing the Hamiltonian, and each level corresponds to an eigenfunction of the operator of total angular momentum, i.e., to a definite value of the angular momentum $J$.

There are three types of configuration interaction. ${ }^{6}$ Figure 2 a depicts the Feynman diagram of the mixing amplitude, which occurs due to the one-particle operator of kinetic energy and the Coulomb interaction with the nucleus. Figure


FIG. 2. Three types of configuration interaction: (a) mixing due to the one-particle operator of kinetic energy and the Coulomb interaction with the nucleus; (b) mixing due to the interaction with the core; and (c) interaction with excitation of the core.

TABLE II. Matrix elements of the two-particle interaction of configurations, $\langle k n s| H^{\prime}|8 s k\rangle$ (Fig. 2b), rows $1-4 ; M_{\text {tot }}$ is the total matrix element of two-particle interaction; $M_{1}$ is the one-particle matrix element $\langle n s| H_{\text {one }}|8 s\rangle$ (Fig. 2a); and $M_{\text {res }}$ is the resulting matrix element. All values of matrix elements are in electronvolts.

| $k \backslash n$ | 6 | 7 | 9 |
| :--- | ---: | :---: | :---: |
| $1 s_{1 / 2}$ | 8.518 | 9.403 | 7.355 |
| $2 s_{1 / 2}$ | 13.405 | 15.9473 | 12.770 |
| $2 p_{1 / 2}$ | 14.186 | 16.559 | 13.183 |
| $2 p_{3 / 2}$ | 7.058 | 8.252 | 6.573 |
| $M_{\text {tot }}$ | 43.167 | 50.161 | 39.881 |
| $M_{1}$ | -42.887 | -49.944 | -39.702 |
| $M_{\text {res }}$ | 0.280 | 0.217 | 0.179 |

2 b depicts the diagram representing the two-particle interaction of the electron and the field generated by the other electrons, whose states do not change, so that they can be regarded as comprising the core. This interaction also leads to mixing of the final $n s$ states in the principal quantum number $n$. The state of the core does not change if one allows for this type of interaction. Finally, Fig. 2c illustrates two-particle interaction with more complicated many-particle configurations of the core-excitation type.

The typical matrix elements of the type of interaction of Fig. 2a or b for $\mathrm{Te}^{45+}$ are listed in Table II. The first four rows in the table illustrate the fragmentation of the $8 s$ states in the $6 s, 7 s$, and $9 s$ shells, fragmentation that occurs due to the interaction with the other electrons of the $K$ - and $L$-shells. The results show that the interaction matrix elements are almost the same for all electrons of the $L$-shell and are somewhat larger from the $K$-shell. The magnitude of each matrix element is about 10 eV . They add up coherently, yielding, for instance, $\quad \Sigma_{k}\langle k 9 s| H^{\prime}|8 s k\rangle=39.881 \mathrm{eV}$. However, this value is balanced almost perfectly by the contributions of the interaction of the type depicted in Fig. 2a, which is approximately equal in value but has the opposite sign, as the sixth and seventh rows in Table II show. This perfect balance has a simple physical meaning. The electron in the highly excited state $9 s$ ' 'detects" basically the nearly Coulomb poten-
tial with a charge $Z-q+1$, which depends very weakly on the specific configuration of the core. Therefore allowance for the given type of interaction gives rise only to a slight mixing of configurations with an amplitude of less than $\sim 1 \%$.

However, as noted earlier, calculations by the MCDF method yield splitting of levels in total angular momentum, with the value of this splitting being approximately 30 eV . The level density changes when the interaction represented by Fig. 2c is taken into account. The typical matrix elements of this type are listed in Table III. Since they are off-diagonal in all four states, they prove to be smaller by factor of 10 to 100. Note that the matrix elements with numbers from 3 to 6 with excitation of the hole states $2 p_{1 / 2}$ in the core add up coherently. The total value of such matrix elements amounts to roughly 6 eV , which is larger by a factor of ten than the matrix element $M_{\text {res }}$ of one-particle mixing listed in Table II. And since the difference of the corresponding energy is roughly 50 eV , allowance for this interaction can lead to mixing of these states with an amplitude close to $10 \%$ and to a corresponding change in the transition energy and the conversion matrix elements. Thus, although the density of the atomic levels is not really as high as in the case of the multiply charged $\mathrm{Au}^{24+}$ ion studied by Gribakin et al., ${ }^{7}$ allowance for configuration mixing, as we will show shortly, proves to be very important if we want to calculate the rate of discrete conversion correctly.

## 4. CONVERSION TRANSITIONS TO nd-SHELLS

The selection rules for the conversion $M 1$ transition also allow for transitions in which the electron orbital angular momentum $l$ changes by 2 , i.e., $\Delta l=2$. In the case at hand this means that there can be transitions of the $1 s$ electron not only to the $n s$ states but also to the discrete states $n d_{3 / 2}$ of shells, transitions with $\Delta J=0, \pm 1$ which are close in energy to the energy of the nuclear transition. However, we expect the probability of these transitions to be low due to the smallness of the wave functions of the $d$ electrons in the region of the nucleus. Since the electron wave functions behave at the origin as $(p r)^{l}$, it is indeed true that in the case of an $M 1$ transition the internal conversion coefficients are at their

TABLE III. Matrix elements of the interaction of configurations, $\langle j n| H^{\prime}\left|n^{\prime} j^{\prime}\right\rangle$ (Fig. 2c). The one-particle states are specified by the values of the principal quantum number, the orbital and total angular momenta, and the projection of the total angular momentum.

| Number | Configuration |  |  |  | Matrix |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $j$ | $n$ | $j^{\prime}$ | $n^{\prime}$ | element, eV |
| 1 | $2 p_{3 / 2} \frac{3}{2}$ | $6 s_{1 / 2}-\frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 p_{1 / 2} \frac{1}{2}$ | -0.184 |
| 2 | $2 p_{3 / 2} \frac{1}{2}$ | $6 s_{1 / 2} \frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 p_{1 / 2} \frac{1}{2}$ | -0.106 |
| 3 | $2 p_{3 / 2} \frac{1}{2}$ | $6 s_{1 / 2}-\frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 p_{1 / 2}-\frac{1}{2}$ | -0.144 |
| 4 | $2 p_{3 / 2}-\frac{1}{2}$ | $6 s_{1 / 2} \frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 p_{1 / 2}-\frac{1}{2}$ | -0.106 |
| 5 | $2 p_{3 / 2} \frac{1}{2}$ | $7 s_{1 / 2} \frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 p_{1 / 2} \frac{1}{2}$ | -0.083 |
| 6,7 | $2 p_{3 / 2} \frac{1}{2}$ | $6 p_{1 / 2} \pm \frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 s_{1 / 2} \mp \frac{1}{2}$ | -0.401 |
| 8 | $2 p_{3 / 2}-\frac{1}{2}$ | $6 p_{1 / 2} \frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 s_{1 / 2}-\frac{1}{2}$ | 0.401 |
| 9 | $2 p_{3 / 2} \frac{3}{2}$ | $6 p_{1 / 2}-\frac{1}{2}$ | $8 s_{1 / 2} \frac{1}{2}$ | $2 s_{1 / 2} \frac{1}{2}$ | 0.695 |
| 10 | $2 p_{3 / 2}-\frac{3}{2}$ | $7 p_{1 / 2} \frac{3}{2}$ | $8 s_{1 / 2}-\frac{1}{2}$ | $2 s_{1 / 2} \frac{1}{2}$ | -0.126 |

TABLE IV. Energies $\omega_{n \kappa}$ and the discrete conversion coefficients $\alpha_{d}^{M 1}$ for the $M 1$ transitions $1 s \rightarrow n d_{3 / 2}$ calculated by the $\mathrm{DF}_{\mathrm{av}}$ method.

| $n d_{3 / 2}$ | $\omega_{n \kappa}, \mathrm{eV}$ | $\alpha_{d}^{M 1}, \mathrm{eV}$ |
| :--- | :---: | :---: |
| $11 d_{3 / 2}$ | 35458 | 0.481 |
| $12 d_{3 / 2}$ | 35496 | 0.368 |
| $13 d_{3 / 2}$ | 35526 | 0.286 |
| $14 d_{3 / 2}$ | 35550 | 0.223 |
| $15 d_{3 / 2}$ | 35569 | 0.175 |
| $16 d_{3 / 2}$ | 35585 | 0.137 |

maximum in the $1 s \rightarrow n s$ transition, for which the wave function of the $n s$ electron is finite at the origin (see, e.g., Ref. 8). On the other hand, the wave functions of the $d$ states have a second-order zero near the nucleus and are localized essentially outside the $K$-shell. In Table IV we list the internal conversion coefficients for transitions to the discrete states of the $n d_{3 / 2}$-shell. We see that the values of these coefficients prove to be smaller by a factor of 1000 than the values of the internal conversion coefficients for transitions to states of the $n s$-shells given in Ref. 4 (see also Table V).

TABLE V. Results of calculations by the MCDF method: the energies $\omega_{n k}$ of the $1 s \rightarrow n s$ transitions for $n s$ levels with different angular momenta $J$, the weights $S$ of the 'pure" configurations $1 s 2 s^{2} 2 p_{1 / 2}^{2} 2 p_{3 / 2} n s$, the discrete internal conversion coefficients $\alpha_{d}^{M 1} \Delta_{J}$, and the conversion factors $R^{n \kappa} S$.

| $n s$ | $J$ | $\omega_{n \kappa}, \mathrm{eV}$ | $S$ | $\alpha_{d}^{M 1} \Delta_{J}, \mathrm{eV}$ | $R^{n \kappa} S$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $12 s$ | 1/2 | 35443.8 | 0.9967 | 67.31 | 0.0230 |
|  | $3 / 2$ | 35443.9 | 0.9954 | 83.74 | 0.0287 |
|  | 3/2 | 35410.6 | 0.9878 | 51.03 | 0.0060 |
|  | 5/2 | 35410.4 | 0.9887 | 200.90 | 0.0237 |
| $13 s$ | 1/2 | 35474.4 | 0.9899 | 51.90 | 0.1309 |
|  | $3 / 2$ | 35474.4 | 0.9934 | 64.57 | 0.1633 |
|  | 3/2 | 35441.1 | 0.9864 | 39.34 | 0.0119 |
|  | 5/2 | 35440.9 | 0.9823 | 154.90 | 0.0465 |
| $14 s$ | 1/2 | 35498.5 | 0.9893 | 40.41 | 0.6384 |
|  | $3 / 2$ | 35498.5 | 0.9881 | 50.27 | 0.7932 |
|  | 3/2 | 35465.2 | 0.9817 | 30.63 | 0.0333 |
|  | 5/2 | 35465.0 | 0.9800 | 120.61 | 0.1289 |
| $15 s$ | 1/2 | 35517.8 | 0.9744 | 31.56 | 0.0362 |
|  | $3 / 2$ | 35517.9 | 0.9737 | 39.27 | 0.0446 |
|  | 3/2 | 35484.5 | 0.9645 | 23.93 | 0.3011 |
|  | 5/2 | 35484.5 | 0.9672 | 94.21 | 1.1605 |
| $16 s$ | 1/2 | 35533.6 | 0.9370 | 24.57 | 0.0105 |
|  | $3 / 2$ | 35533.7 | 0.9362 | 30.56 | 0.0130 |
|  | 3/2 | 35500.3 | 0.9255 | 18.62 | 0.1785 |
|  | 5/2 | 35500.2 | 0.9305 | 73.33 | 0.7223 |
| $17 s$ | 1/2 | 35547.9 | 0.9472 | 18.92 | 0.0045 |
|  | $3 / 2$ | 35547.9 | 0.9465 | 23.54 | 0.0057 |
|  | 3/2 | 35514.6 | 0.9368 | 14.34 | 0.0205 |
|  | 5/2 | 35514.4 | 0.9404 | 56.46 | 0.0825 |
| $R_{\text {tot }}$ |  |  |  |  | 4.6077 |

Note that a similar situation occurs in ${ }^{229} \mathrm{Th}$ when one deals with the de-excitation of the nucleus through the electron bridge $7 s \rightarrow 8 s \rightarrow 7 p$ (see Ref. 2). A situation that is the opposite of the one discussed above was studied by Strizhov and Tkalya, ${ }^{9}$ who took into account only the contribution to the electron bridge that starts either at the $6 d_{3 / 2}$ state or at the $7 s$ state but passes through the excited $6 d_{5 / 2}$ level. As a result, the effect was underestimated by a factor of 1000 . Unfortunately, this serious error of past years found its way into Ref. 10, with the result that the interpretation of the experimental data was based on an erroneous theoretical calculation. Indeed, the analysis of subsequent experimental data ${ }^{11,12}$ suggested that the UV photon emission observed by Irwin and Kim $^{10}$ and by Richardson et al. ${ }^{13}$ is a possible consequence of the fluorescence of nitrogen molecules in the air surrounding the radioactive sources rather than the decay of the $3.5-\mathrm{eV}$ level in ${ }^{229} \mathrm{Th}$.

## 5. RESULTS OF CALCULATIONS OF THE INTERNAL CONVERSION COEFFICIENTS

As noted earlier, as a result of calculations by the MCDF method, for each electron configuration of the final state, $1 s 2 s^{2} 2 p_{1 / 2}^{2} 2 p_{3 / 2} n s$, four levels form with total angular momenta $J=5 / 2,3 / 2,1 / 2$, and $3 / 2$. The angular momenta of the levels are ordered according to increasing energy. Using the data of our calculations by the MCDF method, we estimated the fractions of the internal conversion coefficients, $\Delta_{J}$, related to each of these levels. The results of the calculations yield the following distribution of internal conversion coefficients among the four levels:

$$
\begin{align*}
& \Delta_{J=5 / 2}=0.5, \quad \Delta_{J=3 / 2}=0.127 \\
& \Delta_{J=1 / 2}=0.168, \quad \Delta_{J=3 / 2}=0.209 \tag{1}
\end{align*}
$$

We see that the sum over all fractions is roughly unity, $\sum_{J} \Delta_{J} \approx 1$. The internal conversion coefficients for the $1 s$ $\rightarrow n s$ transitions, $n=12-17$, are listed in Table V. Note that the coefficients have been multiplied by the respective fraction $\Delta_{J}$.

In the case of ordinary conversion, the coefficient $\alpha^{n \kappa}$ is defined as the ratio of the rates of conversion and radiative transitions of the nucleus. When we are dealing with discrete conversion, the coefficient $\alpha_{d}^{n \kappa}$ has the dimensionality of energy on account of the different normalization of the wave function of the conversion electron. ${ }^{4}$ However, we can determine the conversion factor $R^{n \kappa}$, which is still the ratio of the rates of conversion and radiative nuclear transitions: ${ }^{4}$

$$
\begin{equation*}
R^{n \kappa}=\alpha_{d}^{n \kappa} \frac{1}{2 \pi} \frac{\Gamma}{\left(\omega_{\gamma}-\omega_{n \kappa}\right)^{2}+(\Gamma / 2)^{2}}, \tag{2}
\end{equation*}
$$

where $\Gamma$ is the total energy of the hole state, $\omega_{\gamma}$ is the energy of the nuclear transition, and $\omega_{n \kappa}$ is the energy of the electron transition. If, following Ref. 4, we assume that the width $\Gamma$ of the $1 s$ vacancy is 5 eV and allow for the weights $S$ of the 'pure configurations"' $1 s 2 s^{2} 2 p_{1 / 2}^{2} 2 p_{3 / 2} n s$, which are determined in the calculation by the MCDF method, we obtain the values of the conversion factor $R^{n \kappa} S$ listed in Table V.

The total resonant conversion factor $R_{\text {tot }}$ is obtained by summing over all the final states:

$$
\begin{equation*}
R_{\mathrm{tot}}=\sum_{n} R^{n \kappa} S \tag{3}
\end{equation*}
$$

Table V shows that the maximum contribution to the total factor of resonant conversion, $R_{\mathrm{tot}}^{\mathrm{MCDF}}$, is provided by the levels with angular momenta $J=3 / 2$ and $5 / 2$ with energies 35484.5 eV and 35484.4 eV , respectively, which arise in the splitting of the final state $15 s$, and also by the levels with angular momenta $J=1 / 2$ and $3 / 2$ with an energy 35498.5 eV , which arise in the splitting of the final state $14 s$. This result should be compared with the results of Ref. 4, where the calculations done by the $\mathrm{DF}_{\mathrm{av}}$ method without allowance for the residual interactions suggested that the main contribution to $R_{\text {tot }}^{\mathrm{DF}}$ is provided by the final state 18 s . The total conversion factor $R_{\mathrm{tot}}^{\mathrm{MCDF}}$ is equal to 4.36, which differs from $R_{\mathrm{tot}}^{\mathrm{DF}}=5.9$ obtained in Ref. 4 by roughly $30 \%$. The results listed in Table V show that the total weight of the impurity configurations may be substantial and reaches 7\% for the given shell. The corresponding shift in the transition energies due to configuration mixing can be estimated by comparing the data of Tables V and I. This shift reaches $3-4 \mathrm{eV}$, in accordance with the quantitative reasoning done in Sec. 3. Note that core excitation (Fig. 2c) has a strong effect on the value of $R_{\text {tot }}$ and on the corresponding transition energies. Allowing for this mechanism in a proper manner gives rise to an energy shift of the levels with $J=3 / 2,5 / 2$ (15s) from the value 35488 eV provided by the $\mathrm{DF}_{\mathrm{td}}$ method to the value 35484.5 eV . Allowing (or not allowing) for this mechanism and the corresponding shifts of the transition energy by 3 eV changes the value of the partial factor of the conversion transition to the given level by a factor of 2.5 and that of the total conversion factor by a factor of 1.8 .
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# Polarization of the vacuum in a relativistic hydrogenlike atom: the Lamb shift 

S. G. Karshenboĭm*)<br>State Scientific Center "D. I. Mendeleyev National Metrological Research Institute," 198005 St. Petersburg, Russia<br>(Submitted 26 May 1999)

Zh. Éksp. Teor. Fiz. 116, 1575-1586 (November 1999)
This paper examines the shift of energy levels in a hydrogenlike atom induced by vacuum polarization effects. The contribution of free polarization is found for the ground state and several excited states in a closed analytical form. For the first time an expression is derived for the radiative correction to the energy in the form of an explicit function of the parameter $Z \alpha$. The results are valid for states $n l_{j}$ with the largest values of orbital and total angular momenta ( $l=n-1$ and $j=l+1 / 2$ ). The final expression, found in terms of generalized hypergeometric functions, is a function of three variables, $Z \alpha, n$, and the ratio of the particle masses on the orbit and in the vacuum loop, i.e., the result is valid for ordinary atoms and for muonic atoms. Several useful asymptotic expressions are also derived. © 1999 American Institute of Physics. [S1063-7761(99)00611-3]

## 1. INTRODUCTION

The diagram that allows for vacuum polarization effects (Fig. 1) is the simplest one, but there is no closed analytical expression even for its contribution to the energy levels. Some coefficients in the expansion in the strength of the Coulomb interaction $Z \alpha$ are known for various energy levels in an (electronic) hydrogenlike atom with a point nucleus. ${ }^{1-4}$ An analytical expression for muonic atoms has been found only in the leading nonrelativistic (Schrödinger) approximation. ${ }^{5}$ There are also some numerical results (see, e.g., Ref. 6).

The goal of the present paper is to derive closed analytical expressions for the corrections to the energy levels in electronic and muonic atoms. We will discuss the case of a hydrogenlike atom with an infinitely heavy point nucleus and a bound particle of mass $m$. In real applications the particle may be either an electron or a muon. We will study the contribution of the free polarization of vacuum (the Uehling potential); the particle in the loop in cases of interest is an electron ( $m_{l}=m_{e}$ ).

Note that there are several reasons why this problem is so important. First, in some cases the expansion in powers of $Z \alpha$ is not very efficient because terms with high powers of logarithms (e.g., $\ln ^{2}(1 / Z \alpha) \approx 24$ and $\ln ^{3}(1 / Z \alpha) \approx 120$ ) arise ${ }^{7}$ and so one is forced to do exact calculations in $Z \alpha$ or at least to better understand the structure of the series in $Z \alpha$. The calculations done in the present paper make it possible to study the structure of the expansion in powers of this parameter. Second, a number of useful asymptotic expressions for both electronic and muonic atoms are derived. For instance, for not-too-light muonic atoms ( $l=n-1$ and $j=l+1 / 2$ ) we have

$$
\begin{align*}
E_{U}\left(n l_{j}\right)= & -\frac{\alpha}{\pi} \frac{(Z \alpha)^{2} m / n^{2}}{\sqrt{1-(Z \alpha)^{2} / n^{2}}}\left\{\left[\frac{2}{3} \ln \left(2 \kappa_{n}\right)\right.\right. \\
& \left.+\frac{2}{3}\left(\psi(1)-\psi\left(2-3 \epsilon_{n}\right)\right)-\frac{5}{9}\right]+\frac{\pi}{2} \frac{1-\epsilon_{n}}{\kappa_{n}} \\
& \left.+\frac{2-3 n\left(1-\epsilon_{n}\right)-10 n^{2}\left(1-\epsilon_{n}^{2}\right)}{6} \frac{1}{\kappa_{n}^{2}}+O\left(\frac{1}{\kappa_{n}^{3}}\right)\right\} \tag{1}
\end{align*}
$$

where the relativistic effects are described by the parameter

$$
\begin{equation*}
\epsilon_{n}=1-\sqrt{1-\frac{(Z \alpha)^{2}}{n^{2}}} \tag{2}
\end{equation*}
$$

and where we have introduced the ratio of the atomic momentum $(\gamma)$ to the mass of the particle in the loop $\left(m_{l}\right)$ :

$$
\begin{equation*}
\kappa_{n}=\frac{\gamma}{m_{l} n}=\frac{Z \alpha m}{m_{l} n} . \tag{3}
\end{equation*}
$$

In particular, for muonic atoms we have $\kappa_{n} \simeq 1.5 Z / n$. Here we used a system of units in which $\hbar=c=1$.

Third, the correction obtained in this paper is unquestionably the simplest quantum-electrodynamics correction, but the methods developed here can be used when more complicated diagrams are involved. ${ }^{8}$

We begin by discussing the general expression for the ground state, then we turn to the asymptotic expressions, and finally determine the Uehling relativistic correction for the levels $n l_{j}$ with the largest values of angular momenta ( $l$ $=n-1$ and $j=l+1 / 2$ ). We will conclude the paper with a discussion of the results and the possible applications of the methods developed here.


FIG. 1. Uehling potential for an atom with a particle of mass $m$. The mass of the particle in the loop is $m_{l}$.

## 2. DERIVATION OF THE GENERAL EXPRESSION

We begin with the derivation of a convenient representation for the Uehling potential. Allowing for the polarization in the momentum representation amounts to the well-known substitution

$$
\begin{equation*}
\frac{1}{\mathbf{q}^{2}} \rightarrow \frac{\alpha}{\pi} \int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2}\left(1-\mathrm{v}^{2} / 3\right)}{1-\mathrm{v}^{2}} \frac{1}{\mathbf{q}^{2}+\lambda^{2}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda(\mathrm{v})=\frac{2 m_{l}}{\sqrt{1-\mathrm{v}^{2}}} \tag{5}
\end{equation*}
$$

(the reader will recall that the mass of the particle in the loop is $m_{l}$ ). In the coordinate representation the substitution has the form

$$
\begin{equation*}
\frac{1}{r} \rightarrow \frac{\alpha}{\pi} \int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2}\left(1-\mathrm{v}^{2} / 3\right)}{1-\mathrm{v}^{2}} \frac{\exp \{-\lambda r\}}{r} \tag{6}
\end{equation*}
$$

The correction to the energy can be written in the form of a product,

$$
\begin{equation*}
E_{U}=\frac{\alpha}{\pi} E_{C} R_{C}(\kappa) \tag{7}
\end{equation*}
$$

where $E_{C}$ is the average potential energy of the Dirac electron and

$$
\begin{equation*}
R_{C}(\kappa)=\int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2}\left(1-\mathrm{v}^{2} / 3\right)}{1-\mathrm{v}^{2}} \mathscr{B}_{C}(\lambda(\mathrm{v})) . \tag{8}
\end{equation*}
$$

The potential energy can easily be expressed in terms of the total energy $E_{D}$ of the bound Dirac particle (see, e.g., Ref. 9),

$$
\begin{equation*}
E_{C}\left(n l_{j}\right)=\left\langle n l_{j}\right|-\frac{Z \alpha}{r}\left|n l_{j}\right\rangle=Z \alpha \frac{\partial}{\partial(Z \alpha)} E_{D}\left(n l_{j}\right) \tag{9}
\end{equation*}
$$

and $\mathscr{R}_{C}$ in (8) can be written in the form of a ratio,

$$
\begin{equation*}
\mathscr{R}_{C}(\lambda)=\frac{\int_{0}^{\infty} d r r^{2}\left[f^{2}(r)+g^{2}(r)\right] \frac{\exp \{-\lambda r\}}{r}}{\int_{0}^{\infty} d r r^{2}\left[f^{2}(r)+g^{2}(r)\right] \frac{1}{r}} \tag{10}
\end{equation*}
$$

Here we have employed the notation adopted in Ref. 10 for the radial part of the large $[f(r)]$ and small $[g(r)]$ components of the Dirac wave function. The above expressions are valid for all states, and in the case of the $1 s$ level we have

$$
\begin{equation*}
E_{C}(1 s)=-\frac{(Z \alpha)^{2} m}{\sqrt{1-(Z \alpha)^{2}}} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{B}_{C}(\lambda)=\frac{\int_{0}^{\infty} d r r \exp \{-(2 \gamma+\lambda) r\} r^{-2 \epsilon}}{\int_{0}^{\infty} d r r \exp \{-2 \gamma r\} r^{-2 \epsilon}} \tag{12}
\end{equation*}
$$

The relativistic effects for the ground state are determined by the value of the parameter

$$
\epsilon=1-\sqrt{1-(Z \alpha)^{2}}
$$

which vanishes in the Schrödinger approximation, and they are also taken into account in the relativistic potential energy (11). To simplify the expressions, we discard the label 1 for the ground state and use the notation $\epsilon$ and $\kappa$.

The radial integration proves to be trivial and yields a simple result:

$$
\begin{equation*}
\mathscr{R}_{C}(\lambda)=\left(\frac{2 \gamma}{2 \gamma+\lambda}\right)^{2(1-\epsilon)} . \tag{13}
\end{equation*}
$$

What is not trivial is that the resulting single integral

$$
\begin{align*}
R_{C}(\kappa)= & \int_{0}^{1} d \mathrm{v} \mathrm{v}^{2}\left(1-\frac{\mathrm{v}^{2}}{3}\right)\left(\frac{\kappa}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{2} \\
& \times\left(\frac{\kappa \sqrt{1-\mathrm{v}^{2}}}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{-2 \epsilon} \tag{14}
\end{align*}
$$

can be evaluated in closed form, ${ }^{11}$ (more precisely, in terms of the generalized hypergeometric function ${ }_{3} F_{2}$ ). It is convenient to express the results of integration in terms of the base integrals

$$
\begin{equation*}
E_{U}(1 s)=-\frac{\alpha}{\pi} \frac{(Z \alpha)^{2} m}{\sqrt{1-(Z \alpha)^{2}}}\left\{I_{122}-\frac{1}{3} I_{222}\right\}, \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
I_{a b c}= & \frac{\kappa^{c-2 \epsilon}}{2} B\left(a+\frac{1}{2}, 1-\frac{b}{2}+\frac{c}{2}-\epsilon\right){ }_{3} F_{2}\left(\frac{c}{2}-\epsilon, \frac{c}{2}+\frac{1}{2}\right. \\
& \left.-\epsilon, 1-\frac{b}{2}+\frac{c}{2}-\epsilon ; \frac{1}{2}, a+\frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon ; \kappa^{2}\right) \\
& -\frac{(c-2 \epsilon)}{2} \kappa^{c+1-2 \epsilon} B\left(a+\frac{1}{2}, \frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon\right) \\
& \times{ }_{3} F_{2}\left(\frac{c}{2}+1-\epsilon, \frac{c}{2}+\frac{1}{2}-\epsilon, \frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon ; \frac{3}{2}, a+2\right. \\
& \left.-\frac{b}{2}+\frac{c}{2}-\epsilon ; \kappa^{2}\right) . \tag{16}
\end{align*}
$$

The evaluation of these integrals is given in the Appendix. Clearly, the expression is finite if

$$
\begin{equation*}
Z \alpha<1 \tag{17}
\end{equation*}
$$

Below we will discuss some asymptotic expressions for (15).

## 3. UEHLING CORRECTION FOR $Z_{\alpha} \ll 1$

We wish to discuss the nonrelativistic limit without making any assumptions concerning the size of the parameter $\kappa$. Two special cases are important here: an electronic atom ( $\kappa=Z \alpha$ ) and a not-too-light muonic atom ( $\kappa \simeq 1.5 Z \gg 1$ ).

When $Z$ is small, the expression for the correction to the energy can be written

$$
\begin{equation*}
R_{C}(\kappa)=r_{C}(\kappa)-2 \epsilon p_{C}(\kappa)+O\left(\epsilon^{2}\right), \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \epsilon \simeq(Z \alpha)^{2} \tag{18}
\end{equation*}
$$

in the nonrelativistic approximation. We will first calculate $r_{C}$ and $p_{C}$ and then discuss the corrections to the expressions.

In the Schrödinger approximation, the result incorporates only the first term of the expansion (18), which is well known: ${ }^{5}$

$$
\begin{align*}
r_{C}(\kappa)= & \frac{1}{3}\left[-\frac{4+\kappa^{2}-2 \kappa^{4}}{\kappa^{3}}, \mathscr{C}(\kappa)\right. \\
& \left.+\frac{4+3 \kappa^{2}}{\kappa^{3}} \frac{\pi}{2}-\frac{12+11 \kappa^{2}}{3 \kappa^{2}}\right], \tag{20}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{A}(\kappa)=\frac{\arccos \kappa}{\sqrt{1-\kappa^{2}}}=\frac{\ln \left(\kappa+\sqrt{\kappa^{2}-1}\right)}{\sqrt{\kappa^{2}-1}}, \tag{21}
\end{equation*}
$$

with $\mathscr{A}(0)=\pi / 2$.
When dealing with the electronic atom $(\kappa=Z \alpha)$, we note that for small values of $Z$ the power expansion up to terms of order $\alpha(Z \alpha)^{7} m$ is of practical interest. With appropriate accuracy, the normalization factor is

$$
\begin{equation*}
E_{C}=-(Z \alpha)^{2} m\left[1+\frac{1}{2}(Z \alpha)^{2}+\frac{3}{8}(Z \alpha)^{4}\right] . \tag{22}
\end{equation*}
$$

When $\kappa$ is small, we have the following expressions for the terms in (18):

$$
\begin{align*}
& r_{C}(\kappa)=\frac{4}{15} \kappa^{2}-\frac{5 \pi}{48} \kappa^{3}+\frac{12}{35} \kappa^{4}-\frac{7 \pi}{64} \kappa^{5}  \tag{23}\\
& p_{C}(\kappa)=\left[\frac{4}{15} \ln (2 \kappa)-\frac{77}{225}\right] \kappa^{2}-\left(\frac{5 \pi}{48} \ln \frac{\kappa}{2}+\frac{47 \pi}{576}\right) \kappa^{3} \tag{24}
\end{align*}
$$

Finally,

$$
\begin{align*}
R_{C}= & \frac{4}{15} \kappa^{2}-\frac{5 \pi}{48} \kappa^{3}+\frac{12}{35} \kappa^{4}-\frac{7 \pi}{64} \kappa^{5}-(Z \alpha)^{2} \\
& \times\left[\left(\frac{4}{15} \ln (2 \kappa)-\frac{77}{225}\right) \kappa^{2}-\left(\frac{5 \pi}{48} \ln \frac{\kappa}{2}+\frac{47 \pi}{576}\right) \kappa^{3}\right] . \tag{25}
\end{align*}
$$

As a result we arrive at an expansion (for $Z \alpha$ small) for the Uehling correction to the energy level of the ground state in an (electronic) hydrogenlike atom:

$$
\begin{align*}
E_{U}= & \frac{\alpha}{\pi}(Z \alpha)^{4} m\left\{-\frac{4}{15}+\frac{5 \pi}{48} Z \alpha+\left[\frac{4}{15} \ln (2 Z \alpha)-\frac{1289}{1575}\right]\right. \\
& \left.\times(Z \alpha)^{2}+\left[\frac{5 \pi}{48} \ln \frac{2}{Z \alpha}+\frac{23 \pi}{288}\right](Z \alpha)^{3}\right\} . \tag{26}
\end{align*}
$$

This expansion reproduces all the coefficients known so far (see Refs. 1 and 2 and the papers cited therein) and one unknown coefficient (we denote it by $A_{70}$ ).

## 4. UEHLING CORRECTION FOR MUONIC ATOMS

Now we examine the case of large values of $\kappa$. First we note that in muonic atoms this limit is reached for fairly small values of $Z \alpha$. In the case of very small $Z \alpha(Z$ $=1-3, \kappa(\mathrm{H}) \simeq 1.5, \kappa\left(\mathrm{He}^{+}\right) \simeq 3$, and $\left.\kappa\left(\mathrm{Li}^{++}\right) \simeq 4.5\right)$ the results obtained in Ref. 5 are sufficient [this result is shown in (20)]. For larger values of $Z$ we can expand in powers of $1 / \kappa$. Let us go back to (18) and discuss the terms in it. The analytical result of Ref. 5 represented in (20) can easily be expanded:

$$
\begin{equation*}
r_{C}(\kappa)=\frac{2}{3} \ln (2 \kappa)-\frac{11}{9}+\frac{\pi}{2 \kappa}+O\left(\frac{1}{\kappa^{2}}\right) \tag{27}
\end{equation*}
$$

The expansion of the second term in (18) we find directly:

$$
\begin{equation*}
p_{C}(\kappa)=\frac{2}{3}-\frac{\pi^{2}}{9}+O\left(\frac{1}{\kappa}\right) \tag{28}
\end{equation*}
$$

To obtain the asymptotic expressions, we only need to bear in mind that the contribution stems from a small domain of integration with respect to $v$ near the upper limit $V \simeq 1$. Introducing the substitutions

$$
\begin{equation*}
v^{2}\left(1-\frac{v^{2}}{3}\right) \rightarrow \frac{2 \mathrm{v}}{3} \tag{29}
\end{equation*}
$$

in (14), we can easily evaluate the integrals with respect to V . The result of all this is

$$
\begin{align*}
R_{C}(\kappa)= & {\left[\frac{2}{3} \ln (2 \kappa)-\frac{11}{9}+\frac{\pi}{2 \kappa}\right]-\left(\frac{2}{3}-\frac{\pi^{2}}{9}\right)(Z \alpha)^{2} } \\
& +O\left((Z \alpha)^{4}\right)+O\left(\frac{(Z \alpha)^{2}}{\kappa}\right)+O\left(\frac{1}{\kappa^{2}}\right) \tag{30}
\end{align*}
$$

The substitution (29) is valid if $Z$ is small and $\kappa$ is large. However, (29) can easily be generalized. In particular, when $\kappa \gtrdot 1$, we can use the transformation

$$
\begin{equation*}
\frac{v^{2}\left(1-v^{2} / 3\right)}{1-v^{2}}=\frac{2}{3} \frac{v}{1-v^{2}}-\frac{v(1-v)(2+v)}{3(1+v)} \tag{31}
\end{equation*}
$$

to evaluate the integral

$$
\begin{equation*}
I_{b c}=\int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2}\left(1-\mathrm{v}^{2} / 3\right)}{\left(1-\mathrm{v}^{2}\right)^{b / 2}}\left(\frac{\kappa \sqrt{1-\mathrm{v}^{2}}}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{c-2 \epsilon} . \tag{32}
\end{equation*}
$$

Only one of these integrals is needed in calculating the contribution of the Uehling potential,

$$
\begin{equation*}
R_{C}(\kappa)=I_{22} \tag{33}
\end{equation*}
$$

In accordance with (31), we split this integrals into two parts, $I^{(1,2)}$. The first term reduces to the incomplete beta function:

$$
\begin{align*}
I_{b c}^{(1)} & =\frac{2}{3} \int_{0}^{1} d \mathrm{v} \frac{\mathrm{~V}}{\left(1-\mathrm{v}^{2}\right)^{b / 2}}\left(\frac{\kappa \sqrt{1-\mathrm{v}^{2}}}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{c-2 \epsilon} \\
& =\frac{2}{3} \kappa^{b-2} \int_{\delta}^{1} \frac{d z}{z}(1-z)^{1-b+c-2 \epsilon} \\
& =\frac{2}{3} \kappa^{b-2} B_{1-\delta}(2-b+c-2 \epsilon, b-2), \tag{34}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{1}{z}=1+\kappa \sqrt{1-\mathrm{v}^{2}} \tag{35}
\end{equation*}
$$

and

$$
\delta=\frac{1}{1+\kappa} \ll 1
$$

Now it is fairly simple to find the necessary asymptotic expression for the incomplete beta function:

$$
\begin{aligned}
B_{1-\delta}(c-2 \epsilon, 0)= & \ln (1+\kappa)+[\psi(1) \\
& -\psi(c-2 \epsilon)]+\frac{c-2 \epsilon-1}{\kappa} \\
& -\frac{(c-2 \epsilon-1)(c+2-2 \epsilon)}{2 \kappa^{2}}+O\left(\frac{1}{\kappa^{3}}\right) .
\end{aligned}
$$

The second term for $b=2$ can be expanded,

$$
\begin{aligned}
I_{2 c}^{(2)}= & \int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}(1-\mathrm{v})(2+\mathrm{v})}{3(1+\mathrm{v})}\left(1-\frac{c-2 \epsilon}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right. \\
& \left.+\frac{(c-2 \epsilon)(c-1-2 \epsilon 4)}{2 \kappa^{2}\left(1-\mathrm{v}^{2}\right)}\right)+O\left(\frac{1}{\kappa^{3}}\right),
\end{aligned}
$$

and integrated:

$$
\begin{align*}
I_{2 c}^{(2)}= & -\left(\frac{5}{9}-\frac{2}{3} \ln 2\right)+\left(\frac{\pi}{4}-\frac{2}{3}\right) \frac{c-2 \epsilon}{\kappa} \\
& -\frac{(c-2 \epsilon)(c-1-2 \epsilon)}{12 \kappa^{2}}+O\left(\frac{1}{\kappa^{3}}\right) . \tag{36}
\end{align*}
$$

The result is an expression for the base integral

$$
\begin{align*}
I_{2 c}= & {\left[\frac{2}{3} \ln (2 \kappa)+\frac{2}{3}(\psi(1)-\psi(c-2 \epsilon))-\frac{5}{9}\right]+\frac{\pi}{4} \frac{c-\epsilon}{\kappa} } \\
& +\left[\frac{1}{3}-\frac{c-2 \epsilon}{4}-\frac{5}{12}(c-2 \epsilon)^{2}\right] \frac{1}{\kappa^{2}}+O\left(\frac{1}{\kappa^{3}}\right), \tag{37}
\end{align*}
$$

which for $c=2$ yields

$$
\begin{align*}
R_{C}= & {\left[\frac{2}{3} \ln (2 \kappa)+\frac{2}{3}(\psi(1)-\psi(2-2 \epsilon))-\frac{5}{9}\right] } \\
& +\frac{\pi}{2} \frac{1-\epsilon}{\kappa}+\left[\frac{1}{3}-\frac{1-\epsilon}{2}-\frac{5}{3}(1-\epsilon)^{2}\right] \frac{1}{\kappa^{2}}+O\left(\frac{1}{\kappa^{3}}\right) . \tag{38}
\end{align*}
$$

Formula (30) is reproduced when $Z$ is small (i.e., $\epsilon$ is small), which is a check on the validity of (38).

The convergence of the expression is determined by the value of the argument of the $\psi$-function (the logarithmic derivative of the $\Gamma$-function), which must not vanish. This condition again leads to the finiteness of the correction for the charge $Z$, which is given by the inequality (17).

## 5. UEHLING CORRECTION FOR SOME EXCITED STATES

Now we examine the excited states $n l_{j}$ with the largest values of orbital and total angular momenta ( $l=n-1$ and $j$ $=l+1 / 2$ ). The wave functions and energy levels of the Dirac atom prove to be the simplest in this case. In particular, the normalization factor in (7) has the form

$$
\begin{equation*}
E_{C}(n)=-\frac{(Z \alpha)^{2} m / n^{2}}{\sqrt{1-(Z \alpha)^{2} / n^{2}}} \tag{39}
\end{equation*}
$$

and in the Schrödinger approximation

$$
E_{C}(n) \approx-(Z \alpha)^{2} m / n^{2}
$$

The quantity $R\left(n, n \epsilon_{n}, \kappa_{n}\right)$ assumes the form [cf. (14)]

$$
\begin{align*}
R\left(n, n \epsilon_{n}, \kappa_{n}\right)= & \int_{0}^{1} \frac{d \mathrm{v} \mathrm{v}^{2}}{1-\mathrm{v}^{2}}\left(1-\frac{\mathrm{v}^{2}}{3}\right) \\
& \times\left(\frac{\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}{1+\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}\right)^{2 n\left(1-\epsilon_{n}\right)} . \tag{40}
\end{align*}
$$

Above we examined the case $n=1$ in detail using the simplified notation $\epsilon_{1}=\epsilon, \kappa_{1}=\kappa$, and $R(1, \epsilon, \kappa)=R_{C}(\kappa)$. One of the ways to pass to arbitrary values of $n$ is to use the recurrence relation

$$
\begin{align*}
& \left(\frac{\sqrt{1-\mathrm{v}^{2}}}{1+\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}\right)^{2 n\left(1-\epsilon_{n}\right)} \\
& =\frac{1}{\left(2 n-1-2 n \epsilon_{n}\right)\left(2 n-2-2 n \epsilon_{n}\right)} \frac{\partial^{2}}{\partial \kappa_{n}^{2}} \\
& \quad \times\left(\frac{\sqrt{1-\mathrm{v}^{2}}}{1+\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}\right)^{2\left(n-1-n \epsilon_{n}\right)} \tag{41}
\end{align*}
$$

which gives rise to the expression

$$
\begin{align*}
& \left(\frac{\sqrt{1-\mathrm{v}^{2}}}{1+\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}\right)^{-2 n\left(1-\epsilon_{n}\right)} \\
& \quad=\frac{\Gamma\left(2-2 n \epsilon_{n}\right)}{\Gamma\left(2 n-2 n \epsilon_{n}\right)} \frac{\partial^{(2 n-2)}}{\partial \kappa_{n}^{(2 n-2)}}\left(\frac{\sqrt{1-\mathrm{v}^{2}}}{1+\kappa_{n} \sqrt{1-\mathrm{v}^{2}}}\right)^{2} . \tag{42}
\end{align*}
$$

This readily yields

$$
\begin{align*}
R\left(n, n \epsilon_{n}, \kappa_{n}\right)= & \frac{\kappa_{n}^{2 n}}{\left(2 n-1-2 n \epsilon_{n}\right)\left(2 n-2-2 n \epsilon_{n}\right)} \\
& \times \frac{\partial^{2}}{\partial \kappa_{n}^{2}} \frac{R\left(n-1, n \epsilon_{n}, \kappa_{n}\right)}{\kappa_{n}^{2(n-1)}} \tag{43}
\end{align*}
$$

and

$$
\begin{align*}
R\left(n, n \epsilon_{n}, \kappa_{n}\right)= & \kappa_{n}^{2 n} \frac{\Gamma\left(2-2 n \epsilon_{n}\right)}{\Gamma\left(2 n-2 n \epsilon_{n}\right)} \\
& \times \frac{\partial^{(2 n-2)}}{\partial \kappa_{n}^{(2 n-2)}} \frac{R\left(1, n \epsilon_{n}, \kappa_{n}\right)}{\kappa_{n}^{2}} . \tag{44}
\end{align*}
$$

In the Schrödinger approximation, the results for the $1 s$ level [see (20)] and for the $2 p$ and $3 d$ levels were found in Ref. 5. In the general case for levels with quantum numbers $l=n-1$ and $j=l+1 / 2$ the result assumes the form ${ }^{11}$ [cf. (15)]

$$
\begin{equation*}
R\left(n, n \epsilon_{n}, \kappa_{n}\right)=I_{122 n}\left(n \epsilon_{n}, \kappa_{n}\right)-\frac{1}{3} I_{222 n}\left(n \epsilon_{n}, \kappa_{n}\right) . \tag{45}
\end{equation*}
$$

The calculation of the base integrals $I_{a b c}$ [see (16)] is discussed in the Appendix.

For excited states in muonic atoms obeying the condition $\kappa \simeq 1.5 Z / n \gg 1$ we have the expression

$$
\begin{align*}
R\left(n, n \epsilon_{n}, \kappa_{n}\right)= & {\left[\frac{2}{3} \ln \left(2 \kappa_{n}\right)+\frac{2}{3}\left(\psi(1)-\psi\left(2 n\left(1-\epsilon_{n}\right)\right)\right)\right.} \\
& \left.-\frac{5}{9}\right]+\frac{\pi}{2} \frac{n\left(1-\epsilon_{n}\right)}{\kappa_{n}}+\left[\frac{1}{3}-\frac{n\left(1-\epsilon_{n}\right)}{2}\right. \\
& \left.-\frac{5 n^{2}}{3}\left(1-\epsilon_{n}\right)^{2}\right] \frac{1}{\kappa_{n}^{2}}+O\left(\frac{1}{\kappa_{n}^{3}}\right) . \tag{46}
\end{align*}
$$

This expression was derived by a method similar to the used in deriving the expression (38) for the ground state.

We now examine the nonrelativistic expansion for a hydrogenlike atom with a bound electron $\left(\kappa_{n}=Z \alpha / n\right)$. We can easily write the first two terms:

$$
\begin{aligned}
E_{U}= & -\frac{\alpha}{\pi}\left(\frac{Z \alpha}{n}\right)^{2(1+n)} \frac{m}{3}\left\{(n+1) B\left(\frac{5}{2}, n\right)\right. \\
& \left.-Z \alpha(2 n+3) B\left(\frac{5}{2}, n+\frac{1}{2}\right)+\cdots\right\} .
\end{aligned}
$$

The first term in the expansion reproduces the well-known result of Ref. 4.

## 6. DISCUSSION

There are several points that must be mentioned in discussing the results. First, we note that for large values of $\kappa$ the logarithmic terms can easily be found without doing explicit calculations. Simple considerations associated with a running coupling constant,

$$
Z \alpha \rightarrow Z \alpha\left(\kappa_{n}\right)=Z \alpha\left(1+\frac{2}{3} \frac{\alpha}{\pi} \ln \kappa_{n}\right)
$$

immediately lead to

$$
E_{U}=E_{C} \frac{2}{3} \frac{\alpha}{\pi} \ln \kappa_{n}
$$

and this is true for all values of $Z \alpha$. The fact this result coincides with the result of explicit calculations serves as additional proof of their validity. Another proof of their validity is that the results agree with those of numerical calculations done in Ref. 6 for the ground state. Other confirmation can be found in the present paper: for instance, we reproduced all known analytical results for the contribution of the free polarization of vacuum to the energy levels of electronic and muonic atoms.

Here is a brief discussion of the aspects related to the accuracy of the calculations. First, we note that the accuracy can easily be increased. To do this, in the expressions corresponding to the Schrödinger approximation we need only replace the mass of the Dirac particle with the reduced mass and retain the particle mass only in the relativistic corrections. Another problem is the finite size of the nucleus in muonic atoms. In this connection it must be noted that the results obtained in this paper refer to states with large angular momenta, and the structure of the nucleus has a small effect on such states. States with large orbital momenta are interesting objects of investigation in muonic atoms. Note, for example, the high-precision measurements of the $3 d_{5 / 2}-$ $2 p_{3 / 2}$ transitions in muonic ${ }^{24} \mathrm{Mg}$ and ${ }^{28} \mathrm{Si}$, which made it possible to determine the exact value of the mass of the negative muon. ${ }^{12}$ A review of the data on $5 g-4 f, 4 f-3 d$, and $3 d-2 p$ transitions can be found in Ref. 13. The investigation of such states is of interest in connection with the problem of antiproton helium, where only states with large values of $l$ have a fairly long lifetime (see Ref. 14).

The corrections discussed in this paper are those to the Lamb shift. However, the methods developed here can be used for hyperfine splitting, ${ }^{8}$ and we intend to continue our studies in this direction.

The author is grateful to U. Jentschura, V. G. Ivanov, H. Pilkhun, and V. G. Shabaev for useful discussions. The work was partially supported by the Fundamental Metrology Program.

## APPENDIX DERIVATION OF THE GENERAL EXPRESSION

To integrate in (14), it is convenient to introduce some base integrals:

$$
R_{C}(\kappa)=I_{122}-\frac{1}{3} I_{222}
$$

where ${ }^{11}$

$$
I_{a b c}=\int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2 a}}{\left(1-\mathrm{v}^{2}\right)^{b / 2}}\left(\frac{\kappa \sqrt{1-\mathrm{v}^{2}}}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{c-2 \epsilon} .
$$

Integration can be carried out for the case $\kappa<1$ :

$$
\begin{aligned}
I_{a b c}= & \int_{0}^{1} d \mathrm{v} \frac{\mathrm{v}^{2 a}}{\left(1-\mathrm{v}^{2}\right)^{b / 2}}\left(\frac{\kappa \sqrt{1-\mathrm{v}^{2}}}{1+\kappa \sqrt{1-\mathrm{v}^{2}}}\right)^{c-2 \epsilon} \\
= & \frac{1}{2} \kappa^{c-2 \epsilon} \int_{0}^{1} d t t^{a-1 / 2}(1-t)^{-b / 2+c / 2-\epsilon} \\
& \times \sum_{n=0}^{\infty}(-1)^{n} \kappa^{n} \frac{(c-2 \epsilon)_{n}}{n!}(1-t)^{n / 2} \\
= & \frac{1}{2} \kappa^{c-2 \epsilon} \sum_{n=0}^{\infty}(-1)^{n} \kappa^{n} \frac{(c-2 \epsilon)_{n}}{n!} B \\
& \times\left(a+\frac{1}{2}, 1-\frac{b}{2}+\frac{c}{2}-\epsilon+n / 2\right) \\
= & \frac{1}{2} \kappa^{c-2 \epsilon} \Gamma\left(a+\frac{1}{2}\right) \sum_{n=0}^{\infty}(-1)^{n} \kappa^{n} \frac{(c-2 \epsilon)_{n}}{n!} \\
& \times \frac{\Gamma(1-b / 2+c / 2-\epsilon+n / 2)}{\Gamma(a+3 / 2-b / 2+c / 2-\epsilon+n / 2)},
\end{aligned}
$$

where $(a)_{n}=a(a+1) \cdots(a+n-1)$ is the Pochhammer symbol.

For further calculations it is convenient to sum the even and odd terms in the series separately:

$$
\begin{aligned}
\mathscr{C}= & \frac{1}{2} \kappa^{c-2 \epsilon} \Gamma\left(a+\frac{1}{2}\right) \\
& \times \sum_{k=0}^{\infty} \kappa^{2 k} \frac{(c-2 \epsilon)_{2 k}}{(2 k)!} \frac{\Gamma(1-b / 2+c / 2-\epsilon+k)}{\Gamma(a+3 / 2-b / 2+c / 2-\epsilon+k)}, \\
\mathscr{O}= & \frac{1}{2} \kappa^{c+1-2 \epsilon} \Gamma\left(a+\frac{1}{2}\right) \\
& \times \sum_{k=0}^{\infty} \kappa^{2 k} \frac{(c-2 \epsilon)_{2 k+1}}{(2 k+1)!} \frac{\Gamma(3 / 2-b / 2+c / 2-\epsilon+k)}{\Gamma(a+2-b / 2+c / 2-\epsilon+k)},
\end{aligned}
$$

Using the identities

$$
\Gamma(z+k)=(z)_{k} \Gamma(z),
$$

$$
(2 k)!=2^{2 k}(1 / 2)_{k} k!,
$$

$$
(2 k+1)!=2^{2 k}(3 / 2)_{k} k!,
$$

$$
(z)_{2 k}=2^{2 k}(z / 2)_{k}(z / 2+1 / 2)_{k},
$$

$$
(z)_{2 k+1}=2^{2 k} z(z / 2+1)_{k}(z / 2+1 / 2)_{k},
$$

we obtain

$$
\begin{aligned}
\mathscr{E}= & \frac{1}{2} \kappa^{c-2 \epsilon} \Gamma\left(a+\frac{1}{2}\right) \frac{\Gamma(1-b / 2+c / 2-\epsilon)}{\Gamma(a+3 / 2-b / 2+c / 2-\epsilon)} \\
& \times \sum_{k=0}^{\infty} \kappa^{2 k} \frac{(c / 2-\epsilon)_{k}}{(1 / 2)_{2}} \frac{(c / 2+1 / 2-\epsilon)_{k}}{k!} \\
& \times \frac{(1-b / 2+c / 2-\epsilon)_{k}}{(a+3 / 2-b / 2+c / 2-\epsilon)_{k}} \\
= & \frac{1}{2} \kappa^{c-2 \epsilon} B\left(a+\frac{1}{2}, 1-\frac{b}{2}+\frac{c}{2}-\epsilon\right)
\end{aligned}
$$

$$
\begin{aligned}
& \times{ }_{3} F_{2}\left(\frac{c}{2}-\epsilon, \frac{c}{2}+\frac{1}{2}-\epsilon, 1-\frac{b}{2}+\frac{c}{2}\right. \\
& \left.-\epsilon ; \frac{1}{2}, a+\frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon ; \kappa^{2}\right), \\
& \Theta= \\
& \quad-\frac{c-2 \epsilon}{2} \kappa^{c+1-2 \epsilon} \Gamma\left(a+\frac{1}{2}\right) \frac{\Gamma(3 / 2-b / 2+c / 2-\epsilon)}{\Gamma(a+2-b / 2+c / 2-\epsilon)} \\
& \quad \times \sum_{k=0}^{\infty} \kappa^{2 k} \frac{(c / 2+1-\epsilon)_{k}}{(3 / 2)_{k}} \frac{(c / 2+1 / 2-\epsilon)_{k}}{k!} \\
& \quad \times \frac{(3 / 2-b / 2+c / 2-\epsilon)_{k}}{(a+2-b / 2+c / 2-\epsilon)_{k}} \\
& = \\
& -\frac{c-2 \epsilon}{2} \kappa^{c+1-2 \epsilon} B\left(a+\frac{1}{2}, \frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon\right) \\
& \quad \times{ }_{3} F_{2}\left(\frac{c}{2}+1-\epsilon, \frac{c}{2}+\frac{1}{2}-\epsilon, \frac{3}{2}-\frac{b}{2}+\frac{c}{2}-\epsilon ; \frac{3}{2}, a+2\right. \\
& \left.\quad-\frac{b}{2}+\frac{c}{2}-\epsilon ; \kappa^{2}\right) .
\end{aligned}
$$
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This paper is a theoretical study of the spectral features of the velocity of light-induced drift (LID) of lithium atoms ( ${ }^{7} \mathrm{Li}$ and ${ }^{6} \mathrm{Li}$ ) in a binary mixture of noble gases: $\mathrm{Ne}+\mathrm{Ar}, \mathrm{Ne}+\mathrm{Kr}$, and $\mathrm{Ne}+\mathrm{Xe}$. The spectral shape of the LID signal is predicted to depend strongly on the fraction $\xi$ of neon in the buffer mixture in the range $\xi \approx 0.8-0.9\left(\xi=N_{\mathrm{Ne}} / N_{b}\right.$, where $N_{\mathrm{Ne}}$ is the neon concentration, and $N_{b}$ is the total concentration of the buffer particles). When the velocity of anomalous LID is treated as a function of the radiation frequency, it is found to have one, three, five, or seven zeros and to differ substantially from the dispersion-curve-like behavior with one zero predicted by the standard LID theory with velocity-independent transport collision rates. The reason for these additional zeros of the drift velocity is the alternatingsign dependence on the lithium-atom velocity of the relative difference of transport rates of collisions between buffer particles and excited and unexcited atoms. What is also established is that the anomalous LID of lithium atoms can be observed at almost all temperatures, depending on the value of $\xi$. At a fixed temperature, anomalous LID can be observed only in a narrow range of values of the fraction of neon in the buffer mixture, $\Delta \xi \approx 0.02$. The results make possible highly precise testing in the LID experiments of the interatomic potentials used in calculations of the velocity spectrum of anomalous LID. © 1999 American Institute of Physics. [S1063-7761(99)00711-8]

## 1. INTRODUCTION

Light-induced drift (LID) in gases ${ }^{1,2}$ is one of the strongest effects of the action of radiation on the translational motion of the particles of the gas. Theoretically, under laser excitation the drift velocities can reach the value of the thermal velocity. ${ }^{3}$ Experiments have shown that as a result of LID the atoms can move with a velocity of several tens of meters per second and gather in a layer with a thickness less than 1 mm (see Refs. 4 and 5). It has now been experimentally established that almost two dozen objects, atoms and molecules, exhibit the LID effect (see, e.g., the reviews cited in Refs. 6-9).

The size of the LID effect is proportional to the relative difference of the transport rates of collisions of resonant particles in the ground and excited states with buffer particles. Until fairly recently, all data on LID experiments could be described satisfactorily by a LID theory in which the transport collision rates were velocity independent. ${ }^{6-13}$ This theory yielded a dispersion-curve-like frequency dependence of the drift velocity $u_{L}(\Omega)$ with one zero where the detuning $\Omega$ of the radiation frequency vanishes (see Fig. 4 below). In 1992, while studying LID in $\mathrm{C}_{2} \mathrm{H}_{4}$ molecules with Kr acting as a buffer gas, van der Meer et al. ${ }^{14}$ detected an unexpectedly large departure of the frequency dependence of the drift velocity $u_{L}(\Omega)$ from a dispersionlike curve: an anomalous spectral profile of LID velocity with three zeros instead of the one zero predicted by the then existing theory. The deviation from the predictions of the theory was so large that effect became known as anomalous LID. Today we have a
vast body of data, both experimental ${ }^{14-20}$ and theoretical, ${ }^{16,20-28}$ gathered in anomalous-LID studies. It has been found that anomalous LID is entirely due to the dependence of transport collision rates on the velocity v of the resonant particles, and the anomaly can arise only if the difference $\Delta \nu(\mathrm{V})$ of the transport collision rates on the combining (i.e., affected by radiation) levels changes its sign as a function of V .

When molecules are involved, this behavior of $\Delta \nu(\mathrm{v})$ is due to inelastic collisional transitions between rotational levels, with the result that a regular pattern in the manifestation of anomalous LID of molecules may be present. In Ref. 28 it was shown that for all linear molecules with moderate values of the rotational constant, anomalous LID can always by observed under the proper experimental conditions.

The situation with atoms is quite different. The alternating-sign behavior of $\Delta \nu(\mathrm{V})$, which is necessary if we want to observe anomalous LID, is due only to certain features in the behavior of the potentials of the interaction of atoms in the combining states and the buffer particles. Hence to calculate anomalous LID of atoms we must know the interaction potentials for each specific system of colliding particles (a resonant particle and a buffer particle).

The anomalous LID of atoms was theoretically predicted in Refs. 25 and 27 for the $\mathrm{Li}-\mathrm{Ne}$ and $\mathrm{Rb}-\mathrm{Kr}$ systems with the Li and Rb atoms resonantly excited. So far no consistent research into anomalous LID in such systems has been done, since high temperatures ( $T \sim 1000 \mathrm{~K}$ ) are needed if we want to observe anomalous LID in them.

Among atoms potassium atoms are the only objects for


FIG. 1. Energy level diagram. Solid arrows stand for transitions initiated by radiation, and dashed arrows designate spontaneous radiative transitions.
which anomalous LID has been observed. In 1996, YahyaeiMoayyed and Streater ${ }^{19}$ detected in their experiment the anomalous LID of potassium atoms in a buffer medium consisting of a mixture of neon and another noble gas. However, no theoretical studies of the anomalous dependence of the drift velocity $u_{L}$ on the detuning $\Omega$ of the radiation frequency for such systems have been done, with the result is still impossible to directly compare the results of that experiment with the anomalous-LID theory.

In the present paper we find a system that can be treated theoretically. In this system anomalous LID of atoms is possible at almost any temperature (including room temperature). It is found that for ${ }^{7} \mathrm{Li}$ or ${ }^{6} \mathrm{Li}$ atoms that are in a buffer mixture of neon and a different noble gas of the $\mathrm{Ar}, \mathrm{Kr}$, or Xe type there is always anomalous LID if the fraction of Ne atoms in the buffer mixture is selected appropriately (the selection is temperature-dependent). The anomalous spectral profile of the LID velocity $u_{L}(\Omega)$ can have three, five, or even seven zeros instead of the one zero predicted by the standard LID theory with velocity-independent transport collision rates

## 2. GENERAL RELATIONSHIPS

We will discuss the interaction between of a traveling monochromatic wave and three-level absorbing particles placed in a gas mixture with buffer particles. The level diagram for the absorbing particles is depicted in Fig. 1. Here the levels $n$ and $l$ are the components of the hyperfine structure of the ground state, and the level $m$ corresponds to the excited electronic state. A particle radiatively relaxes from the level $m$ to the levels $n$ and $l$ with the rate constants $\Gamma_{m n}$ and $\Gamma_{m l}$, respectively. We will ignore the collisions between the absorbing particles, assuming that the buffer gas concentration $N_{b}$ is much higher than the concentration $N$ of the absorbing gas.

This level diagram is a good representation of the real structure of the ground and first excited states of lithium atoms $\left({ }^{7} \mathrm{Li}\right.$ or $\left.{ }^{6} \mathrm{Li}\right)$. Indeed, the ground level ${ }^{2} S_{1 / 2}$ of these atoms is split into two hyperfine components. For ${ }^{7} \mathrm{Li}$ atoms the hyperfine splitting of the ground state, $\omega_{l n}=5.049$
$\times 10^{9} \mathrm{~s}^{-1}$ (Ref. 29) is comparable to the Doppler width of the resonant line and so the ground state can be modeled by two levels, $n$ and $l$. For ${ }^{6} \mathrm{Li}$ atoms the hyperfine splitting of the ground state, $\omega_{\text {ln }}=1.434 \times 10^{9} \mathrm{~s}^{-1}$ (Ref. 29) is several times smaller than the Doppler width of the resonant line, but still we will model the ground state by two levels. When ${ }^{7} \mathrm{Li}$ atoms are involved (the nuclear spin is $3 / 2$ ), the statistical weight of the level $n$ is $g_{n}=3$ (the total angular momentum of the atom $F=1$ ), and the statistical weight of the level $l$ is $g_{l}=5(F=2)$. When ${ }^{6} \mathrm{Li}$ atoms (nuclear spin 1) are involved, we have $g_{n}=2(F=1 / 2)$ and $g_{l}=4(F=3 / 2)$.

The level $m$ (with the statistical weight $g_{m}$ ) models a group of levels that are components of the hyperfine structure of the excited states, ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$. Such modeling of a group of levels by a single level is possible since for the ${ }^{7} \mathrm{Li}$ and ${ }^{6} \mathrm{Li}$ atoms the hyperfine splitting in these excited states is very small in comparison to the Doppler width of the resonant line. The radiation involves only one of the fine components of the excited state, ${ }^{2} P_{1 / 2}$ or ${ }^{2} P_{3 / 2}$.

The lithium atoms comply with the limiting case of strong collisional coupling between the fine components ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$ (the Massey parameter is much smaller than unity). In the excitation of lithium atoms to state ${ }^{2} P_{1 / 2}$ and to state ${ }^{2} P_{3 / 2}$ the scattering cross sections are almost the same. ${ }^{30}$ Therefore, in terms of collisions the pair of the fine components can be interpreted as a single level, and the LID velocity considered a function of the detuning of the radiation frequency is the same in the excitations of the $D_{1}$ and $D_{2}$ lines of the lithium atoms. This result, i.e., the existence of universal transport characteristics for the lithium atom in the ${ }^{2} P$ state, has also been corroborated by LID experiments involving sodium atoms, ${ }^{5}$ for which, as for lithium atoms, the limiting case of strong collisional coupling between the fine components ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$ holds.

The interaction of particles and radiation in steady-state, spatially homogeneous conditions are describes by the following equations for the density matrix: ${ }^{10,31}$

$$
\begin{align*}
& \Gamma_{m} \rho_{m}(\mathbf{v})=S_{m}(\mathbf{v})+N\left[P_{n}(\mathbf{v})+P_{l}(\mathbf{v})\right], \\
& \Gamma_{m i} \rho_{m}(\mathbf{v})+S_{i}(\mathbf{v})=N P_{i}(\mathbf{v}), \\
& {\left[\frac{\Gamma_{m}}{2}-i\left(\Omega_{0 i}-\mathbf{k} \cdot \mathbf{v}\right)\right] \rho_{m i}(\mathbf{v})} \\
& \quad=S_{m i}(\mathbf{v})+i G\left[\rho_{i}(\mathbf{v})-\frac{g_{i}}{g_{m}} \rho_{m}(\mathbf{v})\right], \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
& N P_{i}(\mathbf{v})=-2 \operatorname{Re}\left[i G^{*} \rho_{m i}(\mathbf{v})\right], \\
& |G|^{2}=\frac{B I}{2 \pi}, \quad B=\frac{\lambda^{2} \Gamma_{m}}{4 \hbar \omega} \frac{g_{m}}{g_{n}+g_{l}},  \tag{2}\\
& \Gamma_{m}=\Gamma_{m n}+\Gamma_{m l}, \quad \Omega_{0 i}=\omega-\omega_{m i}, \quad i=n, l .
\end{align*}
$$

Here $\rho_{i}(\mathbf{v})$ is the velocity distribution of the particles at the level $i ; N=N_{n}+N_{l}+N_{m}$ is the concentration of the absorbing particles $\left(N_{i}=\int \rho_{i}(\mathbf{v}) d \mathbf{v}\right) ; S_{m}(\mathbf{v}), S_{i}(\mathbf{v})$, and $S_{m i}(\mathbf{v})$ are the collision integrals; $\omega, \lambda$, and $\mathbf{k}$ are the frequency, wavelength, and wave vector of the radiation; $\Gamma_{m i}$ is the rate of
spontaneous relaxation of the excited level $m$ through the $m \rightarrow i$ channel; $\omega_{m i}$ is the frequency of the $m-i$ transition; and $I$ is the radiation intensity. In the formula for the second Einstein coefficient $B$ in (2) we have notet that in the adopted three-level model the ratio of the radiative transition rates from the level $m$ to the hyperfine components $n$ and $l$ is determined by the ratio of the statistical weights: ${ }^{32}$ $\Gamma_{m n} / \Gamma_{m l}=g_{n} / g_{l}$. The probability of radiation absorption per unit time, $P_{i}(\mathbf{v})$ (or absorption rate), in the $m-i$ transition by a particle with a fixed velocity $\mathbf{v}$ is determined by the off-diagonal element of the density matrix, $\rho_{m i}(\mathbf{v})$ (or coherence). Note that the last equation in (1) for the off-diagonal element $\rho_{m i}(\mathbf{v})$ is valid only if we ignore the coherence $\rho_{l n}(\mathbf{v})$ between the hyperfine components $n$ and $l$. For lithium atoms this approximation holds only if the radiation intensity is not too high, or $I \ll 10 \mathrm{~W} / \mathrm{cm}^{2}$ (Ref. 33).

For atoms of alkali metals in an atmosphere of noble buffer gases, the cross sections of the collisional transitions $n \rightarrow l$ and $l \rightarrow n$ between the component of the hyperfine structure of the ground state are extremely small-six to ten orders of magnitude smaller than the gaskinetic cross sections. ${ }^{34}$ Bearing this in mind, below we will examine the case where there is no collisional exchange between the hyperfine components $n$ and $l$, i.e., we will assume that the diagonal collision integrals $S_{i}(\mathbf{v})(i=n, l, m)$ in (1) are due only to elastic scattering.

We integrate with respect to the velocity $\mathbf{v}$ the second equation in (1) and note that in elastic collisions $\int S_{i}(\mathbf{v}) d \mathbf{v}$ $=0$. Combining the resulting equation, we get

$$
\begin{equation*}
\frac{P_{n}}{P_{l}}=\frac{\Gamma_{m n}}{\Gamma_{m l}}=\frac{g_{n}}{g_{l}} . \tag{3}
\end{equation*}
$$

where $P_{i}=\int P_{i}(\mathbf{v}) d \mathbf{v}$. This equation shows that the ratio of the integral rates of absorption in the $m-n$ and $m-l$ transitions depends neither on the intensity of the radiation nor the radiation frequency. The ratio characterizes the process of optical pumping of the hyperfine components of the ground state and follows from the absence of collisional exchange between the hyperfine components $n$ and $l$.

In the absence of phase memory in collisions involving optical transitions (which is a natural assumption in nonlinear atomic spectroscopy), the off-diagonal collision integral has the form

$$
\begin{equation*}
S_{m i}(\mathbf{v})=-\left[\gamma_{m i}(\mathrm{v})+i \Delta_{m i}(\mathrm{v})\right] \rho_{m i}(\mathbf{v}), \quad i=n, l \tag{4}
\end{equation*}
$$

where $\gamma_{m i}(\mathrm{~V})$ and $\Delta_{m i}(\mathrm{~V})$ are the collision broadening and shift of the levels, respectively. Combining (4) with the absorption rate $P_{i}(\mathbf{v})$ specified in (2), we get

$$
\begin{equation*}
N P_{i}(\mathbf{v})=\frac{B I}{\pi} Y_{i}(\mathbf{v})\left[\rho_{i}(\mathbf{v})-\frac{g_{i}}{g_{m}} \rho_{m}(\mathbf{v})\right], \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& Y_{i}(\mathbf{v})=\frac{\Gamma_{j}(\mathbf{v})}{\Gamma_{j}^{2}(\mathrm{v})+\left[\Omega_{i}(\mathrm{v})-\mathbf{k} \cdot \mathbf{v}\right]^{2}} \\
& \Gamma_{j}(\mathrm{v})=\frac{\Gamma_{m}}{2}+\gamma_{m i}(\mathrm{v}) \tag{6}
\end{align*}
$$

$$
\Omega_{i}(\mathrm{v})=\Omega_{0 i}-\Delta_{m i}(\mathrm{v}), \quad i=n, \quad j=1 ; \quad i=l, \quad j=2
$$

Here $\Gamma_{1}(\mathrm{v})$ and $\Gamma_{2}(\mathrm{v})$ are the homogeneous halfwidths of the absorption lines in the $m-n$ and $m-l$ transitions, respectively. In alkali-metal atoms the homogeneous halfwidths $\Gamma_{1}(\mathrm{v})$ and $\Gamma_{2}(\mathrm{~V})$ are almost the same, so that we will assume $\Gamma_{1}(\mathrm{v})=\Gamma_{2}(\mathrm{v}) \equiv \Gamma(\mathrm{v})$.

For the diagonal collision integral we use the model of particle "arrival" that is isotropic in velocities:

$$
\begin{equation*}
S_{i}(\mathbf{v})=-\nu_{i}(\mathrm{v}) \rho_{i}(\mathbf{v})+S_{i}^{(2)}(\mathrm{v}), \quad i=n, l, m \tag{7}
\end{equation*}
$$

where the arrival term $S_{i}^{(2)}(\mathrm{v})$ is a function of the absolute value of velocity, $v=|\mathbf{v}|$, and $\nu_{i}(\mathrm{v})$ in (7) is the transport collision rate. ${ }^{28,35}$ The collisional model (7) allows for a velocity dependence of the collision rate and at the same time makes it possible to solve the problem analytically.

The relationship between the transport collision rate $\nu_{i}(\mathrm{~V})$ in (7) and the characteristics of an elementary scattering act are given by the formula ${ }^{10}$

$$
\begin{equation*}
\nu_{i}(\mathrm{v})=\frac{q}{\mathrm{v}^{3}} \int_{0}^{\infty} u^{2} \exp \left\{-\frac{u^{2}+\mathrm{v}^{2}}{\overline{\mathrm{v}}_{b}^{2}}\right\} F(u \mathrm{v}) \sigma_{i}(u) d u \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& F(u \mathrm{v})=\frac{2 u \mathrm{v}}{\overline{\mathrm{v}}_{b}^{2}} \cosh \frac{2 u \mathrm{v}}{\overline{\mathrm{v}}_{b}^{2}}-\sinh \frac{2 u \mathrm{v}}{\overline{\mathrm{v}}_{b}^{2}} \\
& q=\frac{\mu}{M} \frac{N_{b} \overline{\mathrm{v}}_{b}}{\sqrt{\pi}}, \quad \mu=\frac{M M_{b}}{M+M_{b}}, \quad \overline{\mathrm{v}}_{b}=\sqrt{\frac{2 k_{B} T}{M_{b}}} \tag{9}
\end{align*}
$$

with $N_{b}$ and $M_{b}$ the concentration and mass of the buffer particles, $M$ the mass of the particles that absorb radiation, $k_{B}$ is the Boltzmann constant, $T$ is the temperature, $u$ is the relative velocity of the colliding particles before collision, and $\sigma_{i}(u)$ is the transport cross section of scattering of an absorbing particle in state $i$ by a buffer particle. We can assume, to a high accuracy, that the transport rates of collisions involving the hyperfine components $n$ and $l$ are the same: ${ }^{27}$

$$
\begin{equation*}
\nu_{l}(\mathrm{v})=\nu_{n}(\mathrm{v}) \tag{10}
\end{equation*}
$$

The velocity of LID of the absorbing particle is defined by the relationship

$$
\begin{equation*}
\mathbf{u}_{L} \equiv \frac{\mathbf{j}_{n}+\mathbf{j}_{l}+\mathbf{j}_{m}}{N}, \quad \mathbf{j}_{i}=\int \mathbf{v} \rho_{i}(\mathbf{v}) d \mathbf{v} \tag{11}
\end{equation*}
$$

where $\mathbf{j}_{i}$ is the partial flux of particles in state $i$. By combining (1), (7), and (11) with allowance for (10), we arrive at a formula for the LID velocity:

$$
\begin{align*}
& \mathbf{u}_{L}=\int \tau(\mathrm{v}) \mathbf{v}\left[P_{n}(\mathbf{v})+P_{l}(\mathbf{v})\right] d \mathbf{v}, \\
& \tau(\mathrm{v})=\frac{\nu_{n}(\mathrm{v})-\nu_{m}(\mathrm{v})}{\nu_{n}(\mathrm{v})\left[\Gamma_{m}+\nu_{m}(\mathrm{v})\right]} \tag{12}
\end{align*}
$$

As noted in the Introduction, anomalous LID can arise only if the difference of the transport collision rates, $\Delta \nu(\mathrm{V})$ $\equiv \nu_{m}(\mathrm{~V})-\nu_{n}(\mathrm{~V})$ [or, which is the same, the factor $\tau(\mathrm{V})$ ] changes its sign as a function of V . Here the absorbing par-
ticles with both positive values of $\tau(\mathrm{V})$ and negative values of $\tau(\mathrm{v})$ contribute to the drift velocity $\mathbf{u}_{L}$. This can cause a large deviation of the frequency dependence of $\mathbf{u}_{L}$ from the dispersion-curve-like dependence (as was the case when $\tau(\mathrm{V})=$ const $)$, including the occurrence of several additional zeros instead of one zero.

## 3. LOW RADIATION INTENSITIES

To calculate the drift velocity, we will limit ourselves to the case of low radiation intensities:

$$
\begin{equation*}
I \ll \Gamma\left(\Gamma_{m}+\nu_{m}\right) / B \tag{13}
\end{equation*}
$$

where $\nu_{m}$ and $\Gamma$ are the characteristic (average) values of $\nu_{m}(\mathrm{v})$ and $\Gamma(\mathrm{v})$. If condition (13) is met, then in (5) we can ignore the population of the excited level $\left(\rho_{m}(\mathbf{v})=0\right)$, and the population velocity distributions in the hyperfine components $i=n, l$, can be considered essentially Maxwellian $\left(\rho_{i}(\mathbf{v})=N_{i} W(\mathbf{v})\right.$, where $W(\mathbf{v})$ is the Maxwellian distribution). Here from (5) we find that

$$
\begin{equation*}
P_{i}(\mathbf{v})=\frac{B I}{\pi} \frac{N_{i}}{N} Y_{i}(\mathbf{v}) W(\mathbf{v}) \tag{14}
\end{equation*}
$$

Combining (3) and (14) and using the normalization condition $N_{n}+N_{l} \simeq N$ (here we have noted that $N_{m} \ll N$ holds if the conditions (13) are met), we find that

$$
\begin{align*}
& \frac{N_{n}}{N}=\frac{w_{n}\left\langle Y_{l}\right\rangle}{w_{n}\left\langle Y_{l}\right\rangle+w_{l}\left\langle Y_{n}\right\rangle}, \quad \frac{N_{l}}{N}=1-\frac{N_{n}}{N} \\
& \left\langle Y_{i}\right\rangle=\int Y_{i}(\mathbf{v}) W(\mathbf{v}) d \mathbf{v}, \quad w_{i}=\frac{g_{i}}{g_{n}+g_{l}}, \quad i=n, l . \tag{15}
\end{align*}
$$

Plugging (14) and (15) into (12) and integrating over the directions of $\mathbf{v}$, we arrive at the final expression for the LID velocity $\mathbf{u}_{L}$, which we write as

$$
\begin{equation*}
\mathbf{u}_{L} \equiv \frac{\mathbf{k}}{k} u_{L}, \quad u_{L}=u_{0} u(x) \tag{16}
\end{equation*}
$$

where we have introduced the parameter $u_{0}$ with dimensions of velocity,

$$
\begin{equation*}
u_{0}=\frac{2 B I}{\pi^{3 / 2} k \Gamma_{m}} \tag{17}
\end{equation*}
$$

and the dimensionless velocity $u$ as a function of the dimensionless detuning $x$ of the radiation frequency,

$$
\begin{align*}
u(x)= & \frac{1}{w_{n}\left\langle Y_{l}\right\rangle+w_{l}\left\langle Y_{n}\right\rangle} \int_{0}^{\infty} t \tau_{0}(t) \exp \left(-t^{2}\right) \\
& \times\left[w_{n}\left\langle Y_{l}\right\rangle f_{n}(t)+w_{l}\left\langle Y_{n}\right\rangle f_{l}(t)\right] d t \tag{18}
\end{align*}
$$

Here we have introduced the following functions of the dimensionless velocity $t=\mathrm{v} / \overline{\mathrm{V}}$ :

$$
\begin{align*}
f_{i}(t) & =x_{i}(t) \psi_{i}(t)+\frac{y(t)}{2} \ln \frac{y^{2}(t)+\left[t-x_{i}(t)\right]^{2}}{y^{2}(t)+\left[t+x_{i}(t)\right]^{2}} \\
\psi_{i}(t) & =\arctan \frac{t+x_{i}(t)}{y(t)}+\arctan \frac{t-x_{i}(t)}{y(t)} \tag{19}
\end{align*}
$$

$$
\begin{aligned}
& \tau_{0}(t)=\frac{\nu_{n}(t)-\nu_{m}(t)}{\nu_{n}(t)\left[1+\nu_{m}(t) / \Gamma_{m}\right]}, \quad y(t)=\frac{\Gamma(t)}{k \overline{\mathrm{~V}}}, \\
& x_{i}(t)=\frac{\Omega_{i}(t)}{k \overline{\mathrm{~V}}}, \quad \overline{\mathrm{~V}}=\sqrt{\frac{2 k_{B} T}{M}}, \quad i=n, l .
\end{aligned}
$$

In Eq. (18), the quantities $\left\langle Y_{i}\right\rangle$, which are defined in (15), assume the form

$$
\begin{equation*}
\left\langle Y_{i}\right\rangle=\frac{2}{\sqrt{\pi} k \overline{\mathrm{~V}}} \int_{0}^{\infty} t \exp \left(-t^{2}\right) \psi_{i}(t) d t, \quad i=n, l . \tag{20}
\end{equation*}
$$

For the dimensionless detuning $x$ of the radiation frequency it is convenient to use in (18) the quantity

$$
\begin{equation*}
x=\frac{\Omega}{k \overline{\mathrm{~V}}}, \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=\omega-\omega_{0}, \quad \omega_{0}=w_{n} \omega_{m n}+w_{l} \omega_{m l} . \tag{22}
\end{equation*}
$$

The frequency $\omega_{0}$ corresponds to the "center of gravity" of the transition frequencies $\omega_{m n}$ and $\omega_{m l}$ with allowance for the statistical weights of the levels $n$ and $l$. In the region of '"normal'" LID [where we can put $\tau_{0}(t)=$ const in (18)], the drift velocity $\mathbf{u}_{L}$ vanishes only at one point, $x=0$ (see Ref. 36 and Fig. 4 below).

When calculating the LID velocity of atoms placed in a mixture of two different buffer gases, in the formula (19) for $\tau_{0}(t)$ we must put

$$
\begin{equation*}
\nu_{i}(t)=\nu_{1 i}(t)+\nu_{2 i}(t), \quad i=n, m \tag{23}
\end{equation*}
$$

where the subscripts 1 and 2 denote the type of buffer particles.

## 4. ANOMALOUS LID OF LITHIUM ATOMS

The LID of lithium atoms in noble buffer gases was studied numerically via formulas (8) and (18)-(23). The transport collision rates $\nu_{i}(t) \equiv \nu_{i}(t \overline{\mathrm{~V}}) \equiv \nu_{i}(\mathrm{~V})$ for $\mathrm{Li}-\mathrm{X}$ systems, where X is an atom of a noble gas, were calculated numerically using (8) with the transport cross sections $\sigma_{i}(u)$ taken from Ref. 25, where they were calculated using the semiempirical interaction potential of Pascale and Vandeplanque. ${ }^{37}$

As noted earlier, the anomalous behavior of LID is completely determined by the alternating-sign dependence of the factor $\tau_{0}$ on the velocity $t=\mathrm{v} / \overline{\mathrm{V}}$. Allowance in (18)-(20) for the dependence of the homogeneous halfwidth $\Gamma$ and the frequency detuning $\Omega_{i}$ on the velocity $t$ can only refine the spectrum $u(x)$ of the velocity of anomalous LID, without changing it qualitatively. But when there is Doppler broadening of the absorption line (in the limit $\Gamma \ll k \overline{\mathrm{~V}}$ ), the effect of $\Gamma(t)$ and $\Omega_{i}(t)$ on the spectrum $u(x)$ of the LID velocity is usually small and can be ignored.

Indeed, when there is Doppler broadening of the absorption line, the parameter $y(t)$ in (19) is small: $y(t) \ll 1$. This makes it possible to ignore the fact that the parameter $y$ in (19) is $t$-dependent, since in the limit $y(t) \rightarrow 0$ the functions $f_{i}(t)$ and $\psi_{i}(t)$ in (19) is in no way dependent on the param-


FIG. 2. Transport collision rate as a function of the dimensionless velocity $t=\mathrm{v} / \overline{\mathrm{V}}$ of lithium atoms at $T=300 \mathrm{~K}$ and a buffer gas pressure $P=1$ torr: curve $1, \nu_{m}(t)$ for the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system; curve $2, \nu_{n}(t)$ for the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system; curve $3, \nu_{n}(t)$ for the ${ }^{7} \mathrm{Li}-\mathrm{Kr}$ system; and curve $4, \nu_{m}(t)$ for the ${ }^{7} \mathrm{Li}-\mathrm{Kr}$ system.
eter $y(t)$ [in this limit the function $\psi_{i}(t)$ ] has the shape of a step beginning at $t=\left|x_{i}(t)\right|$, i.e., $\psi_{i}(t)=\pi$ for $t \geqslant\left|x_{i}(t)\right|$ and $\psi_{i}(t)=0$ for $\left.0 \leqslant t<\left|x_{i}(t)\right|\right)$. In view of what we have just said, in calculating the LID velocity in Doppler broadening conditions we ignored the $t$-dependence of the homogeneous halfwidth of the absorption line, $\Gamma$, and put $\Gamma(t)=\Gamma$ $=$ const in (19). The specific values of $\Gamma=\Gamma_{m} / 2+\gamma$ for different $\mathrm{Li}-\mathrm{X}$ systems were found from the data of Allard and Kielkopf ${ }^{38}$ on collision broadening $\gamma$ of the absorption line ( $\gamma=3.86 \mathrm{MHz} /$ torr for $\mathrm{Li}-\mathrm{Ne}, \gamma=5.31 \mathrm{MHz} /$ torr for $\mathrm{Li}-\mathrm{Ar}$, $\gamma=7.00 \mathrm{MHz} /$ torr for $\mathrm{Li}-\mathrm{Kr}$, and $\gamma=7.96 \mathrm{MHz} /$ torr for $\mathrm{Li}-$ Xe.

The $t$-dependence of the dimensionless frequency detuning $x_{i}$ can affect the functions $f_{i}(t)$ and $\psi_{i}(t)$ in the integral (18) for the LID velocity $u(x)$ only if $\left|\Omega_{0 i}\right| \lesssim \Delta_{m i}(t)$. Since the collision shift $\Delta_{m i}(t)$ of the levels is usually several times smaller than the collision broadening $\gamma$ (Refs. 38 and 39) and so $\left|\Delta_{m i}(t)\right|<\gamma<\Gamma$ holds, in the event of Doppler broadening of the absorption line (for $y=\Gamma / k \overline{\mathrm{~V}} \ll 1$ ) the effect of $x_{i}(t)$ on the functions $f_{i}(t)$ and $\psi_{i}(t)$ manifests itself only if $\left|x_{i}(t)\right| \leq y \ll 1$, i.e., in a narrow range of detuning near the zero values of $x_{i}(t)$. In view of this, in calculating the LID velocity we also ignored the $t$-dependence of the frequency detunings $\Omega_{i}(t)$ in (19).

At $x_{i}(t)=x_{i}=$ const the dimensionless frequency detuning $x$ given by (21) is related to the detunings $x_{i}$ by the following relationships:

$$
\begin{equation*}
x_{n}=x-\delta w_{l}, \quad x_{l}=x+\delta w_{n}, \quad \delta=\frac{\omega_{l n}}{k \overline{\mathrm{~V}}}, \tag{24}
\end{equation*}
$$

where $\delta$ is the dimensionless distance between the components of the hyperfine structure of the ground state.

Figures 2 and 3 depict the transport collision rates $\nu_{i}$ and the relative difference of transport collision rates

$$
\begin{equation*}
\frac{\Delta \nu}{\nu} \equiv \frac{\nu_{m}(t)-\nu_{n}(t)}{\nu_{n}(t)} \tag{25}
\end{equation*}
$$

calculated according to Eq. (8) for ${ }^{7} \mathrm{Li}$ in different buffer gases as functions of the dimensionless velocity $t=\mathrm{V} / \overline{\mathrm{V}}$. A characteristic feature of the behavior of the collision rates


FIG. 3. Relative difference of the transport collision rates, $\Delta \nu / \nu$, as a function of the dimensionless velocity $t=\mathrm{v} / \overline{\mathrm{V}}$ at $T=300 \mathrm{~K}$ for different systems: curve 1 , the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system; curve 2 , the ${ }^{7} \mathrm{Li}-\mathrm{Ar}$ system; curve 3 , the ${ }^{7} \mathrm{Li}-\mathrm{Kr}$ system; curve 4 , the ${ }^{7} \mathrm{Li}-\mathrm{Xe}$ system; and curve 5 , the ${ }^{7} \mathrm{Li}-(\mathrm{Ne}$ $+\mathrm{Kr})$ system with the neon fraction $\xi=0.875$.
$\nu_{i}(t)$ for lithium atoms in $\mathrm{Ar}, \mathrm{Kr}$, or Xe as a buffer gas is the nonmonotonic dependence on the velocity $t$. A characteristic feature of the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system is the decrease in the transport collision rate within a certain velocity interval in the event of lithium-atom excitation (the curves 1 and 2 in Fig. 2 and the curve 1 in Fig. 3). It is this feature that ensures a controllable (as required by the experimenter) dependence of the factor $\Delta \nu / \nu$ [and hence the factor $\tau_{0}(t)$ in (18)] needed for observing anomalous LID in the buffer mixture of neon with another noble gas ( $\mathrm{Ar}, \mathrm{Kr}$, or Xe ) by varying the fraction $\xi$ of neon in the buffer mixture:

$$
\begin{equation*}
\xi=\frac{N_{\mathrm{Ne}}}{N_{b}}, \quad N_{b}=N_{\mathrm{Ne}}+N_{\mathrm{X}}, \tag{26}
\end{equation*}
$$

where $N_{\mathrm{Ne}}$ is the neon concentration, $N_{\mathrm{X}}$ is the concentration of the other noble buffer gas ( $\mathrm{Ar}, \mathrm{Kr}$, or Xe ), and $N_{b}$ is the total concentration of the buffer gas. The alternating-sign factor $\Delta \nu / \nu$ may vanish three times at velocities depending on the fraction $\xi$ of neon in the buffer mixture (see curve 5 in Fig. 3 for the buffer mixture $\mathrm{Ne}+\mathrm{Kr}$; for the buffer mixtures $\mathrm{Ne}+\mathrm{Ar}$ and $\mathrm{Ne}+\mathrm{Xe}$ the corresponding curves are similar to


FIG. 4. Dimensionless drift velocity $u(x)$ as a function of the dimensionless frequency detuning $x=\Omega / k \overline{\mathrm{~V}}$ of the radiation for ${ }^{7} \mathrm{Li}$ atoms in Kr or Ne as a buffer gas in the case of normal LID at $T=300 \mathrm{~K}$ and a buffer-gas pressure $P=5$ torr. The short vertical lines in the middle of the diagram indicate the frequencies in resonance with the $m-n$ and $m-l$ transitions. The dashed curves 3 and 4 represent the results of calculations by formulas (18)-(23) where $\nu_{i}(t)$ is replaced by $\left\langle\nu_{i}\right\rangle$. Curves 1 and 3 correspond to the ${ }^{7} \mathrm{Li}-\mathrm{Kr}$ system and curves 2 and 4 , to the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system.


FIG. 5. Drift velocity $u$ as a function of the frequency detuning $x$ for ${ }^{7} \mathrm{Li}$ atoms in Ne as a buffer gas at a pressure $P=5$ torr for different temperatures: curve 1 corresponds to $T=1600 \mathrm{~K}$, curve 2 to 1250 K , curve 3 to 800 K , and curve 4 to 600 K .
curve 5). This behavior of the factor $\Delta \nu / \nu$ means that the anomalous LID of lithium atoms in a buffer mixture can be observed at almost all temperatures by specifying the value of the parameter $\xi$, which can easily be controlled in the experiment.

The results of numerical calculations of the LID velocity $u(x)$ by formulas (18)-(23) are illustrated in Figs. 4-8.

Figure 4 depicts the dependence of the LID velocity of ${ }^{7} \mathrm{Li}$ atoms on the frequency detuning in a one-component buffer gas Ne or Kr at $T=300 \mathrm{~K}$. In this case the drift velocity spectrum $u(x)$ corresponds to normal LID and is described satisfactorily by a LID theory in which the transport collision rates are independent of the velocity $t$, i.e., $\nu_{i}(t)$ in (19) is replaced by the average transport rate

$$
\begin{align*}
\left\langle\nu_{i}\right\rangle & =\frac{2}{\overline{\mathrm{v}}^{2}} \int(\mathbf{n} \cdot \mathbf{v})^{2} W(\mathbf{v}) \nu_{i}(\mathbf{v}) d \mathbf{v} \\
& =\frac{8}{3 \sqrt{\pi}} \frac{\mu}{M} \frac{N_{b}}{\bar{u}^{5}} \int_{0}^{\infty} u^{5} \exp \left(-\frac{u^{2}}{\bar{u}^{2}}\right) \sigma_{i}(u) d u, \tag{27}
\end{align*}
$$



FIG. 6. Drift velocity $u$ as a function of the frequency detuning $x$ for ${ }^{7} \mathrm{Li}$ atoms in the buffer mixture $\mathrm{Ne}+\mathrm{Kr}$ at $T=300 \mathrm{~K}$, pressure $P=5$ torr, and different neon fractions $\xi$ : curve 1 corresponds to $\xi=0.865$, curve 2 to $\xi$ $=0.875$, and curve 3 to $\xi=0.81$. The vertical lines indicate the frequencies in resonance with the $m-n$ and $m-l$ transitions.


FIG. 7. Drift velocity $u$ as a function of the frequency detuning $x$ for ${ }^{7} \mathrm{Li}$ atoms in mixtures of two buffer gases at $T=600 \mathrm{~K}$ and pressure $P=5$ torr: curve 1 corresponds to ${ }^{7} \mathrm{Li}-(\mathrm{Ne}+\mathrm{Ar})$ and $\xi=0.765$, curve 2 to ${ }^{7} \mathrm{Li}-(\mathrm{Ne}+\mathrm{Kr})$ and $\xi=0.865$, and curve 3 to ${ }^{7} \mathrm{Li}-(\mathrm{Ne}+\mathrm{Xe})$ and $\xi=0.9$. The vertical lines indicate the frequencies in resonance with the $m-n$ and $m-l$ transitions.
where $\bar{u}=\left(2 k_{B} T / \mu\right)^{1 / 2}$, and $\mathbf{n}$ is a unit vector pointing in an arbitrarily chosen direction. The average transport rate $\left\langle\nu_{i}\right\rangle$ is related to the diffusion coefficient $D_{i}$ of particles in state $i$ by the simple relationship $D_{i}=\overline{\mathrm{v}}^{2} / 2\left\langle\nu_{i}\right\rangle$.

Formula (18) clearly shows that, due to the factor $t \exp \left(-t^{2}\right)$, the principal contribution to the integral for the drift velocity $u(x)$ is provided by particles with velocities $t$ $\sim 1$. In the vicinity of $t \sim 1$ at $T=300 \mathrm{~K}$, the sign of the factor $\Delta \nu / \nu$ for the systems ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ and ${ }^{7} \mathrm{Li}-\mathrm{Kr}$ does not change (see Fig. 3), which is the reason why normal LID is observed.

As the temperature grows, the thermal velocity $\overline{\mathrm{v}}$ and the region near $t=\mathrm{V} / \overline{\mathrm{V}} \sim 1$ in Figs. 2 and 3 move to the right. Now for the ${ }^{7} \mathrm{Li}-\mathrm{Ne}$ system the relative difference of the transport collision rates, $\Delta \nu / \nu$, in the region where $t \sim 1$ holds becomes an alternating-sign function (curve 1 in Fig. 3) and anomalous LID arises, which is illustrated by Fig. 5. The curves 1, 2, and 3 in Fig. 5 correspond to anomalous LID, with the curves 1 and 4 outlining the limits of anomalous LID diagrams and the curve $2(T=1250 \mathrm{~K})$ corresponding to the maximum anomalous LID effect (in the ranges where the $x$ are either positive or negative the amplitudes of


FIG. 8. Drift velocity $u$ as a function of the frequency detuning $x$ for ${ }^{6} \mathrm{Li}$ atoms in the buffer mixture $\mathrm{Ne}+\mathrm{Kr}$ at $T=600 \mathrm{~K}$, pressure $P=5$ torr, and a neon fraction $\xi=0.865$.
the maximum and minimum drift velocities $u(x)$ are approximately the same). Note that in the case of anomalous LID the drift velocity decreases insignificantly in comparison to the case of normal LID (for the curves 2 in Fig. 4 and 5 the maxima of $u(x)$ differ only by a factor of 1.5 ). This feature of anomalous LID in the case at hand is due to the specific behavior of the relative difference of the transport collision rates, $\Delta \nu / \nu$ (curve 1 in Fig. 3): as the function $\Delta \nu / \nu$ passes through zero, it rather soon (in the interval $\Delta t$ $\sim 1$ ) reaches a plateaulike curve, where it is weakly dependent on the velocity $t(\Delta \nu / \nu \approx$ const $)$. Hence in the case of anomalous LID the region $\Delta \nu / \nu \approx$ const, which ensures normal LID, contributes significantly to the integral (18) for LID velocity, and this results in a small decrease in anomalous LID.

Figure 6 depicts the spectrum $u(x)$ of the drift velocity of ${ }^{7} \mathrm{Li}$ atoms at different neon fractions $\xi$ in the buffer mixture $\mathrm{Ne}+\mathrm{Kr}$. We see that at a given temperature, anomalous LID can be observed only within a narrow range of values of the neon fraction in the buffer mixture, $\Delta \xi \sim 0.02$. Numerical analysis demonstrates the same strong sensitivity of anomalous LID to changes in the neon concentration in other buffer mixtures, $\mathrm{Ne}+\mathrm{Ar}$ and $\mathrm{Ne}+\mathrm{Xe}$. A characteristic feature of the anomalous spectrum $u(x)$ of the drift velocity in a buffer mixture of two gases is the total lack of antisymmetry in the spectrum $u(x)$, in contrast to the cases of normal and anomalous LID in a one-component buffer gas (see Figs. 4 and 5). In a binary buffer mixture, the shape of the velocity spectrum $u(x)$ may be quite complicated (see, e.g., the curve 3 in Fig. $6)$.

Examples of the spectra of anomalous LID in ${ }^{7} \mathrm{Li}$ in different binary buffer mixtures are depicted in Fig. 7.

If we compare Fig. 4 (curve 2) and Figs. 6 and 7, we see that in the case of anomalous LID of ${ }^{7} \mathrm{Li}$ atoms in buffer mixtures of two gases the drift velocity decreases in comparison to normal LID by a factor of 10 to 20 .

The anomalous LID spectrum for ${ }^{7} \mathrm{Li}$ atoms can have one (curve 3 in Fig. 6), three, or five zeros (see Figs. 5-7). For ${ }^{6} \mathrm{Li}$ atoms the anomalous LID spectrum can even have seven zeros (Fig. 8).

## 5. CONCLUSION

We have studied the anomalous LID of lithium atoms, which in the case of normal LID in noble buffer gases have the simplest dispersion-curve-like antisymmetric spectrum $u(x)$ of the drift velocity, a spectrum which coincides with that for two-level particles. Although lithium atoms are described by a three-level model, the velocity spectrum of normal LID has a simple "two-level'" shape due to optical pumping of the hyperfine components of the ground state, since there is no collision exchange between the hyperfine components in the case of noble buffer gases. The extreme simplicity of the velocity spectrum of normal LID of lithium atoms makes it possible to easily notice in experiments any small deviations from the normal drift-velocity spectrum.

The anomalous LID velocity spectrum is extremely sensitive to alternating-sign dependence of the difference $\nu_{m}$ $-\nu_{n}$ in the transport rates of collisions of buffer particles
and the excited ( $m$ ) and unexcited ( $n$ ) atoms on the velocity $v$ of the resonant atoms. Since the transport collision rates $\nu_{i}(\mathrm{~V})$ are completely determined by the potentials of the interaction between resonant and buffer particles, the velocity spectrum of anomalous LID is highly sensitive to the difference in the potentials of the interaction of buffer particles and resonant atoms in the $m$ and $n$ states. This makes possible highly precise testing in the LID experiments of the interatomic potentials used in calculations of the velocity spectrum of anomalous LID and hence relatively simple experimental testing of the accuracy of various theoretical methods used in calculating the interaction potentials.

A good criterion for determining the possibility of anomalous LID arising in a one-component buffer gas is the alternating-sign temperature dependence of the difference of averaged transport rates (27) of collisions, $\left\langle\nu_{m}\right\rangle-\left\langle\nu_{n}\right\rangle$ (or, what the same, of the difference of the diffusion coefficients, $D_{m}-D_{n}$, in the excited and ground states) of the resonant atoms and buffer particles. In the case of a binary buffer mixture, anomalous LID can occur if the differences of the averaged transport collision rates, $\left\langle\nu_{m}\right\rangle-\left\langle\nu_{n}\right\rangle$ for the resonant atoms in the two buffer gases have opposite signs. Anomalous LID is expected to exist at temperatures in a one-component buffer gas and at relative fractions of the gases in a binary buffer mixture at which the difference $\left\langle\nu_{m}\right\rangle-\left\langle\nu_{n}\right\rangle$ (or $D R_{m}-D_{n}$ ) vanishes. These criteria were used in Refs. 19, 25, and 27 and in the present paper to determine possible objects to manifest anomalous LID.

Using the above criteria to analyze the results of calculations of transport characteristics of alkali-metal atoms via the Pascale-Vandeplanque interaction potentials ${ }^{37}$ (the results of these calculations are partially discussed in Ref. 25), we can conclude that anomalous LID should be expected to manifest itself in the following cases:

1. In the excitation of the $D_{1}$ line of Rb atoms in the mixtures $\mathrm{Ne}+\mathrm{Kr}, \mathrm{Ne}+\mathrm{Xe}, \mathrm{He}+\mathrm{Kr}$, and $\mathrm{He}+\mathrm{Xe}$ at almost all temperatures (depending on the choice of the buffer-gas fractions in the binary buffer mixture);
2. In the excitation of the $D_{1}$ line of Cs atoms in the mixtures $\mathrm{Ne}+\mathrm{Xe}, \mathrm{He}+\mathrm{Xe}$, and $\mathrm{Kr}+\mathrm{Xe}$ at almost all temperatures; and
3. In the excitation of the $D_{2}$ line of Cs atoms in the mixtures $\mathrm{He}+\mathrm{Ar}, \mathrm{He}+\mathrm{Kr}, \mathrm{He}+\mathrm{Xe}$, and $\mathrm{He}+\mathrm{Ne}$ at temperatures $T \gtrsim 300 K$, and in the following one-component buffer gases: He at $T \sim 300 \mathrm{~K}, \mathrm{Ar}$ at $T \sim 1000 \mathrm{~K}$, and Kr at $T \sim 1600 \mathrm{~K}$.

In contrast to lithium atoms, Rb and Cs atoms satisfy the limiting case of weak collisional coupling between the fine components ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$. Hence the transport characteristics of Rb and Cs atoms in the excited states ${ }^{2} P_{1 / 2}$ and ${ }^{2} P_{3 / 2}$ are different (see, e.g., Ref. 40), and so are the LID velocity spectrum in the cases of excitation of $D_{1}$ and $D_{2}$ lines.
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# Effect of thermophoretic forces on the formation of ordered structures of macroparticles in a thermal plasma 
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The thermophoretic interaction of macroparticles and its effect on the formation of ordered structures of macroparticles in plasma was studied. It was shown that coexistence of regions with a chaotic arrangement of particles and regions of ordered structures is typical of a thermal plasma with strong interaction of the macroparticles. Computer simulation of a system of strongly interacting macroparticles, taking account of the thermophoretic interaction of the particles, was performed. The results showed that the thermophoretic attractive forces explain the form of the spatial nonuniformity associated with the grouping of particles in small domains. The experimentally obtained correlation function was very close to the correlation function obtained in the computer simulation. © 1999 American Institute of Physics. [S1063-7761(99)00811-2]

## 1. INTRODUCTION

A thermal plasma with macroscopic particles is a lowtemperature plasma containing small liquid or solid particles of matter. The macroparticles effectively interact with the charged components of the plasma and therefore they strongly influence the properties of the plasma. Thus, electron-emitting particles can increase the electron density and electric conductivity of the gas phase. However, if the particles trap electrons, then the opposite effect arises. In the limit of an un-ionized gas the presence of macroparticles completely determines the electrophysical properties of the plasma. Effects associated with the presence of particles were observed in the very first experiments ${ }^{1,2}$ studying the plasma of a hydrocarbon flame.

An interesting feature of such a plasma is that because of their relatively large sizes (from hundredths of a micron to some tens of microns), the particles can carry extremely large charges (of the order of $10^{2}-10^{5}$ electron charges). As a result, under certain conditions strong interparticle correlation leads to gas-liquid-solid phase transitions and the appearance of spatially ordered structures in the arrangement of the macroscopic particles, similar to the structures in a liquid or solid. ${ }^{3-7}$ Such structures have also been observed for $\mathrm{CeO}_{2}$ particles in a thermal plasma at atmospheric pressure. ${ }^{8-10}$ The plasma formation was characterized by large sizes (the plasma volume was about $30 \mathrm{~cm}^{3}$, which corresponded to $\sim 10^{8}$ particles with density $10^{7} \mathrm{~cm}^{-3}$ ), uniformity, and a lack of external electric and magnetic fields.

These investigations were primarily of a phenomenological character, having set aside a number of questions concerning the mechanism of particle interaction and the anomalous value of the kinetic energy of the particles. ${ }^{7,11}$ The interaction between the macroparticles plays a large role in the dynamics of the formation of ordered structures in a dusty system, for example, accompanying the formation of
structures with pronounced short-range order over the comparatively short lifetimes (of the order of several milliseconds) of a thermal plasma in a laboratory setup. ${ }^{9}$

Our objective in the present work was to study the nonelectric (thermophoretic) interaction of macroparticles and its effect on the formation of ordered structures in a thermal plasma. This particle interaction mechanism results from the decoupling of the particle temperature from the temperature of the ambient gas. In the present work experimental measurements of the temperature of the gas and macroparticles in a thermal plasma and numerical simulation of the interaction of macroparticles in a thermal plasma, taking account of the thermophoretic attractive forces, were performed. In what follows the results of the analytic calculations of the interaction between macroparticles and the data from the numerical simulation of the formation of dust structures with various types of interactions of the macroparticles are discussed. The correlation functions obtained in the laboratory and in the numerical simulation are compared.

## 2. INTERACTION OF MACROPARTICLES IN PLASMA

A Debye pairwise interaction of macroparticles is ordinarily assumed in plasma: ${ }^{12-14}$

$$
\begin{equation*}
\Phi(r)=\Phi_{D}(r)=-Z_{d} e \frac{\partial \phi_{D}}{\partial r} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{D}=\frac{Z_{d} e}{r} \exp \left(-\frac{r}{r_{D}}\right) \tag{2}
\end{equation*}
$$

Here $r_{D}$ is the Debye radius, $\phi_{D}$ is the Debye potential, $e$ is the elementary charge, and $Z_{d}$ is the charge of a macroparticle in units of the elementary charge. This expression for $\phi_{D}$ pertains to the case of interest, with $R_{d} \ll r_{D}$ ( $R_{d}$ is the radius of a macroparticle).

At short distances the electric interaction force is the Coulomb force, and at large distances (compared with $r_{D}$ ) it decreases exponentially because of plasma screening and is therefore a short-range force.

As established recently, besides the electric interaction of macroparticles there also exists a nonelectric interaction resulting from flows of microparticles. ${ }^{15}$ Ordinarily, this type of interaction results from the breakdown of thermodynamic equilibrium on the surface of the macroparticles. Specifically, for the case most often encountered in practicenegatively charged particles-each macroparticle gives rise to a plasma flow (of positive ions) onto itself. Neighboring particles interact by frictional forces resulting from these flows, which results in an effective attraction of macroparticles. It has been shown that such a nonelectric attraction can be strong enough to compete with the electrostatic repulsion and give rise to the formation of molecules of macroparticles as well as crystals of macroparticles with a free boundary, which exist independently of the external forces.

In our case this mechanism, due to bombardment of the surface of the macroparticles, is ineffective, since the particles are positively charged and therefore the flux of positive ions onto their surface is relatively small. However, in this case, if the temperature of gas is different from that of the surface of the particles, a different mechanism can arise, due to flows of neutral gas molecules. A temperature difference can, for example, result from radiative cooling of the macroparticle material. Being colder than the gas, a particle gives rise to a heat flow onto its surface and a temperature gradient in the ambient gas. A neighboring particle will move under the thermophoretic force into a region of lower temperature, i.e., it will be attracted. In this manner, a special mechanism of attraction arises. The corresponding interaction force will be calculated below.

We consider two macroparticles of radius $R_{d}$ and surface temperature $T_{d s}$ in a neutral gas. The temperature and density of the gas far from the particles are $T_{g}$ and $n_{g}$, respectively. Let

$$
\begin{equation*}
R_{d} \ll \lambda \ll l, \tag{3}
\end{equation*}
$$

where $\lambda$ is the mean-free path of the neutral molecules in the gas and $l$ is the distance between particles. To calculate the heat flux onto a particle, the effect of the other particle can be neglected. Then, assuming perfect accommodation, it is easy to find the distribution of gas molecules on the surface of a particle:

$$
f_{s}= \begin{cases}\frac{n_{g} m^{3 / 2}}{\left(2 \pi T_{g}\right)^{3 / 2}} \exp \left(-\frac{m V^{2}}{2 T_{g}}\right), & \mathbf{V} \cdot \mathbf{e}_{n}<0,  \tag{4}\\ \frac{n_{d s} m^{3 / 2}}{\left(2 \pi T_{d s}\right)^{3 / 2}} \exp \left(-\frac{m V^{2}}{2 T_{d s}}\right), & \mathbf{V} \cdot \mathbf{e}_{n}>0,\end{cases}
$$

where $\mathbf{e}_{n}$ is the normal to the surface of the macroparticle and $m$ is the mass of a gas molecule. Since particles do not absorb gas molecules in our case, the parameter $n_{d s}$ is determined by the requirement that the total flux of neutral molecules onto the particle surface be zero, which gives

$$
\begin{equation*}
n_{d s}=n_{g} \sqrt{\frac{T_{g}}{T_{d s}}} . \tag{5}
\end{equation*}
$$

The heat flux, corresponding to the distribution (4), onto the surface of a macroparticle is given by the formula

$$
\begin{align*}
\mathbf{q}_{s} & =\int f_{s} \frac{m V^{2}}{2}\left(\mathbf{V} \cdot \mathbf{e}_{n}\right) \mathbf{e}_{n} d^{3} V \\
& =\mathbf{e}_{n} \frac{n_{g}}{\sqrt{2 \pi}} \sqrt{\frac{T_{g}}{\sqrt{2 \pi}}}\left(T_{d s}-T_{g}\right) . \tag{6}
\end{align*}
$$

Since the heat conduction equation is linear, the heat flux in the gas will be a simple sum of heat fluxes produced by each particle. The magnitude of the temperature gradient due to one particle can be written in the stationary case as

$$
\begin{equation*}
q=q_{s} \frac{R_{d}^{2}}{r^{2}}=\frac{R_{d}^{2}}{r^{2}} \frac{n_{g}}{\sqrt{2 \pi}} \sqrt{\frac{T_{g}}{m}}\left(T_{d s}-T_{g}\right) . \tag{7}
\end{equation*}
$$

The corresponding temperature gradient is

$$
\begin{equation*}
\frac{\partial T}{\partial r}=\frac{q}{\kappa}, \tag{8}
\end{equation*}
$$

where $\kappa$ is the thermal conductivity. A neighboring particle interacts with the thermophoretic force, which for $R_{d} \ll \lambda$ is

$$
\begin{equation*}
\Phi=-\frac{32}{15} \sqrt{\frac{\pi m}{8 T_{g}}} R_{d}^{2} \kappa \frac{\partial T}{\partial r} . \tag{9}
\end{equation*}
$$

Substituting the expressions (7) and (8) into Eq. (9), we obtain the pairwise interaction force of the macroparticles

$$
\begin{equation*}
\Phi_{T}=\frac{16}{15} n_{g} \frac{R_{d}^{4}}{l^{2}}\left(T_{d s}-T_{g}\right) \tag{10}
\end{equation*}
$$

It can plausibly be assumed that this force is indeed a pairwise force: because the heat conduction equation is linear, the heat fluxes resulting from different particles and the corresponding thermophoretic forces can be calculated independently. The magnitude of this force is inversely proportional to the squared distance, i.e., it is analogous to the force of gravity, and it is directly proportional to the temperature difference $\Delta T$. Therefore if $T_{d s}<T_{g}$, then macroparticles attract one another, and in the opposite case they repel one another.

The relative role of the electric and thermophoretic mechanisms can be characterized by the parameter $\xi$ :

$$
\begin{equation*}
\xi \equiv\left|\frac{\Phi_{T}(l)}{\Phi_{C}(l)}\right|=\frac{16}{15} n_{g} \frac{R_{d}^{4}}{Z_{d}^{2}}\left(T_{d s}-T_{g}\right) . \tag{11}
\end{equation*}
$$

Ordered structures of macroparticles in a thermal plasma are investigated in Refs. $8-10$. The thermophoretic interaction was not studied in the analysis of ongoing processes, since the temperature difference between the gas and dispersed phase was small and could be explained completely by the error in the temperature measurements ( $\sim 2 \%$ ). However, if the resulting temperature difference (about 50 K ) is taken into account, then under the experimental conditions $\xi=0.9$.

In summary, since it is long-range, the thermophoretic force obviously strongly affects the formation of ordered structures. To check this, the temperature difference between the gas and the macroparticles must be measured to high accuracy.

## 3. MEASUREMENTS OF PARTICLE AND GAS TEMPERATURES

The experimental test stand for studying the thermal plasma included a plasma generator and diagnostic equipment for determining particle and gas parameters. The plasma source consisted of a burner, a gas-supply system, and a system for introducing particles. The particles were fed to the internal flame of the burner by a special-purpose fluidized bed cyclone device. This burner design made it possible to produce a laminar plasma jet with uniformly distributed parameters-the temperature and the electron and ion densities. Polydisperse $\mathrm{CeO}_{2}$ particles were used in our experiments, with a distribution half-width, as our measurements showed, of at most $30 \%$. The average Sauter diameter of the particles was about $0.8 \mu \mathrm{~m}$. In the working regime, the velocity $V_{g}$ of the plasma jet varied over the range $4-6 \mathrm{~m} / \mathrm{s}$, the electron and ion densities varied over the range $10^{9}-10^{12} \mathrm{~cm}^{-3}$, and the gas was kept at atmospheric pressure. The electron and ion temperatures were the same, and varied over the range $T_{i}=T_{e}=T_{g}=1700-2200 \mathrm{~K}$. The test stand is described in greater detail in Refs. 10 and 17. Here we discuss in detail only the modified methods for measuring the gas and particle temperatures, and the diagnostic instrumentation based on them, which made it possible to determine the temperature difference to within $10 \%$.

The conventional method for determining the temperature in a flame is a generalized reversal method, but the presence of dispersed-phase particles in gas flows can strongly influence the optical and radiative characteristics of the flows and, in consequence, substantially distort the value of the temperature when using conventional optical methods in a two-phase medium. In Ref. 17 it is shown that to high accuracy, the temperature of the gas phase in a dusty thermal plasma can be obtained by measuring three signals at two wavelengths: $\lambda_{0}$ (within the line profile) and $\lambda$ (next to the spectral line)-the signal $S_{P}$ from the plasma with macroparticles, the signal $S_{L}$ from a standard lamp with temperature $T_{L}$, and the signal $S_{L P}$ due to the lamp radiation emitted at temperature $T$ and transmitted through the plasma:

$$
\begin{align*}
& T_{g}=\left(\frac{1}{T_{L}}-\frac{\lambda}{c_{2}} \ln \left(\frac{k_{0}\left(\tau_{0} F_{0}-\tau F\right)}{\tau_{0}-\tau}\right)\right)^{-1}, \\
& F=\frac{S_{P}}{S_{L}+S_{P}-S_{L P}}, \tag{12}
\end{align*}
$$

where $\tau$ is the optical density of a plasma with particles, and the subscript 0 corresponds to parameters determined within the spectral line profile (sodium atoms).

Color pyrometry is ordinarily used to determine the particle temperature. ${ }^{18}$ Measurements of the spectral intensity
ratios of the radiation of a dispersed medium at two or more wavelengths make it possible to determine the color temperature of the particles:

$$
\begin{equation*}
\frac{S_{P}\left(\lambda_{1}\right)}{S_{P}\left(\lambda_{j}\right)}=\frac{\varepsilon\left(\lambda_{1}\right) I^{B}\left(T_{P}, \lambda_{1}\right)}{\varepsilon\left(\lambda_{j}\right) I^{B}\left(T_{P} \lambda_{j}\right)}, \tag{13}
\end{equation*}
$$

where $I^{B}(T, \lambda)$ is the Planck function and $\varepsilon\left(\lambda_{j}\right)$ is the emissivity of the dispersed phase. In the simplest case of "gray" particles, when the emissivity of the dispersed phase does not depend on wavelength $\left(\varepsilon\left(\lambda_{j}\right)=\varepsilon\right)$, these temperatures are the same. Otherwise, to determine the true particle temperature it is necessary to know the form of the spectral dependence $\varepsilon(\lambda)$. In many cases of practical importance, when multiple scattering processes can be neglected, the directional emissivity of a dispersed medium is given by ${ }^{19}$

$$
\begin{equation*}
\varepsilon(\lambda)=(1-\omega(\lambda))(1-\exp \{-\tau(\lambda)\}), \tag{14}
\end{equation*}
$$

where $\omega(\lambda)$ is the single scattering albedo. In this case, since the optical density can be calculated from the formula

$$
\begin{equation*}
\tau(\lambda)=-\ln \left(\left\{S_{L P}(\lambda)-S_{P}(\lambda)\right\} / S_{L}(\lambda)\right), \tag{15}
\end{equation*}
$$

determination of the particle temperature can be reduced to choosing an accurate approximation for the spectral dependence of the single scattering albedo. In our experiments a function of the form

$$
\begin{equation*}
\omega(\lambda)=1-\text { const } / \tau \lambda^{0.2}, \tag{16}
\end{equation*}
$$

proposed in Ref. 20, was used to determine the particle temperature.

The optical layout of the diagnostic setup to determine the gas and particle temperatures is presented in Fig. 1. A standard VL (SI-10-300) tungsten lamp TL, whose radiation is interrupted by a chopper wheel CH and redirected by the beamsplitter BS, is used as the radiation source.

A characteristic feature of the apparatus for determining the gas temperature is the use of a spectral instrument SI of high resolving power (a DFS-452 spectrograph) and the use of a linear CCD array, each pixel of which corresponds to a spectral interval of $0.06 \AA$, as a detector. This makes it possible to record the line profile, rather than the integrated radiation of the gas in the atomic lines. The small spectral range covered by the L2 linear array does not permit investigating the particle characteristics (but it is possible to take account of the influence of the particles on the spectral lines). The advantage lies in the possibility of obtaining good resolution of lines (in our case, the sodium doublet) and therefore determining the temperature of the gas phase more accurately.

The optical layout of the method for determining the particle temperature of the dispersed phase (see Fig. 1) consists of a tungsten lamp TL, a chopper wheel CH , a beamsplitter BS, a mirror M, objectives O 1 and O 2 , and a lightguide LG1. This scheme is similar to one used for diagnostics of the gas phase and differs from it by the angle of convergence of the probe beam and the use of a novel spectrophotometer, consisting of a slit S, a system of objectives O3 and O4, and a 300 line $/ \mathrm{mm}$ diffraction grating DG , as the spectral instrument. A linear CCD array L1 was also used in this scheme. Such a system made it possible to per-


FIG. 1. Optical layout of the diagnostic system: TLtungsten lamp, CH -chopper wheel, $\mathrm{O} 1, \mathrm{O} 2, \mathrm{O} 3, \mathrm{O} 4, \mathrm{O} 5$, O6-objectives, PD-photodetector, L-lens, L1, L2linear CCD arrays, LG1, LG2-lightguides, DGdiffraction grating, S-slit, G-plasma generator, M-mirror, BS-beamsplitter, SI-spectral instrument, IF-interference filter.
form spectral analysis of the collected radiation in the wavelength range $450-900 \mathrm{~nm}$, which is sufficient to determine parameters of macroparticles such as their size, absorption coefficient, temperature, and density.

The main channels are used for spectral measurements of the intensities of the radiation from the plasma layer $S_{P}$, the reference lamp $S_{L}$, and the lamp signal $S_{L P}$ transmitted through the medium. A chopper wheel CH is introduced into the scheme to measure the signals $S_{P}$ and $S_{L P}$. The measurements were performed in an automatic mode, the signals from the linear arrays were processed with a computer, and the signals from the photodetector PD were fed into an L-1250 ADC board and then processed with a computer.

A reference channel is introduced into the scheme to correct errors introduced into measurements of the optical density and intensity of the characteristic radiation of the layer of macroparticles as a result of fluctuations of the particle density. The reference channel consists of a lens L, an interference filter IF, and a photodetector PD (FÉU-84). Radiation from the measurement volume is directed onto the photodetector PD (signal $S_{L P}$ ). Measurement of the signals $S_{L P}^{0}$ and $S_{L P}$ simultaneously with the signals $S_{P}$ and $S_{L}$ makes it possible to monitor the particle density during the experiment and either to reject unsuccessful measurements or to correct the signal from the plasma:

$$
S_{P}^{*}=S_{P} S_{L P} / S_{L P}^{0}
$$

Systematic errors in determining the emissivity from the relative signal measurements $S_{P} / S_{L}$ were corrected by preliminary calibration of the instrument.

The observation of ordered structures with simultaneous diagnostics of the plasma was conducted in the zone of stabilization of the temperature of the plasma jet at height $h=25-40 \mathrm{~mm}$ above the cover of the burner for various plasma temperatures and particle densities. The plasma temperature was varied by varying the propane/air ratio over the range 0.95-1.47. In measurements with $\mathrm{CeO}_{2}$ particles the particle density $n_{p}$ was varied over the range ( $0.2-5.0$ ) $\times 10^{7} \mathrm{~cm}^{-3}$, the plasma temperature $T_{g}$ was varied over the range $1700-2200 \mathrm{~K}$, the temperature difference $\Delta T$ between the gas and macroparticles was varied from 20 to 70 K , the ion density $n_{i}$ was varied from $0.42 \times 10^{10} \mathrm{~cm}^{-3}$ to 4.0
$\times 10^{10} \mathrm{~cm}^{3}$, and the electron density $n_{e}$ was varied over the range $(2.5-7.2) \times 10^{10} \mathrm{~cm}^{-3}$. On the basis of these data it was found from the quasineutrality relation $Z_{p} n_{p}+n_{i}=n_{e}$ that the $\mathrm{CeO}_{2}$ particles are positively charged to about $10^{3} e$, to within a factor of 2 . The ordered structures were analyzed using a two-point correlation function $R(r)$. The resulting plasma parameters were used for numerical modeling.

## 4. NUMERICAL MODELING IN A THERMAL PLASMA

Computer simulation of the behavior of an ensemble of macroparticles in a thermal plasma was performed in order to investigate the influence of the thermophoretic interaction of the macroparticles on the formation of ordered structures in a thermal plasma. The simulation parameters corresponded to the experimental conditions of the plasma with $\mathrm{CeO}_{2}$ particles, for which a liquid-type structure was observed. Numerical modeling was carried out using the Mathcad system by the molecular dynamics method in $2 D$ geometry. It consisted of solving the equation of motion for each macroparticle assuming a pairwise interaction law. Frictional forces and Brownian motion were also taken into account:

$$
\begin{equation*}
m_{d} \frac{d^{2} \mathbf{r}_{k}}{d t^{2}}=\left.\sum_{j} \Phi(r)\right|_{r=\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|} \frac{\mathbf{r}_{k}-\mathbf{r}_{j}}{\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|}-m_{d} \nu_{f r} \frac{d \mathbf{r}_{k}}{d t}+\mathbf{F}_{b r}, \tag{17}
\end{equation*}
$$

where $m_{d}$ is the particle mass, $\nu_{f r}$ is the friction decrement, and $F_{b r}$ is a random force giving rise to Brownian motion.

The number of particles was $N=200$. A square with periodic boundary conditions was used as the simulation region. The significance of the periodic boundary conditions is that in the first place, when any macroparticle leaves the simulation region an identical particle enters the opposite side of the square and, in the second place, interactions with periodic images of the particles are taken into consideration. These images are constructed in a strip of width $L_{0} / 2$ around the square, where $L_{0}$ is the edge length of the square. Such periodic boundary conditions make is possible to avoid boundary effects and set the average macroparticle density.

Initially, the particles occupy random locations inside the simulation region, after which formation of an ordered structure commences. Here a problem arises that is charac-

TABLE I. Parameters used in the simulation.

| $T_{g}=1700 \mathrm{~K}$ | $\Delta T=50 \mathrm{~K}$ | $n_{d}=5 \times 10^{7} \mathrm{~cm}^{-3}$ |
| :---: | :---: | :---: |
| $P_{g}=1 \mathrm{bar}$ | $m_{d}=1.16 \times 10^{-12} \mathrm{~g}$ | $\Gamma_{S}=30$ |
| $n_{e}=7 \times 10^{10} \mathrm{~cm}^{-3}$ | $\tilde{m}_{d}=3.2 \times 10^{-10} \mathrm{~g}$ | $\gamma_{p}=150$ |
| $n_{i}=4 \times 10^{9} \mathrm{~cm}^{-3}$ | $l=17 \mu \mathrm{~m}$ | $N=200$ |
| $r_{D}=11 \mu \mathrm{~m}$ | $Q=500 e$ | $\tau=0.3 \mathrm{~ms}$ |
| $R_{d}=0.4 \mu \mathrm{~m}$ | $\nu_{f r}=1.14 \times 10^{5} \mathrm{~s}^{-1}$ | $\widetilde{\nu}_{f r}=570 \mathrm{~s}^{-1}$ |

teristic of $2 D$ simulation of the behavior of a real system of macroparticles. The average interparticle distance $l$ for a $2 D$ system of macroparticles is equal to the value calculated from the density in a real experiment:

$$
l=\left(4 \pi n_{d} / 3\right)^{-1 / 3}
$$

In this case it is to be expected that the simulation of the processes due to short-range electric forces will be correct. However, the effect of the long-range nonelectric interaction cannot be completely accurately taken into account in a $2 D$ geometry. To simulate a structure of macroparticles with a long-range interaction correctly, simulation must be performed. Nonetheless, $2 D$ simulation for long-range interaction is helpful to demonstrate the effect due to attraction between particles.

Two systems were simulated:

1. A system of macroparticles taking account of only the electric interaction.
2. A system that incorporated electrostatic repulsion and thermophoretic attraction. Its purpose was to demonstrate the influence of long-range attractive forces.

In practice, the actual interaction law must be cut off at very short and very long distances. It is obvious that initially some macroparticles can be very close to one another, and the initial interaction force will be very large, which will require a very short time step. To avoid this problem the interaction force was truncated at distances shorter than $l_{0}=0.4 l$. This does not affect the process leading to ordering of the macroparticles, since neighboring particles, separated by a distance of less than $l_{0}$, disperse quite rapidly, after which there are no longer likely to be any particles separated by such a short distance.

On the other hand, the long-range interaction of particles can give rise to unrealistic effects induced by the periodic boundary conditions. For this reason, the interaction of macroparticles at distances greater than the width of the strip of the periodic samples (i.e., $L_{0} / 2$ ), is cut off gradually. This does not affect the local processes of interest, which ensures the validity of the simulation. Thus, the following interaction law was used for numerical modeling instead of the actual one:

$$
\tilde{\Phi}(l)= \begin{cases}\Phi\left(l_{0}\right), & l<l_{0},  \tag{18}\\ \Phi(l), & l_{0}<l<0.5 L_{0}, \\ \Phi(l) \frac{L_{0}-l}{0.1 L_{0}}, & 0.5 L_{0}<l<L_{0} \\ 0, & l>L_{0} .\end{cases}
$$

The simulation parameters are given in Table I. Some remarks concerning this table are made below. For several


FIG. 2. Time dependence of the temperature of a system of macroparticles in a simulation with a purely electrostatic interaction.
parameters in the table two values are presented. The values marked with a tilde were used in the simulation.

The mass of a macroparticle is $m_{d}=(4 \pi / 3) \rho_{d} R_{d}^{3}$, where $\rho_{d}\left[\mathrm{~g} / \mathrm{cm}^{3}\right]$ is the density of $\mathrm{CeO}_{2}$. We used the approximation

$$
\begin{equation*}
\nu_{f r}=\frac{6 \pi \eta R_{d}}{m_{d}\left\{1-\left(\lambda / R_{d}\right)\left(1.257+0.400 \exp \left(-1.10 R_{d} / \lambda\right)\right)\right\}}, \tag{19}
\end{equation*}
$$

where $\eta$ is the viscosity of the gas. This complicated expression is necessary because the experimental conditions correspond to a transitional regime, where neither the Stokes formula nor the expressions for the collisionless regime are accurate.

The mean-free path and the viscosity were taken to be $\lambda=1.56 \mu \mathrm{~m}$ and $\eta=1.73 \times 10^{-3} \mathrm{~g} / \mathrm{cm} \cdot \mathrm{s}$. Substituting these values into the expression (19) yields $\nu_{f r}=1.4 \times 10^{5} \mathrm{~s}^{-1}$. This is a very large value, considering that the characteristic formation time $t_{f}$ of an ordered structure is tens of seconds. This means that the inertia of the particles has virtually no effect on their regular motion determined by the interaction forces. Unfortunately, it is impossible to eliminate the inertial term from Eq. (17), because Brownian motion is impossible without it.

The time step $\tau$ must be less than $1 / \nu_{f r}$. To avoid numerical instability $\tau \approx 0.15 / \nu_{f r}$ was used in practice. For this reason, simulation with the real value of $m_{d}$ required too many time steps. However, a much larger particle mass can be used. Specifically, the mass $\widetilde{m}_{d}=200 m_{d}$ was used. The regular motion of macroparticles remains inertialess if

$$
\begin{equation*}
\widetilde{\nu}_{f_{r}} t_{f} \ll 1 . \tag{20}
\end{equation*}
$$

Here $\widetilde{\nu}_{f r}$ was calculated from Eq. (19), substituting $\widetilde{m}_{d}$ for $m_{d}$. Therefore the regular motion of macroparticles is insensitive to such an increase in their mass. However, this results in an initial increase in the temperature of the macroparticles (Fig. 2). This effect, which does not occur in reality, is due to the rapid liberation of heat at the initial stage of evolution of the structure from disorder to order. In reality, $T_{d}$ remains constant, since friction is strong enough to dissipate the energy released and to prevent a temperature increase. Nevertheless, note that the growth time $T_{d}$ is short compared with $t_{f}$, so this effect can be neglected.

As one can see from Table I, the ion density is low compared with the electron density. Note that the question of


FIG. 3. Evolution of the correlation function in a simulation with a purely electrostatic interaction.
determining the Debye length in a plasma with such a high macroparticle density is unclear. This problem requires special consideration, which is beyond the scope of the present work. In the present work $r_{D}$ was calculated neglecting the ion screening:

$$
r_{D}=\sqrt{T_{e} / 4 \pi e^{2} n_{e}}
$$

The first simulation with a purely electrostatic interaction of the macroparticles showed that after a relaxation process the system arrives in a final, statistically stationary state corresponding to a liquid structure. This agrees with the values of the nonideality parameters $\Gamma_{s}$ and $\gamma_{p}$.

Figure 3 shows the dynamics of the correlation function $R(r)$, calculated according to the instantaneous positions of the macroparticles. The arrangement of the macroparticles in the simulation region at the end of the experiment is presented in Fig. 4. It is evident from Fig. 3 that the particles contributing to the correlation function at small $r$ vanish. This process occurs very rapidly because of the strong electric repulsion forces at short distances. Then, the first pronounced peak appears at $t=10 \mathrm{~ms}$ and grows. Subsequently, this peak continues to grow and higher-order peaks appear at the same time. The final correlation function is characterized by a large number of sharp oscillations. The formation time $t_{f}$ of the structure is an ill-defined quantity, since it depends on the range of distances where the evolution of the correlation function is studied. The greater this distance, the greater the time required to establish the correlation function at this distance.

In practice, a range of distances where oscillations of the final correlation have an appreciable magnitude can be considered. We consider the first five peaks. In this case $t_{f} \approx 50 \mathrm{~ms}$. It is also convenient to introduce the time $t_{1}$ at which the first peak emerges. This is actually the time required for order of any type to appear in the system. The current simulation yields $t_{1} \approx 10 \mathrm{~ms}$, consistent with the analytic estimate

$$
\begin{equation*}
t_{1} \approx \frac{l m_{d} \nu_{f r}}{\Phi(l)} \tag{21}
\end{equation*}
$$

which yields $t_{1}=28 \mathrm{~ms}$. As noted above, in this simulation the transit time of macroparticles is $t_{\exp }=10 \mathrm{~ms}$. This means


FIG. 4. Final form obtained for a system of macroparticles in a simulation with a purely electrostatic interaction, $t=100 \mathrm{~ms}$.


FIG. 5. Comparison of the correlation functions obtained in numerical simulation with purely electric interaction of macroparticles and measured experimentally: solid line-simulation, $t=10 \mathrm{~ms}$ (corresponds to the transit time of the plasma through the experimental setup), dashed curvesimulation, final stationary state; dot-dashed curve-experiment.
that the experimentally measured correlation function corresponds to the moment at which the structure is formed. The real transit time is sufficient for short-range order to appear, but insufficient for many oscillations to appear in the correlation function.

Figure 5 shows the experimental correlation function compared with two correlation functions obtained by numerical simulation, one of which corresponds to the real transit time, while the other corresponds to the final stage. Two characteristic features distinguish the experimental correlation function. First, it has but a single peak, and second, that peak is very wide. The lack of long-range order peaks is not surprising, since the foregoing tells us that the actual transit time is too brief for them to develop. The broadening of the main peak can probably be explained in terms of local


FIG. 7. System of macroparticles, numerical simulation taking account of the thermophoretic attraction, $t=21 \mathrm{~ms}$.
irregularities of the macroparticle structure. One possible mechanism leading to these nonuniformities is thermophoretic attraction of particles.

This mechanism is studied in the second simulation, where long-range thermophoretic attraction of macroparticles is included in the interaction law. It turns out that the attraction of macroparticles leads to a nonperiodic Jeans-type instability. Figure 6 shows the evolution of the correlation function in the second numerical simulation. The final arrangement of macroparticles in the simulation square is shown in Fig. 7.

It can be seen from the last figure that the macroparticles tend to gather into a cloud. Thus, the attraction of macroparticles might account for the strong local irregularities observed in the laboratory experiment. Figure 8 shows the ex-


FIG. 6. Temporal evolution of the correlation function obtained by simulation, taking account of the thermophoretic attraction.


FIG. 8. Comparison of the correlation function obtained via numerical simulation, taking account of the thermophoretic interaction of macroparticles, and the experimentally measured correlation function: solid linesimulation, $t=16 \mathrm{~ms}$; dashed line-experiment.
perimental correlation function and the correlation function obtained by simulating the nonlinear stage of instability. These are clearly in good agreement.

## 5. CONCLUSIONS

In summary, in the present work the thermophoretic force and its effect on the formation of ordered structures were determined for various values of the plasma parameters. It was shown that the coexistence of regions with a chaotic arrangement of particles and regions of ordered structures (domains) is typical of a thermal plasma with strongly interacting macroparticles. Particles in the domains can be separated by less than the mean distance. A system of strongly interacting macroparticles was numerically simulated, taking account of thermophoretic interactions among the particles. The results showed that the thermophoretic attractive forces explain the form of the spatial nonuniformity associated with particle clustering into small domains (whose
size is of the order of the mean separation). The experimentally measured correlation function was found to be very close to the correlation function obtained by numerical simulation.
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#### Abstract

The impurity concentration in localized structures is described on the basis of analytic solutions of model equations for convective diffusion in the one-dimensional hydrodynamic approximation without pressure. The simplicity of the derivation of the analytic results depends on the ratio of the kinetic coefficients of the liquid (the Prandtl numbers). For the same kinetic coefficients, any time-dependent problem can be reduced to problems for the conventional heat conduction equation. For integer Prandtl numbers the problem of time-dependent convective diffusion in the flow field of a uniformly moving shock wave likewise reduces to problems for the heat conduction equation. Relations are established between problems whose Prandtl numbers differ by an integer. Various representations of the Green's functions for the equations of convective diffusion are analyzed. For integer Prandtl numbers they can be expressed in terms of error functions. The asymptotic character of the solutions depends strongly on the satisfaction of global conservation laws. For global conservation of the impurity mass, coalescence of shock waves corresponds to merging of impurity solitons, i.e., clustering. © 1999 American Institute of Physics. [S1063-7761(99)00911-7]


## 1. INTRODUCTION

The dynamical and stochastic description of the evolution and interaction of many degrees of freedom, leading to the formation of structures on account of the characteristic features of the collective behavior, has been substantially developed on the basis of the theory of continuous media. The basic characteristic features, such as nonlinearity, viscous dissipation, and dispersion, on whose balance nonequilibrium structure formation is based, can be effectively taken into account in the hydrodynamic approximation. Even simplified one-dimensional hydrodynamic models reveal important features of phenomena and, above all else, the decisive role of localized formations in the form of shock waves and solitons. The one-dimensional model of a viscous liquid without pressure, known as the Burgers model, ${ }^{1}$ has long attracted a great deal of attention for describing deterministic and stochastic flows in aerodynamics and plasma physics. ${ }^{1-3}$ For all of the model simplification, it retains the inertial nonlinearity and high dissipation, which play a leading role in the formation of turbulent flow. The quasilinear Burgers differential equation is especially attractive because it can be reduced to a linear diffusion (heat conduction) equation by means of a nonlinear Cole-Hopf change of variables. ${ }^{4,5}$ The new burst of interest in this equation and its multidimensional modifications is due to the further elaboration of methods for solving problems of turbulence theory ${ }^{6-8}$ and to the substantial expansion of its physical applications in theories of transport flows, ${ }^{3}$ structure formation in the evolution of the Universe, ${ }^{9}$ growth of interfaces, ${ }^{10,11}$ and convective diffusion. ${ }^{12}$

The one-dimensional hydrodynamic model without pressure remains simple even when it is extended to the problem of convective diffusion (or/and heat conduction), where mo-
lecular and convective transport in the carrying liquid are combined. The case of equal kinetic coefficients (unit Prandtl number) is especially simple. In this case there exists an extension of the Cole-Hopf transformation whereby the nonlinear equations of motion and convective diffusion can be reduced to a linear heat conduction equation. ${ }^{13}$ The situation becomes somewhat more complicated when the kinetic coefficients are different, and a reasonably complete analytic investigation is possible only for particular types of flows. For flow in the form of a uniformly propagating shock wave the equations of time-dependent convective diffusion can once again be reduced to a linear heat conduction equation with constant coefficients for any integer Prandtl numbers (in the general case, the relation between the solutions of problems whose Prandtl numbers differ by an integer will be established). The asymptotic character of the impurity distribution in a shock wave depends on whether or not a global conservation law for the impurity is satisfied for the equations of the model. The model without complete conservation of the impurity will be studied first in Sec. 2. Then, based on this model, a model with a global conservation law will be studied completely analogously in Sec. 4. In the latter case, an "impurity soliton'" will ultimately (in the limit of long times) accompany the shock wave. The well-known effect of perfectly inelastic collisions of one-dimensional shock waves for Burgers' equation ${ }^{2,3}$ will thereby correspond to merging of impurity solitons and an increasing local impurity concentration. This completes the one-dimensional description of impurity clustering, which has attracted a great deal of attention in the literature in the more complicated multidimensional and stochastic situations. ${ }^{9,14-16}$ In Sec. 3 the Green's function of the convective heat conduction equation is analyzed on the basis of the solution of the wellknown spectral problem of quantum mechanics for the

Pöschl-Teller potential. ${ }^{17,18}$ It is demonstrated that the simplication of the analysis for integer Prandtl numbers is due to the nonreflective character of the potential in this case.

## 2. DIFFUSION EQUATIONS FOR A PASSIVE IMPURITY

The equation for convective heat conduction (diffusion) through a velocity field is coupled with the equation of motion, which in one-dimensional hydrodynamics without pressure is Burgers' equation. In the passive-impurity approximation (in this approximation there is no sense of distinguishing between heat conduction and diffusion, so that either term will be used), which does not exert a back effect on the fluid flow, one variant of such coupling (another is studied below in Sec. 4) is represented by the differential equations

$$
\begin{equation*}
\partial_{t} u+u \partial_{x} u=\nu \partial_{x}^{2} u, \quad \partial_{t} \theta+u \partial_{x} \theta=\chi \partial_{x}^{2} \theta, \tag{2.1}
\end{equation*}
$$

for which the solution of the initial problem presupposes the initial conditions

$$
\begin{equation*}
\left.u(x, t)\right|_{t=0}=\partial_{x} \phi_{0}(x),\left.\quad \theta(x, t)\right|_{t=0}=\theta_{0}(x) \tag{2.2}
\end{equation*}
$$

for the velocity and density fields of the passive impurity.
In Ref. 13 it was shown that this system of equations with identical kinetic coefficients (unit Prandtl number $P \equiv \nu / \chi=1$ ) is just as simple as a separate Burgers equation. Using the generalized Cole-Hopf change of variables,

$$
\begin{equation*}
u(x, t)=-2 \nu \partial_{x} \ln \varepsilon(x, t), \quad \theta(x, t)=\psi(x, t) / \varepsilon(x, t) \tag{2.3}
\end{equation*}
$$

it reduces to two ordinary linear heat conduction equations

$$
\begin{align*}
& \partial_{t} \varepsilon=\nu \partial_{x}^{2} \varepsilon, \quad \partial_{t} \psi=\chi \partial_{x}^{2} \psi \quad(\nu=\chi),  \tag{2.4}\\
& \left.\varepsilon(x, t)\right|_{t=0}=\exp \left(-\frac{\phi_{0}(x)}{2 \nu}\right) \\
& \left.\psi(x, t)\right|_{t=0}=\theta_{0}(x) \exp \left(-\frac{\phi_{0}(x)}{2 \nu}\right) .
\end{align*}
$$

We now analyze the equations of the one-dimensional model (2.1) for arbitrary (always positive in the sense of thermodynamic constraints) Prandtl numbers. Without distinguishing heat conduction and diffusion, we use a single term for the dimensionless ratio of the coefficient of kinematic viscosity to the other kinetic coefficients (in the literature, a special term-the Schmidt number-is used for the ratio of the coefficients of viscosity and diffusion). It is convenient to use dimensionless variables constructed using the characteristic velocity $u_{0}$ and the coefficient of viscosity. Then the system of equations assumes the form

$$
\begin{align*}
& \partial_{\tau} \mathrm{V}+2 P \vee \partial_{\xi} \mathrm{V}=P \partial_{\xi}^{2} \mathrm{v}, \quad \partial_{\tau} \theta+2 P \vee \partial_{\xi} \theta=\partial_{\xi}^{2} \theta,  \tag{2.5}\\
& \xi \equiv \frac{u_{0} x}{2 \nu}, \quad \tau P \equiv \frac{u_{0}^{2} t}{4 \nu}, \quad \mathrm{~V} \equiv \frac{u}{u_{0}}=\mathrm{v}(\xi, \tau) .
\end{align*}
$$

Since the second equation is linear in the impurity concentration, there is no special need to reduce the latter to dimensionless form.

In the general case this system of equations cannot be transformed to simple separate equations of the type (2.4), as
is obvious from the fact that the Painleve test for Eqs. (2.1) is satisfied only for unit Prandtl number. ${ }^{13}$ Nonetheless, this is possible in special cases.

The generalized Cole-Hopf transformation

$$
\begin{equation*}
\mathrm{v}=-\partial_{\xi} \ln \varepsilon, \quad \theta=\psi / \varepsilon^{P} \tag{2.6}
\end{equation*}
$$

once again reduces the nonlinear equation of motion to a linear heat conduction equation with constant coefficients

$$
\partial_{\tau} \varepsilon=P \partial_{\tilde{\xi}}^{2} \varepsilon
$$

and the equation for the impurity concentration reduces to a linear equation with a variable coefficient and without the first spatial derivative of the unknown $\psi$ :

$$
\begin{equation*}
\hat{L}_{p-1} \psi=0, \quad \hat{L}_{p} \equiv \partial_{\tau}-\partial_{\xi}^{2}+P(P+1) \mathrm{v}_{\xi} \tag{2.7}
\end{equation*}
$$

The differential operator arising here satisfies the important commutation relation

$$
\begin{align*}
& \hat{L}_{p-m} \hat{M}_{p-m}-\hat{M}_{p-m} \hat{L}_{p-1-m}=\frac{m(P-m)}{P} \mathrm{v}_{\tau}, \\
& \hat{M}_{p} \equiv \partial_{\xi}+P \mathrm{~V} . \tag{2.8}
\end{align*}
$$

Besides the overt $P$-dependence, here there is also an implicit dependence (through the form of the dimensional velocity). Stationary flow is an exception, as is obvious from the equation of motion in Eq. (2.5). For stationary flow the commutation relation becomes homogeneous and makes it possible to use the lowering operator $\hat{M}_{p}$ to reduce the solution of the problem under study for some Prandtl number to the solution of a similar problem with a Prandtl number smaller by 1 . Thus, in the modern terminology, this operator is a Darboux operator for the differential operator of the problem. Because of the symmetry property of the latter, $\hat{L}_{-p}=\hat{L}_{p-1}$, the raising operator will be $\hat{M}_{-p}$. Any change in Prandtl number by an integer can be achieved by repeated application of the lowering or raising operators. Specifically, for integer Prandtl numbers the problem is reducible to the simple problem mentioned above for the heat conduction equation (the problem with $P=1$ ). For stationary flow and integer $P$, a relation between the differential operators of these problems can be easily established using (2.8):

$$
\begin{align*}
& \hat{L}_{p-1} \hat{M}_{p-1} \hat{M}_{p-2} \ldots \hat{M}_{1}=\hat{M}_{p-1} \hat{M}_{p-2} \ldots \hat{M}_{1} \hat{L}_{0} \\
& \hat{L}_{0}=\partial_{\tau}-\partial_{\xi}^{2} \tag{2.9}
\end{align*}
$$

Starting with the heat conduction equation, left-multiplying it by the operator $\hat{M}_{1}$ and using the commutation relation (2.8) with $\mathrm{v}_{\tau}=0$, we obtain

$$
\begin{equation*}
\hat{L}_{1} \psi^{(2)}=0, \quad \hat{L}_{0} \varphi=0 ; \quad \psi^{(2)}=\hat{M}_{1} \varphi \tag{2.10}
\end{equation*}
$$

Continuing in this manner we prove that the solution of an equation with an integer Prandtl number can be represented in terms of the solution of the heat conduction equation as

$$
\begin{equation*}
\hat{L}_{p-1} \psi^{(p)}=0, \quad \hat{L}_{0} \varphi=0 ; \quad \psi^{(p)}=\hat{M}_{p-1} \hat{M}_{p-2} \ldots \hat{M}_{1} \varphi \tag{2.11}
\end{equation*}
$$

The explicit form of the required one-dimensional stationary flow can be found quite easily. The stationary solution, bounded at infinity, of the equation of motion (2.1) has the form

$$
\begin{equation*}
u(x)=-u_{0} \tanh \frac{u_{0} x}{2 \nu} ; \quad \mathrm{v}=-\tanh \xi \tag{2.12}
\end{equation*}
$$

Since the equations exhibit Galilean invariance, such a flow corresponds to a uniformly moving shock wave with a viscous transitional layer in a coordinate system moving together with the wave (in what follows, all calculations are performed in such a coordinate system). We note that the potential $\varepsilon$ corresponding to the indicated stationary velocity distribution in the Cole-Hopf transformation is not stationary:

$$
\begin{equation*}
\varepsilon(\xi, \tau)=C_{0} e^{P \tau} \cosh \xi \tag{2.13}
\end{equation*}
$$

since it must satisfy the time-dependent heat conduction equation (2.4). However, under the Cole-Hopf transformation, separating the time and space variables causes the time (together with the arbitrary constant $C_{0}$ ) to drop out of the result for the velocity (2.12).

Here it is still necessary to complete the proof that any solution of the equation under study for $\psi$ with integer Prandtl numbers can be represented in the form (2.11). For this we consider a solution in the form $\psi^{(p)}=\hat{M}_{p-1} \chi$ and use for the transformations the commutation relation (2.8) with $\mathrm{v}_{\tau}=0$ :

$$
\begin{aligned}
& \hat{L}_{p-1} \psi^{(p)}=0 ; \quad \hat{L}_{p-1} \hat{M}_{p-1} \chi=\hat{M}_{p-1} \hat{L}_{p-2} \chi=0 \\
& \left(\partial_{\xi}-(P-1) \tanh \xi\right) \hat{L}_{p-2} \chi=0 .
\end{aligned}
$$

Integrating the latter equation once we arrive at an inhomogeneous equation whose solution can be conveniently represented as a sum of the particular solution and the general solution of the homogeneous equation:

$$
\begin{aligned}
& \hat{L}_{p-2} \chi=C \cosh ^{P-1} \xi \\
& \chi=-\frac{C}{(P-1)^{2}} \cosh ^{P-1} \xi+\psi^{(p-1)} .
\end{aligned}
$$

Applying the operator $\hat{M}_{p-1}$ to this sum, the contribution from the first term vanishes, and we obtain finally a formula expressing the relation between the solutions of two problems with Prandtl numbers differing by 1 :

$$
\begin{equation*}
\psi^{(p)}=\hat{M}_{p-1} \psi^{(p-1)} . \tag{2.14}
\end{equation*}
$$

Applying this formula repeatedly we once again arrive at the result (2.11), where $\varphi \equiv \psi^{(1)}$.

Next, to study time-dependent convective diffusion of a passive impurity in the field of a uniformly moving shock wave, we focus our attention on the initial problem with the impurity concentrated at a point (the solution of other initial problems can be found by superposing such singular solutions):

$$
\begin{equation*}
\left(\partial_{\tau}-2 P \tanh \xi \partial_{\xi}-\partial_{\dot{\xi}}^{2}\right) \theta=0,\left.\quad \theta(\xi, \tau)\right|_{\tau=0}=\delta\left(\xi-\xi_{0}\right) . \tag{2.15}
\end{equation*}
$$

The impurity distribution at subsequent times with integer Prandtl numbers will be expressed, in accordance with Eqs. (2.6), (2.11), and (2.13), as follows (in the product, the operators are assumed to be ordered so that the number increases from right to left)

$$
\begin{align*}
\theta(\xi, \tau) & =\left(C_{0} e^{P \tau} \cosh \xi\right)^{-P} \prod_{m=1}^{P-1}\left(\partial_{\xi}-m \tanh \xi\right) \varphi \\
& =\left(C_{0} e^{P \tau}\right)^{-P}\left(\frac{\partial}{\partial \sinh \xi}\right)^{P-1} \frac{\varphi}{\cosh \xi} \tag{2.16}
\end{align*}
$$

in terms of the solution of the initial problem for the heat conduction equation of the form (the Heaviside step function enters into the initial condition)

$$
\begin{align*}
& \left(\partial_{\tau}-\partial_{\xi}^{2}\right) \varphi=0 \\
& \left.\varphi\right|_{\tau=0}= \\
& \quad C_{0}^{P} \cosh \xi_{0}  \tag{2.17}\\
& \\
& \quad \times \cosh \xi \frac{\left(\sinh \xi-\sinh \xi_{0}\right)^{P-2}}{(P-2)!} H\left(\xi-\xi_{0}\right) .
\end{align*}
$$

A representation of the impurity distribution in terms of a convolution integral between the Green's function and the initial distribution then follows for the heat conduction equation:

$$
\begin{align*}
& \theta(\xi, \tau)=e^{-P^{2} \tau} \cosh \xi_{0} \operatorname{sech}^{P} \prod_{m=1}^{P-1}\left(\partial_{\xi}-m \tanh \xi\right) I_{p-2}, \\
& I_{n} \equiv \int_{\xi_{0}}^{\infty} d \eta \cosh \eta \frac{\left(\sinh \eta-\sinh \xi_{0}\right)^{n}}{n!} D_{0}(\xi-\eta, \tau), \\
& D_{0}(\xi, \tau) \equiv \frac{1}{2 \sqrt{\pi \tau}} \exp \left(-\frac{\xi^{2}}{4 \tau}\right) . \tag{2.18}
\end{align*}
$$

These integrals can be expressed in terms of the error function $\operatorname{erf} z=1-\operatorname{erfc} z$. For example,

$$
\begin{align*}
& I_{0}=\frac{e^{\tau}}{4}\left(2 \cosh \xi+S_{1}\right), \\
& S_{1} \equiv \sum_{ \pm}\left( \pm e^{ \pm \xi}\right) \operatorname{erf}\left(\sqrt{\tau} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right), \\
& I_{1}+I_{0} \sinh \xi_{0}=\frac{e^{4 \tau}}{8}\left(2 \sinh 2 \xi+S_{2}\right), \\
& S_{2}=\sum_{ \pm} e^{ \pm 2 \xi} \operatorname{erf}\left(2 \sqrt{\tau} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right), \tag{2.19}
\end{align*}
$$

and we have for the concentration distributions of a passive impurity in the cases $P=2$ and $P=3$, respectively,

$$
\begin{align*}
\theta(\xi, \tau)= & e^{-3 \tau} \frac{\cosh \xi_{0}}{4} \operatorname{sech}^{2} \xi\left(\partial_{\xi}-\tanh \xi\right) S_{1} \\
\theta(\xi, \tau)= & e^{-5 \tau} \frac{\cosh \xi_{0}}{8} \operatorname{sech}^{3} \xi\left(\partial_{\xi}-2 \tanh \xi\right)\left(\partial_{\xi}-\tanh \xi\right) \\
& \times\left(S_{2}-2 e^{-3 \tau} S_{1} \sinh \xi_{0}\right) \tag{2.20}
\end{align*}
$$

Since the expressions for $S_{n}$ are asymptotically constant for fixed $\xi$ and $\xi_{0}$ at long times $(\tau \rightarrow \infty)$, concentration perturbations will vanish in this limit. Therefore, in the model at hand the convective transport of an impurity as a result of fluid flow in a shock wave cannot compensate for diffusion spreading.

For what follows, it is also convenient to rewrite the last result (we confine ourselves to the case $P=2$ ) in the form

$$
\begin{align*}
& \theta(\xi, \tau)=e^{-4 \tau}\left(\frac{\cosh \xi_{0}}{\cosh \xi}\right)^{2} D\left(\xi, \xi_{0}, \tau ; P=2\right) \\
& \hat{L}_{1} D=0,\left.\quad D\right|_{\tau=0}=\delta\left(\xi-\xi_{0}\right) \\
& D\left(\xi, \xi_{0}, \tau ; P=2\right)=\frac{e^{\tau}}{4} \operatorname{sech} \xi_{0}\left(\partial_{\xi}-\tanh \xi\right) S_{1} . \tag{2.21}
\end{align*}
$$

## 3. GREEN'S FUNCTION OF THE EQUATION OF CONVECTIVE HEAT CONDUCTION (SPECTRAL EXPANSION)

The equation of convective heat conduction in the presence of a flow produced by a uniformly moving shock wave can be solved for any Prandtl number using expansions in terms of the eigenfunctions of the stationary part of its operator. The latter problem has been studied in detail in quantum mechanics and is known as the spectral problem for the modified Pöschl-Teller potential. The simplicity of the case of integer Prandtl numbers corresponds to the case of nonreflective potentials and is due to the additional internal symmetry of the problem.

Seeking the solution of Eq. (2.7) (in a coordinate system comoving with the wave), rewritten for the specific case of a shock wave, in the form

$$
\begin{equation*}
\hat{L}_{p-1} \psi(\xi, \tau) \equiv\left(\partial_{\tau}-\partial_{\xi}^{2}-P(P-1) \operatorname{sech}^{2} \xi\right) \psi=0 \tag{3.1}
\end{equation*}
$$

using the method of separation of variables (Fourier's method)

$$
\begin{align*}
& \psi(\xi, \tau)=a(\tau) \Psi(\xi) ; \quad a(\tau)=e^{-\lambda \tau}, \\
& \left(\partial_{\xi}^{2}+P(P-1) \operatorname{sech}^{2} \xi\right) \Psi=-\lambda \Psi, \tag{3.2}
\end{align*}
$$

depending on the sign of the separation constant a discrete (for $\lambda=-\mu^{2}<0$ ) and a continuous (for $\lambda=k^{2}>0$ ) spectrum arise. The complete solution can be represented as a linear combination of eigenfunctions of the discrete spectrum and an integral of the eigenfunctions of the continuous spectrum,

$$
\begin{align*}
\psi(\xi, \tau)= & \sum_{n=1}^{N} a_{n} e^{-\lambda_{n} \tau} \Psi_{n}(\xi) \\
& +\int_{-\infty}^{\infty} \frac{d k}{2 \pi} b(k) \Psi_{+}(\xi, k) e^{-k^{2} \tau} \tag{3.3}
\end{align*}
$$

with the exception of the situation with $0<P<1$, where a contribution only of the continuous spectrum occurs (in quantum mechanics this corresponds to the passage of a particle above the potential barrier $\left.U(\xi)=P(1-P) \operatorname{sech}^{2} \xi>0\right)$.

For the Green's function of the operator under study (we call the $D$ function solving the initial singular problem a Green's function also)

$$
\begin{align*}
& \hat{L}_{p-1} G=\delta\left(\xi-\xi_{0}\right) \delta(\tau) \\
& G\left(\xi, \xi_{0}, \tau\right)=H(\tau) D\left(\xi, \xi_{0}, \tau\right) \\
& \hat{L}_{p-1} D=0,\left.\quad D\right|_{\tau=0}=\delta\left(\xi-\xi_{0}\right) \tag{3.4}
\end{align*}
$$

such an expansion has the form

$$
\begin{align*}
D\left(\xi, \xi_{0}, \tau\right)= & \sum_{n=1}^{N} e^{-\lambda_{n} \tau} \Psi_{n}(\xi) \Psi_{n}\left(\xi_{0}\right) \\
& +\int_{-\infty}^{\infty} \frac{d k}{2 \pi} \Psi_{+}(\xi, k) \Psi_{+}^{*}\left(\xi_{0}, k\right) e^{-k^{2} \tau} \tag{3.5}
\end{align*}
$$

For known eigenfunctions and eigenvalues this yields an alternative method for solving the problem of the evolution of an impurity distribution, initially concentrated at a point, in the fluid flow created by a uniformly moving shock wave. The spectral data for the Schrödinger equation with a modified Pöschl-Teller well are well known. ${ }^{17,18}$ The discrete spectrum for such a potential is finite:

$$
\begin{equation*}
\lambda_{n}=-(P-n)^{2}<0, \quad n=1,2, \ldots, N<P, \tag{3.6}
\end{equation*}
$$

and the eigenfunctions of the discrete part of the spectrum have a polynomial form:

$$
\begin{align*}
\Psi_{n}(\xi) / A_{n}= & \left(1-\sigma^{2}\right)^{(P-n) / 2} F(-n+1,-n+2 P ; 1+P \\
& -n ;(1-\sigma) / 2) \\
= & \left(1-\sigma^{2}\right)^{(P-n) / 2} \frac{\Gamma(n) \Gamma(1+P-n)}{\Gamma(P)} P_{n-1}^{(P-n, P-n)}(\sigma) \\
= & \left(1-\sigma^{2}\right)^{(P-n) / 2} \frac{\Gamma(n) \Gamma(1+2 P-2 n)}{\Gamma(2 P-n)} C_{n-1}^{P-n+1 / 2}(\sigma) \\
= & 2^{P-n} \Gamma(1+P-n) P_{P-1}^{-(P-n)}(\sigma) . \tag{3.7}
\end{align*}
$$

Here equivalent expressions are presented for the eigenfunctions in terms of finite hypergeometric series, Jacobi polynomials, ultraspherical (Gegenbauer) polynomials, and associated Legendre functions.

The orthonormality of the eigenfunctions of the discrete spectrum of the Schrödinger equation,

$$
\int_{-\infty}^{\infty} d \xi \Psi_{n}(\xi) \Psi_{m}(\xi)=\delta_{n m}
$$

makes it possible to normalize the amplitude:

$$
\begin{equation*}
A_{n}=2^{n-P} \sqrt{\frac{(P-n) \Gamma(2 P-n)}{\Gamma(n) \Gamma^{2}(1+P-n)}} . \tag{3.8}
\end{equation*}
$$

Likewise, for the eigenfunctions of the continuous spectrum the Jost functions singled out in accordance with the asymptotic behavior $\Psi_{+}(\xi, k) \rightarrow \exp (i k \xi)$ as $\xi \rightarrow \infty$, we have a representation in terms of the hypergeometric function

$$
\Psi_{+}(\xi, k)=e^{i k \xi} F\left(-P+1, P ; 1-i k ; \frac{1-\sigma}{2}\right),
$$

where the latter reduces to a Jacobi polynomial for integer Prandtl numbers (the hypergeometric series cuts off for nonpositive integer values of the first argument):

$$
\Psi_{+}(\xi, k)=e^{i k \xi} \frac{\Gamma(P) \Gamma(1-i k)}{\Gamma(P-i k)} P_{P-1}^{(-i k, i k)}(\sigma) .
$$

Using the well-known formulas for transforming hypergeometric functions, the Jost function under study can be rewritten in a form convenient for estimating its asymptotic behavior at the other boundary $\xi \rightarrow-\infty$ :

$$
\begin{aligned}
\Psi_{+}(\xi, k)= & c_{21}(k) e^{i k \xi} F\left(-P+1, P ; 1+i k ; \frac{1+\sigma}{2}\right) \\
& +c_{22}(k) e^{-i k \xi} F\left(-P+1, P ; 1-i k ; \frac{1+\sigma}{2}\right) \\
& \xrightarrow[\xi \rightarrow-\infty]{ } c_{21}(k) e^{i k \xi}+c_{22}(k) e^{-i k \xi}, \\
c_{21}(k)= & \frac{\Gamma(1-i k) \Gamma(-i k)}{\Gamma(P-i k) \Gamma(1-P-i k)}, \\
c_{22}(k)= & i \frac{\sin \pi(P-1)}{\sinh \pi k} .
\end{aligned}
$$

Hence, for integer Prandtl numbers, the reflected wave $\sim \exp (-i k \xi)$ clearly vanishes:

$$
c_{22}(k)=0, \quad c_{21}(k)=\prod_{n=1}^{P-1} \frac{i k+n}{i k-n},
$$

i.e., the potential $U(\xi)=-P(P-1) \operatorname{sech}^{2} \xi<0$ in this situation is "nonreflective" in the language of quantum mechanical scattering theory.

For the smallest Prandtl numbers, $0<P<1$, the spectral problem, which has only a continuous spectrum, reduces to the problem of scattering above a positive barrier and the expansion of the Green's function with respect to this spectrum assumes the form

$$
\begin{aligned}
& D= \int_{-\infty}^{\infty} \frac{d k}{2 \pi} e^{-k^{2} \tau} e^{i k\left(\xi-\xi_{0}\right)} F(1-P, P ; 1 \\
&\left.-i k ; \frac{1-\sigma}{2}\right) F^{*}\left(1-P, P ; 1-i k ; \frac{1-\sigma_{0}}{2}\right), \\
& \sigma \equiv \tanh \xi, \quad \sigma_{0} \equiv \tanh \xi_{0}
\end{aligned}
$$

In the limiting cases $P=0$ and $P=1$ the hypergeometric functions here reduce to 1 , and the integral reduces to the well-known expression for the Green's function of the heat conduction equation

$$
\begin{aligned}
D_{0}\left(\xi-\xi_{0}, \tau\right) & =\int_{-\infty}^{\infty} \frac{d k}{2 \pi} e^{-k^{2} \tau} e^{i k\left(\xi-\xi_{0}\right)} \\
& =\frac{1}{2 \sqrt{\pi \tau}} \exp \left(-\frac{\left(\xi-\xi_{0}\right)^{2}}{4 \tau}\right)
\end{aligned}
$$

In the next range, $2 \geqslant P>1$, a single discrete eigenvalue with $n=1$ appears and the corresponding eigenfunction assumes the form (especially simple for $P=2$ )

$$
n=1 ; \quad \lambda_{1}=-(P-1)^{2}
$$

$$
\begin{equation*}
\Psi_{1}(\xi)=\frac{\sqrt{2 \Gamma(2 P-2)}}{2^{P-1} \Gamma(P-1)} \operatorname{sech}^{P-1} \xi \xrightarrow[P \rightarrow 2]{ } \frac{1}{\sqrt{2}} \operatorname{sech} \xi \tag{3.9}
\end{equation*}
$$

and the eigenfunction of the continuous spectrum (the Jost function with the asymptotic form $\exp (i k \xi)$ as $\xi \rightarrow \infty)$ will be

$$
\begin{align*}
\Psi_{+}(\xi, k)= & e^{i k \xi} F(-P+1, P ; 1 \\
& \left.-i k ; \frac{1-\sigma}{2}\right) \xrightarrow[P \rightarrow 2]{ } e^{i k \xi}\left(1+\frac{1-\sigma}{i k-1}\right) . \tag{3.10}
\end{align*}
$$

The eigenfunction expansion of the Green's function will be (for what follows, it is useful to indicate the parametric Prandtl number dependence explicitly in the $D$ function)

$$
\begin{aligned}
D\left(\xi, \xi_{0}, \tau ; P\right)= & e^{(P-1)^{2} \tau} \frac{\Gamma(P-1 / 2)}{\sqrt{\pi} \Gamma(P-1)} \\
& \times \operatorname{sech}^{P-1} \xi \operatorname{sech}^{P-1} \xi_{0} \\
& +\int_{-\infty}^{\infty} \frac{d k}{2 \pi} \Psi_{+}(\xi, k) \Psi_{+}^{*}\left(\xi_{0}, k\right) e^{-k^{2} \tau}
\end{aligned}
$$

In the limit $P \rightarrow 2$ the integral of the eigenfunctions of the continuous spectrum can be expressed in terms of error functions. Combining them with the function of the discrete spectrum we obtain

$$
\begin{aligned}
D\left(\xi, \xi_{0}, \tau ; P=2\right)= & D_{0}\left(\xi-\xi_{0}, \tau\right)+\frac{e^{\tau}}{4} \operatorname{sech} \xi \operatorname{sech} \xi_{0} \\
& \times \sum_{ \pm} \operatorname{erf}\left(\sqrt{\pi} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right)
\end{aligned}
$$

The latter expression, pertaining to the case of an integer Prandtl number, corresponds to the expression obtained in the preceding section by the 'algebraic' method. This can be shown by performing the differentiation and simple transformations in Eq. (2.21).

For Prandtl numbers in the range $3 \geqslant P>2$ there are two discrete levels

$$
\begin{aligned}
& n=1: \quad \lambda_{1}=-(P-1)^{2}, \\
& \Psi_{1}(\xi)=\sqrt{\frac{\Gamma(P-1 / 2)}{\sqrt{\pi} \Gamma(P-1)}} \operatorname{sech}^{P-1} \xi, \\
& n=2: \quad \lambda_{1}=-(P-2)^{2}, \\
& \Psi_{2}(\xi)=\sqrt{\frac{2 \Gamma(P-1 / 2)}{\sqrt{\pi} \Gamma(P-2)}} \tanh \xi \operatorname{sech}^{P-2} \xi
\end{aligned}
$$

and in the limit $P \rightarrow 3$ the normalized eigenfunctions of the discrete spectrum assume the simple form

$$
\Psi_{1}(\xi)=\frac{\sqrt{3}}{2} \operatorname{sech}^{2} \xi, \quad \Psi_{2}(\xi)=\sqrt{\frac{3}{2}} \tanh \xi \operatorname{sech} \xi
$$

For a function of the discrete spectrum the representation

$$
\begin{aligned}
\Psi_{+}(\xi, k)= & e^{i k \xi} F\left(-P+1, P ; 1-i k ; \frac{1-\sigma}{2}\right) \\
& \xrightarrow[P \rightarrow 3]{ } e^{i k \xi}\left(1+\frac{\sigma(1-\sigma)}{i k-1}+2 \frac{(1-\sigma)^{2}}{i k-2}\right) .
\end{aligned}
$$

is valid in this range of Prandtl numbers. Now the eigenfunction expansion of the Green's function is

$$
\begin{aligned}
D\left(\xi, \xi_{0}, \tau ; P\right)= & e^{(P-1)^{2} \tau} \frac{\Gamma(P-1 / 2)}{\sqrt{\pi} \Gamma(P-1)} \operatorname{sech}^{P-1} \xi \operatorname{sech}^{P-1} \xi_{0} \\
& +e^{(P-2)^{2} \tau} \frac{2 \Gamma(P-1 / 2)}{\sqrt{\pi} \Gamma(P-2)} \frac{\tanh \xi \tanh \xi_{0}}{\left(\cosh \xi \cosh \xi_{0}\right)^{P-2}} \\
& +\int_{-\infty}^{\infty} \frac{d k}{2 \pi} \Psi_{+}(\xi, k) \Psi_{+}^{*}\left(\xi_{0}, k\right) e^{-k^{2} \tau},
\end{aligned}
$$

and in the limit $P \rightarrow 3$ it can be expressed in terms of error functions

$$
\begin{aligned}
D\left(\xi, \xi_{0}, \tau ; P=3\right)= & D_{0}\left(\xi-\xi_{0}, \tau\right)+\frac{3 e^{4 \tau}}{8} \operatorname{sech}^{2} \xi \operatorname{sech}^{2} \xi_{0} \\
& \times \sum_{ \pm} \operatorname{erf}\left(2 \sqrt{\tau} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right) \\
& +\frac{3 e^{\tau}}{4} \operatorname{sech} \xi \operatorname{sech} \xi_{0} \tanh \xi \tanh \xi_{0} \\
& \times \sum_{ \pm} \operatorname{erf}\left(\sqrt{\tau} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right)
\end{aligned}
$$

A generalization of the three expressions presented for the Green's function for $P=1,2$, and 3 will be a formula that is valid for arbitrary integer Prandtl numbers (the complete proof is given in Ref. 19 for imaginary time, i.e., for the propagator of the time-dependent Schrödinger equation)

$$
\begin{aligned}
D\left(\xi, \xi_{0}, \tau ; P\right)= & D_{0}\left(\xi-\xi_{0}, \tau\right)+\sum_{n=1}^{P-1} e^{(P-n)^{2} \tau} \frac{\Psi_{n}(\xi) \Psi_{n}\left(\xi_{0}\right)}{2} \\
& \times \sum_{ \pm} \operatorname{erf}\left((P-n) \sqrt{\tau} \pm \frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right)
\end{aligned}
$$

Since for integral Prandtl numbers the eigenfunctions of the continuous spectrum are proportional to the sum of simpler pole contributions

$$
\Psi_{+}(\xi, k)=e^{i k \xi}\left(1+\sum_{n=1}^{P-1} \frac{a_{n}^{(p)}(\sigma)}{i k-n}\right),
$$

the integrals of their products in Eq. (3.5) reduce to sums of residues proportional to error functions.

The generalized Cole-Hopf change of variables (2.6) establishes between the Green's function of the operator $\hat{L}_{p-1}$ and the Green's function of the operator of the initial convective heat conduction equation (2.5) in the presence of a flow produced by a shock wave

$$
\hat{K}_{p} \equiv \partial_{\tau}-2 P \tanh \xi \partial_{\xi}-\partial_{\xi}^{2}, \quad \hat{K}_{p} G^{(\theta)}=\delta\left(\xi-\xi_{0}\right) \delta(\tau),
$$

the simple relation

$$
G^{(\theta)}=e^{-P^{2} \tau\left(\frac{\cosh \xi_{0}}{\cosh \xi}\right)^{P} D\left(\xi, \xi_{0}, \tau ; P\right) H(\tau) . . . . . .}
$$

Using the expression (2.13), the Green's function of the singular initial heat conduction problem can be written in the form

$$
\begin{align*}
\theta(\xi, \tau)= & e^{-P^{2} \tau}\left(\frac{\cosh \xi_{0}}{\cosh \xi}\right)^{P}\left\{D_{0}\left(\xi-\xi_{0}, \tau\right)+\frac{1}{2}\right. \\
& \times \sum_{m=1}^{P-1} e^{m^{2} \tau} \Psi_{P-m}(\xi) \Psi_{P-m}\left(\xi_{0}\right) \\
& \times\left[\operatorname{erf}\left(m \sqrt{\tau}+\frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right)\right. \\
& \left.\left.+\operatorname{erf}\left(m \sqrt{\tau}-\frac{\xi-\xi_{0}}{2 \sqrt{\tau}}\right)\right]\right\} \tag{3.11}
\end{align*}
$$

It follows from this result that for long times $(\tau \rightarrow \infty)$ a temperature perturbation produced at any given location ( $\xi=$ const) by an initial event at a point (at the point $\xi_{0}$ ) rapidly vanishes. Indeed, the first exponential factor decreases more rapidly than the secondary exponential factors, of which the most rapidly growing one refers to the lowest discrete level. Therefore diffusion spreading predominates here.

## 4. CONVECTIVE DIFFUSION WITH GLOBAL CONSERVATION OF AN IMPURITY

We now consider a model system of equations of the type (2.1) for the convection of a passive impurity, modified so that the equation for the impurity concentration admits a conservation law for the total amount of impurity:

$$
\begin{equation*}
\partial_{t} c+\partial_{x}(u c)=\chi \partial_{x}^{2} c ; \quad \partial_{t} \int c d x=0 \tag{4.1}
\end{equation*}
$$

For a fluid flow produced by a uniformly moving shock wave with a viscous transitional layer, we obtain for the impurity distribution in a coordinate system comoving with the shock wave, using dimensionless variables,

$$
\begin{equation*}
\left(\partial_{\tau}-\partial_{\tau}^{2}-2 P \tanh \xi \partial_{\xi}-2 P \operatorname{sech}^{2} \xi\right) c=0 \tag{4.2}
\end{equation*}
$$

which differs from the equation of the model analyzed above only by the addition of the last term, which is proportional to the concentration. It is remarkable that after the previous generalized Cole-Hopf change of variables (2.6) it reduces to an equation for a new unknown function $\psi$ of the same type as that obtained previously:

$$
\begin{equation*}
\psi=\varepsilon^{P} c ; \quad \hat{L}_{p} \psi \equiv\left(\partial_{\tau}-\partial_{\xi}^{2}-P(P+1) \operatorname{sech}^{2} \xi\right) \psi=0 . \tag{4.3}
\end{equation*}
$$

However, here an important difference arises in the asymptotic behavior of the solutions for long times, even for identical initial conditions, in connection with the increase in the number of the operator here. For example, perturbations of the concentration which are caused by an initial action of the type (2.15) at a point (the Green's function problem)

$$
\begin{equation*}
\left.c(\xi, \tau)\right|_{\tau=0}=\delta\left(\xi-\xi_{0}\right), \tag{4.4}
\end{equation*}
$$

can be represented similarly to the previously examined model

$$
\begin{equation*}
c(\xi, \tau)=e^{-P^{2} \tau}\left(\frac{\cosh \xi_{0}}{\cosh \xi}\right)^{P} D\left(\xi, \xi_{0}, \tau ; P+1\right) \tag{4.5}
\end{equation*}
$$

Here, at first glance, the small but decisive difference of the Prandtl numbers by 1 occurs in the arguments of the Green's function. Since the asymptotic behavior of the Green's function for different Prandtl numbers is different, this results in different long-time asymptotic behavior of the solutions of the two types of model equations being analyzed.

According to the general representation of the $D$ function from the preceding section, its asymptotic behavior for fixed coordinates $\xi, \xi_{0}$ and long times $\tau \rightarrow \infty$ is determined by the eigenfunction with the lowest discrete eigenvalue (the ground state)

$$
\begin{equation*}
D\left(\xi, \xi_{0}, \tau ; P+1\right) \sim e^{P^{2} \tau} \Psi_{1}^{(P+1)}(\xi) \Psi_{1}^{(P+1)}\left(\xi_{0}\right) \tag{4.6}
\end{equation*}
$$

and in accordance with Eq. (4.5) the final impurity distribution, in contrast to the situation studied earlier, does not vanish at long times and possesses a localized soliton-like form (the asymptotic behavior for fixed coordinate $\xi$, i.e., for the distribution accompanying a shock wave):

$$
\begin{equation*}
c(\xi, \tau) \xrightarrow[\tau \rightarrow \infty]{\longrightarrow} \frac{2 \Gamma(2 P)}{\Gamma^{2}(P) 2^{2 P}} \operatorname{sech}^{2 P} \xi \tag{4.7}
\end{equation*}
$$

It is easily verified that such a limiting distribution is a stationary solution of the convective diffusion equation under study. The archetypical ( $\operatorname{sech}^{2}$ ) form is obtained for unit Prandtl number. For large Prandtl numbers, the soliton becomes more peaked.

In the situation of unit Prandtl number, the general timedependent case admits a simple analysis with reduction to the heat conduction equation. ${ }^{13}$ The interaction (collision) of shock waves in the approximation characterized by Burgers' model is of an perfectly inelastic character. ${ }^{2,3}$ If the mean free path is sufficiently long, to each shock wave there will correspond an asymptotically simplified impurity distribution-an 'impurity soliton." We emphasize that despite the classical form, impurity solitons differ radically from classical solitons (for example, the solitons of the Korteweg-de Vries equation) in terms of the character of their interactions. Coalescence of colliding shock waves corresponds to perfectly inelastic merging of impurity solitons. For large Prandtl numbers, individual impurity solitons are more strongly peaked, and a similar inelastic merging can be expected to be the asymptotically simplified result of collisions of shock wave-impurity soliton pairs. The result of such nonlinear interactions will be a peaked impurity concentration field, a strong localization of an impurity with general conservation of its total amount.

## 5. CONCLUSIONS (IMPURITY CLUSTERING EFFECT)

The analytic investigation of convective diffusion in a one-dimensional hydrodynamics without pressure performed above makes it possible to determine the overall physics of the phenomenon, depending strongly on the Prandtl number. For a medium with the same kinetic coefficients, just as for
the model Burgers equation, time-dependent convectivediffusion problems turn out to be solvable. They were reduced to problems for a linear heat conduction equation. For integer Prandtl numbers, the equations of convective diffusion in the field of a uniformly moving shock wave likewise reduce to a heat conduction equation with constant coefficients, and the Green's function for time-dependent diffusion in the presence of stationary flow can be expressed in terms of error functions. The solutions of these deterministic initial problems can provide the basis for understanding impurity accumulation and localization.

Above all else, a passive impurity performs the role of a marker for determining the localized dynamical structures of the velocity field of a fluid flow. It successfully reflects the characteristic features of the formation, interaction, and restructuring of localized structures. However, restructuring of the markers themselves occurs as a result of the competition between diffusion and convection. The formation of stable, asymptotically simplified, impurity structures against a background of dynamical structures turns out to be, as is clear from the preceding exposition, very sensitive to the detailed features of the coupling of the impurity and velocity fields and to the satisfaction of the global conservation laws. When a global conservation law exists, impurity clusterization occurs.

Hydrodynamic turbulence in the one-dimensional Burgers model ('Burgerlence") possesses the structure of a gas of inelastically colliding shock waves which is quite rarefied at the long-time stage of evolution. ${ }^{20,21}$ For this reason, analysis of the elementary process of the collision of shock waves, the dynamical foundation of a stochastic wave ensemble, becomes decisive.

The dynamical picture of clustering in the onedimensional approximation turns out to be especially simple for unit Prandtl number. In this case the time-dependent problem of the collision of shock waves with the formation of a larger wave as a result of the coalescence of the initial waves can be solved exactly. Asymptotically, each shock wave is accompanied by an impurity soliton, and merging of the colliding impurity solitons will correspond to perfectly inelastic collision of shock waves. As the shock waves merge, the impurity increasingly concentrates in individual locations. The sharpness of the impurity localization (local heating) depends on the ratio of the kinetic coefficients of the medium; it increases with the Prandtl number.

Note that from the standpoint of the evolution of a stochastic wave ensemble, such enlargement of structures is typical of an inverse cascade process, whose possibility is closely related to the low dimensionality of the problem.
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#### Abstract

The structure of stationary isotropic, homogeneous turbulence in an incompressible fluid with Re $\geqslant 1$ set into motion by a force with amplitude $f_{0}$ and spatial and temporal time scales of $r_{0}$ and $\tau_{0}$, respectively, is examined. It is found that, depending on the magnitude of the force that sets the fluid into motion, three fundamentally different turbulent stationary states of the fluid can develop and the dimensionless parameters responsible for transitions from one state to another, $\gamma=f_{0} \tau_{0}^{2} / r_{0}$ and $\Gamma=\gamma^{4 / 3} \mathrm{Re}$, are determined. It is shown that for $\gamma \ll 1$ and $\Gamma \ll 1$ a Kolmogorov spectrum with $E(k) \propto 1 / k^{5 / 3}$ develops in the inertial range. During the transition to turbulent flows driven by large amplitude forces $f_{0}$, i.e., during the transition to a regime with $\gamma \ll 1$ and $\Gamma \gg 1$, a segment of the spectrum with $E(k) \propto 1 / k^{2}$ develops near the viscous range and "detaches" the Kolmogorov spectrum from the viscous range. Further increases in the amplitude $f_{0}$ of the force, i.e., approaching the parameter range with $\gamma \gg 1$ and $\Gamma \gg 1$, causes the entire inertial range to be "occupied'" by a spectrum $E(k) \propto 1 / k^{2}$, and outside the inertial range, large scale structures with a characteristic size extending to $\gamma^{2 / 5} r_{0}$ begin to be generated. In the regime with $\Gamma \ll 1$, the power dissipated per unit mass of fluid is independent of the viscosity, but on going to turbulent regimes with $\Gamma \gg 1$, the viscous losses begin to depend on the viscosity of the fluid. The 'turn-off'" of viscous dissipation for $\Gamma \gg 1$ shows that a drag crisis can occur simply as the source power is increased, without any further conditions. With this method for the excitation of turbulence, the Loitsyanskii integral diverges for arbitrary values of $\gamma$ and $\Gamma$. A physical mechanism is proposed to explain the readjustment of the spectrum of the turbulent fluctuations at different $\gamma$ and $\Gamma$. These results have all been obtained neglecting intermittency. © 1999 American Institute of Physics. [S1063-7761(99)01011-2]


## 1. INTRODUCTION

The transition of liquids or plasmas to a turbulent state is of fundamental importance for understanding the physics of a number of processes (including transport phenomena) taking place in these media. An enormous number of theoretical and experimental papers have been published so far on various aspects of turbulence in widely varying situations. This has led to an understanding of weak turbulence, i.e., the case when the dynamics of the system can be described in the language of weakly interacting linear waves, but the theory of strong turbulence is still far from complete.

The best known example of strong turbulence is the turbulence in flows of incompressible fluids at high Reynolds numbers. Although the main result of hydrodynamic turbulence theory is the Kolmogorov spectrum, which was derived more than fifty years ago and has been repeatedly verified experimentally, ${ }^{1}$ attempts to justify this spectrum theoretically, even relying on such usually efficient methods of theoretical physics as the renormalization group technique, ${ }^{2-4}$ diagram techniques, ${ }^{5,6}$ and the functional formulation of the problem proposed so long ago by Hopf, ${ }^{7}$ have not yielded entirely satisfactory results (see the explanations given below). It can be stated that the method of obtaining the spec-
trum of turbulent fluctuations going back to Kolmogorov is still the clearest approach to the problem.

The basis of the ideology proposed by Kolmogorov is the hypothesis that the only dimensional constant in the theory of developed hydrodynamic turbulence in the inertial range is the rate of energy dissipation per unit mass, that is, a quantity with the dimensions of $\mathrm{cm}^{2} / \mathrm{s}^{3}$. It remains unclear why a quantity with this dimensionality should be better than one with dimensions of $\mathrm{cm}^{n} / \mathrm{s}^{m}$, where $3 n \neq 2 m$, i.e., what distinguishes the case $3 n=2 m$, where $m$ and $n$ are real numbers.

The Kolmogorov spectrum and the concepts of universality, constant energy flux over the spectrum, and inertial range associated with it are the basis of the modern understanding of the nature of homogeneous turbulence in incompressible fluids. Meanwhile, the Kolmogorov spectrum is not the only spectrum of turbulent fluctuations that has been observed experimentally in turbulent incompressible fluids. Besides the Kolmogorov spectrum $E(k) \propto 1 / k^{5 / 3}$, for example, the spectrum $E(k) \propto 1 / k^{7 / 3}$ associated with the helicity flux is well known. ${ }^{8}$ It is, therefore, necessary to determine the conditions under which the rate of energy dissipation is a dimensional constant that determines the turbulent fluctuation spectrum and to examine the question of how, and under what conditions, it is replaced by a dimensional parameter of dif-
ferent character. Unfortunately, this problem has not received the required elucidation in any of the above cited papers devoted to justifying the Kolmogorov spectrum. Thus, the question of the conditions for the formation of one or another spectrum arises, that is, of finding the parameters that determine the spectral composition of the turbulent fluctuations in one or another range of wave vectors. This paper is devoted to the problem of determining the parts of the spectrum with universal behavior and the parameters governing their onset. A number of related questions have been examined briefly before, ${ }^{9}$ but part of the results of that paper needed to be made more precise and interpreted physically.

Before discussing the specific results, let us emphasize specially that the entire analysis presented here neglects intermittency. Recall that intermittency leads to the appearance of an additional factor of the form $(L / r)^{\delta}$, where $L$ is a characteristic size and $\delta$ is the dimensional anomaly. Thus, intermittency effects can change the numerical value of the correlator substantially, even for small $\delta$, if $L$ is sufficiently large. In addition, if $\delta$ is small, then the additional factor associated with intermittency is a function that varies slowly compared to the Kolmogorov part of the correlator. In other words, neglecting intermittency is somewhat analogous to the WKB approximation: only the rapidly varying function is taken into account, although the slow part can change substantially in magnitude over long intervals.

The possibility of neglecting intermittency is the hypothesis under which the results obtained below are valid. Thus, here we do not touch upon the applicability of the Kolmogorov theory under intermittency conditions, but study the need to modify the Kolmogorov theory when the finite correlation time of the force that drives fluid motion is taken into account.

## 2. STATEMENT OF THE PROBLEM AND THE DESCRIPTION OF TURBULENCE IN TERMS OF THE EULER EQUATION

As we are interested only in fluid flows with large Reynolds numbers, as a first step we consider the Euler equation $(\operatorname{Re}=+\infty)$

$$
\begin{equation*}
\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}=-\nabla p+\mathbf{f}(\mathbf{r}, t), \quad \operatorname{div} \mathbf{v}=0 \tag{1}
\end{equation*}
$$

with an external force $\mathbf{f}(\mathbf{r}, t)$ that obeys

$$
\begin{align*}
& \langle\mathbf{f}(\mathbf{r}, t)\rangle=0, \\
& \left\langle\mathbf{f}\left(\mathbf{r}_{1}, t_{1}\right) \cdot \mathbf{f}\left(\mathbf{r}_{2}, t_{2}\right)\right\rangle=f_{0}^{2} K\left(\frac{t_{1}-t_{2}}{\tau_{0}}, \frac{\mathbf{r}_{1}-\mathbf{r}_{2}}{r_{0}}\right), \tag{2}
\end{align*}
$$

where $K$ describes the correlation properties of the force $\mathbf{f}$ that sets the fluid into motion and, by the definition of $f_{0}^{2}$,

$$
\int K\left(\frac{t}{\tau_{0}}, \frac{\mathbf{r}}{r_{0}}\right) d \mathbf{r} d t=r_{0}^{3} \tau_{0}
$$

For the following discussion, it is important that the last integral converge and be nonzero; that is, the limits imposed on the force that brings the liquid into motion reduce to this. In order to avoid misunderstandings, we emphasize specially that the equality $\langle\mathbf{f}(\mathbf{r}, t)\rangle=0$ does not imply that this integral
of the function $K$ goes to zero. Without loss of generality, we can assume that the force $\mathbf{f}$ is purely solenoidal and include the potential part in the pressure gradient.

First, we rewrite Eq. (1) in Lagrangian coordinates. ${ }^{12}$ To do this, it is necessary to begin by expressing the pressure in terms of the distribution of the velocities in the liquid. Calculating the divergence of Eq. (1) subject to the incompressibility condition $\operatorname{div} \mathbf{v}=0$, we have

$$
\begin{equation*}
\triangle p=-\frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\left(\mathrm{v}_{i} \mathrm{v}_{j}\right) \tag{3}
\end{equation*}
$$

here and everywhere, if the contrary is not stated, repeated indices denote summation.

From Eq. (3) we obtain

$$
\begin{equation*}
p(\mathbf{r}, t)=-\frac{1}{4 \pi} \int \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \frac{\partial^{2}}{\partial x_{i}^{\prime} \partial x_{j}^{\prime}}\left(\mathbf{v}_{i}^{\prime} \mathbf{v}_{j}^{\prime}\right) d \mathbf{r}^{\prime}, \tag{4}
\end{equation*}
$$

where $\mathbf{v}_{i}^{\prime}=\mathbf{v}\left(\mathbf{r}^{\prime}, t\right)$.
Using Eqs. (3) and (4), we find

$$
\begin{equation*}
\frac{\partial p}{\partial x_{k}}=\frac{1}{4 \pi} \int\left(\mathrm{v}_{i}^{\prime}-\mathrm{v}_{i}\right)\left(\mathrm{v}_{j}^{\prime}-\mathrm{v}_{j}\right) \frac{\partial^{3}}{\partial x_{i}^{\prime} \partial x_{j}^{\prime} \partial x_{k}^{\prime}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime} \tag{5}
\end{equation*}
$$

We now transform to Lagrangian variables. ${ }^{12}$ Let a particle of liquid be at the point $\mathbf{r}_{0}$ at time $t_{0}=0$. (Note that the value of $\mathbf{r}_{0}$ can be regarded simply as a label for the particle.) Then the velocity of the particle with number $\mathbf{r}_{0}$ at time $t$, which we shall denote by $\mathbf{w}\left(\mathbf{r}_{0}, t\right)$ below, is simply equal to the velocity at time $t$ at the point $\mathbf{r}\left(\mathbf{r}_{0}, t\right)$, i.e.,

$$
\begin{equation*}
\mathbf{w}\left(\mathbf{r}_{0}, t\right)=\mathbf{v}\left(\mathbf{r}\left(\mathbf{r}_{0}, t\right), t\right) . \tag{6}
\end{equation*}
$$

Noting that, according to the incompressibility condition

$$
\begin{equation*}
\operatorname{det}\left|\frac{\partial \mathbf{r}\left(\mathbf{r}_{0}, t\right)}{\partial \mathbf{r}_{0}}\right|=1, \tag{7}
\end{equation*}
$$

i.e., the motion does not change the total number of particles, we rewrite Eq. (1) in the form

$$
\begin{align*}
\frac{d}{d t} w_{k}= & -\int G_{i j k}\left(\mathbf{r}\left(\mathbf{r}_{0}, t\right)-\mathbf{r}\left(\mathbf{r}_{0}^{\prime}, t\right)\right) \\
& \times\left(w_{i}^{\prime}-w_{i}\right)\left(w_{j}^{\prime}-w_{j}\right) d \mathbf{r}_{0}^{\prime}+\mathbf{f}(\mathbf{r}, t), \tag{8}
\end{align*}
$$

with

$$
\begin{equation*}
\frac{d}{d t} r_{k}\left(\mathbf{r}_{0}, t\right)=w_{k}\left(\mathbf{r}_{0}, t\right) . \tag{9}
\end{equation*}
$$

Here the incompressibility condition is simply written as a limitation on the allowable initial conditions:

$$
\begin{equation*}
\operatorname{div}_{\mathbf{r}_{0}} \mathbf{w}\left(\mathbf{r}_{0}, t\right)=0 \tag{10}
\end{equation*}
$$

Equations (8) and (9) are the equations of classical continuum mechanics for classical particles, although with a rather exotic interaction. This naturally brings up a few fundamental questions. First, note that, in the absence of an external force, the Euler equation (1), whose solutions are
assumed to have a sufficient number of derivatives (i.e., to belong to the corresponding class of smoothness), conserves the total kinetic energy of the fluid, which coincides with the kinetic energy of the dynamic system (8) and (9). This last point is extremely nontrivial: the kinetic energy is conserved in a system of interacting particles. Here the interaction is such that it cannot be stated that the force acting on a particle at any given time is perpendicular to the velocity of that particle. The question therefore arises of what property of the dynamic system (8) and (9) distinguishes it from Hamiltonian systems, in which only the total energy (and not just the kinetic energy, specifically) energy is conserved, or from systems with dissipation (frictional forces), in which no energy of any kind is conserved. In order to understand this, it is necessary to consider the initial assumptions which led to the Euler equation. First of all, we note that, if Newton's third law is valid in the system of particles but only particles with equal velocity vectors interact, then it is the total kinetic energy which is conserved in such a system. In the derivation of the Euler equation it was assumed that only adjacent Lagrangian particles interact, while Newton's third law (action equals reaction) is valid and the velocities of the Lagrangian particles depend smoothly on position. Thus, if we consider two Lagrangian particles $a$ and $b$ interacting with one another, then the force of particle $a$ acting on particle $b, \mathbf{F}_{a b}$, is related to the force $\mathbf{F}_{b a}$ by $\mathbf{F}_{a b}=-\mathbf{F}_{a b}$ (Newton's third law), and their velocities coincide, i.e., $\mathbf{v}_{a}=\mathbf{v}_{b}$, to within infinitesimally small quantities which vanish for zero distance between particles $a$ and $b$ (there is only a contact interaction); that is, the work done by particle $a$ on particle $b$ for an infinitesimal time interval $d t$ equals $\mathbf{v}_{b} \cdot \mathbf{F}_{a b} d t$, while the work done by particle $b$ on particle $a$ over the same time interval, $\mathbf{v}_{a} \cdot \mathbf{F}_{b a} d t$, is of the same magnitude, but opposite sign. It is clear from these remarks why the kinetic energy is conserved for a fluid whose motion is described by smooth solutions of the Euler equation. If the necessary smoothness is lacking, then the infinitesimal differences in the velocities of the interacting particles cannot be neglected in the above discussion. Besides, this can be confirmed in a purely formal way by not turning to intuitive considerations associated with the sources of the Euler equation: note that, if the integrand in

$$
\int(\mathbf{v}(\mathbf{r}, t) \cdot \nabla p(\mathbf{r}, t)) d \mathbf{r}
$$

is a smooth function of position, then the integral reduces to a surface integral in the case of an incompressible fluid and the Euler equation conserves the kinetic energy of the fluid. Therefore, conservation of the kinetic energy in the dynamic system (8) and (9) is a property of a particular class of its solutions that corresponds to the solutions of the Euler equation with a sufficiently high class of smoothness. This latter discussion provide an interpretation for the concept of a nonviscous limit with finite dissipation introduced in Ref. 8. Note that solutions corresponding to a nonviscous limit with finite dissipation should arise naturally in the dynamic system of Eqs. (8) and (9) if we do not require the existence of higher order derivatives with respect to the label of the Lagrangian particles, the parameter $\mathbf{r}_{0}$. Thus, obtaining a
closed, irreversible kinetic equation for the Lagrangian particles of the fluid makes it possible to formalize, in a natural way, the intuitive concept of turbulent viscosity, which is often used in the theory of turbulence.

Of course, a chain of coupled equations for many particle distribution functions can be written down for this system of Eqs. (8) and (9). Unfortunately, because of the strong and unusual interaction between the particles, it is impossible to truncate the resulting infinite chain of equations correctly. In the meantime, there is a way of proceeding to an understanding of the dynamics of this system. It is, indeed, understandable that finding simultaneous distribution functions for the velocity and pressure gradient would be of great interest for hydrodynamics. However, in the language of the dynamic system of Eqs. (8) and (9), the pressure gradient at any point is proportional to the acceleration of the Lagrangian fluid particle located at that point. Given this, we can use a method similar to that in Ref. 14: any description of the system dynamics ultimately implies a description of typical single particle trajectories comprising the dynamic system of particles. Here the use of distribution functions raises the question of what variables these functions should depend on in order for a closed description of the dynamics to be attainable in their language. In the case of gases, it is well known that we can limit ourselves to considering distribution functions that depend only on positions and momenta (the Boltzmann equation), while generalized distribution functions that also depend on higher derivatives must be considered in the case of media with more complicated dynamic properties. ${ }^{14}$

## 3. KINETIC EQUATIONS FOR DESCRIBING TURBULENCE

In order to study the spectral properties of the problem stated by Eqs. (1) and (2), we shall use a kinetic equation for the Lagrangian particles of an incompressible fluid ${ }^{13}$ in the limit $\mathrm{Re} \rightarrow+\infty$ (see explanations below):

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\hat{L}_{1}+\hat{L}_{2}\right) F_{2}(t, 1,2)=P(t, 1,2)+P(t, 2,1) \tag{11}
\end{equation*}
$$

Here $F_{2}(t, 1,2)=F_{2}\left(t, \mathbf{r}_{1}, \mathbf{v}_{1}, \mathbf{a}_{1}, \mathbf{r}_{2}, \mathbf{v}_{2}, \mathbf{a}_{2}\right)$ is the generalized (i.e., dependent on the accelerations resulting from the interaction of the Lagrangian particles, as well as on their velocities) two-particle distribution function,

$$
\begin{align*}
& \hat{L}_{i}=\mathbf{v}_{i} \frac{\partial}{\partial \mathbf{r}_{i}}+\left(\mathbf{a}_{i}+\mathbf{f}\left(\mathbf{r}_{i}, t\right)\right) \frac{\partial}{\partial \mathbf{v}_{i}}, \quad i=1,2 \\
& P(t, 1,2)= \int_{0}^{+\infty} \hat{R}(t, t-\tau)\left(\iint \hat{Q}(1,3) \hat{Q}(2,4) F_{2}(t\right. \\
&\left.-\tau, 1,3) F_{2}(t, 2,4) d 3 d 4\right) d \tau \tag{12}
\end{align*}
$$

$$
\begin{aligned}
\hat{Q}(1,2)= & 2\left(a_{2, l}-a_{1, l}\right)\left(\mathrm{v}_{2, m}-\mathrm{v}_{1, m}\right) \\
& \times \frac{\partial^{3}}{\partial x_{1, l}, \partial x_{1, m}, \partial x_{1, p}} \frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \frac{\partial}{\partial a_{1, p}} \\
& -\left(\mathbf{v}_{2, m}-\mathbf{v}_{1, m}\right)\left(\mathbf{v}_{2, l}-\mathbf{v}_{1, l}\right)\left(\mathrm{v}_{2, n}-\mathbf{v}_{1, n}\right) \\
& \times \frac{\partial^{4}}{\partial x_{1, l}, \partial x_{1, m}, \partial x_{1, n}, \partial x_{1, p}} \frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|} \frac{\partial}{\partial a_{1, p}}
\end{aligned}
$$

where the repeated subscripts in the last formula imply summation and $\mathrm{v}_{2, l}, a_{2, l}$, and $\mathrm{v}_{1, l}, a_{1, l}$ are the $l$ th components of the vectors $\mathbf{v}_{2}, \mathbf{a}_{2}$, and $\mathbf{v}_{1}, \mathbf{a}_{1}$, respectively. The operator $\hat{R}(t, t-\tau)$ is defined as

$$
\begin{equation*}
\hat{R}(t, t-\tau)=\hat{U}^{-1}(t) \hat{U}(t-\tau) \tag{13}
\end{equation*}
$$

where the operator $\hat{U}(t)$ obeys the differential equation

$$
\begin{equation*}
\frac{d \hat{U}(t)}{d t}=\hat{U}(t) \hat{L}, \quad \hat{U}(0)=1 \tag{14}
\end{equation*}
$$

and the operator $\hat{U}^{-1}(t)$ obeys the following equation which follows from Eq. (14),

$$
\frac{d \hat{U}^{-1}(t)}{d t}=-\hat{L} \hat{U}^{-1}(t), \quad \hat{U}^{-1}(0)=1 .
$$

The operators $\hat{U}(t)$ and $\hat{U}^{-1}(t)$ can be represented as timeordered exponentials, which, for a time-independent force $\mathbf{f}$, reduce to the usual exponentials, in which case the operator $\hat{R}$ is easily calculated. In the general case, the operator $\hat{R}$ can be calculated only for special cases, but this is of no significance for the following discussion, since the scaling properties of $\hat{R}$, which are of importance there, follow from Eqs. (13) and (14).

Let us clarify the significance of introducing distribution functions that contain the accelerations as additional arguments. Usually, in constructing kinetic equations, one begins with the distribution functions and tries to describe processes associated with the interparticle interaction. A proposal ${ }^{14}$ has been made that kinetic equations be obtained by solving the inverse problem: assuming that the distribution of forces in space is given (in the case of a liquid, the pressure gradient), calculate many-particle distribution functions that are consistent with the given distribution of force vectors. In this way distribution functions appear which depend on the accelerations. Since no restrictions have been imposed on the initial distribution of forces in space, except those which follow from Newton's laws, this approach permits a correct description of fluctuations in the framework of the kinetic equation. ${ }^{15}$ Furthermore, any generalized distribution function also contains information of the sort which is contained only in the entire infinite set of standard distribution functions (for example, any generalized distribution function can be used to calculate $\left\langle\mathbf{a}^{2 n}\right\rangle$ for arbitrary $n$ ). In connection with this last point, it is clear why, in a number of problems where the standard BBGKY chain cannot be truncated, it is possible to obtain a closed equation for the generalized two-
particle distribution function. ${ }^{13}$ A kinetic equation of this form has been used successfully for solving a number of problems in plasma physics. ${ }^{16}$

If the function $F_{2}(t, 1,2)$ is a solution of Eq. (11), then the function

$$
\begin{align*}
F_{2}^{(\Delta, \lambda)}(t, 1,2)= & \lambda^{-18 \Delta-6} F_{2}\left(\lambda^{1+\Delta} t, \lambda \mathbf{r}_{1}, \lambda^{-\Delta} \mathbf{v}_{1}, \lambda^{-1-2 \Delta} \mathbf{a}_{1},\right. \\
& \left.\times \lambda \mathbf{r}_{2}, \lambda^{-\Delta} \mathbf{v}_{2}, \lambda^{-1-2 \Delta} \mathbf{a}_{2}\right), \tag{15}
\end{align*}
$$

is also a solution of Eq. (11), but with another external force

$$
\begin{equation*}
\mathbf{f}^{(\Delta, \lambda)}(\mathbf{r}, t)=\lambda^{2 \Delta+1} \mathbf{f}\left(\lambda \mathbf{r}, \lambda^{1+\Delta} t\right), \tag{16}
\end{equation*}
$$

where $\lambda>0$ and $\Delta$ are arbitrary numbers. This is easily confirmed by substituting Eqs. (15) and (16) in Eq. (11).

A number of expressions from this section were given in Ref. 9 with some errors that did not affect the results of that paper.

Here we note a fundamental feature of the kinetic equation formalism in the theory of turbulence. The kinetic equation formalism makes it possible to describe turbulence in terms of an evolution problem, i.e., proceeding from arbitrarily specified initial conditions it is possible to follow the time evolution of the solution. If the initial conditions are forgotten in the course of events, then the system approaches a stationary solution. Here the remarkable thing is the possibility of finding a stationary solution by proceeding from the evolution problem. There is no need to invert a linear or nonlinear operator, i.e., the possibility of studying turbulence in the framework of an evolution problem allows us to avoid, in a natural way, the problem of zero modes which always shows up during the inversion of operators. The complexity of the zero mode problem can be traced, for example, in Kraichnan's model for passive scalar diffusion. ${ }^{10}$ Although a closed linear equation for the four point correlator can be obtained in this model, the nonevolutionary character of the resulting boundary value problem means that the operator must be inverted, i.e., it leads to a zero mode problem, which is one of the central problems ${ }^{10}$ in the diffusion of passive scalars. The zero mode problem in descriptions of turbulence in incompressible fluids has been examined elsewhere. ${ }^{11}$ Note that the zero mode problem is considerably more complicated for passive scalars than for hydrodynamic turbulence. This follows, as well, from the fact that passive scalars are described by linear inhomogeneous partial differential equation, while hydrodynamic turbulence is associated with an intrinsically nonlinear problem. This difference is fundamental: in fact, the solution of an inhomogeneous linear equation transforms to a solution of the same equation if an arbitrary solution of the corresponding homogeneous equation is added to it, but in nonlinear problems there is no analog of this property of linear equations. Another fundamental feature of the passive scalar problem, which makes it more complicated, in a certain sense, than the hydrodynamic turbulence problem is that, in order to study steady-state diffusion (i.e., to describe diffusion by time independent correlation functions) it is necessary to introduce two types of random variables-the source of the passive scalar and the velocity field. ${ }^{10}$

## 4. LARGE-SCALE STRUCTURE OF A TURBULENT FLOW AND THE LOITSYANSKII INTEGRAL

In order to study the large-scale structure of a flow, we choose the number $\Delta$ so that in the limit $\lambda \rightarrow+\infty$ the function $F_{2}^{(\Delta, \lambda)}(t, 1,2)$ approaches a finite limit. This requires that the correlator of the force (16) have a finite limit as $\lambda \rightarrow$ $+\infty$, i.e., in connection with the equality

$$
\begin{align*}
& \lim _{\lambda \rightarrow+\infty}\left\langle\mathbf{f}^{(\Delta, \lambda)} \cdot\left(\mathbf{r}_{1}, t_{1}\right) \cdot \mathbf{f}^{(\Delta, \lambda)}\left(\mathbf{r}_{2}, t_{2}\right)\right\rangle \\
& \quad=f_{0}^{2} r_{0}^{3} \tau_{0} \delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \delta\left(t_{1}-t_{2}\right) \lim _{\lambda \rightarrow+\infty} \lambda^{3 \Delta-2}, \tag{17}
\end{align*}
$$

we must set $\Delta=\Delta_{\infty}=2 / 3$. We note that, precisely because of our examination of the limit $\lambda \rightarrow+\infty$, in the right hand side of Eq. (17) the correlator $K$ for the external force can be replaced by a product of $\delta$ functions. Here it is significant that the resulting $\Delta_{\infty}=2 / 3>-1$.

We therefore conclude that the function $\lim _{\lambda \rightarrow+\infty} F_{2}^{(2 / 3, \lambda)}$ is homogeneous (to prove this it is sufficient to note that, according to the definition of the limit, $\lim _{\lambda \rightarrow+\infty} F_{2}^{(2 / 3, \lambda)}$ $=\lim _{\lambda \rightarrow+\infty} F_{2}^{\left(2 / 3, \lambda \lambda^{\prime}\right)}$, where $\lambda^{\prime}$ is an arbitrary positive number) and that the relation

$$
\begin{align*}
\langle\mathbf{v}(\mathbf{r}, t) \cdot \mathbf{v}(0, t)\rangle= & C_{1}\left(\frac{f_{0}^{2} r_{0}^{3} \tau_{0}}{r^{2}}\right)^{2 / 3} \\
& \text { for } r \gtrdot \max \left(r_{0},\left(\frac{f_{0} \tau_{0}^{2}}{r_{0}}\right)^{2 / 5} r_{0}\right) \tag{18}
\end{align*}
$$

holds, where $C_{1}$ is a universal constant. In this stage of the analysis, we cannot explain the domain of applicability for this correlator given by the inequality in Eq. (18). Later we shall examine the domain of applicability of Eq. (18), but for now we can confirm that the correlator (18) actually falls off as $1 / r^{4 / 3}$ at large distances. In fact, writing the left hand side of Eq. (18) in the form of an integral of the function $\lim _{\lambda \rightarrow+\infty} F_{2}^{(2 / 3, \lambda)}$ and using the homogeneity of this function, it is possible to establish that the correlator has a power law dependence on $r$ and to determine the power. Note that a power law behavior on the right hand side of Eq. (18) follows from the homogeneity of the function $\lim _{\lambda \rightarrow+\infty} F_{2}^{(2 / 3, \lambda)}$ and the power to which $r$ is raised on the right of Eq. (18) is uniquely determined by the number $\Delta_{\infty}=2 / 3$. Here, of course, the functional dependence in Eq. (18) is consistent with the dimensionality of the parameter in Eq. (17). We emphasize specially that we have not postulated, but proven, the power law character of the right hand side of Eq. (18). Equation (18) describes the creation of large vortices (inverse cascade) and of the long wave length correlations associated with them. The correlator (18) leads to a spectrum $E(k) \propto k^{1 / 3}$ in the long wavelength region, as confirmed experimentally. ${ }^{17}$

The correlator (18) shows up in the so-called Loitsyanskii integral ${ }^{12}$

$$
\Lambda=-\frac{1}{4 \pi} \int r^{2}\langle\mathbf{v}(\mathbf{r}, t) \cdot \mathbf{v}(0, t)\rangle d \mathbf{r} .
$$

According to Eq. (18), the Loitsyanskii integral diverges, i.e., $\Lambda=\infty$. Thus, a correct description of the inverse cascade
for the method of exciting turbulence being studied here leads to a divergent Loitsyanskii integral. It is curious that prior to this, the convergence of the Loitsyanskii integral had been studied only for isotropic turbulent motion with an exponentially rapid decrease in the correlator (18) at large distances at the initial time, i.e., assuming that it is possible to create isotropic turbulence with negligible long wavelength correlations. Under this assumption it is possible to show that even for subsequent free evolution, the Loitsyanskii integral remains finite. ${ }^{12}$ Equation (18) shows that a similar assumption that the role of large scale vortices (the inverse cascade) is negligible is not always satisfied for isotropic turbulence.

Recall that the Loitsyanskii integral is related to the square of the angular momentum of a turbulent fluid, i.e., in a certain sense it characterizes the appearance of spontaneous rotation of the entire fluid as a whole. It is easy to verify that the square of the total angular momentum $\mathbf{M}$ of the fluid contained within a large volume $V$ (isolated within an unbounded fluid) is $M^{2}=4 \pi \rho^{2} \Lambda V$, where $\rho$ is the fluid density. The fact that $M^{2} \propto V^{20 / 9}$ confirms that long-wavelength correlations are important in the dynamics of a turbulent fluid.

## 5. UNIVERSAL PROPERTIES OF SMALL-SCALE FLOW STRUCTURE

It turns out that the small-scale structure of the flow is also universal. In fact, an examination of the small-scale structure of the flow of Eqs. (1) and (2) reduces to choosing $\Delta=\Delta_{0}=-1 / 2$ in Eq. (16), which ensures the existence of a finite homogeneous function $\lim _{\lambda \rightarrow+0} F_{2}^{(-1 / 2, \lambda)}$. This implies that

$$
\begin{equation*}
\left\langle(\mathbf{v}(\mathbf{r}, t)-\mathbf{v}(0, t))^{2}\right\rangle=C_{2} f_{0} r \text { for } r \ll \min \left(r_{0}, f_{0} \tau_{0}^{2}\right), \tag{19}
\end{equation*}
$$

where $C_{2}$ is a universal constant. In the following, we shall explain the physical meaning of the inequality that determines the domain of applicability of the correlator (19).

A numerical study has been made of turbulent flows driven by a constant force applied to the fluid. ${ }^{18}$ It was found that in certain directions (in the simulations the external force was chosen to have a spatial period and not depend on time) a spectrum $E(k) \propto 1 / k^{2}$ is formed, rather than the Kolmogorov spectrum $E(k) \propto 1 / k^{5 / 3}$. This is in accord with Eq. (19) and, we believe, validates the ideas developed here.

To study the flow at scales from $r_{0}$ to $f_{0} \tau_{0}^{2}$, we shall discuss two limiting cases, $\gamma=f_{0} \tau_{0}^{2} / r_{0} \ll 1$ and $\gamma=f_{0} \tau_{0}^{2} / r_{0}$ $\geqslant 1$.

### 5.1. The condition for formation of a Kolmogorov spectrum:

 $\gamma=f_{0} \tau_{0}^{2} / r_{0} \ll 1$Let $\gamma \ll 1$. We shall examine $F_{2}$ for $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll r_{0}$. In this range of distances, the force correlator (2) can be set equal to

$$
\begin{equation*}
\left\langle\mathbf{f}\left(\mathbf{r}_{1}, t_{1}\right) \cdot \mathbf{f}\left(\mathbf{r}_{2}, t_{2}\right)\right\rangle=f_{0}^{2} K\left(\frac{t_{1}-t_{2}}{\tau_{0}}, 0\right) . \tag{20}
\end{equation*}
$$

We emphasize specially that equation (20) for the correlator does not allow us to write down the form of the spectrum from dimensionality arguments alone. In fact, the dimen-
sional parameters $f_{0}$ and $\tau_{0}$ can be used to construct a combination with the dimensions of length, $f_{0} \tau_{0}^{2}$, and, therefore, dimensional arguments only determine the spectrum to within a factor of $\phi\left(f_{0} \tau_{0}^{2} k\right)$, where $\phi$ is an arbitrary function.

Let us apply the considerations that led to Eq. (18) to the correlator (20). Note that using Eq. (20) guarantees the discussion for distances $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll r_{0}$, while the limit $\lambda \rightarrow+\infty$ ensures it for $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \geqslant \gamma r_{0}$. Thus, we find that for $\gamma r_{0}$ $\ll\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll r_{0}$, the flow can be described by a uniform function $\lim _{\lambda \rightarrow+\infty} F_{2}^{(-1 / 3, \lambda)}$ and the equation

$$
\begin{equation*}
\left\langle(\mathbf{v}(\mathbf{r}, t)-\mathbf{v}(0, t))^{2}\right\rangle=C_{3}\left(f_{0}^{2} \tau_{0} r\right)^{2 / 3} \text { for } \gamma r_{0} \ll r \ll r_{0} \tag{21}
\end{equation*}
$$

holds, i.e., the Kolmogorov-Obukhov law is satisfied within this scaling interval. The question of the limit of zero viscosity, but finite dissipation, in the Euler equation and the development of a Kolmogorov spectrum in this case has been discussed elsewhere. ${ }^{8}$

Therefore, for the method of exciting turbulence discussed here, a Kolmogorov spectrum develops only when certain conditions are imposed on the external force that drives the fluid into motion, $\gamma \ll 1$. Therefore, only in this case does a constant with the dimensions of power dissipated per unit mass actually end up being the parameter which determines the behavior of the fluid within a certain spectral interval. Later we shall discuss the physical processes taking place at the boundaries of that interval in detail, but for now we proceed to examine the case $\gamma \gg 1$.

### 5.2. The structure of the intermediate scaling region for $\gamma \gg 1$

Let $\gamma \gg 1$. Note that the characteristic time corresponding to fluctuations with a characteristic scale of $r_{0}$ and the corresponding [to these fluctuations, according to Eq. (19)] characteristic velocity $\left(f_{0} r_{0}\right)^{1 / 2}$, is estimated to be $\gamma^{-1 / 2} \tau_{0}$. Let $r\left(\tau_{0}\right)$ (we shall estimate it below) be the characteristic fluctuation scale length, to which the characteristic time $\tau_{0}$ corresponds. We shall consider $F_{2}$ for $r_{0} \ll\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll r\left(\tau_{0}\right)$. For this scaling region, the force correlator (2) can be rewritten as

$$
\begin{equation*}
\left\langle\mathbf{f}\left(\mathbf{r}_{1}, t_{1}\right) \cdot \mathbf{f}\left(\mathbf{r}_{2}, t_{2}\right)\right\rangle=f_{0}^{2} K\left(0, \frac{\mathbf{r}_{1}-\mathbf{r}_{2}}{r_{0}}\right), \tag{22}
\end{equation*}
$$

since the characteristic velocity of the Lagrangian fluid particles [Eq. (19)] is at least $\left(f_{0} r_{0}\right)^{1 / 2}$ and the distance moved by a Lagrangian particle over a time on the order of $\tau_{0}$ is of order $\gamma^{1 / 2} r_{0}$.

Arguments similar to those of the previous section show that for $r_{0} \ll\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll r\left(\tau_{0}\right)$, a turbulent flow of the fluid can be described by the homogeneous function $\lim _{\lambda \rightarrow+\infty} F_{2}^{(1 / 4, \lambda)}$, with

$$
\begin{equation*}
\langle\mathbf{v}(\mathbf{r}, t) \cdot \mathbf{v}(0, t)\rangle=C_{4}\left(\frac{f_{0}^{2} r_{0}^{3}}{r}\right)^{1 / 2} \text { for } r_{0} \ll r \ll r\left(\tau_{0}\right)=\gamma^{2 / 5} r_{0} . \tag{23}
\end{equation*}
$$

The following considerations were used to estimate the term $r\left(\tau_{0}\right)$ in Eq. (23). Note that, according to Eq. (23), the char-
acteristic velocity corresponding to fluctuations with a scale length of order $r\left(\tau_{0}\right)$ are roughly $\left[f_{0}^{2} r_{0}^{3} / r\left(\tau_{0}\right)\right]^{1 / 4}$. Thus, the size $r\left(\tau_{0}\right)$ can be found from the equation

$$
r\left(\tau_{0}\right) \sim \tau_{0}\left(f_{0}^{2} r_{0}^{3} / r\left(\tau_{0}\right)\right)^{1 / 4}
$$

which yields $r\left(\tau_{0}\right)=\gamma^{2 / 5} r_{0}$.
Note that the inequality in Eq. (18) follows from the inequalities defining the region of applicability of the correlators (19) and (23) for $\gamma \ll 1$ and $\gamma \gg 1$.

In the case examined in this section, there is no segment of the spectrum with a Kolmogorov power law dependence of the form $E(k) \propto 1 / k^{5 / 3}$. Note, also, the slow decrease of the velocity correlator, $\propto 1 / \sqrt{r}$ for $r_{0} \ll r \gamma^{2 / 5} r_{0}$, which is replaced by a rapid decrease of universal character, $\propto 1 / r^{4 / 3}$ for $\gamma^{2 / 5} r_{0} \ll r$ [see Eq. (18)].

## 6. THE ROLE OF FINITE VISCOSITY

We now take account of a finite viscosity $\nu$ in the problem, i.e., the existence of yet another characteristic scale length, the viscous length. We shall show that the energy dissipated per unit time per unit mass (specific power dissipation $\epsilon$ ), is determined by the new dimensionless parameter

$$
\begin{equation*}
\Gamma=\gamma^{4 / 3} \mathrm{Re} \tag{24}
\end{equation*}
$$

where $\operatorname{Re}=r_{0}\left(f_{0}^{2} r_{0} \tau_{0}\right)^{1 / 3} / \nu$ for $\gamma \ll 1$ and $\operatorname{Re}=r_{0}\left(f_{0} r_{0}\right)^{1 / 2} / \nu$ for $\gamma \gg 1$. We shall examine three cases that can occur in turbulent flows $(\mathrm{Re} \gg 1)$ in detail.

It makes sense to examine the character of the dissipation for different values of $\Gamma$ in some detail, by isolating different special cases, since an examination of the nature of the dissipation yields some important qualitative results concerning the structure of turbulent flows.

### 6.1. The physics of turbulent dissipation for $\gamma \ll 1$

For $\gamma \ll 1$ and $\Gamma \ll 1$, according to Eqs. (19) and (24) the viscous length exceeds $f_{0} \tau_{0}^{2}$, i.e., the Kolmogorov spectrum is immediately adjacent to the viscous range. The specific power dissipation $\epsilon$ in this case can be estimated as the viscous loss over scale lengths on the order of the viscous length,

$$
\begin{equation*}
\epsilon \sim f_{0}^{2} \tau_{0} \tag{25}
\end{equation*}
$$

that is, it is independent of the viscosity [cf. Eq. (21)]. This result is entirely consistent with the, by now, classical statement that viscous losses in a turbulent fluid are independent of the magnitude of the viscosity; however, as we shall now verify, this situation is only valid as long as the Kolmogorov spectrum is immediately adjacent to the viscous range.

Let $\gamma \ll 1$, as before, but $\Gamma \gg 1$. Then, Eqs. (19) and (24) imply that the size $f_{0} \tau_{0}^{2}$ substantially exceeds the viscous length, i.e., the Kolmogorov spectrum is separated from the viscous range by the spectrum (19). The specific dissipation power is then roughly

$$
\begin{equation*}
\epsilon \sim \nu^{1 / 3} f_{0}^{4 / 3} \tag{26}
\end{equation*}
$$

i.e., approximately $\mathrm{Re}_{*}^{1 / 3}$ times smaller than the energy flux along the Kolmogorov segment of the spectrum, where $\mathrm{Re}_{*}$
is the Reynolds number for the short wavelength end of the Kolmogorov spectrum. Thus, the segment (19) of the spectrum shields the viscous range from the energy flux propagating along the Kolmogorov segment of the spectrum and turns on the viscous dissipation.

We now provide a physical interpretation of this last result. The intuitive qualitative discussions given below make it possible to understand its physical content. In order to understand the physical significance of Eq. (26), we note that the external force $\mathbf{f}(\mathbf{r}, t)$ interacts most efficiently with fluctuations of the fluid which either have a resonant wave vector $k \sim 1 / r_{0}$ or a resonant frequency $\omega \sim 1 / \tau_{0} \quad(k$ $\sim 1 / f_{0} \tau_{0}^{2}$ ). According to Eq. (25), fluctuations in spatial resonance with the external force are efficiently excited (i.e., are in phase with the external force and the latter pumps them efficiently). Energy moves along the Kolmogorov segment of the spectrum to modes which are in temporal resonance with the external force and which vibrate in counterphase to the external force, i.e., the external force quenches oscillations with $k \sim 1 / f_{0} \tau_{0}^{2}$ and gathers energy from these modes. The resulting collective energy sink is an extremely important physical phenomenon. In other words, we can say that the external force acts simultaneously as a source of energy and as a sink for the energy. Thus, when $\gamma \ll 1$ and $\Gamma \gg 1$ dissipation is shut off in the fluid and this should be of some significance in theories of flapping flight and the drag crisis.

From a practical standpoint, there is some importance in the fact that the reduction in drag (drag crisis) associated with the turnoff of viscous dissipation in accordance with Eq. (26) takes place even while the source power is increasing, i.e., without any additional requirements for a change in the structure of the boundary.

Given the significance of the scaling (19) in turning off dissipation in a turbulent fluid, we now clarify which integral of motion this scaling can be associated with, i.e., indicate the quantity which is conserved for an ideal fluid, whose density has a unit of measurement the same as that for $f_{0}$. This quantity is the helicity, $G=\int \mathbf{v} \cdot \operatorname{curl} \mathbf{v} d \mathbf{r}$. Thus, the formation of Eq. (19) and the turn off of dissipation can be associated with fluctuations in the helicity near the viscous range (the so-called $I$-invariant ${ }^{19}$ ). To avoid misunderstanding, we note specially that, besides the $E(k) \propto 1 / k^{2}$ spectrum associated with the helicity near the viscous range examined here, a helical spectrum of the form $E(k) \propto 1 / k^{7 / 3}$ associated with a constant helicity flux is often examined in the literature.

The Kolmogorov theorem in the case $\gamma \ll 1$ and $\Gamma \gg 1$ for a two point (velocity, velocity)-velocity correlator is discused in the Appendix.

### 6.2. Turbulent flows with $\gamma \gg 1$

When $\gamma \ngtr 1, \Gamma$ always obeys the inequality $\Gamma \ngtr 1$. It is easy to verify that in this case the specific dissipation power is given by Eq. (26), i.e., the dissipative losses depend on the viscosity.

The physics of a turbulent flow changes fundamentally in this limiting case. Note that for $\gamma \gg 1$, all the inertial range is filled by a helical spectrum and outside the inertial range
the velocity-velocity correlator begins to fall off slowly. It is well known, however, that helicity formation in a turbulent flow can lead to spontaneous generation of large scale structures. ${ }^{8}$ Thus, it should be expected that for $\gamma \geqslant 1$ the spontaneous generation of structures begins in a turbulent flow. The slow decrease in the correlator (23) for $r_{0} \ll r$ $\ll \gamma^{2 / 5} r_{0}$ is convincing confirmation of this fundamentally important statement. It is important to note that the generation of large scale structures in turbulent flows does not begin for $\gamma \ll 1$ and $\Gamma \gg 1$, when a helical segment shows up in the spectrum of the turbulent fluctuations, but when the helical spectrum $E(k) \propto 1 / k^{2}$ fills the whole inertial range, i.e., has completely expelled the Kolmogorov spectrum.

This picture, of course, is consistent with existing ideas regarding the role of spatial and temporal resonances in energy transfer between turbulent fluctuations with different scales and an external source (force) that makes the fluid move. From this standpoint, the energy is delivered to fluctuations with a characteristic scale length of order $r_{0}$ corresponding to the maximum velocities $\left(f_{0} r_{0}\right)^{1 / 2}$ (spatial resonance). The energy delivered to these modes is transferred to long wavelength fluctuations, i.e., it goes into generating large scale structures (inverse cascade), thereby reaching turbulent fluctuations with a characteristic scale length of $\gamma^{2 / 5} r_{0}$, which are in a temporal resonance with the external force (have a characteristic time scale of order $\tau_{0}$ ). By oscillating in counterphase, fluctuations with a size on the order of $\gamma^{2 / 5} r_{0}$ can efficiently deliver energy to the external source; that is, the force which brings the liquid into motion effectively damps their oscillations.

It is interesting to note that the spatial scale length of the resulting structures can substantially (by a factor $\gamma^{2 / 5}$ ) exceed the characteristic scale length for the force that brings the fluid into motion. This may have interesting geophysical applications, since it provides a natural mechanism for the formation of hydrodynamic structures with a horizontal scale length greatly exceeding the thickness of the atmosphere (depth of the oceans), while the spatial scale length of the force that brings the air into motion may not exceed the thickness of the atmosphere (depth of the oceans).

## 7. HIERARCHY OF STATES OF A TURBULENT FLOW

In order to exhibit the physical content of these results, let us consider a simple example. We shall consider a liquid set into motion by a force with amplitude $f_{0}$, a spatial scale length $r_{0}$, and a characteristic time scale $\tau_{0}$. Let us see how the structure of the flow changes with varying $f_{0}$ when the spatial and temporal scales of the forces are fixed. If the amplitude $f_{0}$ of the force is very small, then the fluid flow is laminar and this case is not the subject of this paper. When the amplitude of the force is raised to some level that is low, given the low viscosity of the moving fluid, a transition to turbulence takes place. If the viscosity is low enough, then a transition takes place for $\gamma \ll 1$ and $\Gamma \ll 1$; that is, in this case the Kolmogorov spectrum is adjacent to the viscous range and the dissipated energy is independent of the viscosity and equals the energy flux over the Kolmogorov spectrum, $E(k) \propto 1 / k^{5 / 3}$. As the force amplitude $f_{0}$ is increased further,
the picture changes: a transition occurs in the region $\gamma \ll 1$ and $\Gamma \gg 1$, i.e., a segment of helical spectrum $E(k) \propto 1 / k^{2}$ grows near the inertial range and this leads to a reduction in the dissipated energy by a factor of $\mathrm{Re}^{1 / 3}$ compared to the energy flux over the Kolmogorov segment of the spectrum. With further increases in $f_{0}$, the helical part of the spectrum expands owing to the narrowing of the Kolmogorov region within the inertial range. Further increases in $f_{0}$ lead to a regime with $\gamma \gg 1$, when the entire spectrum in the inertial range is helical, and in the region outside the inertial range large scale structures with scale lengths of $r_{0} \ll r \ll \gamma^{2 / 5} r_{0}$ begin to be generated.

Therefore, there is an entire hierarchy of turbulent states of the fluid with qualitatively different properties and which succeed one another as the amplitude of the force driving the fluid motion is raised.

## 8. OTHER APPROACHES TO PARAMETRIZING TURBULENCE

Since the results obtained in this paper rely on the kinetic equation formalism of the theory of strong turbulence, which itself is quite complicated, a question arises as to the extent to which they can be obtained using the traditional formalism of strong turbulence theory. It is important to consider this question because it also allows us to look at the physics of the processes taking place in a turbulent medium from a new point of view.

First, we note that nontrivial physics of turbulent fluid behavior has arisen from an examination of a force with a finite correlation time. In other words, we have taken account of the fact that turbulent fluctuations can be in both spatial and temporal resonance with harmonics of the external force which drives the fluid motion. The resulting turbulence regime is determined by the characteristic scales of these two types of resonant fluctuations. Since the two types of resonant wave vectors divide length space into three regions, exactly three ranges of wave vectors develop, with different kinds of turbulent fluctuations. It turns out that each of these regions corresponds to a distinct dimensional constant which uniquely determines the turbulent fluctuation spectrum. The possibility of such a simple description of the spectra is utterly nontrivial, since the nonlinearity of the Euler equation means that fluctuations on different scales interact significantly with one another and the appearance of universal dimensional parameters that describe the physics on the different scales is quite unexpected.

Let us consider the possibility of obtaining the results of this paper using a chain of equations for the moments. If we start from the very beginning and specify the force correlator by one of the simplified forms, e.g., Eq. (17), (20), or (22), rather than the general expression (2), then the corresponding spectra will follow immediately from dimensional considerations or a more extended scaling formalism, such as that developed in Ref. 8. An approach of this sort, however, does not allow matching of the calculated spectrum with an interval of wave vectors when the external force has the correlator (2). An attempt to directly transfer the method used in this paper to a system of equations for the moments encoun-
ters the following difficulty: correlators of the force-force type, $\left\langle f_{i}\left(\mathbf{r}_{1}, t\right) f_{j}\left(\mathbf{r}_{2}, t\right)\right\rangle$, and velocity-force type, $\left\langle f_{i}\left(\mathbf{r}_{1}, t\right) \vee_{j}\left(\mathbf{r}_{2}, t\right)\right\rangle$, arise naturally in the system of equations, but it is not clear from general considerations whether it is required that this kind of correlator be finite when using the scaling technique of this paper. From this standpoint, the advantage of the kinetic equation method lies in the fact that the kinetic equation only contains one random quantity, the external force, while the velocity is simply an argument of the distribution function. In addition, if we assume that the main correlator to which all the others adjust themselves is the force-force correlator, then all the results of this paper can also be obtained by the method of moments. The other advantage of the kinetic equation method compared to the method of moments is the clear interpretation of the zero viscosity limit with finite dissipation permitted by the Euler equation.

## 9. CONCLUSION

One of the main results of this paper is a proof that the concepts of the universality of developed turbulence in incompressible fluids arising from the classical work of Kolmogorov do need substantial refinement. It turns out that a number of segments of universal character actually appear in the turbulent fluctuation spectrum, but the fact that these appear, and their relative position and extent in wave vector space are determined by the parameters of the source that delivers energy to the fluid and drives it into motion. Thus, the three fundamentally different classes of stationary homogeneous isotropic flows of incompressible fluids examined here will develop. The classification of turbulent flows established here for the first time may be of interest in a number of geophysical and technological problems.

We emphasize, specially, that here we have not considered the radical changes in the Kolmogorov picture of turbulence which might arise owing to intermittency. This analysis has had an entirely different goal: to study the changes in the energy structure of a turbulent flow (in the second velocity correlator) when the finite correlation time of the force driving the fluid is taken into account.

An important new result obtained by taking the finite correlation time of the driving source into account is some nontrivial physics of the energy flux over the spectrum. In particular, under certain conditions (found above), the energy flux flows only over a limited segment of the spectrum which lies entirely within the inertial range. In other words, a situation can arise in which the energy flux does not reach the viscous range, but is repelled to a segment of the spectrum associated with helicity; then, energy is gained by the external force at the boundary of the Kolmogorov and helicity spectra (the corresponding harmonics of the liquid oscillate in counterphase to the external force). The resulting structure of the correlators is consistent with the Kolmogorov theorem. (See the Appendix.)
(Note added in press.) In connection with the results involving the long-wavelength part of the spectrum it should be mentioned that the question of the rule of the Loĭtsyanskiĭ integral was treated previously in Ref. 21.

We thank S. I. Anisimov and É. I. Yurchenko for their interest in this work and for a useful discussion.

This work was supported by the Russian Fund for Fundamental Research (Grant Nos. 98-02-17229 and 98-0217441) and the Council of the Program for Support of Leading Scientific Schools (Grant No. 96-15-96448).

## APPENDIX A

Here we point out some features of the derivation of the Kolmogorov theorem for the case $\gamma \ll 1$. The expression $\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle$ arises in a proof of the Kolmogorov theorem for a two-point (velocity, velocity)-velocity correlator. ${ }^{20}$ It transforms to

$$
\begin{align*}
& \left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle \\
& \quad=\left\langle\left(\mathbf{f}\left(\mathbf{r}_{2}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle+\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right)-\mathbf{f}\left(\mathbf{r}_{2}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle \\
& \quad=\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{1}, t\right)\right)\right\rangle+\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)-\mathbf{v}\left(\mathbf{r}_{1}, t\right)\right)\right\rangle . \tag{A1}
\end{align*}
$$

Since we are only interested in points lying within the inertial range, the average in the second term of Eq. (A1) contains an additional small term of the form given by the ratio of $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|$ to the characteristic scale length $r_{0}$ for the force. Thus, the second term in Eq. (A1) can be neglected compared to the first, and this immediately leads to the Kolmogorov theorem. Note, however, that this procedure for estimating the various terms on the right hand side of Eq. (A1) is mathematically rigorous only when the averaged function is fixed in sign: when the averaged function changes sign, a small absolute magnitude of the correction to it still does not imply that the contribution of this correction to the average will be small.

We can now show that the standard argument leading to the Kolmogorov theorem requires considerable refinement if a finite source correlation time is taken into account. We emphasize specially that neglecting the second term compared to the first in Eq. (A1) owing to this smallness in the second term is justified only when the first term is not exactly equal to zero and does not contain an additional smallness compared to the second because of some other small parameter. In the limit $\gamma \ll 1$, the argument that usually leads to the Kolmogorov theorem has to be refined, precisely for the following reason: in this case, the smallest parameter of the problem is the correlation time $\tau_{0}$, so it is necessary to study the dependence of $\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle$ on $\tau_{0}$ in detail. For this purpose, we write

$$
\begin{align*}
\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle= & \lim _{T \rightarrow+\infty} \frac{1}{2 T} \\
& \times \int_{-T}^{T}\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right) d t \tag{A2}
\end{align*}
$$

Let us write the velocity $\mathbf{v}\left(\mathbf{r}_{2}, t\right)$ in the sum of two terms,

$$
\begin{equation*}
\mathbf{v}\left(\mathbf{r}_{2}, t\right)=\mathbf{v}^{(1)}\left(\mathbf{r}_{2}, t\right)+\mathbf{v}^{(2)}\left(\mathbf{r}_{2}, t\right) \tag{A3}
\end{equation*}
$$

where $\mathbf{v}^{(1)}\left(\mathbf{r}_{2}, t\right)$ is the contribution to the velocity owing to harmonics with wave vectors $k<k_{*}$, where $1 / r_{0} \ll k_{*}$ $\ll 1 / f_{0} \tau_{0}^{2}$, while $\mathbf{v}^{(2)}\left(\mathbf{r}_{2}, t\right)$ is the contribution from all the remaining harmonics.

Thus, we can rewrite Eq. (A3) in the form

$$
\begin{align*}
\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle= & \lim _{T \rightarrow+\infty} \frac{1}{2 T} \int_{-T}^{T}\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}^{(1)}\right. \\
& \left.\times\left(\mathbf{r}_{2}, t\right)\right) d t+\lim _{T \rightarrow+\infty} \frac{1}{2 T} \\
& \times \int_{-T}^{T}\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}^{(2)}\left(\mathbf{r}_{2}, t\right)\right) d t . \tag{A4}
\end{align*}
$$

Note that $\left|\mathbf{v}^{(1)}\right| \gtrdot\left|\mathbf{v}^{(2)}\right|$, but the characteristic times associated with the harmonics which appear in $\mathbf{v}^{(1)}$ are substantially longer than the characteristic time scale for the force, $\tau_{0}$, while $\mathbf{v}^{(2)}$ contains harmonics with characteristic times on the order of $\tau_{0}$. Thus, the inequality $\left|\mathbf{v}^{(1)}\right| \gtrdot\left|\mathbf{v}^{(2)}\right|$ does not justify neglecting the second term Eq. (A4) compared to the first because of the different oscillatory properties of the integrands. Thus, the contribution of the harmonics with wave vectors $k \sim 1 / f_{0} \tau_{0}^{2}$ to Eq. (A4) may be comparable to the contribution of the long wavelength part.

However, the role of harmonics with $k \sim 1 / f_{0} \tau_{0}^{2}$ differs in the cases of $\Gamma \ll 1$ and $\Gamma \gg 1$. The case $\Gamma \gg 1$, where the harmonics with $k \sim 1 / f_{0} \tau_{0}^{2}$ lie outside the viscous range, is of greatest interest. In this case it is to be expected that for $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \gtrdot f_{0} \tau_{0}^{2}$, the major contribution to Eq. (A1) is from long-wavelength harmonics, since at such large distances the short-wavelength fluctuations are not correlated with the external force. For $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll f_{0} \tau_{0}^{2}$, i.e. at distances comparable to the amplitude of the oscillations of a Lagrangian particle acted on by the external force, however, we should expect short wave length fluctuations to make a significant contribution to Eqs. (A4) and (A1). Thus, the standard derivation of the Kolmogorov theorem is valid when a finite correlation time of the external force with $\gamma \ll 1$ and $\Gamma \gg 1$ is included, only if $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \gtrdot f_{0} \tau_{0}^{2}$. Thus, the Kolmogorov theorem does not prohibit a substantial realignment of the (velocity, velocity)-velocity correlator for $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \ll f_{0} \tau_{0}^{2}$. According to Eqs. (19) and (20), the second term in Eq. (A4) for $\mid \mathbf{r}_{1}$ $-\mathbf{r}_{2} \mid<f_{0} \tau_{0}^{2}$ (when it is to be expected that the correlations between the external force and the small scale component of the velocity are substantial) can be approximated by $f_{0}^{2} \tau_{0}$, since $\mathrm{v}^{(2)} \sim f_{0} \tau_{0}$, which is comparable to the energy flux $\epsilon$ over the Kolmogorov segment of the spectrum according to Eq. (25).

In the case $\Gamma \ll 1$, the harmonics with $k \sim 1 / f_{0} \tau_{0}^{2}$ fall within the viscous range, so that these fluctuations are suppressed by viscous effects. However, if $\mathrm{v}^{(2)} \ll f_{0} \tau_{0}$, then the contribution of the short wavelength harmonics with $k$ $\sim 1 / f_{0} \tau_{0}^{2}$ to Eq. (A1) is clearly small. Thus, in this case the standard proof of the Kolmogorov theorem encounters no difficulty.

Note that $\left\langle\left(\mathbf{f}\left(\mathbf{r}_{1}, t\right) \cdot \mathbf{v}\left(\mathbf{r}_{2}, t\right)\right)\right\rangle$ can also be represented in the form of a volume average. It can therefore be verified that the external force also interacts significantly with fluc-
tuations that are in spatial resonance with it. Thus, resonant harmonics also have a distinct role in the proof of the Kolmogorov theorem.
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# Surface magnetism of Sc-substituted $\mathrm{Ba}-\mathrm{M}$ hexaferrites 
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Zh. Éksp. Teor. Fiz. 116, 1648-1663 (November 1999)
A technique of simultaneous gamma-ray, x-ray, and electron Mössbauer spectroscopy is used to study the magnetic structure of the surface layer with direct comparison to the magnetic structure inside single crystal samples of hexagonal $\mathrm{Ba}-\mathrm{M}$ ferrites, in which part of the iron ions have been replaced by diamagnetic Sc ions (chemical formula $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ ). It is found that when the diamagnetic Sc ions are introduced into the crystal lattice of $\mathrm{BaFe}_{12-}{ }_{\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ at concentrations ( $x=0.4$ and 0.6 ) far below the level at which the collinear magnetic structure inside the sample is destroyed, a macroscopic layer of thickness $\sim 300 \mathrm{~nm}$ develops on the surface, in which the magnetic moments of the iron ions are oriented noncollinearly with respect to the moments inside the sample. The deviation $\langle\theta\rangle$ of the magnetic moments in $\mathrm{BaFe}_{11.6} \mathrm{Sc}_{0.4} \mathrm{O}_{19}$ was $10^{\circ} \pm 2^{\circ}$ for $x=0.4$, and when the Sc concentration was raised to 0.6 , the angle $\langle\theta\rangle$ increased to $17^{\circ} \pm 2^{\circ}$. The noncollinear magnetic structure in the surface layer in these crystals develops because of further reduction in the energy of the exchange interactions owing to the presence of a "defect," such as the surface. For the first time, therefore, an anisotropic surface layer whose magnetic properties differ from those in the interior of a sample has been observed experimentally in ferromagnetic crystals, as predicted by Néel [L. Néel, Phys. Radium. 15, 225 (1954)]. © 1999 American Institute of Physics.
[S1063-7761(99)01111-7]

## 1. INTRODUCTION

Since the beginning of the 1970's, studies of the magnetic properties of crystalline surfaces have attracted ever increasing attention of researchers. This is because of the need to understand the effect of 'defects"' such as surfaces on the magnetic structure and properties of surface layers and the role of surfaces in the formation of the properties of a material. Studies of processes taking place during phase transitions in the surface layer and of the difference between them and phase transitions inside the crystal and the interrelation between them are also important. At present, these studies are acquiring an ever greater practical significance because, for example, the properties of finely dispersed nanosized powders depend substantially on the properties of the crystallite surface. Thus, an understanding of the mechanism for formation, e.g., of the magnetic properties of nanosized crystallites, will open the path to creating magnetic information carriers with ultrahigh recording densities.

The theoretical description of surface anisotropic layers in ferromagnetic materials was given by Néel in $1954 .{ }^{1}$ However, the idea that the surface affects the properties of a material was invoked for interpreting experimental data only much later. Thus, it has been proposed ${ }^{2}$ that on thin-film Fe, Co and Ni surfaces there is a nonmagnetic (magnetically dead) layer with a thickness of roughly $6 \AA$.

Finely dispersed powders and thin films have been extensively used in subsequent research on the properties of surfaces. This is because of the increase in the specific surface of a crystallite as its volume is reduced, as well as the absence of experimental techniques capable of distinguishing
the signals from a thin surface layer and those from inside a macroscopic crystal. The widespread use of Mössbauer spectroscopy in studies of surface properties for the case of thin films or finely dispersed powders is explained by the possibility of enhancing (or attenuating) the signal from the surface layer by enriching this layer in the isotope ${ }^{57} \mathrm{Fe}$ (or ${ }^{56} \mathrm{Fe}$ ). Thus, the unusual experimental fact ${ }^{3}$ that the saturation magnetization of a finely dispersed powder is lower than for a macroscopic crystal of the same material has attracted great interest on the part of researchers. Mössbauer studies have shown that a change in the magnetic structure of the crystallites is also the reason for the reduction in the saturation magnetization of the finely dispersed powder. ${ }^{4}$ A "shell", model ${ }^{11,12}$ has been proposed to explain the experimental data obtained from finely dispersed powders of $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$, ${ }^{5}$ $\gamma-\mathrm{Fe}_{2} \mathrm{O}_{3},{ }^{6,7} \mathrm{CrFe}_{2} \mathrm{O}_{4},{ }^{8} \mathrm{CrO}_{2},{ }^{9} \quad \mathrm{NiFe}_{2} \mathrm{O}_{4}, \mathrm{Y}_{3} \mathrm{Fe}_{5} \mathrm{O}_{12}$, and $\mathrm{Dy}_{2} \mathrm{BiFe}_{5} \mathrm{O}_{12},{ }^{10}$ and $\mathrm{BaFe}_{12} \mathrm{O}_{19} .{ }^{11}$ According to this model the magnetic structure of the interior of a crystallite is analogous to or, perhaps, completely identical to the structure of a macroscopic crystal, while in a thin surface layer (i.e., in the shell) the magnetic moments are not in collinear alignment with the moments in the interior.

However, the shell model is by no means used everywhere to explain the experimental data; other approaches are used, as well. Thus, it has been assumed ${ }^{13}$ that on the surface of a $\mathrm{NiFe}_{2} \mathrm{O}_{4}$ particle there is an angular ordering of the spins with a set of stable configurations, which transforms to a spin-glass state as the temperature is lowered. A disordered shell has been assumed to exist in $\mathrm{CoFe}_{2} \mathrm{O}_{4}$ (Ref. 14) and $\mathrm{Fe}_{3} \mathrm{O}_{4}$ (Ref. 15) crystallites. Elsewhere, ${ }^{16}$ it has been assumed that noncollinear alignment of the spins in $\gamma-\mathrm{Fe}_{2} \mathrm{O}_{3}$
particles does not occur only on the surface. It has been conjectured ${ }^{17}$ that, in order to overcome the volume anisotropy and complete ordering of the magnetic moments along an external magnetic field, substantially higher fields will have to be applied than those used to prove the shell model. On the other hand, data on textured samples of $\gamma-\mathrm{Fe}_{2} \mathrm{O}_{3}$ in strong magnetic fields ${ }^{18}$ have been explained by the noncollinear ordering of the spins and it has also been shown ${ }^{18}$ that the incomplete ordering of the magnetic moments cannot be explained by a large volume magnetic anisotropy, as was assumed earlier. ${ }^{17}$

The use of finely dispersed powders for studying the properties of surfaces has permitted a major step toward understanding the importance of 'surface"' magnetism. But, it should be noted that the nonuniform sizes of a ensemble of particles, superparamagnetic effects, the strong dependence on fabrication techniques, etc., complicate the study of the properties of surfaces using finely dispersed powders. All these difficulties are eliminated when macroscopic crystals are used.

The predicted ${ }^{1}$ surface anisotropy was first observed in 1972 by Krinchik, et al. ${ }^{19}$ in an antiferromagnetic material with weak ferromagnetism. They ${ }^{19}$ proposed that macroscopic anisotropy of a surface layer can occur in magnetic materials where, compared to ferromagnetic materials, the energy of the demagnetizing field is small and there is no magnetic anisotropy in the basal plane, which increses the role of surface anisotropy. It is this situation which made it possible to observe a surface anisotropy for the first time in hematite, ${ }^{19}$ an antiferromagnetic material with weak ferromagnetism. Based on the experimental data, it was proposed ${ }^{19}$ that, within the confines of this surface anisotropic layer, which was referred ${ }^{19}$ to as "transitional," the orientation of the magnetic moments varies smoothly from the direction along which the moments are oriented inside the sample to the direction at the surface. Subsequently, an anisotropic surface layer was observed in macroscopic crystals of $\mathrm{FeBO}_{3},{ }^{20,21} \mathrm{ErFeO}_{3}$, and $\mathrm{TbFeO}_{3},{ }^{22}$ which also have weak ferromagnetism. It was found experimentally that the thickness of the transition surface layer is $\sim 500 \mathrm{~nm}$ for $\mathrm{FeBO}_{3}{ }^{20,21}$

Unique possibilities for experimental studies of the properties of the surface of macroscopic crystals are offered by the new technique of simultaneous gamma-ray, x-ray, and electron Mössbauer spectroscopy, which makes it possible to extract information about the state of the surface layer and interior of the crystal simultaneously and to compare the results immediately. ${ }^{23}$

Simultaneous gamma, x-ray, and electron Mössbauer spectroscopy yielded the first direct experimental verification of the existence of a transition surface layer with a thickness ${ }^{24}$ of $\sim 400 \mathrm{~nm}$ in macroscopic crystals of $\mathrm{Fe}_{3} \mathrm{BO}_{6}$ (which, like hematite, are antiferromagnetic with weak ferromagnetic). Layer-by-layer studies employing simultaneous gamma, x-ray, and electron Mössbauer spectroscopy showed ${ }^{24}$ that, as the iron ions move toward the crystal surface, the angle of deflection of their magnetic moments relative to their orientation inside the sample increases smoothly within the transition layer. Simultaneous gamma, x-ray, and
electron Mössbauer spectroscopy studies of the surface of $\mathrm{Fe}_{3-\delta} \mathrm{Ga}_{\delta} \mathrm{BO}_{6}$ crystals have shown that replacement of only $9 \%$ of the iron atoms by diamagnetic gallium ions increases the thickness of the transition layer by an order of magnitude. ${ }^{25}$

In studies of hexagonal type-M ferrites $\left(\mathrm{BaFe}_{12} \mathrm{O}_{19}\right.$, $\mathrm{SrFe}_{12} \mathrm{O}_{19}$, and $\mathrm{PbFe}_{12} \mathrm{O}_{19}$ ) by simultaneous gamma, x-ray, and electron Mössbauer spectroscopy, no transition surface layer with a magnetic structure different from that of the bulk crystal was observed. ${ }^{26}$ An analysis of model Mössbauer spectra showed that if a transition surface layer does exist in these type-M hexaferrites, then it cannot be more than a few nm thick. This is of the same order of magnitude as Néel's theoretical estimates ${ }^{1}$ and is substantially smaller than the experimental error, which is roughly 10 nm .

Therefore, the existence of a macroscopic surface layer (referred to in Refs. 21 and 22 as transitional) in antiferromagnetic materials with weak ferromagnetism has been convincingly demonstrated. Observing these layers on the surface of hexagonal type-M ferrites will require ${ }^{26}$ methods that can analyze surface layers within a few nm.

In this paper we study the magnetic structure of the surface layer in direct comparison with the structure inside macroscopic crystals of hexagonal type-M ferrites in which part of the iron ions have been replaced by diamagnetic ions. In stating the problem, we assumed that it was possible to observe a transitional surface layer experimentally in the substituted hexaferrites. Here is why: first, it is known ${ }^{27-29}$ that replacing a large fraction of the iron ions in type-M hexaferrites by diamagnetic $\mathrm{In}, \mathrm{Sc}, \mathrm{Ga}$, or Al ions gives rise to a noncollinear magnetic structure inside the crystal. Second, it has been shown ${ }^{25}$ that replacing only $9 \%$ of the iron ions in $\mathrm{Fe}_{3} \mathrm{BO}_{6}$ by diamagnetic Ga ions increases the thickness of the transition surface layer by an order of magnitude. This is because the inter-sublattice exchange bonds are weakened, owing both to the introduced diamagnetic ions and to the presence of a surface. For this reason, it was possible to assume that if a small part of the iron ions are replaced by diamagnetic ions (when a collinear magnetic structure is retained inside the sample), then a macroscopic surface layer with noncollinearly ordered magnetic moments can develop on the surface of macrocrystals of the hexagonal ferrites. Preliminary studies ${ }^{30}$ showed replacing a small number of the magnetic iron ions in the structure of the hexagonal ferrite $\mathrm{Sr}-\mathrm{M}$ by diamagnetic Al ions (chemical formula $\mathrm{SrFe}_{10.2} \mathrm{Al}_{1.8} \mathrm{O}_{19}$ ) gives rise to a layer with a thickness of $\sim 200 \mu \mathrm{~m}$ on the surface where the magnetic moments are noncollinear with those inside the sample.

For these studies we have chosen a hexagonal Ba-M ferrite in which part of the iron ions are replaced by diamagnetic Sc ions; the chemical formula is $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$. It has been shown ${ }^{27-29}$ that for substitutions $x<1.2$, the collinearity of the moments inside the crystal is preserved, while for $x>1.2$ the collinearity of the moments is disrupted inside the crystal. Thus, for concentrations $x=0.4$ and $x$ $=0.6$ of the diamagnetic ions, i.e., in crystalline $\mathrm{BaFe}_{11.4} \mathrm{Sc}_{0.4} \mathrm{O}_{19}$, and $\mathrm{BaFe}_{11.4} \mathrm{Sc}_{0.6} \mathrm{O}_{19}$, we could be sure that these amounts of scandium ions were well below the amount required to form a noncollinear structure inside the
sample so we could study the effect of this substitution on the properties of a thin surface layer.

## 2. MÖSSBAUER STUDIES OF MAGNETIC STRUCTURE IN CRYSTALS

Mössbauer spectroscopy is widely used in studies of the magnetic structure of materials because the magnetic moment $M$ of the iron ion is always oriented antiparallel to the effective magnetic field $H_{\text {eff }}$ at the nucleus. If the energy of the electrical interaction in the crystal is negligibly low and the levels are split owing to the magnetic hyperfine interaction, then the intensities of the components of the Zeeman sextuplet $A_{1}: A_{2}: A_{3}: A_{4}: A_{5}: A_{6}$ in the Mössbauer spectrum depend on the angle $\theta$ between the direction of the wave vector of the gamma-rays and the orientation of the effective magnetic field $H_{\text {eff }}$ at the nucleus of the iron ion (or the magnetic moment of the iron ion) as follows:

$$
\begin{align*}
& 3(1+\cos \theta): 4 \sin \theta:(1+\cos \theta):(1+\cos \theta): 4 \sin \theta: 4(1 \\
& +\cos \theta) . \tag{1}
\end{align*}
$$

Therefore, the ratio of the second or fifth $\left(A_{2,5}\right)$ lines of the Zeeman sextuplet corresponding to transitions with $\Delta m$ $=0$ to the intensity of the first or sixth line $\left(A_{1,6}\right)$ in the Mössbauer spectrum of a single crystal,

$$
\begin{equation*}
A_{2,5} / A_{1,6}=4 \sin ^{2} \theta /\left\{3\left(\cos ^{2} \theta+1\right)\right\}, \tag{2}
\end{equation*}
$$

can be used to determine the angle $\theta$ which specifies the orientation of the magnetic moments with respect to the gamma ray beam:

$$
\begin{align*}
\theta & =\arccos \left(\frac{4 A_{1,6}-3 A_{2,5}}{4 A_{1,6}+3 A_{2,5}}\right)^{1 / 2} \\
& =\arcsin \left(\frac{(3 / 2) A_{2,5} / A_{1,6}}{1+(3 / 4) A_{2,5} / A_{1,6}}\right)^{1 / 2} . \tag{3}
\end{align*}
$$

If the angle $\theta$ varies in the sample, then Eqs. (2) and (3) yield an average $\langle\theta\rangle$. Thus, Mössbauer spectroscopy can be used to determine the orientation of the magnetic moments in a crystal to rather high accuracy.

## 3. SIMULTANEOUS GAMMA, X-RAY, AND ELECTRON MOSSBAUER SPECTROSCOPY

The simultaneous gamma, x-ray, and electron Mössbauer spectroscopy technique proposed and described in Ref. 23 was used for the measurements. Simultaneous gamma, x-ray, and electron Mössbauer spectroscopy involves simultaneous detection of the Mössbauer spectra of radiation with different mean free paths in the material, specifically, gamma-rays, characteristic x-rays, and conversion and Auger electrons, which carry information on the properties of the crystal within its bulk, in a surface layer several $\mu \mathrm{m}$ thick, and in a surface layer with a thickness of $\sim 300 \mathrm{~nm}$, respectively. When a gamma-photon is absorbed an iron atom enters an excited state, and the reverse transition to the ground state is accompanied by the emission of a characteristic x-ray, as well as of conversion and Auger electrons. In simultaneous gamma, x-ray, and electron Mössbauer spectroscopy, the spectra of these x-rays and electrons are measured
in a backscattering geometry, together with the spectrum of the gamma-rays transmitted through the sample. The energy of an electron leaving the sample is lower when it leaves an atom that lies deeper in the sample. Simple proportional counters could be used ${ }^{32-34}$ for energy resolution of the electrons. Of course, the accuracy of the analysis of the layers in terms of thickness is much poorer than with electric or magnetic separators, ${ }^{35}$ but in a number of cases this accuracy is entirely sufficient, so that simultaneous gamma, x-ray, and electron Mössbauer spectroscopy using a proportional detector has been employed for layer-by-layer analysis of the surface layers down to thicknesses of less than $300 \mathrm{~nm} .{ }^{36}$

Therefore, simultaneous gamma, x-ray, and electron Mössbauer spectroscopy offers unique prospects for studying the state of the surface layer and interior of macroscopic crystals because of the following. First, the simultaneity of the tests means that the experimental conditions are the same for the surface layers and interior of the crystal. Second, simultaneous gamma, x-ray, and electron Mössbauer spectroscopy uses a single technique (the Mössbauer effect), so the experimental data on the properties of the surface layers and interior of a crystal can be compared directly.

Simultaneous gamma, x-ray, and electron Mössbauer spectroscopy was carried out using the automatic system of which a block diagram is shown in Fig. 1. The various radiations, specifically gamma rays, $x$ rays, and conversion and Auger electrons are detected by the counters $\Gamma, X$, and $E$, respectively in a universal three chamber detector. The signals from the counters were amplified, then discriminators set the thresholds for distinguishing the corresponding energies, and the resulting signals were sent to the corresponding memory buffers for the Mössbauer spectra.

## 4. EXPERIMENTAL RESULTS

The single crystal $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ hexaferrite samples for these studies were synthesized by spontaneous crystallization from a solution in a melt of $\mathrm{NaFeO}_{2}$. The chemical composition and identification of these crystals as ferrites with a type-M hexagonal structure were verified by x-ray analysis, chemical analysis, and the structure of the Mössbauer spectra. The degree of substitution of the iron ions was also determined from the dependence of the Curie temperature on the concentration of Sc . The Curie temperature was determined from the temperature dependences of the effective magnetic fields and by taking temperature scans with a fixed velocity of the gamma-ray source.

For the Mössbauer measurements, slabs in the form of disks with thicknesses of $\sim 80 \mu \mathrm{~m}$ and diameters $\sim 8 \mathrm{~mm}$ were cut from the single crystals. The crystallographic $C$ axis was oriented perpendicular to the plane of the slabs. Special attention was devoted to the surface quality of the crystals. Single crystals with a natural mirror facet were selected for studying the surface properties and subjected chemical polishing by etching for one minute in orthophosphoric acid at a temperature of $90^{\circ} \mathrm{C}$. Slabs of the ferrite $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ without Sc ion substitution were prepared simultaneously by this technique for use as control samples.

Simultaneous gamma, x-ray, and electron Mössbauer


FIG. 1. A block diagram of the automated system for simultaneous gamma-ray, x-ray, and electron Mössbauer spectroscopy. Items indicated in the figure include: $\Gamma, X$ and $E$, the detectors for, respectively, gamma rays, characteristic x rays, and secondary electrons, $S$ the gammaray source, the sample, oven (heater), B the Doppler modulator for the source motion, MG the motion generator, LVC a laser velocity calibrator, A amplifiers, D discriminators, M memory buffers, HV high voltage supplies, NFB negative feedback channel, and CC computer correction channel.
spectra were obtained experimentally at temperatures from 300 to 750 K . Figures 2, 3, and 4 show examples of spectra of the ferrites $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ with $x=0.4,0.6$, and 0 taken at room temperature with detection of gamma rays, as well as of conversion and Auger electrons. The Mössbauer spectra taken with the x rays carry information from a layer with a thickness of a few $\mu \mathrm{m}$ and are analogous to those taken with the gamma rays. Thus, we do not show the spectra taken in the x ray region in order to make the figures more clearly understandable. As can be seen from Figs. 2-4, the spectral lines are well resolved. This makes it possible to determine the parameters of the hyperfine interactions, as well as the orientations of the magnetic moments in the crystal, with high accuracy.

As Figs. 2(a), 3(a), and 4(a) show, the Mössbauer spectra of the ferrites with added Sc obtained by detecting the gamma rays are similar to the unsubstituted $\mathrm{Ba}-\mathrm{M}$ ferrite, except that the spectra of $\mathrm{BaFe}_{11.6} \mathrm{Sc}_{0.4} \mathrm{O}_{19}$ [Fig. 2(a)] and $\mathrm{BaFe}_{11.4} \mathrm{Sc}_{0.6} \mathrm{O}_{19}$ [Fig. 3(a)] contain additional well resolved lines corresponding to the $12 k^{\prime}$ sublattice. An analysis of the gamma resonance spectra [Figs. 2(a), 3(a), and 4(a)] showed that in the Zeeman sextuplets of each nonequivalent position, the intensities of the second and fifth lines, corresponding to transitions with $\Delta m=0$, are zero. This means that the angle $\theta$ equals zero and, therefore, that the magnetic moments of the iron ions occupying sites within the crystal are collinear with the wave vector of the gamma rays and the crystallographic $C$ axis. This pattern was observed over the entire temperature range studied and is in good agreement with data on the bulk properties of these crystals. ${ }^{37}$

The sections corresponding to velocities of $\pm 4$ and $\pm 5 \mathrm{~mm} / \mathrm{s}$ in the spectra with detection of conversion and

Auger electrons [Figs. 2(b) and 3(b)] contain low intensity lines that are clearly absent in the gamma-ray spectra [Figs. 2(a), 3(a), and 4(a)]. It should be noted that the intensities of these lines in the spectra of Fig. 2(b) are roughly a factor of 3 higher than the noise, and for the spectra of Fig. 3(b), the signal-to-noise ratio is still higher. An analysis of the spectra of the conversion and Auger electrons showed that these additional lines are the second and fifth components of the Zeeman sextuplets. This means that the magnetic moments of the iron ions occupying positions in a surface layer of thickness $\sim 200 \mathrm{~nm}$ are oriented at some angle $\theta$ to the direction of the gamma-ray wave vector and, therefore, to the $C$ axis. This pattern is observed up to temperatures of $\sim 600 \mathrm{~K}$, above which it is difficult to analyze the spectra because of the poor resolution of the lines. The deviation of the magnetic moments from the wave vector of the gamma rays $\langle\theta\rangle$ calculated using Eq. (3) from the spectra of the $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} O_{19}$ was $10^{\circ} \pm 2^{\circ}$ for $x=0.4$. When the concentration of Sc was raised to 0.6 , the angle $\theta$ increased to $17^{\circ}$ $\pm 2^{\circ}$, according to an analysis of the spectrum shown in Fig. 3(b). It should be noted that in these experiments it was not possible to determine the area within which the magnetic moments are deflected. The main result of these studies is the experimental fact that the magnetic moments of the iron ions within a surface layer of thickness $\sim 200 \mathrm{~nm}$ are noncollinear with the crystallographic $C$ axis, along which the magnetic moments of the iron ions occupying positions in the interior of the crystal are aligned.

In order to verify the correctness of this analysis of the Mössbauer spectra, we took spectra on single crystals that were inclined so that the $C$ axis formed an angle $\alpha$ with the wave vector of the gamma rays. Figures 2(c) and 3(c) show


FIG. 2. Room temperature Mössbauer spectra of single crystal hexaferrite $\mathrm{BaFe}_{11.6} \mathrm{Sc}_{0.4} \mathrm{O}_{19}$ : a and c with detection of gamma rays carrying information from the volume of the crystal, $b$ with detection of secondary electrons from a surface layer extending from 0 to 200 nm . For a and b the wave vector of the gamma rays is parallel to the crystallographic $C$ axis, while for c the wave vector of the gamma rays is directed at an angle of $28^{\circ}$ to the crystallographic $C$ axis.
examples of gamma resonance spectra obtained for $\alpha=28^{\circ}$ $\pm 2^{\circ}$. These figures show that when the magnetic moments deviate from the propagation direction of the gamma rays, lines of the Zeeman sextuplets corresponding to transitions with $\Delta m=0$ show up in the spectrum. The angle $\langle\theta\rangle$ calculated from the gamma-ray spectra shown in both Figs. 2(c) and 3(c) using Eq. (3) was $27^{\circ} \pm 2^{\circ}$. Therefore, to within the limits of error of the apparatus, the angle of inclination of the crystal, $\alpha$, and the calculated value of $\theta$ were in good agreement. Note that a comparison of the experimental spectra of Figs. 2(b) and 3(b) reveals good agreement between the positions on the velocity scale of the second and fifth lines of the gamma resonance spectra taken with an inclined crystal [Fig. 2(c) and 3(c)] and the second and fifth lines of the spectra obtained with detection of conversion and Auger electrons [Figs. 2(b) and 3(b)].

These results prove convincingly that, when diamagnetic Sc ions are introduced into $\mathrm{Ba}-\mathrm{M}$ crystals, a macroscopic surface layer with a thickness of $\sim 200 \mathrm{~nm}$ develops, within which the magnetic moments of the iron ions deviate from the direction of the crystallographic $C$ axis and from the direction of the spin moments of the iron ions which occupy sites in the interior of the crystal.

It might be assumed that the observed deviation of the magnetic moments is caused by "etching'" of magnetic ions from the surface layer during chemical polishing of the crystals that further reduces the exchange interaction energy in this layer. In order to test this hypothesis on single crystals of $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ prepared simultaneously with the $\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ by the same chemical polishing technique, we took the Mössbauer spectra shown in Fig. 4. As can be seen in Fig. 4, when the crystallographic $C$ axis is oriented parallel to the wave vector of the gamma rays, the second and fifth lines of the Zeeman sextuplets are absent in the spectra in which either electrons [Fig. 4(b)] or gamma rays [Fig. 4(a)] were detected. As a comparison, Fig. 4(c) also shows the Mössbauer spectrum obtained with detection of gamma radiation on the same single crystal slab of $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ inclined so that its $C$ axis was oriented at an angle of $\alpha=28^{\circ} \pm 2^{\circ}$ to the wave vector of the gamma rays. Figure 4(c) shows that the deviation in the direction of the magnetic moments from the propagation direction of the gamma rays has caused the lines from the Zeeman sextuplet corresponding to transitions with $\Delta m=0$ to appear. Equation (3) gives $\theta=30^{\circ} \pm 2^{\circ}$, in good agreement with the angle $\alpha$ set in the experiment. Thus, these experiments show convincingly that

our technique for preparing the sample surfaces does not cause any changes in the magnetic structure of the surface layer. This experiment also is an additional confirmation of the results of Ref. 26, where it was shown that, to within the experimental error of roughly 10 nm , there is no surface layer on $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ crystals with a magnetic structure different from that which exists in the interior of the crystal.

Let us consider the reasons for the deviation in the orientation of the magnetic moments in the surface layer from their direction in the interior of the crystal. The main orientational influence on the direction of the magnetic moments of individual sublattices ${ }^{37}$ is exerted by exchange interactions in the hexagonal block R between $\mathrm{Fe}(2 b)-\mathrm{O}-\mathrm{Fe}\left(4 f_{2}\right)$ and $\mathrm{Fe}\left(4 f_{2}\right)-\mathrm{O}-\mathrm{Fe}(12 k)$, which have fairly large bond angles ( $\sim 140^{\circ}$ and $130^{\circ}$, respectively). The corresponding $\mathrm{Fe}-\mathrm{O}$ distances are approximately 1.8 and $1.95 \AA$. The interactions correspond to the highest values of the exchange integrals. Since the $\mathrm{Fe}(2 b)-\mathrm{O}-\mathrm{Fe}\left(4 f_{2}\right)-\mathrm{O}-\mathrm{Fe}(12 k)$ interaction is somewhat stronger the chain consists of two exchange bonds, the spins of the $\mathrm{Fe}(2 b)$ and $\mathrm{Fe}(12 k)$ ions are oriented antiparallel to the spin of the $\operatorname{Fe}\left(4 f_{2}\right)$ ion, despite the strong opposing interaction between the $\mathrm{Fe}(2 b)$ and $\mathrm{Fe}(12 k)$ ions, for which the interaction angle is $\sim 125^{\circ}$, and
the Fe-O distances are 2.3 and $1.87 \AA$, respectively. In the spinel block, the interaction takes place in the usual manner, so that the mutual orientation of the magnetic moments is as shown in Table I. Iron ions in the $2 b$-position play a special role in the formation of such an axial structure, as well as of the magnetocrystalline anisotropy. This position has a strong intracrystalline field with a trigonal symmetry where the axis of symmetry coincides with the crystal axis. The importance of the contribution to the magnetic anisotropy of the iron ions occupying $12 k$ positions in the low symmetry octahedron (see Table I) has been noted previously. ${ }^{38}$

Neutron diffraction and Mössbauer studies of type-M hexagonal ferrites have shown ${ }^{27-29}$ that when iron ions in these ferrites are replaced by diamagnetic Sc ions, there a substantial change in the exchange interaction, even in compounds with a relatively small number of Sc ions. When the amount of Sc ions, $x>1.2$ a noncollinear magnetic structure appears. ${ }^{28}$ In the case of the Sc -substituted ferrite with $x$ $=1.8$, the magnetic moments of the blocks form a conical block helicoid, within each block of which the magnetic moments of the iron ions are collinear. ${ }^{28}$

The resonant absorption probabilities (Mössbauer effect) listed in Table I were calculated from the area under the lines


FIG. 4. Room temperature Mössbauer spectra of single crystal hexaferrite $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ : a and c with detection of gamma rays carrying information from the volume of the crystal, $b$ with detection of secondary electrons from a surface layer extending from 0 to 200 nm . For a and b the wave vector of the gamma rays is parallel to the crystallographic $C$ axis, while for c the wave vector of the gamma rays is directed at an angle of $28^{\circ}$ to the crystallographic $C$ axis.
in the experimental Mössbauer spectra. Table I implies that, to within the experimental error, the resonant absorption probabilities for $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ are in good agreement with the
number of ions in the corresponding sublattices of the unit cell of the crystal. The hyperfine interaction parameters obtained from the experimental Mössbauer spectra of

TABLE I. Distribution of $\mathrm{Fe}^{3+}$ ions over a unit cell, the surroundings and orientation of their spins in a type-M hexagonal ferrite, and the magnitude of the Mössbauer effect (area under the corresponding spectrum lines) for the hexaferrites $\mathrm{BaFe}_{12} \mathrm{O}_{19}, \mathrm{BaSc}_{0.4} \mathrm{Fe}_{11.6} \mathrm{O}_{19}$, and $\mathrm{BaSc}_{0.6} \mathrm{Fe}_{11.4} \mathrm{O}_{19}$ at room temperature.

| Sub- <br> lattices | Distribution of $\mathrm{Fe}^{3+}$ ions over the unit cell, surroundings, and spin orientations |  |  | Mössbauer effect |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ | $\mathrm{BaSc} \mathrm{c}_{0.4} \mathrm{Fe}_{11.6} \mathrm{O}_{19}$ | $\mathrm{BaSc}_{0.6} \mathrm{Fe}_{11.4} \mathrm{O}_{19}$ |
|  | Number <br> of ions | Surroundings | Direction of spins | Area, \% (Normalized to 24) | Area, \% (Normalized to 23.2) | Area, \% (Normalized to 22.8 ) |
| $12 k$ | 12 | octa | up | $12.4 \pm 0.2$ | $9.2 \pm 0.2$ | $7.3 \pm 0.3$ |
| $12 k^{\prime}$ |  |  |  | - | $0.7 \pm 0.2$ | $4.4 \pm 0.4$ |
| $4 f_{1}$ | 4 | tetra | down | $4.9 \pm 0.4$ | $4.1 \pm 0.3$ | $5.4 \pm 0.4$ |
| $4 f_{2}$ | 4 | octa | down | $3.9 \pm 0.2$ | $5.8 \pm 0.4$ | $3.6 \pm 0.4$ |
| $2 a$ | 2 | octa | up | $1.4 \pm 0.6$ | $2.2 \pm 0.4$ | $1.1 \pm 0.5$ |
| $2 b$ | 2 | tri- <br> gonal bipyramid | up | $1.4 \pm 0.2$ | $1.1 \pm 0.3$ | $0.9 \pm 0.2$ |

TABLE II. Effective magnetic fields $H_{\text {eff }}$, isomeric shifts $\delta$, and quadrupole splittings $\Delta E$ for $\mathrm{BaSc}_{x} \mathrm{Fe}_{12-x} \mathrm{O}_{19}$ at room temperature (the isomeric shift $\delta$ is taken relative to $\alpha-\mathrm{Fe}$ ).

| Sublattices | $H_{\text {eff }}$, kOe |  | $\delta, \mathrm{mm} / \mathrm{s}$ |  | $\Delta E, \mathrm{~mm} / \mathrm{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x=0$ | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] |
| $12 k$ | $416 \pm 1$ | $422 \pm 1$ | $0.34 \pm 0.01$ | $0.35 \pm 0.01$ | $0.42 \pm 0.01$ | $0.42 \pm 0.02$ |
| $4 f_{1}$ | $493 \pm 1$ | $495 \pm 1$ | $0.27 \pm 0.01$ | $0.29 \pm 0.02$ | $0.19 \pm 0.02$ | $0.09 \pm 0.04$ |
| $4 f_{2}$ | $520 \pm 3$ | $523 \pm 1$ | $0.38 \pm 0.01$ | $0.35 \pm 0.02$ | $0.27 \pm 0.01$ | $0.20 \pm 0.04$ |
| $2 a$ | $508 \pm 3$ | $508 \pm 3$ | $0.33 \pm 0.01$ | $0.31 \pm 0.02$ | $0.16 \pm 0.02$ | $0.11 \pm 0.04$ |
| $2 b$ | $403 \pm 5$ | $401 \pm 5$ | $0.30 \pm 0.02$ | $0.25 \pm 0.10$ | $2.07 \pm 0.04$ | $1.84 \pm 0.20$ |
| $x=0.4$ | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] |
| $12 k$ | $416 \pm 1$ | $422 \pm 1$ | $0.36 \pm 0.01$ | $0.35 \pm 0.01$ | $0.42 \pm 0.02$ | $0.43 \pm 0.02$ |
| $12 k^{\prime}$ | $324 \pm 1$ | $329 \pm 1$ | $0.37 \pm 0.01$ | $0.35 \pm 0.02$ | $0.42 \pm 0.02$ | $0.41 \pm 0.04$ |
| $4 f_{1}$ | $495 \pm 1$ | $488 \pm 1$ | $0.29 \pm 0.01$ | $0.30 \pm 0.01$ | $0.25 \pm 0.02$ | $0.16 \pm 0.03$ |
| $4 f_{2}$ | $519 \pm 1$ | $519 \pm 1$ | $0.46 \pm 0.01$ | $0.35 \pm 0.01$ | $0.32 \pm 0.02$ | $0.28 \pm 0.02$ |
| $2 a$ | $513 \pm 3$ | $514 \pm 1$ | $0.31 \pm 0.02$ | $0.30 \pm 0.03$ | $0.10 \pm 0.04$ | $0.18 \pm 0.06$ |
| $2 b$ | $402 \pm 5$ | - | $0.41 \pm 0.05$ | - | $2.05 \pm 0.10$ | - |
| $x=0.6$ | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] | [ $\gamma$ ] | [e] |
| $12 k$ | $413 \pm 1$ | $414 \pm 1$ | $0.37 \pm 0.01$ | $0.38 \pm 0.01$ | $0.41 \pm 0.02$ | $0.39 \pm 0.03$ |
| $12 k^{\prime}$ | $325 \pm 1$ | $327 \pm 2$ | $0.38 \pm 0.01$ | $0.35 \pm 0.03$ | $0.41 \pm 0.03$ | $0.36 \pm 0.06$ |
| $4 f_{1}$ | $486 \pm 1$ | $486 \pm 1$ | $0.31 \pm 0.01$ | $0.30 \pm 0.02$ | $0.24 \pm 0.02$ | $0.24 \pm 0.04$ |
| $4 f_{2}$ | $512 \pm 1$ | $514 \pm 1$ | $0.43 \pm 0.01$ | $0.33 \pm 0.02$ | $0.32 \pm 0.02$ | $0.41 \pm 0.04$ |
| $2 a$ | $505 \pm 2$ | - | $0.33 \pm 0.01$ | - | $0.12 \pm 0.02$ | - |
| $2 b$ | $406 \pm 3$ | - | $0.43 \pm 0.02$ | - | $2.03 \pm 0.05$ | - |

$\mathrm{BaFe}_{12-\delta} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ for $x=0,0.4$, and 0.6 are shown in Table II. The values listed in Table II are in good agreement with published data. ${ }^{37,39,40}$ A comparison of the hyperfine interaction parameters for $\mathrm{BaFe}_{12} \mathrm{O}_{19}$ and $\mathrm{BaFe}_{11.4} \mathrm{Sc}_{0.6} \mathrm{O}_{19}$ shows that the variation in these parameters for such an apparently negligible replacement of iron ions by Sc ions as $x=0.6$ is substantial, which is indicative of a selective positioning of the Sc ions.

The experimental spectra and the tables show that the behavior of the Sc ions gives rise to a $12 k^{\prime}$ sublattice and a drop in the intensities of the lines corresponding to iron ions in $2 b$ and $12 k$ positions. The formation of a $12 k^{\prime}$ sublattice can be explained by the fact that Sc ions occupy $2 b$ positions. Iron ions at the $12 k$ sites have six exchange interactions: three with iron ions at $4 f_{1}$ positions, two with Fe ions at $4 f_{2}$ positions, and one with Fe in the trigonal bipyramid. The appearance of diamagnetic Sc ions in the $2 b$ sites means that part of the Fe ions in the $12 k$ positions lose the $\mathrm{Fe}(2 b)-\mathrm{O}-\mathrm{Fe}(12 k)$ exchange coupling, while another part of the $\mathrm{Fe}(12 k)$ ions retains this coupling, so that a nonequivalent situation develops. The ratio of the numbers of ions in the $12 k$ - and $12 k^{\prime}$-positions will be proportional to the number of magnetic and nonmagnetic ions in $2 b$-positions.

Table I implies that the numbers of iron ions in $12 k$ and $12 k^{\prime}$ positions for $\mathrm{BaFe}_{11.4} \mathrm{Sc}_{0.6} \mathrm{O}_{19}$ are roughly in the ratio of $2: 1$. At the same time, if the Sc ions occupy only $2 b$-positions, then for the ferrite of this composition with $x$ $=0.6$, in the $2 b$ sublattice the ratio of the number of magnetic ions to nonmagnetic ions should, as discussed above, be $2: 3$, which is not really so. (See Table I.) Therefore, iron ions are not displaced by Sc ions only at $2 b$ positions, but also at other positions. As Table I implies, for a given $x$ there is roughly equal replacement of iron ions with opposite orientations of their magnetic moments, i.e., both iron ions at
$2 b$ sites upward orientations of their spin moments and iron ions with downward spins, which occupy $4 f$ sites, are replaced.

These data are consistent with the conclusions of Refs. 27-29, based on neutron diffraction data, that for low concentrations, the Sc ions are located at $2 b$ positions and for a degree of substitution of less than $30 \%, 4 f_{2}$ positions are occupied in addition to $2 b$ positions. The increase in the intensity of the lines corresponding to Fe ions in $4 f_{1}$ positions (Table I) should be attributed to the large error in the calculations of the poorly resolved sextuplets for iron ions in $4 f_{2}$ and $2 a$ positions. Localization of Sc ions in $2 b$ positions weakens the exchange bonds between the S and R blocks, so as the Sc content is changed by $\Delta x=1$, the Curie temperature falls by $160-170^{\circ}$, while when Al or Ga ions are introduced, the Curie temperature ( $T_{C}$ ) falls by $50-60^{\circ}$ when the substitution is raised by $\Delta x=1$. We have obtained values of the Curie temperature from the experimental data. For the ferrite with $x=0.6$, our value of $T_{C}$ was 647 K , in good agreement with other published data. ${ }^{40}$

To summarize the above discussion, in the crystals we have chosen, $\mathrm{BaFe}_{12-} \mathrm{Sc}_{\delta} \mathrm{O}_{19}$ for $x=0.4$ or 0.6, diamagnetic Sc ions displace iron ions in $2 b$ - and $4 f_{2}$-positions and, on forming magnetic bonds, facilitate the formation of a noncollinear magnetic structure. However, the amount of Sc ions ( $x=0.4$ or 0.6 ) is far from high enough to destroy the collinearity in the volume. ${ }^{27-29}$ In the surface layer of these crystals, the exchange interaction energy is reduced, both by the diamagnetic ions, and by the presence of the surface. Thus, for example, it has been shown ${ }^{25}$ that replacement of only $9 \%$ of the iron ions in $\mathrm{Fe}_{3} \mathrm{BO}_{6}$ by diamagnetic Ga ions increases the thickness of the "transition'" surface layer by almost a factor of 10 .

It has, therefore, been found experimentally for the first time that, when diamagnetic ions are introduced into hexago-
nal Ba-M ferrite crystals, a macroscopic surface layer with a thickness of $\sim 200 \mathrm{~nm}$ is formed, within which the magnetic moments of the iron ions are noncollinear with those of the iron ions at sites in the interior of the crystal. Thus, for the first time we have experimentally observed a surface layer in ferrites whose magnetic structure differs from that inside the crystal and whose existence was predicted theoretically by Néel in $1954 .{ }^{1}$
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# Characteristics of magnetic order in perovskite manganites $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ 

T. I. Arbuzova,*) I. B. Smolyak, S. V. Naumov, A. A. Samokhvalov, A. V. Mostovshchikov, and N. I. Solin<br>Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, 620219 Ekaterinburg, Russia (Submitted 26 May 1999)<br>Zh. Éksp. Teor. Fiz. 116, 1664-1675 (November 1999)<br>Solid solutions of the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ are synthesized, and their magnetic and electrical properties are investigated. As $x$ is increased, the crystal lattice changes symmetrically from an orthorhombic ( $x=0$ and $x=0.8$ ) to a cubic structure $(0<x \leqslant 0.6$ and $x=1)$. Nonstoichiometric $\mathrm{LaMnO}_{3}$ and compositions with a low Ca content $(0<x<0.4)$ are collinear ferromagnets. A metal-insulator transition is observed in them near the Curie temperature. Compositions with $0.6 \leqslant x \leqslant 0.9$ exhibit a semiconductor-type conductivity and an unual temperature behavior of the magnetization and the susceptibility with very distinct Curie and Neel temperatures. The magnetic properties of the solid solutions are explained on the basis of the model of ferro-antiferromagnetic phase separation. © 1999 American Institute of Physics. [S1063-7761(99)01211-1]

## 1. INTRODUCTION

The perovskite manganites $\mathrm{ABO}_{3}$ can be classified as magnetic semiconductors characterized by strong coupling between the electronic and magnetic subsystems. This coupling produces a number of unusual properties such as a metal-insulator transition, colossal magnetostriction, magnetic transitions of the antiferromagnetic-ferromagnetic type, charge ordering, and the formation of polarons. The electrical and magnetic properties of manganites are sensitive to changes in the crystal structure and deviations from stoichiometry. An external magnetic field can influence structural phase transitions. Manganites have been of special interest since the discovery of colossal magnetoresistance in them, and for this reason attention has been focused primarily on $\mathrm{La}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$ solid solutions in the composition range $x$ $<0.4$, which exhibit the highest magnetoresistances near the Curie temperature $T_{C}$. The range $x>0.5$ has been largely ignored. At the present time there is no consensus as to what causes the onset of colossal magnetoresistance in these compounds. It is often attributed to a double exchange mechanism, but this hypothesis is countered by a mechanism of indirect exchange and the two-phase ferro-antiferromagnetic state of degenerate antiferromagnetic semiconductors. Additional experimental data are needed to explain the entire gamut of physical properties of perovskites within the framework of a single model. The investigation of the magnetic properties of systems of $\mathrm{LaMnO}_{3}$-based solid solutions is
also of independent interest in regard to the physics of magnetic semiconductors, in particular, for explaining the exchange interaction mechanisms, the possibility of an inhomogeneous state, the formation of polarons, and the separation of the magnetic phases.

We have investigated the temperature and field dependence of the magnetization, susceptibility, and magnetoresistance of the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}(0 \leqslant x \leqslant 1)$, for which a continuous series of solid solutions exists.

## 2. SAMPLES AND MEASUREMENT PROCEDURE

The $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ samples were prepared by ceramic technology from as-delivered $\mathrm{La}_{2} \mathrm{O}_{3}, \mathrm{CaCO}_{3}$, and $\mathrm{Mn}_{3} \mathrm{O}_{4}$ powders (all of extreme purity). The samples were synthesized in two stages. The mixture was first annealed in air at $1300^{\circ} \mathrm{C}$ for 30 h . It was then ground and compacted into tablets, which were subjected to a second, 50-h anneal. X-ray analysis was performed on a DRON-2.0 x-ray diffractometer in $\mathrm{Cr} K_{\alpha}$ radiation. The samples were single-phase objects. The values of the lattice parameters of the samples are shown in Table I. The unit cell structures were orthorhombic for the $\mathrm{LaMnO}_{3}$ and $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$ compositions and were cubic for all others. The technological conditions can influence the crystal structure and physical properties of manganites; ${ }^{1}$ the $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$ and $\mathrm{La}_{0.4} \mathrm{Ca}_{0.6} \mathrm{MnO}_{3}$ samples were therefore subjected to another air anneal at $1400^{\circ} \mathrm{C}$ for 30 h , followed

TABLE I. Lattice parameters of manganites $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$.

| Composition | $x=0$ | $x=0.1$ | $x=0.2$ | $x=0.3$ | $x=0.4$ | $x=0.6$ | $x=0.8$ | $x=1$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Crystal | O | C | C | C | C | C | O | C |
| Lattice | $a=5.524$ |  |  |  |  | $a=5.334$ |  |  |
| parameters, $\AA$ | $b=7.788$ | 7.784 | 7.768 | 7.708 | 7.691 | 7.628 | $b=7.535$ | 3.731 |
|  | $c=5.402$ |  |  |  |  |  | $c=5.326$ |  |

Legend: O-orthorhombic structure; C—cubic structure.


FIG. 1. Temperature dependence of the magnetization in a static field $H=60$ Oe for $\mathrm{LaMnO}_{3}$ (1) and $\mathrm{CaMnO}_{3}$ (2).
by air hardening. Annealing and hardening did not alter the symmetry of the lattice, but the lattice parameters decreased.

The magnetic properties of the $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ solid solutions were measured in the temperature range $T$ $=77-600 \mathrm{~K}$ on a vibration magnetometer and a Faraday magnetic balance. The dc electrical conductivity and magnetoresistance were measured by a four-contact procedure on an automated system.

## 3. EXPERIMENTAL RESULTS

In the system of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ solid solutions the limiting compositions with $x=0$ and $x=1$ must be antiferromagnetic semiconductors with Néel temperatures $T_{N}$ $=139.5 \mathrm{~K}$ Refs. 2 and 3) and $T_{N}=131 \mathrm{~K}$ (Ref. 2), respectively. Deviations from stoichiometry can increase the conductivity and ferromagnetic ordering of the magnetic mo-
ments of Mn . Complications would most likely be encountered in trying to obtain samples of stoichiometric composition, because data on the characteristic temperature and field dependence of the magnetization $\sigma$ and the susceptibility $\chi$ of collinear antiferromagnets are all but nonexistent in the literature for $\mathrm{LaMnO}_{3}$ and $\mathrm{CaMnO}_{3}$. We have investigated the magnetic properties of a continuous series of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ solid solutions. The limiting compositions with $x=0$ and $x=1$ can be regarded as reference points in analyzing the influence of Ca substitution on the magnetic properties of $\mathrm{LaMnO}_{3}$.

Figure 1 shows temperature curves of the magnetization in a static magnetic field $H=60 \mathrm{Oe}$ for $\mathrm{LaMnO}_{3}$ and $\mathrm{CaMnO}_{3}$. It is evident that for $\mathrm{LaMnO}_{3}$ the $\sigma(T)$ curve has the typical form for ferromagnets, exhibiting a sharp drop in the magnetization near the Curie temperature $T_{C}$. For $\mathrm{CaMnO}_{3}$ the $\sigma(T)$ curve flattens out, suggesting inhomogeneity due to native defects ( $T_{C}=115 \mathrm{~K}$ ). The magnetic state of a sample at a fixed temperature can be estimated from the field dependence of the magnetization. Figure 2 shows the field dependence of the magnetization for compositions with $x=0$ and $x=1$ at temperatures of 77 K and 300 K . At room temperature the $\sigma(H)$ curves are generally linear for both compounds and extrapolate to zero, indicating the paramagnetic state. At 77 K the field curves have a nonlinear form, as is characteristic of the ferromagnetic ordering region. By extrapolating these $\sigma(H)$ curves to $H=0$ from the region of the para-process, we have estimated the saturation magnetizations: $\sigma_{s}=73.8 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$ for $\mathrm{LaMnO}^{3}$ and $\sigma_{s}=1.35 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$ for $\mathrm{CaMnO}_{3}$. The theoretical values of the saturation magnetization at $T=0$ for ferromagnetically ordered spins of the $\mathrm{Mn}^{3+}(S=2)$ in $\mathrm{LaMnO}_{3}$ are $\sigma_{\text {theor }}=92.4 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$, and for the spins of $\mathrm{Mn}^{4+}$ ions $(S=3 / 2)$ in $\mathrm{CaMnO}_{3}$ we have $\sigma_{\text {theor }}=117.2 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$. In contrast with $\mathrm{LaMnO}_{3}$, for which the theoretical and experimental values of $\sigma_{s}$ are fairly close together (taking into account the Bloch-law decrease of $\sigma_{s}$ as $T$ increases), the


FIG. 2. Field dependence of the magnetization at $T=77 \mathrm{~K}$ (dark symbols) and 300 K (light symbols) for $\mathrm{LaMnO}_{3}$ (curves 1 and 3 , left scale) and $\mathrm{CaMnO}_{3}$ (curves 2 and 4, right scale).


FIG. 3. Phase diagram of the magnetic and electronic states of the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ (Ref. 4): $\mathrm{AFMI}=$ antiferromagnetic insulator; FMI—ferromagnetic insulator; FMM—ferromagnetic metal; PMI—paramagnetic insulator.
experimental value of $\sigma_{s}$ for $\mathrm{CaMnO}_{3}$ at 77 K is two orders of magnitude lower than the theoretical value. The reason for this low value of $\sigma_{s}$ is that a large part of the sample exists in the antiferromagnetic state, or else the measurement temperature is close to $T_{C}$, and long-range ferromagnetic order significantly damages thermal excitations.

Schiffer, Ramirez et al. ${ }^{4,5}$ have plotted a phase diagram of the magnetic and electronic states of the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$. According to this diagram (Fig. 3), compositions having a low doping level, $x<0.2$, must be ferromagnetic insulators with $T_{C}=160-180 \mathrm{~K}$. As the $\mathrm{Ca}^{2+}$ concentration is increased $(0.2<x<0.5)$, the solid solutions become conducting ferromagnets with high $T_{C} \leqslant 270 \mathrm{~K}$ and almost total saturation of the magnetization at $T=0$. For these compositions we have observed a metal-insulator transition and colossal magnetoresistance in the vicinity of $T_{C}$. In the interval $0.5<x<1$ the solid solutions must be nonconducting antiferromagnets.

We have measured the resistivity $\rho(T)$ of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ samples in the temperature range $77-300 \mathrm{~K}$ in magnetic fields $H \leqslant 20 \mathrm{kOe}$. The temperature dependence of $\rho$ at $H=0$ and $\left(\rho_{H}-\rho_{0}\right) / \rho_{0}$ at $H=20 \mathrm{kOe}$ are shown in Fig. 4. The metal-insulator transition is observed for compositions with $x \leqslant 0.3$. The maximum negative magnetoresistance near the transition point is $55 \%$. The magnetoresistance decreases with increasing distance from the transition temperature. Samples with $x>0.3$ exhibit a semiconductor-type conductivity over the entire temperature range. Their magnetoresistance is substantially lower.

Magnetic measurements have shown that our samples with a low Ca content are ferromagnets. Temperature curves of the magnetization in a field $H=60 \mathrm{Oe}$ for $\mathrm{La}_{0.9} \mathrm{Ca}_{0.1} \mathrm{MnO}_{3}$ and $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ are shown in Fig. 5. The Curie temperatures determined by the kink method are $T_{C}=170 \mathrm{~K}$ ( $x$ $=0.1)$ and $T_{C}=205 \mathrm{~K}(x=0.3)$. Field curves of the magnetoresistance for these samples at $T=77 \mathrm{~K}$ and $T=300 \mathrm{~K}$ (above and below $T_{C}$ ) are shown in Fig. 6. Clearly, at 300 K both samples are in the paramagnetic state. At 77 K the
$\sigma(H)$ curves exhibit nonlinear behavior. The saturation magnetizations obtained by extrapolation to $H=0$ are $\sigma_{s}=74.1 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$ for $x=0.1$ and $\sigma_{s}=81.9 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}$ for $x=0.3$, which are lower than the theoretical values of completely ferromagnetically ordered spins of $\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{4+}$ ions, $\quad \sigma_{s}^{\text {theor }}=93.9 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g} \quad(x=0.1) \quad$ and $\sigma_{s}^{\text {theor }}=97.5 \mathrm{G} \cdot \mathrm{cm}^{3} / \mathrm{g}(x=0.3)$.

The magnetization exhibits unusual behavior in solid solutions with compositions $0.6 \leqslant x \leqslant 0.9$. Figure 7 shows temperature curves of the magnetization in various magnetic fields for compositions with $x=0.6$ and $x=0.8$. In weak fields the $\sigma(T)$ curves have the usual form for ferromagnets with $T_{C}=113 \mathrm{~K}(x=0.6)$ and $T_{C}=98 \mathrm{~K}(x=0.8)$. Increasing the magnetic field not only spreads out the phase transition, but also causes the magnetization and the susceptibility to acquire maxima above $T_{C}$. Maxima of $\sigma$ and $\chi$ can be observed in antiferromagnets near $T_{N}$, in ferromagnets with $T_{N}>T_{C}$ (Ref. 7), or in spin glasses near the freezing point $T_{f}$. To test the onset of the spin-glass state in these solid solutions, we have measured the dependence $\sigma(T)$ and $\chi(T)$ in two regimes: zero-field cooling and cooling in a magnetic field. None of the characteristic spin-glass hysteresis effects are observed at $T>140 \mathrm{~K}$.

The temperature dependence of the susceptibility in fields $H=4.5 \mathrm{kOe}$ and 8.9 kOe for $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$ is shown in Fig. 8. We see that the sample exists in the paramagnetic state above 300 K , because the reciprocal susceptibility obeys the Curie-Weiss law with a paramagnetic Curie temperature $\Theta=142 \mathrm{~K}$ and $\mu_{\text {eff }}=3.93 \mu_{B}\left(\mu_{\text {eff }}^{\text {theor }}=4.1 \mu_{B}\right)$. The susceptibility maximum near 200 K is probably associated with the Néel temperature. When the temperature is lowered from the high- $T$ range, the sample goes from the paramagnetic to the antiferromagnetic state. In the paramagnetic range the susceptibility of antiferromagnets does not depend on the magnetic field. In the magnetically ordered range ( $T$ $<T_{N}$ ) the susceptibility of antiferromagnets depends on the field, and the higher the field $H$ the lower the value of $\chi$ (Ref. 8). We have observed a qualitatively similar pattern in $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$. It is noteworthy that data on the magnetic properties of $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$, obtained on the vibration magnetometer and magnetic balance, are in good agreement [see Figs. 7(b) and 8].

The temperature dependence of the magnetization of manganites is influenced not only by the magnetic field, but also by native defects. For example, the heat treatment of samples with $x=0.6$ and 0.8 at $1400{ }^{\circ} \mathrm{C}$ and subsequent air hardening greatly suppress the magnetization in the lowtemperature range $T<150 \mathrm{~K}$. The magnetization maximum in the interval $200-250 \mathrm{~K}$ becomes more pronounced, but its position on the $T$ axis stays the same.

## 4. DISCUSSION

Magnetic oxides with a perovskite structure $\mathrm{ABO}_{3}$ have important bearing on the experimental investigation of $180^{\circ}$ superexchange through anions, because they are devoid of direct cation-cation exchange and $90^{\circ}$ superexchange. The interaction between identical magnetic ions other than JahnTeller ions $\left(\mathrm{Mn}^{3+}, \mathrm{Cr}^{3+}\right.$, and $\left.\mathrm{Cu}^{2+}\right)$ is antiferromagnetic, so


FIG. 4. Temperature dependence of the resistivity at $H=0$ (a) and the magnetoresistance in a field $H=20 \mathrm{kOe}$ (b) for $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ : (1) $x=0$; (2) $x=0.1$; (3) $x=0.2$; (4) $x=0.3$; (5) $x=0.4$; (6) $x=0.6$; (7) $x=0.8$.
that the majority of $3 d$-perovskites are semiconducting antiferromagnets. The ideal $\mathrm{ABO}_{3}$ structure is cubic ( Pm 3 m ), but perovskites usually have an orthorhombic or rhombohedral lattice because of Jahn-Teller effects. The symmetry of the lattice is dictated by the relative dimensions of the ions and its tendency toward close-packing. Jahn-Teller effects play an important role in magnetic exchange interactions.

The magnetic properties of $\mathrm{LaMnO}_{3}$-based perovskites were first studied by Jonker and van Santen. ${ }^{9}$ They discovered that when $\mathrm{La}^{3+}$ ions are replaced by alkaline-earth (A) $\mathrm{Ca}^{2+}, \mathrm{Sr}^{2+}$, and $\mathrm{Ba}^{2+}$ ions, $\mathrm{La}_{1-x} \mathrm{~A}_{x} \mathrm{MnO}_{3}$ solid solutions in the composition range $0.2<x<0.4$ become ferromagnets with a high Curie temperature $T_{C}<280 \mathrm{~K}$ and metallic conductivity. The onset of ferromagnetism in doped manganites, as in pure $\mathrm{LaMnO}_{3}$ with an oxygen excess, was identified with the presence of $\mathrm{Mn}^{4+}$ ions and was attributed to the competition of weak ferromagnetic exchange between $\mathrm{Mn}^{3+}$ ions, strong antiferromagnetic exchange between $\mathrm{Mn}^{4+}$ ions, and strong ferromagnetic exchange between $\mathrm{Mn}^{4+}$ and $\mathrm{Mn}^{3+}$ ions. ${ }^{10}$ Zener ${ }^{14}$ has called attention to the high electrical conductivity of high $-T_{C}$ compositions and, to account for the onset of ferromagnetism, has proposed a mechanism of double exchange with the migration of $d$-electrons between
$\mathrm{Mn}^{4+}$ and $\mathrm{Mn}^{3+}$ ions. However, it has been shown experimentally ${ }^{11}$ that ferromagnetism is possible in nonconducting $\mathrm{LaMnO}_{3}$ for Mn ions of the same valence. The author associates ferromagnetism with the elimination of JahnTeller lattice distortion and the tendency of the lattice toward cubic symmetry.

Goodenough ${ }^{12}$ has presented a qualitative theory of $180^{\circ}$ superexchange with allowance for the covalent bond, which depends on the distance. The degree of covalence exerts a strong influence on exchange interaction and $p$-type conductivity. The critical distances between magnetic ions for the transition of localized $3 d$ states to nonlocalized states have been determined, and semiempirical rules have been formulated for the signs and magnitudes of the superexchange parameters. According to the Goodenough-Kanamori rules, superexchange interaction is antiferromagnetic for small lattice parameters, when the overlap integral of $3 d$ orbitals of magnetic ions is a maximum. For large lattice parameters, weak contact of $3 d$ orbitals, and a zero overlap integral, superexchange must be ferromagnetic. Consequently, for manganites devoid of Jahn-Teller ordering $\mathrm{Mn}^{4+}-\mathrm{O}_{2}-\mathrm{Mn}^{3+}$ and $\mathrm{Mn}^{3+}-\mathrm{O}_{2}-\mathrm{Mn}^{3+}$ interactions have a ferromagnetic charac-


FIG. 5. Temperature dependence of the magnetization for $\mathrm{La}_{0.9} \mathrm{Ca}_{0.1} \mathrm{MnO}_{3}$ (1) and $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}$ (2) in a field $H=60 \mathrm{Oe}$.
ter. On the basis of the theory of $180^{\circ}$ superexchange and an analysis of experimental data on the magnetic, electrical, and crystallographic properties of perovskites Goodenough has constructed a semiempirical phase diagram for the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ (Refs. 12 and 13). According to this diagram, compositions with $x<0.2$ must have orthorhombic symmetry and canted (noncollinear) antiferromagnetic order, those with $0.2<x<0.4$ have rhombohedral symmetry and ferromagnetic order, and compositions with $0.5<x<0.9$ have tetragonal symmetry and antiferromagnetic order.

In the nineties manganites aroused interest after colossal magnetoresistance was discovered in them. The magnetoresistance peak in magnetic semiconductors is normally observed near the Curie temperature and can attain large values. At the present time there is no consensus as to what causes the onset of magnetoresistance. Colossal magnetoresistance is attributed either to a double exchange mechanism ${ }^{14,15}$ or to indirect exchange and the separation of ferromagnetic and antiferromagnetic phases. ${ }^{16}$ It should be noted that the double and indirect exchange mechanisms are qualitatively similar, but differ in the number of free carriers.


FIG. 6. Field dependence of the magnetization at 77 K (dark symbols) and 300 K (light symbols) for $\mathrm{La}_{0.9} \mathrm{Ca}_{0.1} \mathrm{MnO}_{3}(1,3)$ and $\mathrm{La}_{0.7} \mathrm{Ca}_{0.3} \mathrm{MnO}_{3}(2,4)$.

The replacement of $\mathrm{La}^{3+}$ ions by divalent nonmagnetic ions or an oxygen excess produces $\mathrm{Mn}^{4+}$ ions, creating ferromagnetic order and generating free charge carriers (holes). Both mechanisms account for the colossal magnetoresistance and ferromagnetism in manganites, but when double exchange occurs, the magnetic state at $T<T_{C}$ must be homogeneous (collinear ferromagnetism or canted antiferromagnetism). When the Nagaev mechanism is active, the magnetic state is two-phase in the range $T<T_{C}$. The spatial separation of the ferromagnetic and antiferromagnetic phases should be manifested in the magnetic properties of manganites.

To date many papers have been published on the magnetic, electrical and crystallographic properties of manganites, but the data can differ even for identical compositions, because native defects have a strong influence on these properties. The investigation of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ samples prepared by the same technology with different compositions $x$ and an



FIG. 7. Temperature dependence of the magnetization for $\mathrm{La}_{0.4} \mathrm{Ca}_{0.6} \mathrm{MnO}_{3}$ (a) and $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$ (b) in various magnetic fields: (1) $H=50 \mathrm{Oe}$; (2) 5 kOe ; (3) 10 kOe ; (4) 13 kOe ; (5) 2 kOe ; (6) 5 kOe ; (7) 8 kOe ; (8) 10 kOe . The scales of $\sigma$ differ for two curves: 1:3 for curve $1 ; 1: 10$ for curve 4 .


FIG. 8. Temperature dependence of the susceptibility and the reciprocal susceptibility for $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$ in fields $H=4.5 \mathrm{kOe}$ (1) and $H=8.9 \mathrm{kOe}$ (2).
analysis of published data are helpful in separating the influence of doping from that of native defects.

The magnetic properties of our solid solutions concur qualitatively with the phase diagrams of Goodenough and Ramirez, but a number of anomalies are found. Undoped $\mathrm{LaMnO}_{3}$ exhibits the properties of a collinear homogeneous ferromagnet below $T_{C}=193 \mathrm{~K}$ (Figs. 1 and 2. This high value of $T_{C}$ is probably associated with the presence of $\mathrm{Mn}^{4+}$ ions resulting from native defects. The high conductivity of this sample and the transition from conductivity of the semiconductor type to the metallic type near $T_{C}$ indicate the presence of a fair number of free carriers (Fig. 4). Doped samples in the range $x<0.4$ are also ferromagnets. They have a cubic structure, high magnetoresistance, and a very distinct metal-insulator transition. The magnetic and electrical properties of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}(x<0.4)$ can be explained on the basis of a modified double-exchange model. ${ }^{15}$ The diffuseness of the magnetic phase transition is attributable to spin polarons. In the high-temperature range the formation of spin polarons is more favorable energetically than the homogeneous paramagnetic state. The polarons are small and do not overlap in space. The system as a whole remains paramagnetic, because the directions of the magnetic moments fluctuate. As the temperature is lowered the dimensions of the spin polarons increase and they begin to overlap. As a result electrons localized near the magnetic moments become delocalized, and the system goes over to the homogeneous ferromagnetic state.

As mentioned above, $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ in the range $0.5<x<1$ should be antiferromagnetic. Our samples with $0.6 \leqslant x \leqslant 0.9$ exhibit properties of both antiferromagnets and ferromagnets with sharply defined Curie and Néel temperatures (Figs. 7 and 8). We identify the magnetization and susceptibility maxima in the temperature interval $T$ $=200-250 \mathrm{~K}$ with the Néel temperature, because in the temperature interval $T_{C}<T<T_{N}$ the magnetization depends linearly on the field, and the hysteresis effects typical of a spin glass to not occur. Our values of $T_{N}$ are in good agreement with the data of Ref. 4 , which gives $T_{N}=255 \mathrm{~K}$ for the composition $x=0.6$ and $T_{N}=205 \mathrm{~K}$ for $x=0.75$. However, if the entire sample existed in the antiferromagnetic state for $T$ $<T_{N}$, the susceptibility would either have to decrease or remain constant as the temperature decreased. The abrupt
increase in $\sigma$ and $\chi$ for $T<100 \mathrm{~K}$, the nonlinear form of the magnetization curve at 77 K , and the nature of the temperature dependence of $\sigma$ in a weak magnetic field indicate the presence of a ferromagnetic phase at low temperatures. The extrapolation of the reciprocal susceptibility to positive $\Theta$ also reveals strong ferromagnetic interaction between the magnetic moments. The magnetic properties of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}(0.6 \leqslant x \leqslant 0.9)$ can be explained on the basis of the Nagaev theory ${ }^{16}$ for the two-phase state of degenerate antiferromagnetic semiconductors. The presence of $\mathrm{Mn}^{4+}$ and $\mathrm{Mn}^{3+}$ ions makes the system amenable energetically to partition into conducting and insulating regions. In the conducting regions the carrier density is high enough to establish magnetic order. However, the entire crystal is still semiconducting (Fig. 4), because a large fraction of the regions exist in the antiferromagnetic insulator state. At low temperatures the magnetization of the crystal is determined by the magnetization of the ferromagnetic regions, because the magnetization of the antiferromagnetic regions is close to zero. In the ferromagnetic regions the total magnetization decreases as the Curie temperature is approached. In the intermediate temperature range $T_{C}<T<T_{N}$ the ferromagnetic phase exists in the paramagnetic state, and the antiferromagnetic phase is in the magnetically ordered state. The total susceptibility is the superposition of these contributions. In the high-temperature range $T>T_{N}$ the entire sample goes over to the paramagnetic state.

The form of the temperature curves of the magnetization and the susceptibility of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ manganites is dictated by the ratio of the volumes of the ferromagnetic and antiferromagnetic phases. Our investigations have shown that reducing the oxygen content of samples with $x=0.6$ and 0.8 by heat treatment causes the volume of the ferromagnetic phase to decrease, and the ferromagnetic contribution to be suppressed. As a result of heat treatment, these samples acquire the typical dependence $\sigma(T)$ for antiferromagnets, i.e., when the temperature is lowered, $T<T_{N}$, the magnetization decreases and is not very large in the limit $T \rightarrow 0$, consistent with the data of Ref. 4.

The partition into ferromagnetic and antiferromagnetic phases can also occur in samples having a Ca content $x$ $<0.5$. The deviation of the saturation magnetic moment of these samples from the theoretical value can be elicited by the presence of the antiferromagnetic phase. However, the advent of antiferromagnetic properties is masked by the ferromagnetic phase. Possible causes of this behavior are the small volume of the antiferromagnetic phase, the hundred- or thousandfold lower magnetization and susceptibility of antiferromagnets relative to ferromagnets, and low Néel temperatures, $T_{N}<T_{C}$.

## 5. CONCLUSION

We have shown that the symmetry of the crystal lattice of the system $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ is lowered from orthorhombic to cubic when the concentration of divalent Ca ions in the system is increased. Replacing a portion of the $\mathrm{La}^{3+}$ ions by $\mathrm{Ca}^{2+}$ ions in the range of low concentrations $x$, like devia-
tions from stoichiometric composition, increases the conductivity and suppresses ferromagnetism. The maximum values of the Curie temperature $T_{C}$, the saturation magnetization, and the magnetoresistance are observed at $x=0.3$. With a further increase in the content of $\mathrm{Ca}^{2+}$ ions the Curie temperature, the magnetization, and the resistivity decrease. Especially noteworthy are compositions close to the formula $\mathrm{La}_{0.2} \mathrm{Ca}_{0.8} \mathrm{MnO}_{3}$, for which maxima of the magnetization and the susceptibility are observed above $T_{C}$. The occurrence of coexisting ferromagnetic and antiferromagnetic properties with very distinct Curie and Néel temperatures confirms the existence of two magnetic phases-one ferromagnetic and one antiferromagnetic. The magnetic properties of the complete system of $\mathrm{La}_{1-x} \mathrm{Ca}_{x} \mathrm{MnO}_{3}$ solid solutions $(0<x<1)$ can be explained on the basis of the model of indirect exchange and separation of magnetic phases.
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A real-time investigation of the explosive decomposition of heavy-metal azides is reported. A multichannel instrument configuration designed specifically for the goals of the study is described; it is capable of measuring the transient conductivity and the spectral and kinetic characteristics of the luminescence and absorption of exploding samples with nanosecond time resolution. New phenomena are discovered and analyzed in detail: the predetonation conductivity and predetonation luminescence of heavy-metal azides. The conductivity of silver azide in the predetonation state is used to make an experimentally justified decision as to whether the explosion is driven by a thermal or chain mechanism, in favor of the latter. The sumtotal of the new data provides the basis for the development of an experimentally justified model of predetonation luminescence and the explosive decomposition process of heavy-metal azides, including the following principal stages: hole trapping by a cation vacancy, reconstruction of the center as a result of chemical reaction with the formation of a quasi-local hole state in the valence band, hole detrapping from the reconstructed center, carrier multiplication as a result of impact ionization by hot holes, and reconstruction of a local state in the bandgap, thereby establishing conditions for repetition of the investigated chain of processes. © 1999 American Institute of Physics. [S1063-7761(99)01311-6]

## 1. INTRODUCTION

For close to half a century now scientists have been intrigued by the explosive decomposition of heavy-metal azides (HMAs). ${ }^{1}$ The applied aspect of this unflagging interest is related to the fact that the HMAs are the simplest and, hence, the most exhaustively studied representatives of initiating agents and serve as a model object for this class of systems. ${ }^{2}$

The theoretical aspect of the problem runs much deeper. Until recently it has been impossible to reliably detect a single instance of a branched chain reaction involving quasiparticles in a solid. The explosive decomposition of HMAs is indeed of major interest from this perspective. ${ }^{3,4}$

By the early eighties a wealth of experimental data had been accumulated, and basic notions as to the mechanism underlying the explosive decomposition of HMAs had been formulated (see the survey in Ref. 2), laying the foundation for the majority of subsequent research on the problem. ${ }^{5,6}$ In our opinion, however, an analysis of these experimental data and the explosive decomposition models developed from them justify a lingering sense of dissatisfaction.

Culling out papers aimed at narrowly confined applications, we discern two experimental approaches to the study of the explosive decomposition of HMAs.

1. The first approach is to investigate slow HMA decomposition processes in exposure to heat, light, ionizing radiations, electric fields, and magnetic fields. ${ }^{6,7}$ Obviously, the applicability of data from these studies for the construction of a realistic model of explosive decomposition is highly problematical. ${ }^{3,4}$
2. The second approach involves experiments designed
to investigate explosive decomposition directly. These experiments are set up according to the following scheme. ${ }^{2,8}$ An explosion is initiated by an impulsive action (shock, a light pulse, an accelerator pulse, etc.). The goal is then to record either the event of an explosion ${ }^{2}$ or, better, the time interval (induction period) between the initiating pulse and the instant of explosion as determined from the accompanying flash of light ${ }^{8}$ or fragmentation of the sample (using high-speed motion pictures). ${ }^{2}$ Clearly, in this experimental setup only certain global parameters of the process are recorded, and the main event is excluded from the researcher's field of vision, viz.: the changes in the characteristics of the sample (or phenomena accompanying these changes) during the evolution of explosive decomposition.

The situation is reminiscent of circumstances in solidstate radiation physics prior to the advent of highly timeresolved spectroscopy techniques, which made feasible the real-time recording of short-lived states; such states are what define, in the final analysis, the physics of radiationstimulated processes in solids. ${ }^{9}$

The lack of adequate experimental data imparts a speculative quality to existing concepts as to the mechanism of explosive decomposition of HMAs. ${ }^{2,5}$ According to these concepts, the energy transformations of an explosion are established by the exothermic reaction

$$
\begin{equation*}
2 \mathrm{~N}_{3} \rightarrow \mathrm{~N}_{6} \rightarrow 3 \mathrm{~N}_{2}+Q . \tag{1}
\end{equation*}
$$

Quantum-mechanical calculations (for isolated $\mathrm{N}_{3}$ radicals) give $Q \approx 9-12 \mathrm{eV}$ (Ref. 2). In a solid this reaction is possible if two holes are trapped at contiguous lattice sites. A cation vacancy is regarded as the most likely site for such trapping. ${ }^{5}$ The development of an explosion requires that at


FIG. 1. Block diagram of the experimental configuration for the investigation of explosive decomposition. (a) General block diagram: (1) sample; (2) excitation source (laser or electron accelerator); (3) source of the probe light; $(4,5,6)$ optical, acoustic, and electrical signal recording channels, respectively. (b) Block diagram of the signal recording channels: (1) acoustic sensor; (2) oscilloscope; (3) television counting device; (4) interface; (5) computer; (6) conductivity measurement cell; (7) spectrum instrument (monochromator or spectrograph); (8) photomultiplier; (9) photoelectron detector
least some of the energy $Q$ be spent in the reproduction and multiplication of holes. Various multiplication scenarios are considered. Most authors assume that the energy $Q$ is released in the form of phonons and that lattice heating underlies the thermal generation of several electron-hole pairs. ${ }^{2,8}$ A so-called 'thermal explosion'" occurs in this case. ${ }^{10} \mathrm{~A}$ minority of authors ${ }^{5}$ advocate the notion of "chain explosion" (Ref. 10). The possible mechanism of hole multiplication is considered to be photomultiplication, ${ }^{5}$ or the production of a hot hole directly as a result of the reaction (1) with subsequent multiplication by shock ionization. ${ }^{11}$ It must be emphasized that even the very fundamental idea of the reaction (1) as a decisive factor in the explosive decomposition of HMAs, apart from any consideration of the chain or thermal character of the explosion, lacks experimental confirmation.

In our opinion, the entire foregoing discussion indicates that the only road to progress in understanding the mechanism of explosive decomposition of HMAs is the development of new experimental approaches that can be used to record in real time the variations of the characteristics (physical properties) of a sample during an explosion. As the foundation for such an experimental approach we have adopted pulse techniques used in radiation physics, ${ }^{9}$ modifying them as necessary in application to the specific attributes of the investigation of explosive samples. The results of the implementation of this approach and an explosive decomposition model proposed on the basis of those results make up the content of the present article.

## 2. OBJECTS AND PROCEDURE

The objects chosen for the investigation were azides of silver $\mathrm{AgN}_{3}$, thallium $\mathrm{TlN}_{3}$, and lead $\mathrm{Pb}\left(\mathrm{N}_{3}\right)_{2}$. The azides were prepared in powder form by dual-jet crystallization. ${ }^{12}$ The concentrations of the main impurities ( $\mathrm{Fe}, \mathrm{Si}, \mathrm{Ca}, \mathrm{Mg}$, $\mathrm{Al}, \mathrm{Na}$ ) were determined polarographically and by complexometric analysis; they were less than $10^{16}-10^{17} \mathrm{~cm}^{-3}$.

The investigated thallium and lead azide samples were pressed tablets of diameter 10 mm and thickness $300-400$ $\mu \mathrm{m}$ for the thallium azide and 2.5 mm and $30-40 \mu \mathrm{~m}$ for the lead azide. The silver azide samples were whiskers with characteristic dimensions $0.1 \times 0.05 \times 10 \mathrm{~mm}$ and 'macrocrystals" with characteristic dimensions $0.5 \times 3 \times 3 \mathrm{~mm}$. The crystals were grown from solution by a procedure described in Ref. 12. The density of cation vacancies in the crystals was less than $10^{16} \mathrm{~cm}^{-3}$ (Ref. 12).

The instrument configuration used in the study (Fig. 1) is
based on the principles of experimental pulsed radiolysis and photolysis techniques. ${ }^{9}$

The sources of excitation (initiation) are a GIN-600 high-current electron accelerator (effective electron energy 300 keV , current density $1000 \mathrm{~A} / \mathrm{cm}^{2}$, and pulse duration 3 $\mathrm{ns})$ and a YAG: $\mathrm{Nd}^{3+}$ laser $(\lambda=1064 \mathrm{~nm}$, pulse duration 30 ps , and pulse energy $0.5-30 \mathrm{~mJ}$ ).

The recording apparatus is made up of several synchronized channels.

The optical channel consists of an ISP-51 spectrograph or MSD-1 monochromator and a photomultiplier (FEU-97, FÉU-165-1, 14 ÉLU-FM) or FÉR-7 image-converter streak camera. The photomultiplier output signal is sent to the input of an oscilloscope (S7-8, S7-19); the output of the streak camera is sent through a television counting device utilizing an LI-702 Superkremnikon (a highly sensitive image iconoscope) and then through an interface directly into a computer for processing. The spectral range spanned by the optical channel is $250-1000 \mathrm{~nm}$, and the time resolution is 10 ns or better. By using a spectrograph-chronograph system (instead of the usual monochromator-photomultiplier combination) in the optical channel it is possible to obtain the relaxation pattern of a segment of the spectrum ( $\sim 400 \mathrm{~nm}$ ) within one pulse ("spectrum-in-pulse" rather than the customary '"point-by-point spectrum'" technique ${ }^{9}$ ), a feature that is essential to the investigation of explosive ('one-time only'') samples.

In the conductivity channel the current through the sample is recorded from the voltage drop across the oscilloscope input resistance, which is connected in series with the sample. When an S8-12 oscilloscope is used, the time resolution is 7 ns and is determined by the oscilloscope; for the S7-19 high-speed oscilloscope the time resolution of the channel is limited by the parameters of the measurement cell and is $\sim 0.3 \mathrm{~ns}$

In the acoustic signal channel the sample is attached to the input window of an acoustic sensor in the form of a piezoelectric detector with an intrinsic time resolution $\sim 1 \mathrm{~ns}$. The signal from the acoustic sensor is sent to an oscilloscope.

The channels are synchronized by means of references pulses generated by the input of an initiating pulse to a detector (scattered light from a laser pulse incident on a photodetector, direct action of a laser pulse on the acoustic sensor, etc.). The time-referencing error limits of the signals of the various channels are $\pm 3 \mathrm{~ns}$. A detailed description of the equipment configuration used in the investigation is given in Refs. 3, 4, 13, 14.


FIG. 2. Kinetics of the explosive conductivity of $\mathrm{AgN}_{3}$ crystals: (a) complete oscillogram of the current pulse; (b) initial segment of the explosive conductivity pulse (predetonation conductivity): (1) conductivity; (2) leading edge of the acoustic signal; (c) approximation of the kinetics by Eq. (3): the solid curve is calculated from Eq. (3), and the dots represent the values of $n$ calculated from the experimental values of $\sigma(\sigma=e n \mu$, $\mu=10 \mathrm{~cm}^{2} \cdot \mathrm{~V}^{-1} \cdot \mathrm{~s}^{-1}$,) and $t_{0}$ and $n_{0}$ are the time and number density corresponding to the emergence of a current signal that can be reliably detected.

## 3. EXPLOSIVE CONDUCTIVITY

The first series of experiment to find and investigate the conductivity of HMAs during explosive decomposition (explosive conductivity) was set up as follows. A silver azide whisker with characteristic transverse dimensions 100 $\times 150 \mu \mathrm{~m}^{2}$ was mounted in an air (or vacuum) gap between electrodes of width 2 mm . The explosion was initiated by a laser pulse. Uniform initiation was ensured by making the beam cover the entire length of the interelectrode gap and having the energy of the exciting photons ( $\lambda=1064 \mathrm{~nm}$ ) fall within the transparency region of the crystal (optical width of the silver azide bandgap $\sim 3.5 \mathrm{eV}$, thermal width $\sim 1.5 \mathrm{eV}$, Ref. 15)

### 3.1. Predetonation conductivity

A typical profile of the explosive conductivity pulse is shown in Fig. 2a. The simplest explanation of the observed kinetics is that the rise of the conductivity in the first peak is associated with the still intact crystal (predetonation conductivity), the decay of the first peak corresponds to rupture of the discontinuity of sample due to growing stresses induced by decomposition, and the next rise is associated with the conductivity of the explosion products (plasma).

The next series of experiments was set up to test this hypothesis. A sample was mounted with its lateral face against the input window of the acoustic sensor to permit
synchronous measurement of the conductivity signal and the acoustic signal. The onset of the sample deformation that eventually results in its mechanical fragmentation (explosion) was determined from the leading edge of the acoustic sensor signal.

The sample conductivity preceding the leading edge of the acoustic signal (Fig. 2b) corresponds to the intact sample, i.e., it can be identified with the predetonation conductivity. A detailed analysis of the observed predetonation conductivity reveals the following behavior.

1. As the energy of the initiating pulse is varied in the interval $3-10 \mathrm{~mJ}$, the induction period (the time interval between the initiating pulse and the onset of predetonation conductivity) decreases monotonically and attains 20 ns .
2. The amplitude and shape of the predetonation conductivity pulse do not depend on the energy of the initiating pulse.
3. The maximum values of the recorded current pulses correspond to predetonation conductivities $\sim 1000 \Omega^{-1}$ . $\mathrm{cm}^{-1}$.
4. The current-voltage curves measured from the maxima of the current pulses are linear.

### 3.2. Chain-reaction explosive decomposition

The fundamental problem of the nature of the explosive decomposition of HMAs (chain or thermal ${ }^{16}$ ) can be judged on the basis of the reported data.

We estimate the density of band carriers at the maximum $\left(\sim 10^{3} \Omega^{-1} \cdot \mathrm{~cm}^{-1}\right)$ recorded predetonation conductivities. We invoke the well-known relation $\sigma=e n \mu$, where $\sigma$ is the conductivity, $e$ is the electron charge, $n$ is the density of band carriers (in light of the approximate nature of the estimate, we make no distinction between electrons and holes), and $\mu$ is the drift mobility.

For $\mu \approx 10 \mathrm{~cm}^{2} \cdot V^{-1} \cdot \mathrm{~s}^{-1}$ (Ref. 7) the conductivity $\sigma$ $=10^{3} \Omega^{-1} \cdot \mathrm{~cm}^{-1}$ corresponds to $n \approx 5 \cdot 10^{20} \mathrm{~cm}^{-3}$.

The resulting estimate of $n$ as an approximation of the characteristic values for metals indicates the very unusual state of the material in the predetonation phase, which can probably be regarded as a special kind of phase transition. This value of $n$ can serve as a reference point from which to make an experimentally justified decision between the concepts of thermal and chain explosions of HMAs.

We analyze whether the value $n \approx 5 \cdot 10^{20} \mathrm{~cm}^{-3}$ is realistic from the standpoint of the thermal mechanism of explosion. The thermal width of the silver azide bandgap is $E_{g}$ $\approx 1.5 \mathrm{eV}$ (Ref. 15). Assuming the approximations $n$ $\approx n_{0} \exp \left(-E_{g} / k T\right)$ and $n_{0} \approx 10^{22} \mathrm{~cm}^{-3}$, we infer that the value $n \approx 5 \cdot 10^{20} \mathrm{~cm}^{-3}$ corresponds to $T \approx 7000 \mathrm{~K}$. We need not be troubled by the crudeness of the estimate, because attempts to include such factors as the decrease in mobility with increasing temperature, the influence of electronelectron scattering, the true density of states, etc., can only raise the required values of $T$. The value obtained for $T$ is totally unrealistic inasmuch as the melting point of silver azide is $\sim 523 \mathrm{~K}$ (Ref. 2). Consequently, the experimental values of $\sigma$ in the predetonation state unequivocally rule out the thermal mechanism of explosive decomposition and can
be regarded as direct experimental proof that the explosion of HMAs is a chain reaction.

### 3.3. Kinetics of the predetonation conductivity

The confirmation of the chain-reaction character of the explosion of HMAs underscores the urgent need to analyze the kinetics of the growth of the predetonation conductivity as a mirror of the kinetics of the evolution of a chain reaction of explosive decomposition. ${ }^{1)}$

The following equation represents the simplest version of a quantitative description of kinetics of the type in Fig. 2(c):

$$
\begin{equation*}
d n / d t=\alpha n-\beta n^{2} \tag{2}
\end{equation*}
$$

where $n$ is the density of holes (electrons).
The solution of Eq. (2) subject to the initial condition $n\left(t_{0}\right)=n_{0}$ is

$$
\begin{equation*}
n(t)=\frac{\exp \left(\alpha\left(t-t_{0}\right)\right)}{n_{\infty}^{-1}\left(\exp \left(\alpha\left(t-t_{0}\right)\right)-1\right)+n_{0}^{-1}}, \tag{3}
\end{equation*}
$$

where $n_{\infty}$ is the density on the plateau, and $t_{0}$ and $n_{0}$ are the time and density at which the conductivity attains a value that can be reliably measured. The value of $n$ in Fig. 2(c) is calculated from the relation $\sigma=e n \mu$ with $\mu \approx 10 \mathrm{~cm}^{2} \cdot \mathrm{~V}^{-1} \cdot \mathrm{~s}^{-1}$ (Ref. 7). We emphasize that the parameters $t_{0}, n_{0}$, and $n_{\infty}$ in Eq. (3) are evaluated directly from the experimental curve, and the only fitting parameter is $\alpha$. For all the investigated samples $\alpha$ lies in the interval $10^{8}-10^{9} \mathrm{~s}^{-1}$, and $\beta$ lies in the interval $10^{-11}-10^{-12} \mathrm{~cm}^{3} \cdot \mathrm{~s}^{-1}$.

The good approximation of the experimental curves [Fig. 2(c)] by Eq. (3) casts doubt on the widely accepted ${ }^{2,5}$ (but unproved) opinion that the main exothermic reaction of the HMA decomposition is bimolecular. Indeed, the simplest interpretation of Eq. (2), whose solution is given by Eq. (3), is that the growth (branching) of the chain is governed by a monomolecular process $(\alpha n)$, and its breaking is a bimolecular process $\left(\beta n^{2}\right)$.

To advance a sensible hypothesis as to the nature of the corresponding processes, it is helpful to analyze the experimental values $\alpha \sim 10^{8}-10^{9} \mathrm{~s}^{-1}$ and $\beta \sim 10^{-11}-10^{-12} \mathrm{~cm}^{3} \cdot \mathrm{~s}^{-1}$. The simplest approach is to start with $\beta=\mathrm{v} S_{r}$, where v is the thermal electron (hole) velocity, and $S_{r}$ is the cross section of the process induced by breaking of the chain. For $\mathrm{V} \sim 10^{7} \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ we have $S_{r}$ $\approx 10^{-18}-10^{-19} \mathrm{~cm}^{2}$. These values are typical of indirect interband recombination, ${ }^{17}$ i.e., the simplest interpretation of bimolecular breaking of the chain, $\beta n^{2}$, is the interband recombination of electrons and holes.

The simplest interpretation of the linear growth of a chain $\alpha n$ is the trapping of a hole by a point defect. In this case $\alpha=\mathrm{v} S_{l} N$, where V is the thermal velocity, $S_{l}$ is the capture cross section, and $N$ is the density of defects. For $\mathrm{v} \approx 10^{7} \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ and $N \approx 10^{15} \mathrm{~cm}^{-3}$ (the usual density of cation vacancies in silver azide whiskers) we obtain $S_{l} \sim 10^{-14} \mathrm{~cm}^{2}$, i.e., the characteristic capture cross section for trapping by an attractive center. ${ }^{18}$


FIG. 3. Kinetics of the explosive luminescence of $\mathrm{AgN}_{3}$ whiskers ( $\lambda=550 \mathrm{~nm}$, laser pulse initiation, crystal mounted on the input window of the acoustic sensor); the solid curve represents the laser signal, and the dashed curve represents the leading edge of the acoustic signal.

On the basis of these results, therefore, we can advance what seems to us an adequately grounded hypothesis: The growth of the chain reaction of explosive decomposition of HMAs is governed by a monomolecular process: the capture of holes by cation vacancies, and breaking of the chain is governed by the bimolecular interband recombination of electrons and holes.

## 4. EXPLOSIVE LUMINESCENCE

The shape of the light pulse accompanying the explosive decomposition of a heavy-metal azide (Fig. 3) resembles the shape of the current pulse [Fig. 2(a)] and suggests that this luminescence has two components: predetonation luminescence (the first maximum) and luminescence of the explosion products (the next rise). In any case, the part of the luminescence leading the onset of the acoustic signal (Fig. 3) is unquestionably associated with the intact sample and can be identified as predetonation luminescence.

### 4.1. Predetonation luminescence and luminescence of the explosion products

Figure 4 shows a streak photograph, taken from the screen of the FÉR camera, of time-resolved spectra of the explosive luminescence of an $\mathrm{AgN}_{3}$ crystal. Two essentially different types of luminescence are clearly distinguished in this streak photograph: initially wideband luminescence of the sample followed by discrete-line luminescence of the explosion-generated plasma.

In the spectra of the plasma generated by explosion of the HMA we can identify metal lines (silver, thallium, and lead), along with certain nitrogen lines ${ }^{19}$ (see Table I). An unidentified line in the vicinity of 770 nm is also observed in all the HMAs.

The wideband luminescence is the most interesting component from our point of view (Fig. 5). The spectrum of this luminescence (or at least part of it) cannot be described by the Planck formula, attesting to the nonthermal character of the process. This conclusion is further corroborated by the qualitative appearance of the spectrum (especially for thallium azide) (Fig. 5) and the nature of the kinetics (decay of the signal intensity before onset of the plasma spectrum; see Fig. 4). All told, these considerations mean that the light radiation preceding the explosion can definitely be identified as predetonation luminescence. ${ }^{19-21}$


FIG. 4. Streak photograph of the explosive luminescence spectrum of a $\mathrm{AgN}_{3}$ macrocrystal, reproduced from the screen of the image-converter streak camera: (a) predetonation luminescence region; (b) region of luminescence of the explosion products; the $\lambda$ and $t$ axes indicate the direction of increasing wavelength and time over the screen.

We now discuss certain properties of this luminescence, which are essential to the understanding of its nature and the mechanism of explosive decomposition on the whole.

1. In all the objects the short-wavelength boundary of the luminescence lies in the transparency region. Attempts to detect shorter-wavelength luminescence by means of more sensitive equipment have been in vain. ${ }^{3,4,16}$ This result means that the photomultiplication process discussed in Ref. 5 can be eliminated below as a possible mechanism of hole multiplication.
2. A large part of the predetonation luminescence spectrum corresponds to a photon energy greater than the thermal width of the HMA bandgap ( $\sim 1-1.5 \mathrm{eV}$; Ref. 15). We must therefore be dealing with hot luminescence. ${ }^{22}$ This is a rigorous assertion for the part of the spectrum with $\hbar \omega>E_{g}$. For the part of the spectrum with $\hbar \omega<E_{g}$ the statement is a

TABLE I. Identification of lines in the luminescence spectra of HMA decomposition products.

| Material | Band No. | Spectral line, nm | Identification |
| :---: | :---: | :---: | :---: |
| $\mathrm{AgN}_{3}$ | 1 | 523 | $\mathrm{Ag}(521 \mathrm{~nm})$ |
|  | 2 | 548 | Ag (546.5 nm) |
|  | 3 | 595 | $\mathrm{N}(594 \mathrm{~nm})$ |
|  | 4 | 769 | Unidentified line |
|  | 5 | 834 | $\mathrm{N}(822 \mathrm{~nm})$ |
| $\mathrm{PbN}_{6}$ | 1 | 505 | $\mathrm{N}(505 \mathrm{~nm})$ |
|  | 2 | 523 | Unidentified line |
|  | 3 | 592 | $\mathrm{N}(593 \mathrm{~nm})$ |
|  | 4 | 679 | $\mathrm{N}(672 \mathrm{~nm})$ |
|  | 5 | 724 | Pb (722 nm) |
|  | 6 | 773 | Unidentified line |
|  | 7 | 828 | $\mathrm{N}(822 \mathrm{~nm})$ |
| $\mathrm{TlN}_{3}$ | 1 | 532 | $\mathrm{Tl}(535.046 \mathrm{~nm})$ |
|  | 2 | 588 | $\mathrm{N}^{+}(593.179 \mathrm{~nm}+594.167 \mathrm{~nm})$ |
|  | 3 | 651 | $\mathrm{Tl}(654.977 \mathrm{~nm})$ |
|  | 4 | 747 | Unidentified line |
|  | 5 | 815 | $\mathrm{N}(818.816 \mathrm{~nm})$ |
|  | 6 | 870 | Unidentified line |

conjecture, and arguments supporting it will be given below in our discussion of the predetonation luminescence model.
3. Synchronous measurements of the predetonation conductivity and the predetonation luminescence show that this luminescence is observed in the range of very high band carrier densities $\left(\sim 10^{20} \mathrm{~cm}^{-3}\right)$. ${ }^{13,16}$ Even at far lower densities defect-related luminescence saturation effects are usually observed. ${ }^{22}$ (Recall that the concentration of impurities in the as-prepared samples is less than $10^{17} \mathrm{~cm}^{-3}$.) Moreover, processes of absorption by band carriers become significant at such densities. ${ }^{22}$ Essentially structureless predetonation absorption has been observed experimentally in silver azide. ${ }^{23}$ It is highly probable that the decay of the predetonation luminescence intensity prior to the onset of plasma luminescence (Fig. 4) is attributable to resorption processes. This conjecture will be proved in Sec. 4.2.
4. It has been shown ${ }^{2}$ that the mechanical fragmentation of a sample is preceded by partial melting. Consequently, predetonation luminescence is observed at close to meltingpoint temperatures, at which luminescence is usually extinguished. ${ }^{18,22}$

### 4.2. Kinetics of predetonation luminescence

The kinetics of the recorded predetonation luminescence signal (Fig. 3) does not reflect the true kinetics of this luminescence and definitely not the kinetics of explosive decomposition. This disparity is associated with the following considerations.

1. The true luminescence kinetics is distorted by resorption processes.
2. The nonuniform excitation of the macrosamples used in several experiments can have the effect of superimposing the kinetics of propagation of the reaction zone through the sample (detonation wave) on the basic chain-reaction kinetics.

To rule out the influence of these factors, we have performed experiments involving synchronous measurements of the predetonation luminescence and the absorption of silver azide whiskers in the presence of laser pulse initiation ( $\lambda$


FIG. 5. Predetonation luminescence of HMAs: (a) $\mathrm{AgN}_{3}$; (b) $\mathrm{Pb}\left(\mathrm{N}_{3}\right)_{2}$; (c) $\mathrm{TlN}_{3}$.
$=1064 \mathrm{~nm}$ ). Using this type of excitation and whisker crystals enabled us, as in the measurements of the predetonation conductivity, to make the excitation uniform and thus preclude the influence of detonation processes. The synchronous measurement of luminescence and absorption (at one wavelength) also provided a means for taking into account the distortion of the luminescence signal kinetics due to resorption, i.e., to determine the true luminescence kinetics (Fig. $6)$.

Resorption is taken into account by the expression ${ }^{24}$

$$
\begin{equation*}
I(t)=I_{r}(t) D(t)(1-\exp (-D(t)))^{-1}, \tag{4}
\end{equation*}
$$

where $I_{r}(t)$ is the recorded luminescence intensity (luminescence signal), and $D(t)$ is the optical density of the sample.

The resorption-corrected luminescence kinetics is found to be represented by a curve that levels off into a plateau [(Fig. 6(b)] and is very similar to the kinetics of the predetonation conductivity (Fig. 2). The similarity is more than outward appearance. The corrected luminescence kinetics, as in the case of the predetonation conductivity (Fig. 2), is well approximated by the solution of the equation

$$
\begin{equation*}
\frac{d I}{d t}=\alpha I-\beta I^{2} \tag{5}
\end{equation*}
$$

which has the form

$$
\begin{equation*}
I(t)=\frac{\exp \left(\alpha\left(t-t_{0}\right)\right)}{I_{\infty}^{-1}\left(\exp \left(\alpha\left(t-t_{0}\right)\right)-1\right)+I_{0}^{-1}}, \tag{6}
\end{equation*}
$$

where $t_{0}$ is the time at which $I(t)$ attains a value $I_{0}$ that can be reliably measured, and $I_{\infty}$ is the value of $I(t)$ on the plateau. As in the case of the predetonation conductivity, the value of the constant $\alpha$ in Eqs. (5) and (6) lie in the interval $\alpha=10^{8}-10^{9} \mathrm{~s}^{-1}$ for different samples.

In our opinion, the agreement of the predetonation conductivity and luminescence kinetics is a very important fact and indicates that they reflect the kinetics of the basic process: explosive decomposition. This fact must be taken into account in constructing a model of predetonation luminescence and explosive decomposition on the whole.

### 4.3. Model of predetonation luminescence

The predetonation luminescence properties are such that the range of possible models of the phenomenon can be narrowed down considerably.

Above all, the condition $\hbar \omega>E_{g}$ and the absence of temperature extinction of this luminescence rule out all the kinds of luminescence associated with local centers. ${ }^{18,22}$

Comparison of the spectra of the pre-explosion luminescence with the band structure data ${ }^{15,23,25}$ also serves to rule out such forms of fundamental luminescence as edge, exciton, and cross-luminescence. ${ }^{18,22,26}$

Consequently, of all the known types of luminescence from solids, the only remaining candidate is intraband luminescence due to radiative transitions of hot electrons and holes within the conduction or valence band, respectively. ${ }^{22,27}$ However, we have not been able to discern any reasonable correlation between the band structure of the in-


FIG. 6. Predetonation luminescence kinetics of a silver azide whisker at $\lambda=550 \mathrm{~nm}$ (laser pulse initiation): (a) luminescence signal (solid curve) and optical absorption (dashed curve); (b) luminescence kinetics with allowance for resorption, calculated from the experimental values of the luminescence signal and the optical density according to Eq. (4) (dashed curve) and calculated according to Eq. (6) (solid curve); $t_{0}$ is the time at which the luminescence signal attains a value $I_{0}$ that can be reliably detected.
vestigated objects and the predetonation luminescence spectra, which is one of the basic methods used to identify intraband luminescence. ${ }^{27}$

An altogether different picture emerges when the valence band is assumed to contain quasi-local hole states. If a level corresponding to a quasi-local hole state is present in the interior of the valence band at a distance of 3.2 eV from the top of the valence band in silver azide, at 3.4 eV in thallium azide, or at 3.6 eV in lead azide, a distinct correlation is observed between the luminescence maxima and the density-of-state peaks (Fig. 7). ${ }^{2)}$ However, attempts to obtain an analogous correlation for a level corresponding to a quasilocal hole state in the conduction band have failed.

The sum total of these considerations has led us to propose, as a model of predetonation luminescence, intraband radiative transitions of valence-band electrons into quasilocal hole states situated in the depth of the valence band (Fig. 7). Inasmuch as the lifetime of a hole in a quasi-local hole state is at most $\sim 10^{-14} \mathrm{~s}$ (Ref. 28), these states must be generated continuously during explosive decomposition.

At this time we do not see any alternative explanation for predetonation luminescence. The proposed model nicely accounts for all the observed properties of this luminescence. It is extremely unlikely that the correlations of the positions of the luminescence maxima for the three objects (two maxima in silver and lead azides, and four maxima in thallium azide) are accidental. We therefore assume that the adequacy of the proposed model, if not proved directly, is highly probable.

One other remark has very important bearing on the what follows. The detrapping of holes from a quasi-local hole state produces hot holes, which can cause hole multiplication as a result of impact ionization ${ }^{18}$ and, hence, to the development of a chain reaction.

## 5. MODEL OF THE EXPLOSIVE DECOMPOSITION OF HEAVY-METAL AZIDES

We first state the main principles on which the model of explosive decomposition must be based.

1. The chain-reaction character of explosive decomposition has been proved experimentally (Sec. 3.2). The decomposition kinetics is described on the assumption that the growth of the chain is linear, and its breaking is a quadratic process (Secs. 3.3 and 4.2).
2. Experimental estimates of the cross sections (Sec. 3.3) support the assumption that the branching of the chain (hole multiplication) is determined by the trapping of holes by a cation vacancy, and breaking of the chain is determined by indirect interband recombination.
3. Photomultiplication of holes is not a contributing factor in the growth of the chain. The principal mechanism of hole multiplication is the impact ionization of hot holes formed in detrapping from a quasi-local hole state (Secs. 4.1 and 4.2).

The chain reaction of the decomposition of HMAs does not cause molecular nitrogen to form in the crystal. ${ }^{3,6,7}$

These experimentally substantiated principles can be used to formulate the main questions that need to be an-


FIG. 7. Comparison of the spectra of predetonation luminescence (a) and the density of states in the valence band (b) for silver, thallium, and lead azides; $E_{1}$ and $N_{1}$ are the scales for the density of states, $E_{2}$ and $N_{2}$ are the scales for the predetonation luminescence spectrum, and $E_{0}$ is the position of the quasi-local level for best correlation between the maxima of the predetonation luminescence spectrum and the density of states; the arrows indicate optical transitions of valence-band electrons into a quasi-local state.
swered (at least at the level of a working hypothesis) by the proposed model.

1. What are the processes by which hole trapping by a



FIG. 8. Main stages of the $\mathrm{AgN}_{3}$ explosive decomposition reaction.
cation vacancy leads to the formation of an actual quasi-local hole state?
2. How is the reproduction of cation vacancies (or the centers that take their place) maintained during decomposition? What is the necessary condition for the experimentally observed invariance of the quantity $\alpha$ in Eq. (2) as the density of band holes is varies in the interval $10^{18}-10^{20} \mathrm{~cm}^{-3}$ ?

A proposed monohole chain-reaction model (in application to silver azide) satisfying the stated requirements is shown schematically in Fig. 8. The figure shows only the main processes underlying chain growth and terminating in the production of a hot hole and the restoration of a local level in the bandgap. The well-known processes of impact ionization by hot holes, ${ }^{18}$ which cause hole multiplication, and interband electron-hole recombination, ${ }^{22}$ which causes the chain to break, are omitted to avoid cluttering the figure unnecessarily. For the same reason, neither are the radiative transitions responsible for luminescence shown, as they do not affect the energy behavior of the process. The total process in question is conveniently divided into three stages.

1. Hole trapping at a cation vacancy (Fig. 8). The parameters characterizing the process have been established in Sec. 3.2: $S_{l} \sim 10^{-14} \mathrm{~cm}^{2} ; \tau \sim 10^{-9} \mathrm{~s}$. The end result of this stage is the transformation of an extended (detrapped) state (band hole) into a radical trapped at a cation vacancy, i.e., the formation of a nonequilibrium $\left(V_{c}, \mathrm{~N}_{3}^{0}\right)$ cluster. Inasmuch as the duration of this stage greatly exceeds the duration of the subsequent stages, it is the stage that controls the kinetics of the process.
2. Formation of quasi-local hole states due to reconstruction of the $\left(V_{c}, \mathrm{~N}_{3}^{0}\right)$ cluster in interaction with neighboring $\mathrm{N}_{3}^{-}$and $\mathrm{Ag}^{+}$ions. We an assume that the reconstruction process begins with the formation of a molecular bond between a $\mathrm{N}_{3}^{0}$ radical trapped at a vacancy and a neighboring $\mathrm{N}_{3}^{-}$ion $\left(\mathrm{N}_{3}^{0}+\mathrm{N}_{3}^{-} \rightarrow \mathrm{N}_{6}^{-}\right)$. This process is analogous to the well-studied self-trapping of holes in alkali-halide crystals. ${ }^{18,29}$ (Quantum-chemical calculations of the reaction $\mathrm{N}_{3}^{0}+\mathrm{N}_{3}^{-} \rightarrow \mathrm{N}_{6}^{-}$for isolated radicals and data on the experimental observation of short-lived $\mathrm{N}_{6}^{-}$radicals in solutions by pulsed photolysis are given in Ref. 30). Unlike alkali-halide crystals, however, the completion of this reconstruction process most likely has the effect of 'smearing' the hole wave function throughout a ( $V_{c}, \mathrm{~N}_{6}, \mathrm{Ag}$ ) cluster. (An analogous process occurs in AgCl , in which the self-trapped hole is a $\left(\mathrm{AgCl}_{6}\right)^{4-}$ cluster. ${ }^{31}$

Unfortunately, calculations that could be used to estimate at least approximately the energy released in this stage are nonexistent at the present time. However, making use of the fact that the resultant state is close to $\mathrm{N}_{6}^{0}$ and relying on
the results of calculations of the reaction (1) in Ref. 2, we can state with some certainty that the process in question is exothermic. In this case, we can assume by reasoning similar to that in Refs. 3 and 4 that the released energy is stored as the potential energy of a hole in a quasi-local hole state (Fig. 8).

According to data obtained in the investigation of predetonation luminescence (Sec. 4.3), the depth of this state is $3-3.5 \mathrm{eV}$. Multiplying the latter by Avogadro's number, we obtain the total energy that must be released in the complete decomposition of one mole of silver azide if the proposed model is correct. This quantity ( $\sim 3 \mathrm{~J} / \mathrm{mol}$ ) is close to the experimental energy release in an explosion ${ }^{32}$; this proximity can be regarded as evidence of the adequacy of the model.

Consequently, the end result of this stage is the onset of a quasi-local hole state (Fig. 8), which is responsible, in particular, for predetonation luminescence (Sec. 4.3). According to the proposed model, the density of these states is proportional to the density of band holes, thereby reconciling the kinetics of the predetonation conductivity and predetonation luminescence. It must be emphasized that because the intraband luminescence yield is less than $10^{-5}$ (Ref. 27), it provides us with a good indicator of the multiplication process without influencing its overall kinetics.

The slowest process in this stage is the migration of heavy particles during reconstruction, i.e., the duration of the stage is $\sim 10^{-13} \mathrm{~s}$.
3. Hole detrapping (Fig. 8). The lifetime of a hole in the quasi-local hole is normally no longer than $\sim 10^{-14} \mathrm{~s}$ (Ref. 28). A hot band hole having an energy of $3-3.5 \mathrm{eV}$ is generated in hole detrapping. This process can be regarded as transfer of the potential energy of a hole in a quasi-local hole state into the kinetic energy of a hot hole. Consequently, hot holes with energies greatly exceeding the width of the HMA bandgap ( $1-1.5 \mathrm{eV}$, Ref. 11) are generated. This energy is transformed via two channels: impact ionization, which leads to the multiplication of band holes and electrons, and phonon emission, which causes the sample to heat up, but does not support multiplication.

According to existing notions, ${ }^{18}$ at hole energies above the threshold level, which is usually only slightly higher than $E_{g}$, the probability of impact ionization is close to unity. Thermalization due to phonon emission becomes predominant at below-threshold energies. In application to the scheme of the model this means that the probability of impact ionization for holes detrapped from the quasi-local hole state is close to unity, i.e., each link of the chain induces doubling of the number of holes or, in reactor terminology, the hole multiplication factor is equal to 2 . On the other
hand, the sample is heated by phonon emission during the thermalization of holes and electrons whose energies fall below the threshold.

A fundamental question arises: What happens at the local density-of-states peak corresponding to a quasi-local hole state before hole detrapping? In other words, where does the level corresponding to the $\left(V_{c}, \mathrm{~N}_{6} \mathrm{Ag}\right)^{-}$cluster (Fig. 8) go? Above all, we call attention to the fact that the $\left(V_{c} \mathrm{~N}_{6} \mathrm{Ag}\right)$ cluster maintaining the presence of the quasi-local hole state in the depth of the valence band is neutral relative to the lattice. But the $\left(V_{c}, \mathrm{~N}_{6} \mathrm{Ag}\right)^{-}$cluster, which is the result of detrapping, has a negative unit charge relative to the lattice, i.e., this cluster has the same charge as the cation vacancy. As a rule, the position of the energy level of a defect in the band diagram is strictly decided by its charge. ${ }^{29}$ We can therefore assume with reasonable certainty that the position of the cluster level does not differ much from the position of the level of the original cation vacancy. Since the transition of the cluster into the equilibrium state is accompanied by the migration of heavy particles, the duration of this stage is also $\sim 10^{-13} \mathrm{~s}$.

Consequently, the detrapping of a hole from a quasilocal hole state eradicates the density-of-states peak from the valence band and introduces a local level in the bandgap in a position close to the level of the isolated cation vacancy. The emergence of this level establishes conditions for the abovedescribed chain of processes to be repeated, i.e., for the chain reaction to continue. In other words, from the standpoint of the processes discussed here the system can spontaneously return to its initial state many times. In the proposed model, therefore, the growth of a chain reaction does not require the generation of new vacancies, a result that fits in very well with the experimentally observed invariance of the quantity $\alpha$ in Eq. (2) as the density of band electrons (holes) varies within a range of two orders of magnitude.

Two remarks are called for regarding the model as a whole.

1. The proposed chain-link model is consistent with all currently available experimental evidence. The following principles of the model have been experimentally corroborated to date: the monomolecular character of the growth of the chain process, the role of quasi-local hole states in the generation of hot holes, and the impact mechanism of hole multiplication. Other principles have been established at what we consider to be the level of a reasonable working hypothesis: the role of cation vacancies and the composition of the clusters responsible for the actual local and quasi-local states.
2. The kinetics of explosive decomposition is described by Eq. (2). Therefore the monomolecular growth and bimolecular breaking of the chain are not assumptions of the model, they constitute an experimental fact. However, this experimental fact refers to the already developed explosion process, when the density of band electrons and holes has attained $\sim 10^{18} \mathrm{~cm}^{-3}$ (Sec. 3.2). The high band-carrier densities lead to saturation of the processes caused by trapping at local centers and, hence, account for the simplicity of the observed kinetics of the process.

In the nascent stage (initiation) of the process the situa-
tion can reverse, and processes at preexisting defects can play a decisive role. One of the simplest ways to take this fact into account in the formal kinetics is to write $\alpha$ that appears in (2) in the form $\alpha=f-g(t)$, where $f$ and $g(t)$ are the rate constants of hole trapping by cation vacancies and by competing centers, respectively. The dependence $g(t)$ could be supported, for example, by the "burnout" of these centers during initiation. Inasmuch as a chain can grow only under the condition $\alpha>0$, (i.e., $g<f$ ), the threshold character of initiation ${ }^{2}$ can be attributed specifically to the need to maintain sufficiently 'complete burnout'' $(g<f)$ under the influence of the initiating pulse.

In closing, we wish to call attention to a certain fundamental aspect of the problem that far transcends the issue of exposing the mechanism underlying the explosive decomposition of heavy-metal azides. We feel that the information presented in the article convincingly demonstrates an extremely interesting possibility for the achievement of chemical reactions in solids. A necessary condition for chemical reaction to take place in gases and liquids is that the reacting partners (radicals) must move in such a way as to encounter one another. In a solid, on the other hand, a totally different situation can be realized. Electron excitations are in motion, and their trapping at select sites of the crystal lattice (at structural or impurity defects) causes actual radicals to be formed at the necessary site. Consequently, the long-term migration of heavy particles (usually by diffusion) is superseded by the far more rapid migration of electron excitations. In our opinion, the fascinating prospects for the utilization of this possibility have not yet been fully appreciated in the modern physics and chemistry of the solid state.
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#### Abstract

This paper studies the effect of the inner structure of domain walls on the stability of an isolated stripe domain localized in a thin ferromagnetic film against a pulse of magnetic field applied perpendicularly to the film surface. It is found that the value of the critical amplitude of the pulsed signal strongly depends on the value of the magnetizing field in which the system was initially placed. It is also established that the difference on stability of domains with unipolar and bipolar walls in pulsed fields diminishes as the amplitude of the magnetizing field decreases. Finally, the dependence of the region of stability in a pulse field on the parameters of the system is determined for various domain types. © 1999 American Institute of Physics. [S1063-7761(99)01411-0]


## 1. INTRODUCTION

The structure of the magnetization of a nonconducting ferromagnetic system is determined by solving the LandauLifshitz equations and the equations of magnetostatics simultaneously. Generally, these equations are nonlinear and contain integral terms, which makes them impossible to solve analytically. A more or less complete analysis can be carried out for simplified models of elements of magnetic structures, among which is the isolated stripe domain and a lattice of stripe domains in a film with perpendicular uniaxial anisotropy. The literature devoted to the investigation of such systems both theoretically and experimentally is vast (see, e.g., Refs. 1-3). There are a number of topics in this field of research whose study is extremely difficult. Among such topics is the allowance for the combined effect on the domain properties of the magnetostatic field of scattering and the exchange interaction. To resolve the problem, one must solve a nonlinear equation containing an integral term of magnetostatic origin.

Several simplified models are used to overcome these difficulties. For instance, in a model widely used in studies of properties of magnetic domains, the domain walls (DW) are interpreted as infinitely thin geometric boundaries with their own surface energy. Within this approximation the dependence of the properties of domain structures on the parameters of the material and the thickness of the ferromagnetic film was found. ${ }^{4-7}$ However, this model does not correctly describe the state of the domains when their width becomes comparable to the DW thickness and forces of the exchange interaction come into play.

In another limiting case the solutions of the LandauLifshitz equations are determined for the model of a ferromagnet of infinite dimensions. The various properties of an isolated domain in such a system were studied in Refs. 8-12. Among the topics investigated by the researchers were the
conditions for stability of an equilibrium system and the spectral characteristics of spin-wave excitations. However, since the size of the ferromagnet was infinite, the contributions of the fields generated by the scattering from the surface inhomogeneities of magnetization had to be ignored. But such fields always exist in real systems, and their effect does not vanish in the limit $L \rightarrow \infty$ (here $L$ is the thickness of the film). In this case the value of the scattering field acting on a stripe domain tends to the limit $4 \pi M_{0}$, where $M_{0}$ is the saturation magnetization of the material. ${ }^{1}$ Hence the research whose results are reported in the papers cited above is of interest from the methodological viewpoint. Only a model that allows for scattering from the surface can be considered meaningful.

The theory of the approximate solution of the singularly perturbed equation describing the structure of magnetization of an isolated stripe domain in a thin ferromagnetic field was developed in Refs. 13 and 14. A unified approach based on a method developed in those papers made it possible to allow for the effect of the magnetostatic and exchange interactions on the domain structure and to determine the limits of applicability of the model of geometric DW.

Here we will discuss the stability of an isolated stripe domain bounded by unipolar and bipolar domain walls against a step magnetic-field pulse. We will also comparatively analyze the stability of the given structures, determine the relationship that exists between the critical amplitude of the pulse and the initial value of the magnetizing field, and analyze the dependence of this relationship on the parameters of the material.

## 2. DYNAMICAL EQUATION FOR THE PARAMETERS OF A STRIPE DOMAIN IN A THIN FILM

The magnetic energy functional,

$$
\begin{align*}
& E=\int_{V} d V\left\{\frac{\alpha}{2}\left(\frac{\partial \mathbf{M}}{\partial \mathbf{x}}\right)^{2}-\frac{\beta}{2} M_{z}^{2}-H_{z} M_{z}\right\}+E_{m} \\
& E_{m}=\frac{1}{2} \int_{V} \int_{V} d V d V^{\prime} M_{i}\left(\mathbf{r}^{\prime}\right) M_{j}(\mathbf{r}) \frac{\partial^{2}}{\partial x_{i}^{\prime} \partial x_{j}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{1}
\end{align*}
$$

is our starting point in describing the properties of an isolated stripe domain. Here $E_{m}$ is the energy of the intrinsic magnetic field, repeated indices imply summation, and $\alpha$ and $\beta$ are the constants of exchange interaction and uniaxial anisotropy, respectively. The anisotropy axis is parallel to the $z$ axis and is perpendicular the $x y$ plane of the film, and $H_{z}$ is the external field, which is perpendicular to the film plane.

Since the magnetization vector $\mathbf{M}$ in nonconducting ferromagnetic materials meets the condition $\mathbf{M}^{2}=M_{0}^{2}$, we can express its components in terms of the angles in a spherical system of coordinates:

$$
\left(\begin{array}{l}
M_{x}  \tag{2}\\
M_{y} \\
M_{z}
\end{array}\right)=M_{0}\left(\begin{array}{c}
\sin \theta \cos \varphi \\
\sin \theta \sin \varphi \\
\cos \theta
\end{array}\right)
$$

where $\theta$ and $\varphi$ are the polar and azimuthal angles in a system of coordinates in which the $z$ axis is the polar axis and the angle $\varphi$ is measured from the $x$ direction.

We will assume that an isolated stripe domain oriented parallel to the $y$ axis, so that the magnetization is uniformly distributed along this direction.

As shown in Ref. 14, in thin ferromagnetic films of thickness $L$ whose value is such that $(L / \Lambda)^{2} \ll 16$ (with $\Lambda$ $=\sqrt{\alpha / 4 \pi}$ the magnetic length), the effects of DW twisting are very weak and hence we can assume that the DW structure is approximately uniform in thickness.

Thus, reasoning within these approximations, we conclude that the angles $\varphi$ and $\theta$ depend only on one spatial variable, $x$, which makes all calculations much simpler.

Integrating in (1) with respect to $y$ and $z$, we get

$$
\begin{equation*}
E=M_{0}^{2} S \int d x W(\theta, \varphi) \tag{3}
\end{equation*}
$$

where $S$ is the DW area, and

$$
\begin{align*}
W(\theta, \varphi)= & \frac{\alpha}{2}\left(\frac{\partial \theta}{\partial x}\right)^{2}+\frac{\alpha}{2} \sin ^{2} \theta\left(\frac{\partial \varphi}{\partial x}\right)^{2}-\frac{\beta}{2} \cos ^{2} \theta \\
& -\left(h_{z}-\frac{h_{z}^{m}(x)}{2}\right) \cos \theta+\frac{h_{x}^{m}(x)}{2} \cos \varphi \sin \theta \tag{4}
\end{align*}
$$

is the magnetic energy density of the system. The components of the magnetostatic field $h_{i}^{m}(x)$ are
$h_{x}^{m}(x)=4 \pi \cos \varphi \sin \theta-\int d x^{\prime} J\left(x-x^{\prime}\right) \cos \varphi\left(x^{\prime}\right) \sin \theta\left(x^{\prime}\right)$,
$h_{z}^{m}(x)=\int d x^{\prime} J\left(x-x^{\prime}\right) \cos \theta$,
$J\left(x-x^{\prime}\right)=\frac{2}{L} \ln \left(\frac{L^{2}+\left(x-x^{\prime}\right)^{2}}{\left(x-x^{\prime}\right)^{2}}\right)$.

To describe the magnetization state of the system with the energy density given by (4), we write the LandauLifshitz equations in terms of angular variables:

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \theta}{\partial x^{2}}+\left[1+l^{2}\left(\frac{\partial \varphi}{\partial x}\right)^{2}\right] \sin \theta \cos \theta \\
& \quad=-\varepsilon h_{x}^{m} \cos \varphi \cos \theta-\varepsilon\left(h_{z}-h_{z}^{m}-\frac{\partial \varphi}{\partial \tau}\right) \sin \theta  \tag{5a}\\
& l^{2} \frac{\partial}{\partial x} \sin ^{2} \theta \frac{\partial \varphi}{\partial x}=-\varepsilon\left(h_{x}^{m} \sin \varphi-\frac{\partial \theta}{\partial \tau}\right) \sin \theta \tag{5b}
\end{align*}
$$

where $\varepsilon=\beta^{-1} \ll 1, \quad l=\sqrt{\alpha / \beta}$ and $\tau=t \omega_{0}$; here $\omega_{0}$ $=2 \mu_{0} M_{0} / \hbar$ and $\mu_{0}$ is the Bohr magneton.

The right-hand side of Eq. (5b) contains a small parameter, with the result that one of the partial solutions of this equation in the zeroth approximation in $\varepsilon$ is independent of the variable $x$. We examine this solution in greater detail and determine the state of the isolated stripe domain that corresponds to it.

We formally express $\varphi$ and $\theta$ as functions of $x$ and $\tau$ :

$$
\begin{align*}
& \varphi(x, \tau)=\varphi_{0}(\tau)+\varepsilon \varphi_{1}(x, \tau)+\cdots \\
& \theta(x, \tau)=\theta_{0}+\varepsilon \theta_{1}+\cdots \tag{6}
\end{align*}
$$

Here the correction $\varphi_{1}$ can be found by solving the equation

$$
\begin{equation*}
l^{2} \frac{\partial}{\partial x} \sin ^{2} \theta_{0} \frac{\partial \varphi_{1}}{\partial x}=-\left(h_{0 x}^{m} \sin \varphi_{0}-\frac{\partial \theta_{0}}{\partial \tau}\right) \sin \theta_{0} . \tag{7}
\end{equation*}
$$

As for Eq. (5a), standard perturbation-theory techniques cannot be used in the solution, since the external field dramatically changes the system state, with the result that the righthand side of Eq. (5a) is a singular perturbation.

To solve Eq. (5a), we use the perturbation regularization method. ${ }^{13,14}$ To this end we add to the right- and left-hand sides of Eq. (5a) an effective operator $\pm \varepsilon h \sin \theta$ (here $h$ is a parameter that is generally time-dependent) and write Eq. (5a) as follows:

$$
\begin{align*}
& -l^{2} \frac{\partial^{2} \theta}{\partial x^{2}}+\sin \theta \cos \theta \pm \varepsilon h \sin \theta \\
& \quad=-\varepsilon h_{x}^{m} \cos \varphi \cos \theta+\varepsilon\left(-h_{z}+h_{z}^{m} \pm h+\frac{\partial \varphi}{\partial \tau}\right) \sin \theta \tag{8}
\end{align*}
$$

Assuming that the right-hand side of Eq. (8) can be regularized via appropriate selection of the parameter $h$, we can determine $\theta_{0}$ by solving the equation

$$
\begin{equation*}
-l^{2} \frac{\partial^{2} \theta_{0}}{\partial x^{2}}+\sin \theta_{0} \cos \theta_{0} \pm \varepsilon h \sin \theta_{0}=0 \tag{9}
\end{equation*}
$$

with the boundary conditions $\partial \theta_{0} /\left.\partial x\right|_{x \rightarrow \pm \infty}=0$.
The correction $\theta_{1}$ can be found by solving the inhomogeneous linear equation

$$
\begin{align*}
& \hat{G}_{1}\left(\theta_{0}\right) \theta_{1}=F\left(\theta_{0}, \varphi_{0}\right),  \tag{10}\\
& \hat{G}_{1}\left(\theta_{0}\right)=-l^{2} \frac{\partial^{2}}{\partial x^{2}}+\cos 2 \theta_{0} \pm \varepsilon h \cos \theta_{0},
\end{align*}
$$

where

$$
\begin{aligned}
F\left(\theta_{0}, \varphi_{0}\right)= & -h_{0 x}^{m} \cos \varphi_{0} \cos \theta_{0} \\
& +\left(-h_{z}+h_{0 z}^{m} \pm h+\frac{\partial \varphi_{0}}{\partial \tau}\right) \sin \theta_{0} .
\end{aligned}
$$

When the parameter $h$ is positive, the boundary-value problem (9) has two different solutions, depending on the sign in front of $h$ :

$$
\begin{align*}
& \theta_{0}(X, h) \\
& =\left\{\begin{array}{l}
\pi+2 \arctan \left\{\sqrt{\frac{\varepsilon h}{1+\varepsilon h}} \sinh \left(\sqrt{1+\varepsilon h} \frac{X}{l}\right)\right\} \text { for }+h, \\
\pi-2 \arctan \left\{\sqrt{\frac{\varepsilon h}{1-\varepsilon h}} \cosh \left(\sqrt{1-\varepsilon h} \frac{X}{l}\right)\right\} \text { for }-h,
\end{array}\right. \tag{11a}
\end{align*}
$$

with $X=x-x_{0}$.
An analysis of the results shows that the solution (11a) describes an isolated stripe domain as a bound state of unipolar Bloch walls. Since for the given structure the angle $\theta_{0}$ changes by $2 \pi$ when $-\infty$ changes to $+\infty$, from now on we will say that (11a) corresponds to a $2 \pi$-DW.

The total variation of the angle $\theta_{0}$ for (11b) is equal to zero, as a result of which we define the structure of the given isolated stripe domain as that of a $0-\mathrm{DW}$. This corresponds to a bound state of bipolar Bloch walls.

The expressions (11a) and (11b) for the ground state of both types of domain structures contain an undefined parameter $h$. This parameter must be selected in such a way that no secular terms remain on the right-hand side of Eq. (10). This is achieved by satisfying the solvability condition

$$
\begin{equation*}
\int d x \psi(x) F\left(\theta_{0}, \varphi_{0}\right)=0 \tag{12}
\end{equation*}
$$

where $\psi(x)$ is the general homogeneous solution of Eq. (10).
Clearly, in the zeroth approximation in $\varepsilon$ there are two such solutions:

$$
\begin{equation*}
\psi_{1}(x)=l \frac{\partial \theta_{0}}{\partial x}, \quad \psi_{2}(x)=\sin \theta_{0} \tag{13}
\end{equation*}
$$

If we define the width of an isolated stripe domain as ${ }^{10}$

$$
\begin{equation*}
d=\frac{1}{2} \int d x\left(1-\cos \theta_{0}\right) \tag{14}
\end{equation*}
$$

there is a one-to-one correspondence between the parameter $h$ and the domain width $d$, according to which

$$
\begin{align*}
& \varepsilon h=\cosh ^{-2} \frac{d}{2 l} \text { for } 0-\mathrm{DW} \\
& \varepsilon h=\sinh ^{-2} \frac{d}{2 l} \text { for } 2 \pi \text {-DW. } \tag{15}
\end{align*}
$$

Substituting (13) in (12) and employing analytical integration methods, we obtain to within terms proportional to $l / d$ dynamical equations that establish a relationship between the width of an isolated stripe domain and the rate of change of the azimuthal angle:
$\frac{\partial \varphi_{0}}{\partial \tau}-h_{z}-\beta \cosh ^{-2} \frac{d}{2 l}+8 \arctan \frac{L}{d}-4 \frac{d}{L} \ln \left[1+\left(\frac{L}{d}\right)^{2}\right]=0$
for 0-DW, and
$\frac{\partial \varphi_{0}}{\partial \tau}-h_{z}+\beta \sinh ^{-2} \frac{d}{2 l}+8 \arctan \frac{L}{d}-4 \frac{d}{L} \ln \left[1+\left(\frac{L}{d}\right)^{2}\right]=0$
for $2 \pi$-DW.
To obtain a closed system of dynamical equations for the parameters of the domain structure, we integrate the rightand left-hand sides of Eq. (7) with respect to $x$ from $-\infty$ to $+\infty$. Since the left-hand side vanishes in the process, the second dynamical equation is determined by the condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x\left(h_{0 x}^{m} \sin \varphi_{0}-\frac{\partial \theta_{0}}{\partial \tau}\right) \sin \theta_{0}=0 \tag{17}
\end{equation*}
$$

Bearing in mind that for $l / d \ll 1$ we have

$$
\frac{\partial \theta_{0}}{\partial \tau}=\frac{\partial \theta_{0}}{\partial h} \frac{\partial h}{\partial \tau} \approx-\frac{1}{2} \sin \theta_{0} \frac{\partial(d / l)}{\partial \tau},
$$

we find that

$$
\begin{equation*}
\frac{1}{l} \frac{\partial d}{\partial \tau}+\Omega_{1} \sin 2 \varphi_{0}=0 \tag{18}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Omega_{1}=4 \pi\left\{1-\frac{\pi l}{8 L}\left[\ln \frac{L^{2}}{l^{2}} \mp \ln \left(1+\frac{L^{2}}{d^{2}}\right)-a\right]\right\}, \\
& a=\frac{8}{\pi^{2}} \int_{-\infty}^{\infty} d x \frac{x \ln x}{\sinh x} \approx 0.174 .
\end{aligned}
$$

In deriving (18) we discarded the terms proportional to $l / d, l^{2} / L^{2} \ll 1$. Here and in what follows the upper signs in the expression with ( $\pm, \mp$ ) correspond to $2 \pi$-DW and the lower signs to 0-DW. Since we have $L^{2} / l^{2} \gg L^{2} / d^{2}$, the effect of the term following " $\mp$ "' in the expression for $\Omega_{1}$ can be ignored. Then the coefficient $\Omega_{1}$ can be accurately written

$$
\begin{equation*}
\Omega_{1}=4 \pi\left(1-\frac{\pi l}{4 L} \ln \frac{L}{l}\right) . \tag{19}
\end{equation*}
$$

Obviously, in this approximation Eq. (18) is the same for 0 -DW and $2 \pi$-DW.

On the basis of the earlier remarks we note that the range of applicability of the theory in the thickness of ferromagnetic fields is bounded above and below:

$$
\begin{equation*}
l^{2} \ll L^{2} \ll 16 \Lambda^{2} . \tag{20}
\end{equation*}
$$

Thus, for both types of isolated stripe domains localized in thin films we have a system of dynamical equations for the parameters of the domain structure [(16) and (18)] that are similar to the Slonczewski equations for $180^{\circ}$-DW (see Ref. 1). Our theory can be used to describe the dynamics of a stripe domain in magnetic bubble materials whose thickness satisfies the condition (20).

Note that for systems of a different type, systems that model the situation in yttrium-iron garnets, the dynamical


FIG. 1. The $\delta$-dependence of the potential energy of a 0 -DW for various values of the magnetic field.
equations in the approximation of ultrathin films ( $L \ll l$ ) with easy-axis magnetization in the film plane were derived by Kovalev et al. ${ }^{15,16}$ who carried out a full investigation of the dynamics of two DWs coupled by the magnetostatic interaction.

We will now employ the dynamical equations derived in Sec. 2 to study the state of 0-DW and $2 \pi$-DW.

Using Eq. (18), we can exclude the variable $\varphi_{0}(\tau)$ from Eqs. (16a) and (16b). If $h_{z}=$ const, the first constant of motion can easily be found. Introducing the nation $\delta=d / l$ and $\lambda=L / l$, we can express it as

$$
\begin{equation*}
T(\dot{\delta})+U\left(\delta, h_{z}\right)=E, \tag{21}
\end{equation*}
$$

where

$$
T(\dot{\delta})=\frac{\Omega_{1}}{2}\left(1-\sqrt{1-\left(\frac{\dot{\delta}}{\Omega_{1}}\right)^{2}}\right)
$$

is the kinetic energy. An analysis of the expression for the kinetic energy shows that there is a limit in the rate of variation of the width of an isolated stripe domain and that this limit is close to twice the Walker velocity. In the adopted notation, this limit is $\dot{\delta}_{c}=\Omega_{1}$. The potential energy of an isolated stripe domain, $U\left(h_{z}, \delta\right)$, in dimensionless units is given by the formula

$$
\begin{align*}
U\left(h_{z}, \delta\right)= & \delta\left(h_{z}-8 \arctan \frac{\lambda}{\delta}\right)-2 \lambda \ln \left(1+\frac{\delta^{2}}{\lambda^{2}}\right) \\
& +2 \frac{\delta^{2}}{\lambda} \ln \left(1+\frac{\lambda^{2}}{\delta^{2}}\right)+\Delta U(\delta), \tag{22}
\end{align*}
$$

where

$$
\Delta U(\delta)= \begin{cases}2 \beta \tanh (\delta / 2) & \text { for } 0-\mathrm{DW} \\ 2 \beta \operatorname{coth}(\delta / 2) & \text { for } 2 \pi \text {-DW }\end{cases}
$$

is the contribution to the potential energy of an isolated stripe domain that arises due to the allowance for an inner structure of DW.

## 3. EFFECT OF THE MICROMAGNETIC STRUCTURE ON THE STABILITY OF A 0-DW IN A PULSED FIELD

To be specific we begin with a 0-DW. The $\delta$-dependence of the potential energy of a $0-\mathrm{DW}$ on $\delta$ is depicted in Fig. 1 by the curves $1-3$, which correspond to
various values of the magnetic field.
At certain values of the magnetic field the potential energy of a 0-DW has two extrema at points that can be found from the condition

$$
\begin{align*}
0= & \frac{\partial U\left(h_{z}, \delta\right)}{\partial \delta}=h_{z}+\beta \cosh ^{-2} \frac{\delta}{2} \\
& -8 \arctan \frac{\lambda}{\delta}+4 \frac{\delta}{\lambda} \ln \left(1+\frac{\lambda^{2}}{\delta^{2}}\right) . \tag{23}
\end{align*}
$$

Obviously, in weak fields, when the width of an isolated stripe domain is large, the second term on the right-hand side of Eq. (23) is negligible, so that (23) corresponds to the result obtained in geometric domain wall models. ${ }^{4}$

We will assume that in the initial stationary state the system is in a magnetizing field $h_{0 z}$. In curve 1 of Fig. 1 this state is denoted by $A$. As the strength of the external field is increased, the dependence of the potential energy changes (curves 2 and 3 , respectively). If the field amplitude increases slowly, the system has time to reach (due to dissipative processes) a state of equilibrium determined by the new position of minimum in the potential energy. As the field tends to $h_{c}$ (curve 3), the minimum in the energy disappears and the $0-\mathrm{DW}$ becomes unstable.

If a step pulse $\Delta h_{z}$ of magnetic field is applied to the system, the $\delta$-dependence of the magnetic field suddenly changes (curve 2 now) while the domain width remains the same. Here the new state of the system corresponds to the point $D$. Then the system begins to move, and the domain width $\delta$ changes. If $U_{D}$, the coordinate of point $D$ on the energy axis, is smaller than $U_{C}$, the potential energy of the 0 -DW at the maximum, then the state may remain stable, provided that the rate of variation of the domain width does not reach the critical value $\Omega_{1}$ and the point $\delta_{2}$ of the potential-energy minimum. Here the motion of a 0 -DW corresponds to periodic pulsations. If $U_{D}>U_{C}$ holds (as in the case depicted in Fig. 1), the 0-DW becomes unstable and collapses.

On the basis of the above reasoning we can formulate the conditions for the stability of a $0-\mathrm{DW}$ against a magneticfield pulse:

$$
\begin{align*}
& U\left(h_{0 z}+\Delta h_{z}, \delta_{c}\right)-U\left(h_{0 z}+\Delta h_{z}, \delta_{1}\right) \leqslant 0  \tag{24a}\\
& U\left(h_{0 z}+\Delta h_{z}, \delta_{1}\right)-U\left(h_{0 z}+\Delta h_{z}, \delta_{2}\right) \leqslant\left(\Omega_{1} / 2\right) \tag{24b}
\end{align*}
$$

where (24a) is the condition for 0-DWstability against collapse, and (24b) is the condition of 0-DW stability against dynamical transformations that appear when the DW reaches the critical rate $\Omega_{1}$. Note that $\delta_{1}$ is determined by solving Eq. (23) corresponding to the energy minimum in the field $h_{0 z}$, and the quantities $\delta_{2}$ and $\delta_{c}$ constitute the solution of the same equation for the field $h_{0 z}+\Delta h$ and correspond to the positions of the minimum and maximum in the potential energy of the domain.

Figure 2 illustrates the graphical solution of the system of inequalities (24a) and (24b), which determines the region of 0-DW stability in the ( $h_{0 z}, \Delta h_{z}$ ) plane, for a film with $\lambda$ $=10$ and $\beta=100$.


FIG. 2. Graphical solution of the inequalities (24).

Above the curve 2 lies the region corresponding to values of the magnetizing field $h_{0 z}$ and the amplitude $\Delta h_{z}$ of the pulsed signal for which the rate of variation of the domain width reaches its critical value $\Omega_{1}$ and an isolated stripe domain becomes unstable against dynamical transformations. We will call $h_{0 z}$ and $\Delta h_{z}$ the parameters of the field. When the field parameters are below the curve 2, there is no dynamical 0-DW instability.

The curve 1 divides the plane in Fig. 2 into two parts. The region below 1 corresponds to values of the field parameters at which the 0-DW width does not reach the critical value $\delta_{c}$ (Fig. 1) and the structure of an isolated stripe domain remains stable. Thus, the hatched region in Fig. 2 designates the region where a stable $0-\mathrm{DW}$ exists.

It is clear that the extent of the region of stability depends sensitively on the magnetic film thickness. The traces shown in Fig. 3 give an upper bound for the 0-DW region of stability in films of various thickness $L$ for $\beta=100$.

## 4. EFFECT OF THE MICROMAGNETIC STRUCTURE OF DOMAIN WALLS ON THE STABILITY OF A $2 \pi$-DW

In contrast to the potential energy of a 0-DW, the potential energy of a $2 \pi$-DW has only one extremal point, which corresponds to the minimum of the energy (Fig. 4). The coordinate of this point on the $\delta$ axis is determined by the condition


FIG. 3. Regions of 0-DW stability for various values of the thickness of the magnetic film.


FIG. 4. The $\delta$-dependence of the potential energy of a $2 \pi$-DW.

$$
\begin{align*}
0= & \frac{\partial U\left(h_{z}, \delta\right)}{\partial \delta}=h_{z}-\beta \sinh ^{-2} \frac{\delta}{2} \\
& -8 \arctan \frac{\lambda}{\delta}+4 \frac{\delta}{\lambda} \ln \left(1+\frac{\lambda^{2}}{\delta^{2}}\right) . \tag{25}
\end{align*}
$$

As in the 0-DW case, we will assume that the system in the field $h_{0 z}$ is in a stationary state corresponding to point $A$ and passes into state $D$ when a pulse of magnetic field is applied.

In our case the condition for the stability of the structure of a $2 \pi$-DW against dynamical transformations that occur when the critical rate is reached is similar to the condition (24) for a 0-DW. At the same time, as shown in Ref. 13, the decrease in the width of the $2 \pi$-DW to a certain critical value $\delta_{c}$ (Fig. 4) induces inhomogeneous longitudinal perturbations of the DW magnetizations. Thus, the $2 \pi$-DW becomes unstable if the energy $U_{D}$ acquired as a result of the action of a field pulse is sufficiently large to reduce the width to $\delta_{c}$. Here, for an unstable state to be reached, the point $\delta_{c}$ must coincide with the turning point, at which the kinetic energy of the $2 \pi$-DW vanishes.

To determine the criterion for the stability of a $2 \pi$-DW under compression, we will study the corresponding solution of (11a), (16b), and (18) at the turning point $\delta_{c}$ for stability against small perturbations.

At the turning point $\dot{\delta}=0$ holds, as a result of which Eq. (18) implies that there is a solution that corresponds to $\varphi_{0}$ $=\pi / 2$. Then the system of equations describing the small perturbations ( $\delta \theta, \delta \varphi$ ) superposed on the ground states (11a) determined at the turning point has the form
$\hat{G}_{1}\left(\theta_{0}\right) \delta \theta=\varepsilon \frac{\partial}{\partial \tau} \delta u$,
$\hat{G}_{2}\left(\theta_{0}\right) \delta u=-\varepsilon 4 \pi \delta u+\varepsilon \int d x^{\prime} J\left(x-x^{\prime}\right) \delta u\left(x^{\prime}\right)-\varepsilon \frac{\partial}{\partial \tau} \delta \theta$,
where
$\delta u=\sin \theta_{0} \delta \varphi, \quad \hat{G}_{2}\left(\theta_{0}\right)=\hat{G}_{1}\left(\theta_{0}\right)+\sin ^{2} \theta_{0}-l^{2}\left(\frac{\partial \theta_{0}}{\partial x}\right)^{2}$.
Clearly, to within terms proportional to $\varepsilon$, the solutions of Eqs. (26) can be written ${ }^{13}$

$$
\begin{align*}
& \delta \theta=C_{1} \exp \{i \omega t\} \psi_{1}(x)+C_{2} \exp \{i \omega t\} \psi_{2}(x), \\
& \delta u=C_{3} \exp \{i \omega t\} \psi_{1}(x)+C_{4} \exp \{i \omega t\} \psi_{2}(x), \tag{27}
\end{align*}
$$



FIG. 5. Graphical solution of the inequalities (30a) and (30b) for films of various thickness.
where $\psi_{1}$ and $\psi_{2}$ are the eigenfunctions (13) of the operators $G_{1}$ and $G_{2}$, which have eigenvalues of order $\varepsilon$.

Substituting $\delta \theta$ and $\delta \varphi$ in the form (27) into Eqs. (26) and finding the scalar products of the result by the corresponding eigenfunctions (13), we arrive at a system of algebraic equations for the expansion coefficients $C_{i}$ :

$$
\begin{align*}
& \omega C_{3}=0 \\
& i \omega C_{1}+\left[\Omega_{1}-2 \beta \sinh ^{-2}\left(\delta_{c} / 2\right)\right] C_{3}=0,  \tag{28a}\\
& \Omega_{2} C_{2}-i \omega C_{4}=0 \\
& i \omega C_{2}+\Omega_{1} C_{4}=0 \tag{28b}
\end{align*}
$$

where $\Omega_{2}=2 \beta \sinh ^{-2}\left(\delta_{c} / 2\right)+(4 / \lambda) \ln \left(1+\lambda^{2} / \delta_{c}^{2}\right)$.
The system of equations (28b) has nontrivial solutions for $\omega=\sqrt{\Omega_{1} \Omega_{2}}$, a condition that determines the natural frequency of small pulsation perturbations of the $2 \pi$-DWat the turning point $\delta_{c}$. Since the natural frequency is real and positive for all values of $\delta$, the $2 \pi$-DW is always stable against such perturbations.

In our case the system of equations (28a) is the most interesting. Clearly, the nontrivial solutions $C_{3} \neq 0$ of this system result if

$$
\begin{equation*}
\omega=0, \quad \Omega_{1}-2 \beta \sinh ^{-2}\left(\delta_{c} / 2\right)=0 \tag{29}
\end{equation*}
$$

An analysis shows that these relationships determine the condition for the occurrence of an instability against deviation from the Bloch orientation of magnetization in the walls bounding the domain.

On the basis of these results we can formulate a criterion for conservation of $2 \pi$-DW stability in a pulsed field:

$$
\begin{align*}
& U\left(h_{0 z}+\Delta h_{z}, \delta_{c}\right)-U\left(h_{0 z}+\Delta h_{z}, \delta_{1}\right) \leqslant 0  \tag{30a}\\
& U\left(h_{0 z}+\Delta h_{z}, \delta_{1}\right)-U\left(h_{0 z}+\Delta h_{z}, \delta_{2}\right) \leqslant T\left(\dot{\delta}_{c}\right) \tag{30b}
\end{align*}
$$

Obviously, the systems of inequalities determining the stability regions for $0-\mathrm{DW}$ and $2 \pi$-DW are similar. The differences are related to the differences in the dependence of the potential energy of the given systems and in the ways in which the critical widths of domains are determined. For instance, for a 0-DW the critical width is determined by Eq. (23), while for a $2 \pi$-DW the critical width is determined by Eq. (29).

Figure 5 depicts the graphical solutions of the inequalities (30a) and (30b), which determine the regions of stability


FIG. 6. Regions of 0-DW and $2 \pi$-DWstability.
of the $2 \pi$-DW structure in the $\left(h_{0 z}, \Delta h_{z}\right)$ plane. (The stability regions are bounded above by the corresponding curves.)

## 5. COMPARATIVE ANALYSIS OF STABILITY OF A 0-DW AND A $2 \pi$-DW IN A PULSED FIELD

In Fig. 6 we compare the regions of stability of the structures under investigation for a film with a thickness $\lambda=10$ and $\beta=100$. The curve $O M N$ bounds the region of $0-\mathrm{DW}$ stability from above, while the curve $O P R$ bounds the region of $2 \pi$-DWstability from above.

Figure 6 shows if the domains of different structure are initially placed in a weak magnetizing field, their response to a magnetic-field pulse is almost the same. Both structures examined in the present paper become unstable against dynamical transformations when the critical rate is reached.

On the other hand, if the magnetizing field is high, the structures examined in the present paper exhibit differences, which are related to the organization of the inner structure of the domain walls. The curve $R P M N$ bounds the region of the field parameters in which a 0 -DW disappears but a $2 \pi$ $=\mathrm{DW}$ remains stable.

Obviously, in thin films, for certain values of the field parameters $h_{0 z}$ and $\Delta h_{z}$ a $2 \pi$-DW is more stable than a $0-\mathrm{DW}$. In thick films, due to DW twisting, the states of the structures near the surface are equivalent, so that the differences in the stability of $0-\mathrm{DW}$ and $2 \pi$-DW in thin fields manifest themselves less vividly.

The conclusions of the theory developed here were confirmed by the results of experiments ${ }^{17-19}$ in which the possibility of using vertical Bloch lines as memory elements was investigated. These experiments revealed that the stability of a $2 \pi$-DW is higher than that of a 0 -DW.

The author is grateful to Prof. Yu. I. Gorobets for discussing the various aspects of the present research.
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Diffusion of lithium cations in $\mathrm{C}_{60}$ single crystals driven by electric field has been detected and studied. A novel technique for fullerene crystal doping based on injection of ions through a "superionic crystal/ $\mathrm{C}_{60}$ single crystal" heterojunction has been suggested. It has been found that lithium doping of $\mathrm{C}_{60}$ single crystals brings about an ESR signal, and this signal as a function of time has been investigated. The electronic conductivity in $\mathrm{Li}_{x} \mathrm{C}_{60}$ crystals has a nonmetallic nature. Reflection spectra measured in the IR band have shown that the reflectivity due to free electrons gradually decreases with time, which correlates with the evolution of signals due to ESR and microwave conductivity. Lithium doping of crystals increases the oscillator strength of the $T_{1 u}(4)$ vibrational mode and shifts it to lower frequencies (from $1429 \mathrm{~cm}^{-1}$ to $1413 \mathrm{~cm}^{-1}$ ), which indicates that one electron is present at the $\mathrm{C}_{60}$ molecule, and this fact may be treated as evidence that the $\mathrm{LiC}_{60}$ phase is generated in a $\mathrm{C}_{60}$ crystal. © 1999 American Institute of Physics. [S1063-7761(99)01511-5]

## 1. INTRODUCTION

Given the almost spherical shape of the $\mathrm{C}_{60}$ molecule and the weak intermolecular interaction, one can classify $\mathrm{C}_{60}$ crystals as typical molecular solids, whereas their electronic properties are more like those of semiconductors. Indeed, measurements of their conductivity, ${ }^{1-3}$ optical absorption spectra, ${ }^{4,5}$ and photoconductivity ${ }^{6}$ provide evidence that $C_{60}$ in the crystalline form is a semiconductor with relatively narrow (about 0.5 eV ) energy bands and a band-gap width of about 2.2 eV . The valence band of the crystal is formed by $A_{g}$ orbitals of the $\mathrm{C}_{60}$ molecules, which are fully populated by electrons, whereas the conduction band is formed from three almost degenerate, unoccupied $T_{1 g}, T_{2 g}$, and $G_{g}$ orbitals of the $\mathrm{C}_{60}$ molecule.

On the basis of the simple one-electron model, one may suppose that the crystalline $\mathrm{C}_{60}$ should demonstrate metallic properties at fairly high doping levels (for example, with alkali metals). The small widths of energy bands, the large contribution of Coulomb correlations, and the possibility of strong Jahn-Teller effects caused by molecule deformations, however, can cause a failure of the model of "rigid" oneelectron bands, which is applied to such systems in many cases. In 1991 thin films of $\mathrm{C}_{60}$ fullerenes doped with alkali metals, namely, $A_{x} \mathrm{C}_{60}$, where $\mathrm{A}=\mathrm{Li}, \mathrm{K}, \mathrm{Na}, \mathrm{Rb}$, and $\mathrm{Cs},{ }^{7}$ were fabricated for the first time. It was demonstrated later that in $A_{x} \mathrm{C}_{60}$ (with $\mathrm{A}=\mathrm{K}, \mathrm{Rb}, \mathrm{Cs}$ and at $x=1,3,4,6$ ) an electron transfers from the alkali metal to the $\mathrm{C}_{60}$ molecule. This means that the triply degenerate unoccupied orbital responsible for formation of the conduction band is populated. In the case of the half-filled conduction band, which occurs at $x=3$, the material is a metal and undergoes a superconducting transition at low temperatures. ${ }^{8-11}$ But at $x=4$, probably owing to the Jahn-Teller deformation of molecules, ${ }^{12}$ a
gap opens around the Fermi level and $A_{x} \mathrm{C}_{60}$ demonstrates dielectric properties. It is also noteworthy that, depending on the fabrication conditions of $A_{x} \mathrm{C}_{60}$, various stable and metastable phases have been detected. ${ }^{13}$ For example, at $x=1$ and with $\mathrm{A}=\mathrm{K}, \mathrm{Rb}$, and Cs , monomer, dimer, and polymer phases were clearly distinguished using the IR spectroscopy. All this has led us to the conclusion that our understanding of properties of even such extensively investigated materials as $A_{x} \mathrm{C}_{60}(\mathrm{~A}=\mathrm{K}, \mathrm{Rb}$, and Cs and at $x=1,3,4)$ is far from clear at the present time.

It is obvious that, for clearer understanding of processes in $A_{x} \mathrm{C}_{60}$ materials, it is advisable to study properties of $\mathrm{C}_{60}$ crystals lightly doped with alkali metals. Such samples, however, are difficult to fabricate using conventional diffusion of alkali metals because the system has a tendency to decompose into stable phases with integer $x$. It is no less interesting to study $A_{x} \mathrm{C}_{60}$ materials where A stands not only for $\mathrm{K}, \mathrm{Rb}$, and Cs, but may denote a wide range of other metals. Such systems have been little studied thus far because of difficulties associated with sample fabrication.

In this paper we suggest a nontraditional approach to doping of $\mathrm{C}_{60}$ crystals with metal ions by injecting them through a "superionic crystal/ $\mathrm{C}_{60}$ crystal' heterojunction, which we call the electrodiffusion technique. In superionic conductors, the ionic conductivity is usually five to six orders of magnitude higher than their electronic conductivity, so it seemed to us highly probable that an electric current fed through a heterojunction should inject mobile ions into a fullerene crystal. It is known that at $T>260 \mathrm{~K} \mathrm{C}_{60}$ crystals have a face-centered cubic (fcc) structure with a lattice constant of 1.4 nm . This structure typically has octahedral voids, which form three-dimensional networks of channels aligned with [111] crystal axes. This was expected to lead to high diffusion coefficients for most metallic atoms, which might
permit easy doping of fullerenes with metals when an ionic current is fed through them.

In the presence of electric field $E(r)$, the diffusion equation has the form

$$
\begin{align*}
& J=N D(e E+\nabla \mu) / k T  \tag{1}\\
& d N(r) / d t=-\operatorname{div} J \tag{2}
\end{align*}
$$

where $N(r)$ is the ion concentration at a point with coordinate $r, D$ is their diffusion coefficient, $J(r)$ is their current density, $T$ is the temperature, and $\mu(r)$ is the chemical potential of ions at the given point. At low concentrations $N$, when the interaction among ions can be neglected, $\mu$ $=k T \ln N$, and Eq. (1) reduces to

$$
\begin{equation*}
J=N e D E / k T-D \nabla N . \tag{3}
\end{equation*}
$$

If $e E N \gg k T \nabla N$, the electric field notably accelerates the diffusion into a sample and allows one to execute an almost uniform doping of a large sample, even when the diffusion coefficient is small. At large $N$, the function $\mu(N)$ is nonmonotonic, which leads in the case of conventional diffusion to decomposition of a sample into phases with specific compositions and makes fabrication of homogeneous samples impossible. In this case, the presence of an intense electric field should notably suppress (although not eliminate completely) the decomposition of the material into different phases.

We selected Li ions for our first experiments because the $\mathrm{Li}_{x} \mathrm{C}_{60}$ composition was the least studied among all fullerenes doped with alkali metals. The aim of the reported work is investigation of current-voltage characteristics of $\mathrm{C}_{60}-\mathrm{Li}_{7} \mathrm{SiPO}_{8}$ heterojunctions, a feasibility study of $\mathrm{C}_{60}$ doping with metal ions using the electrodiffusion technique, and measurements of electronic properties of doped $\mathrm{C}_{60}$ crystals.

## 2. SAMPLES AND EXPERIMENTAL TECHNIQUES

$\mathrm{C}_{60}$ single crystals were grown at Institute for Solid State Physics, Russian Academy of Sciences, by the technique of physical vapor-phase transport (sublimation) under a temperature gradient in a sealed-off cell at temperatures ranging from 600 to $640^{\circ} \mathrm{C}$. The starting material $\mathrm{C}_{60}$ had a purity of no less than $99.98 \%$ after purification by the chromatographic technique and elimination of solvent traces through multiple sublimation in vacuum. For our measurements, we selected single crystals shaped as thin plane-parallel plates with natural faces. The crystal faces were planes of type (111). The sample thickness varied between 0.7 and 2 mm , and the other two dimensions were usually 2 to 4 mm .

In order to inject Li ions, electrodes were mechanically attached to opposite (111) faces of a $\mathrm{C}_{60}$ crystals. The cathode was graphite, and the anode was a two-layer $\mathrm{Li}_{0.2} \mathrm{WO}_{3} \mid \mathrm{Li}_{7} \mathrm{SiPO}_{8}$ electrode, which has a high ionic conductivity for lithium cations and cuts off the electronic component of electric current. In accordance with the above, utilization of cells like

$$
\begin{equation*}
(+) \mathrm{Li}_{0.2} \mathrm{WO}_{3}\left|\mathrm{Li}_{7} \mathrm{SiPO}_{8}\right| \mathrm{C}_{60} \text { crystal } \mid \text { Graphite } \mid(-) \tag{4}
\end{equation*}
$$

allowed us to inject lithium cations into $\mathrm{C}_{60}$ single crystals and dope samples under investigation in a controlled manner. In the process of doping, cell (4) was placed on a quartz substrate in a sealed-off thermostat. A voltage was fed to a cell in order to measure its current-voltage characteristics and the current as a function of time at various temperatures. The substrate temperature could be tuned over a range of -150 to $500^{\circ} \mathrm{C}$. Most experiments were performed at a voltage across a cell of 10 to 200 V and at temperatures of $400-520 \mathrm{~K}$. The typical current fed across the cell was $2-20$ $\mu \mathrm{A}$. After the process of electrodiffusion (its time varied from one hour to 100 h ), the sample was rapidly transported to a quartz ampoule and stored in liquid nitrogen before further experiments.

In order to observe the diffusion process visually, we used an MBS-4 microscope equipped with a silicon CCD camera. In the process of diffusion, a sample was illuminated from below by monochromatic radiation obtained by feeding light from a halogen lamp through a monochromator. The sample image generated by the CCD camera was sent to a computer, and some frames separated by a predetermined time interval (usually 20 to 60 s ) were stored on the computer hard disk for further processing. This computer also controlled the temperature and recorded the current fed through the cell as a function of time.

## 3. EXPERIMENTAL RESULTS AND DISCUSSION

### 3.1. Electrodiffusion of lithium and absorption spectra in the near IR band

An electric field was applied to cell (4) so that the electrode conducting Li ions was positive, and as a result, Li cations were injected into the $\mathrm{C}_{60}$ crystal via the $\mathrm{Li}_{0.2} \mathrm{WO}_{3}\left|\mathrm{Li}_{7} \mathrm{SiPO}_{8}\right| \mathrm{C}_{60}$ crystal heterojunction, and electrons via the $\mathrm{C}_{60}$ graphite heterojunction. Measurements of current-voltage characteristics at various temperatures have demonstrated that, in the initial stage of $\mathrm{C}_{60}$ single crystal doping, the electrodiffusion of Li cations is an activated process with an activation energy $\Delta E \approx 0.93-0.96 \mathrm{eV}$. This energy can probably be associated with the activation energy of lithium diffusion in $\mathrm{C}_{60}$ single crystals. Saturation of $\mathrm{C}_{60}$ crystals with lithium leads to an increase in the Li chemical potential ( $\mu_{\mathrm{Li}}$ ) in the fullerene crystal, and the voltage across the cell in the open-circuit mode is of order $2 \mathrm{~V}\left(\mu_{\mathrm{Li}}=2 \mathrm{eV}\right)$. This means that the lithium concentration generated by the electrodiffusion is notably higher than its equilibrium value, which can be obtained through conventional diffusion. Figure 1 shows typical current-voltage characteristics of cell (4) at $T=478 \mathrm{~K}$ and 508 K after saturation of $\mathrm{C}_{60}$ crystals with lithium. It is clear that the shapes of the current-voltage characteristics are typical of the process of charging a chemical battery. When the voltage across the cell is set to zero (its electrodes are short-circuited), this chemical battery is discharged, and some of the lithium is deposited on the surface.

Figure 2 shows absorption spectra of a $\mathrm{C}_{60}$ crystal before (curve 1) and after (curve 2) electrodiffusion of Li ions. The spectra were recorded at $T=290 \mathrm{~K}$. The intense absorption beginning in the initial crystal at an energy of 1.6 eV is due to the excitonic absorption in the crystal. One can see in this


FIG. 1. Current-voltage characteristics of cell (4) at $T=478$ and 508 K . The positive voltage corresponds to injection of $\mathrm{Li}^{+}$ions into the $\mathrm{C}_{60}$ crystal.
diagram that after the lithium doping, an additional broad absorption band turns up between 0.9 and 1.5 eV . This band is very similar to spectra of "photoinduced absorption," i.e., additional optical absorption caused by laser excitation,


FIG. 2. Absorption spectra of the $\mathrm{C}_{60}$ crystal at $T=290 \mathrm{~K}$ before (curve 1) and after (curve 2) Li electrodiffusion. Curve 3 shows the absorption spectrum of the undoped crystal at $T=10 \mathrm{~K}$. The inset shows spectra measured in situ as Li was injected at $T=525 \mathrm{~K}$. Spectrum 1 was taken before applying voltage to the cell, spectrum 2 after 2-h exposure to current.
which was observed in $\mathrm{C}_{60}$ crystals. ${ }^{14,15}$ By analogy with the earlier investigations, ${ }^{14,15}$ we assume that the recorded absorption band is due to electronic transitions from the $T_{1 g}$, $T_{2 g}$, and $G_{g}$ orbitals of $\mathrm{C}_{60}$, which form the conduction band in the crystal, to the higher band generated by $T_{1 u}$ orbitals of the $\mathrm{C}_{60}$ molecule. If so, we have to suppose that the electrodiffusion of $\mathrm{Li}^{+}$cations and electrons into $\mathrm{C}_{60}$ single crystals generates electrons in the conduction band.

The additional absorption of light enables us to visualize the diffusion of Li in the course of experiment. Figure 3 shows photographs of a $\mathrm{C}_{60}$ crystals taken at $T=525 \mathrm{~K}$ in the configuration of light transmission at a photon energy of $1.4 \mathrm{eV}(885 \mathrm{~nm})$. Picture 1 was taken at the moment when the current across the cell was turned on, and picture 3 was obtained after $30-\mathrm{min}$ exposure to a current of $10 \mu \mathrm{~A}$ flowing from the anode to cathode. The superionic contact was attached to the left-hand side of the crystal. One can see how a dark 'cloud' penetrates into the crystal from the left-hand contact. Under the assumption that the absorption at the wavelength of 885 nm is proportional to the concentration $N$ of $\mathrm{Li}^{+}$ions (to be exact, to the concentration of $\mathrm{C}_{60}^{-}$anions or electrons in the conduction band), one can visualize the process of diffusion in real time. The fast propagating dark 'cloud'" does not have clearly defined boundaries and, obviously, corresponds to the composition $\mathrm{Li}_{x} \mathrm{C}_{60}$, where $x \ll 1$ and is a slowly changing function of the coordinates within the sample. In the immediate neighborhood of the electrode injecting Li into the sample, an expanding black region with clear-cut edges can be seen, which probably has a composition with $x=1$. Picture 4 in Fig. 3 illustrates the evolution of the Li concentration after the current direction is reversed. One can see that the dark 'cloud'" vanishes as lithium is ejected from the sample. Figure 4 shows quantitative characteristics of the process. The current as a function of time before and after its reversal is plotted in Fig. 4a; Fig. 4b shows the charge transmitted through the sample, which approximately reflects the number of Li ions injected into the sample. Figure 4 c shows the light absorption at a wavelength of $885 \mathrm{~nm}(1.4 \mathrm{eV})$ at two different sites on the sample. The point corresponding to curve 2 is 0.65 mm farther from the Li-injecting contact than the point corresponding to curve 1 . Figure 4 clearly indicates that there is a good correlation between the charge transmitted across the sample and the change in the sample absorption. One can see in Fig. 5 profiles of the absorption coefficient, which is proportional to the Li concentration, as a function of distance $x$ to the lithium-injecting electrode under the forward current (curves 1 and 2) and after its reversal (curves 3 and 4).

The reversibility of the lithium injection process in the samples under investigation indicates that a subset of the lithium cations are mobile in $\mathrm{C}_{60}$ crystals, and fullerene crystals demonstrate superionic properties. Moreover, the reversibility of the diffusion process with the current reversal provides evidence in favor of the dominant role of electric field in the process of Li diffusion, hence follows the feasibility of this technique for controlled doping of $\mathrm{C}_{60}$ crystals with various ions.

After a longer exposure to a direct current across the cell, the lithium concentration in the "cloud" rises to a cer-


FIG. 3. Photograph of the $\mathrm{C}_{60}$ crystal taken in situ at $T=525 \mathrm{~K}$ in transmitting light with a photon energy of 1.4 eV ( 885 nm ). The superionic contact can be seen on the left of the sample. Picture $l$ was taken before feeding current, pictures 2 and 3 after $10-\mathrm{min}$ and 20 -min exposure to a current of order $15 \mu \mathrm{~A}$ in the forward direction. Picture 4 was taken 40 min after switching the current to the opposite direction, picture 5 after 60 min of additional exposure to current in the forward direction, and picture 6 in 60 min after switching off the current.
tain limiting value, which depends on both the temperature and applied voltage, then the evolution of the sample condition proceeds through the expansion of the "black" phase, which consists, most probably, of the $\operatorname{LiC}_{60}(x=1)$ compound. That the lithium concentration in the sample due to the electrically driven injection is much higher than the equilibrium value is the fact supported by the observation of the growth of isolated $\mathrm{LiC}_{60}$ phase clusters in the bulk of the sample (Picture 5 in Fig. 3). If the current is turned off and the temperature is maintained constant, the lithium concentration in the "cloud'" drops considerably and, at the same time, new clusters of the "phase" are generated (Picture 6 in Fig. 3). The kinetic characteristics of this process are strongly dependent on the temperature and degree of oversaturation, and they have not been studied in detail. The only certain observation is that relatively fast cooling of a sample to room temperature (in several minutes) allowed us to pre-
serve a strongly nonequilibrium lithium distribution generated by electrodiffusion.

### 3.2. ESR and microwave conductivity

Unlike the pristine samples, which were ESR silent, lithium-doped $\mathrm{C}_{60}$ crystals demonstrated an intense ESR signal in the form of several lines with $g$-factors close to 2.0 (Figs. 6 and 7). The main lines, which were present in ESR spectra of all lithium-doped samples, can be divided into three groups.

1. A broad isotropic line ( $X 1$ ) with a $g$-factor of 2.004 $\pm 0.001$, whose half-width at $T=290 \mathrm{~K}$ varied from sample to sample between 5 and 8 Oe , and at $T=5 \mathrm{~K}$ dropped to 2-3 Oe.
2. Three narrow anisotropic lines $(X 2)$ corresponding to centers with different orientations. These lines have a


FIG. 4. (a) Current across the cell as a function of time at $T=525 \mathrm{~K}$. At the moment $t=5 \mathrm{~min}$ a voltage of +200 V is switched on, at $t=32 \mathrm{~min}$ its polarity is switched to the opposite direction, at $t=82 \mathrm{~min}$ again a voltage of +200 V is applied; (b) current transmitted across the sample versus time; (c) variation of the sample absorption at a wavelength of $885 \mathrm{~nm}(1.4 \mathrm{eV})$ at two different points on the sample. Curve 2 corresponds to the region which is 0.65 mm further from the Li contact than the region for curve 1 .
$g$-factor of 2.002 varying in a range of $\pm 0.0008$ as the sample is rotated. The half-widths of these lines drop from 1.5 Oe at $T=290 \mathrm{~K}$ to 0.35 Oe at 5 K . The anisotropic effect indicates that the symmetry of paramagnetic centers responsible for the $X 2$ lines is lower than the cubic one.
3. A pair of $X 3$ lines of equal intensities and a half-width of 1.5 Oe at $T=290 \mathrm{~K}$. The mean $g$-factor of these lines is 2.003 , and the splitting between them is 33 Oe . The intensity of these lines is very weak in comparison with other lines and poorly reproducible from sample to sample. These lines are probably due to electrons localized at $\mathrm{C}_{60}$ molecules which have chemical impurities with nuclear spin $I=1 / 2$ in their immediate neighborhood, and the splitting of 33 Oe is


FIG. 5. Profiles of absorption coefficient in $\mathrm{C}_{60}$ crystals at a wavelength of 885 nm at $T=525 \mathrm{~K}$ as a function of distance $x$ from the Li contact. Curves 1 and 2 were recorded 12 and 29 min after feeding current in the forward direction. Curves 3 and 4 were recorded 11 and 41 min after switching the current polarity.


FIG. 6. (a) ESR spectra recorded at $T=290 \mathrm{~K}$ in a $\mathrm{C}_{60}$ crystal after Li electrodiffusion at 520 K . Spectrum 1 was recorded immediately after cooling, spectra 2-4 after regular intervals of several hours of exposure to the temperature of 290 K ; (b) spectrum 4 on an extended scale and its decomposition into separate lines.
due to the hyperfine interaction. Since the intensity of these lines is very low, they can be ascribed to an uncontrolled impurity which is present in the samples.

The total intensity of the ESR spectrum at sufficiently small doping times (far from $\mathrm{C}_{60}$ saturation with lithium) is approximately proportional to the total charge transmitted through the cell and the amount of additional optical absorption in the sample. This allows us to associate $X 1$ and $X 2$ ESR-active centers with the lithium doping of the samples. The proportion of the $\mathrm{Li}^{7}$ isotope with nuclear spin $3 / 2$ in natural lithium is $92.5 \%$, so if the paramagnetic electron were localized close to the lithium nucleus, we would observe splitting of each line into four hyperfine components. The absence of this hyperfine splitting supports our hypothesis that unpaired electron spins are located on $\mathrm{C}_{60}$ molecules, and the negative charge of the molecule is canceled by $\mathrm{Li}^{+}$ions located in the voids of the crystal.


FIG. 7. Typical ESR spectrum of a $\mathrm{Li}_{x} \mathrm{C}_{60}$ crystal recorded at $T=7 \mathrm{~K}$ and its decomposition into separate lines.

At temperatures below 250 K , we did not detect any changes in the ESR intensity with time. At temperatures higher than 280 K , however, the evolution of intensities of the $X 1$ and $X 2$ lines was quite considerable. This is illustrated by Fig. 6a, where spectrum 1 was recorded immediately after a rapid (during several minutes) cooling of the sample from $T=520 \mathrm{~K}$, at which it was saturated with lithium, to room temperature. Spectra 2-4 were recorded sequentially with a time interval between them of several hours. In this process, the sample was kept at room temperature. In order to calculate the concentration of different paramagnetic centers, we normalized the ESR signal due to the sample to the ESR signal of a paramagnetic reference sample, then decomposed the ESR spectrum into separate lines (via a least-squares fit) and calculated total intensities of separate lines, proportional to the line intensity times its half-width squared. We managed to account for the evolution of ESR spectra on the basis of an assumption that two independent processes proceed concurrently.

1. A drop in the concentration of $X 1$ centers (the broader ESR line) owing to transformation of $X 1$ centers to $X 2$ (narrower ESR line).
2. A drop in the concentration of $X 2$ centers owing to their transformation to ESR-silent complexes.

If the initial concentration of $X 1$ centers is much higher than that of $X 2$ centers, the first process leads to an increase in the concentration of $X 2$ centers, notwithstanding the second process. In fact, spectrum 1 in Fig. 6a yielded a concentration of $X 1$ centers of $6.7 \times 10^{17} \mathrm{~cm}^{-3}$ and that of $X 2$ centers $0.4 \times 10^{17} \mathrm{~cm}^{-3}$, whereas in spectrum 3 the concentrations of $X 1$ and $X 2$ centers were already 2.5 $\times 10^{17} \mathrm{~cm}^{-3}$ and $1.5 \times 10^{17} \mathrm{~cm}^{-3}$, respectively. Thus, the concentration of $X 1$ centers had dropped by $4.2 \times 10^{17} \mathrm{~cm}^{-3}$ in several hours, whereas the concentration of $X 2$ centers had increased by $1.1 \times 10^{17} \mathrm{~cm}^{-3}$. When the $X 1$ center concentration had become too small, process 2 dominated, which led to a drop in the concentrations of both centers, as is shown by spectrum 4 in Fig. 6a. The kinetics of processes 1 and 2 are strongly affected by the temperature and conditions of sample manufacture (local concentration of Li ). These processes are nonexponential and deserve a dedicated investigation.

It is probable that $X 1$ centers (the broader ESR line) correspond to conduction electrons in the weakly doped region of the $\mathrm{Li}_{x} \mathrm{C}_{60}$ crystal with $x \ll 1$, whereas $X 2$ centers correspond to the electrons localized on $\mathrm{C}_{60}$ molecules in the phase with $x=1$ formed in the process of self-organization. Then process 1 , which transforms $X 1$ to $X 2$, corresponds to the decomposition of the "cloud" of uniformly distributed Li ions into clusters of the phase with $x=1$, which was observed visually (pictures 5 and 6 in Fig. 3).

Process 2, which is responsible for the disappearance of the $X 2$ ESR signal, is probably more complicated: it probably leads to formation of monomer or polymer species including even numbers of Li atoms, which form covalent bonds with $\mathrm{C}_{60}$ molecules within the phase clusters. Additional arguments supporting this hypothesis will be given in Sec. 4, which deals with measurements of light absorption by vibrational modes in doped $\mathrm{Li}_{x} \mathrm{C}_{60}$ samples.


FIG. 8. Effective numbers of ESR-active spins corresponding to $X 1$ and $X 2$ centers whose ESR spectra are shown in Fig. 7 as functions of temperature. The numbers of spins were calculated as ratios between integrated ESR signals of $X 1$ and $X 2$ centers on one side and the integrated ESR intensity of a paramagnetic reference sample on the other.

Effective numbers of paramagnetic spins in $X 1$ and $X 2$ centers (whose spectra are given in Fig. 7) in one of the samples are plotted versus temperature in Fig. 8. The spin numbers were calculated by dividing the total intensities of ESR signals due to these centers by the total ESR intensity due to the paramagnetic reference sample with a known number of spins. It is clear that $X 1$ centers correspond to nondegenerate electrons weakly interacting with each other. This supports our assumption that $X 1$ centers correspond to electrons on $\mathrm{C}_{60}$ molecules in weakly doped regions of the sample. In contrast, the effective number of paramagnetic $X 2$ centers drops considerably with decreasing temperature, approximately following the function

$$
\begin{equation*}
N=N_{\text {para }}+N_{\mathrm{af}} \exp \left(-\frac{E_{\mathrm{af}}}{k T}\right), \tag{5}
\end{equation*}
$$

where $E_{\text {af }}=4.9 \mathrm{meV}, N_{\text {para }} / N_{\text {af }}=0.3, N_{\text {af }}=1.28 \times 10^{18} \mathrm{~cm}^{-3}$. Thus, either the electrons are localized and the antiferromagnetic interaction between them is of order 5 meV , or this behavior is caused by Fermi degeneracy in the electronic system.

Figure 9 shows the conductivity of the same sample measured at a frequency of 9300 MHz . The conductivity


FIG. 9. Conductivity of the $\operatorname{Li}_{x} \mathrm{C}_{60}$ crystal versus temperature measured at a frequency of 9300 MHz . The conductivity $\sigma(T)$ was derived from measurements of the FWHM $\Delta F$ of the resonant curve of a rectangular microwave cavity loaded with the sample.
$\sigma(T)$ was derived from the change in the FWHM $\Delta F$ of the resonant curve of a rectangular microwave cavity after placing the sample inside it. It is clear that the sample conductivity is not of metallic character. In the temperature range $T>170 \mathrm{~K}$ the curve of $\sigma(T)$ is in good agreement with the activation temperature dependence $\sigma(T)=\sigma_{0} \exp \left(-E_{a} / k T\right)$ with an activation energy $E_{a} \approx 90 \mathrm{meV}$, whereas at $T<160 \mathrm{~K}$ the curve is in fairly good agreement with the function $\sigma(T)=\sigma_{0 H} \exp \left[(-A / T)^{1 / 4}\right]$, which characterizes hopping conductivity with variable hop length.

Let us discuss these results. Above all, note that after a sufficiently long electrodiffusion and slow cooling of the sample, the intensity of the $X 2$ signal is usually much lower than that corresponding to the Li concentration in the dark regions with phase $x=1$. The cause is process 2 . In our experiments, the intensity of the $X 2$ signal was usually 0.1 to $1 \%$ of the number of Li atoms in the sample estimated on the basis of the electric charge transmitted through it and the visually detected volume of the dark phase (Figs. 3 and 4). The data given above were taken from a sample through which a charge of $10^{21} \mathrm{e} / \mathrm{cm}^{3}$ was transmitted, which is approximately equal to the total number of $\mathrm{C}_{60}$ molecules in the sample. As a result, the sample was almost entirely opaque at the wavelength of $885 \mathrm{~nm}(1.4 \mathrm{eV})$, and we could suppose that a notable fraction of its volume was occupied by the phase $x=1$. The total ESR signal from this sample at $T=290 \mathrm{~K}$, however, corresponded to only $1.7 \times 10^{18} \mathrm{~cm}^{-3}$ electrons. This means that the major fraction of the electrons had been knocked out of the game owing to formation of new compounds containing one or several $\mathrm{C}_{60}$ molecules connected by covalent bonds and even numbers of Li atoms in covalent bonds with $\mathrm{C}_{60}$. Thus, we have a system with a high concentration of defects containing few free electrons. In such a system, the Fermi level is probably below the mobility edge of the conduction band, the electrons are localized at low temperatures, and hopping conductivity takes place.

## 4. OPTICAL SPECTRA IN THE REGION OF VIBRATIONAL MODES

Reflection spectra of $\mathrm{Li}_{x} \mathrm{C}_{60}$ single crystals were measured on a Brücker 113v Fourier spectrometer at room temperature in a spectral range of 80 to $5000 \mathrm{~cm}^{-1}$ $(\sim 0.1-0.6 \mathrm{eV})$ with a resolution of $1 \mathrm{~cm}^{-1}$. The pristine single crystals had mirror-reflecting faces, and their reflection spectrum is labeled by number 1 in Fig. 10a. After lithium doping, the faces of the single crystal became dull. At the same time, the crystal surface, which had been black in visible optical range, was covered with yellow-green spots located close to the Li electrode. Reflection spectra from different areas on the $\mathrm{Li}_{x} \mathrm{C}_{60}$ crystal surface recorded using the IR microscope of the Fourier spectrometer are given in Fig. 10. Note that the roughness of the crystal surface has a considerable effect on the intensity of reflected light, so spectra of Li doped samples are plotted in arbitrary units. The reflection spectra from both yellow-green (Fig. 10a) and dark (Fig. 10b) areas of the surface through which lithium was introduced into the crystal are different from those of the


FIG. 10. Reflection spectra taken from the surface of a fresh as-grown $\mathrm{Li}_{x} \mathrm{C}_{60}$ sample at $T=290 \mathrm{~K}$ : (a) regions of increased Li concentration (the surface is tinted yellow-green in the visible light); (b) regions with a lower concentration (dark areas of the surface). The solid lines show spectra taken in one hour after Li diffusion, the dotted lines show spectra recorded after another 40 min of exposure to a temperature of 290 K . Spectrum 1 in Fig. 10a was taken from the pristine (undoped) sample.
pristine $\mathrm{C}_{60}$ crystal since they have a background monotonically rising as the wave number drops. This spectral component indicates the presence of either free or quasi-free carriers in the surface regions of the lithium-doped crystal, which is in accord with measurements of the microwave conductivity. At room temperature, the background intensity drops with time: the spectra shown by dotted lines in Fig. 10 were taken 40 min after the spectra plotted by solid lines. This fact indicates that the density of quasi-free carriers drops, which is also consistent with the drop in the microwave conductivity and ESR intensity with time at $T=300 \mathrm{~K}$. Moreover, one can see in Fig. 10 that the dropping rate of the background intensity is different on different areas of the surface through which lithium was introduced: in the yellow-green areas (Fig. 10a) this dropping rate is notably lower than in the dark areas (Fig. 10b). Thus, the kinetics of the density of quasifree carriers in the entire sample volume has complex characteristics.

The spectra of the $\mathrm{Li}_{x} \mathrm{C}_{60}$ samples also contain at least four intense lines associated with different vibrational modes: $1415,870,760$, and $627 \mathrm{~cm}^{-1}$. The intense line centered at $1415 \mathrm{~cm}^{-1}$ is an analog of the $T_{1 u}(4)\left(1429 \mathrm{~cm}^{-1}\right)$ vibrational mode of the initial $\mathrm{C}_{60}$ crystal. The accuracy of the center frequency of the vibrational mode manifesting in the peak at $1415 \mathrm{~cm}^{-1}$ is very important for calculating the density of electrons in the $\mathrm{C}_{60}$ molecule. Unfortunately, we could not make use of the Kramers-Kronig technique for calculating the mode frequency because of the effect of surface roughness on the light scattering. The method of dispersion analysis allowed us to approximate the reflection spectrum with poor accuracy and yielded a center frequency of $1410 \mathrm{~cm}^{-1}$. The actual frequency of this mode is probably $1413 \pm 2 \mathrm{~cm}^{-1}$.

In the reflection spectrum of the initial crystal, the intensities of lines associated with the $T_{1 u}(4)=1429 \mathrm{~cm}^{-1}$ and $T_{1 u}(3)=1183 \mathrm{~cm}^{-1}$ modes are approximately equal (spec-
trum 1 in Fig. 10a). After the lithium doping, firstly, the oscillator strength of the $T_{1 u}(4)$ mode becomes significantly higher than that of the $T_{1 u}(3)$ mode, secondly, the former mode shifts to the low-energy side by $16 \mathrm{~cm}^{-1}$. A similar red shift and an increase in the oscillator strength of the $T_{1 u}(4)$ mode were detected previously ${ }^{16}$ in $\mathrm{C}_{60}$ films doped with K and Rb and interpreted in terms of the "charged phonon' ' model. ${ }^{17}$ In accordance with this model, introduction of electrons to the lower unpopulated orbitals of the $\mathrm{C}_{60}$ molecule, which form the conduction band of the crystal, leads to interaction of the vibrational modes of $\mathrm{C}_{60}$ through a virtual electronic transition from these states to the band which is about 1.2 eV higher. Depending on the electron population $x$ on the $\mathrm{C}_{60}$ molecule, the vibrational modes shift to the low side, and this shift is proportional to $x$, and their oscillator strengths increase as $x^{2}$. Among the four dipoleactive vibrational modes detected in $\mathrm{C}_{60}$, the $T_{1 u}(4)$ mode has the highest constant $\lambda$ of electron-phonon coupling. The coupling constant $\lambda$ of the $T_{1 u}(3)=1183 \mathrm{~cm}^{-1}$ mode is small, so lithium doping has little effect on this mode.

Investigations ${ }^{16}$ of $\mathrm{C}_{60}$ films doped with K and Rb led the researchers to a conclusion that the $T_{1 u}(4)$ mode shifts to the low-energy side by about $15 \mathrm{~cm}^{-1}$ when one electron is placed on the $\mathrm{C}_{60}$ molecule. Using the frequency of the $T_{1 u}(4)$ mode measured as a function of the number $x$ of electrons per one molecule, ${ }^{16}$ we have inferred that, in the case under investigation, there is one electron per one $\mathrm{C}_{60}$ molecule near the crystal surface through which Li was introduced. Therefore, our assumption that the $\mathrm{LiC}_{60}$ phase $(x=1)$ is generated in the doped crystal seems likely.

Unlike the spectrum of the undoped $\mathrm{C}_{60}$ crystal, that of $\mathrm{LiC}_{60}$ contains a large set of relatively weak lines over a broad spectral range. The most intense among them are the lines at 870,760 , and $627 \mathrm{~cm}^{-1}$ (Fig. 10), which have not been detected in $\mathrm{C}_{60}$ crystals doped with $\mathrm{K}, \mathrm{Rb}$, and Cs (Refs. 16 and 18). Previously ${ }^{19}$ spectral lines at 880, 670, and $450 \mathrm{~cm}^{-1}$ were detected after lithium doping of graphite: the line at $880 \mathrm{~cm}^{-1}$ was ascribed to a skeletal oscillation of the $\mathrm{Li}-\mathrm{Li}$ bond in seven- and six-atomic lithium clusters, and the line at $670 \mathrm{~cm}^{-1}$ was attributed to valence oscillations of the $\mathrm{Li}-\mathrm{C}$ bond. In the case under study, the line at $870 \mathrm{~cm}^{-1}$ can also be put down to a skeletal oscillation of the $\mathrm{Li}-\mathrm{Li}$ bond, and the line at $627 \mathrm{~cm}^{-1}$ probably corresponds to a valence oscillation of the $\mathrm{Li}-\mathrm{C}_{60}$ bond. The notable shift of its frequency from that measured in graphite intercalated with lithium ( $670 \mathrm{~cm}^{-1}$ ) can be ascribed to the difference between the masses of the carbon atom and $\mathrm{C}_{60}$ molecule. Identification of the line at $760 \mathrm{~cm}^{-1}$ seems more difficult. Probably, the lithium can have two different states in the $\mathrm{C}_{60}$ crystal and form both the ionic $\mathrm{Li}^{+}-\mathrm{C}_{60}$ and covalent $\mathrm{Li}-\mathrm{C}_{60}$ bonds, which manifest as two valence oscillations at 627 and $760 \mathrm{~cm}^{-1}$. Note that the possibility of forming the $\mathrm{Li}-\mathrm{C}_{60}$ covalent bond accounts for the disappearance of $X 2$ ESRactive centers with time.

As was noted above, the exposure of samples to room temperature leads to the considerable drops in the ESR signal, microwave conductivity, and IR reflection due to quasifree electrons. Probably, a fraction of Li is ejected from the sample bulk to the surface. This process can cause formation


FIG. 11. Reflection spectra of the surface (dashed line) and cleaved surface (solid curve) of an "aged'" sample, in which the conductivity and ESR signal are almost zero, at $T=290 \mathrm{~K}$.
of cracks in the sample after a time. Studies of degraded samples, however, revealed that their surfaces had large areas which looked black under light of wavelengths less than 1000 nm . This observation indicates that their degradation cannot be fully interpreted in terms of the lithium ejection to the surface, and this fact impels us to assume that other phases (or compounds) are formed in doped samples, which contribute to absorption in the spectral range under investigation and have a considerable (more than 3 to $5 \%$ ) volume deficiency, which leads to cracking. Moreover, such phases should not contribute to the ESR signal, neither can they have a high conductivity.

This assumption is supported by IR reflection spectra of degraded samples shown in Fig. 11. The reflection spectrum of the sample surface shown by the dashed line in Fig. 11 is very similar to the $\left(\mathrm{C}_{60}\right)_{2}$ dimer spectrum recorded previously, ${ }^{18}$ when transmission spectra of $\mathrm{C}_{60}$ monomer, dimer, and polymer phases in $\mathrm{RbC}_{60}$ were studied. It was shown ${ }^{18}$ that the transition from the initial $\mathrm{C}_{60}$ phase to dimers, for example, leads to splitting of the $T_{1 u}(4)$ (1429 $\mathrm{cm}^{-1}$ ) mode into several lines and generates a set of lines at frequencies around $700 \mathrm{~cm}^{-1}$. This was ascribed to the lower symmetry of the $\mathrm{C}_{60}$ molecule in the dimer phase.

The spectrum shown by the solid line in Fig. 11 was taken from a cleaved surface of a degraded sample. Its comparison to the data reported earlier ${ }^{18}$ indicates that this spectrum can be attributed to the polymer phase. The splitting of the $T_{1 u}(4)\left(1429 \mathrm{~cm}^{-1}\right)$ mode of the initial $\mathrm{C}_{60}$ crystal into two lines at 1415 and $1480 \mathrm{~cm}^{-1}$ and the smaller number of spectral lines than in the dimer phase provide evidence in favor of this interpretation. The latter effect is due to the higher symmetry of the $\mathrm{C}_{60}$ molecule in the polymer phase than in the dimer phase. The plot also clearly shows lines that indicate the presence of lithium clusters $\left(865 \mathrm{~cm}^{-1}\right)$ and the $\mathrm{Li}-\mathrm{C}_{60}$ bond $\left(760 \mathrm{~cm}^{-1}\right)$. Moreover, as in the case of the monomer phase observed on the surface of a pristine sample (Fig. 10a), the oscillator strengths of vibrational modes at frequencies of 1415 and $1480 \mathrm{~cm}^{-1}$ are significantly higher
than that of the $1183 \mathrm{~cm}^{-1}$ mode. A third fact that is noteworthy is the difference between the spectral positions of the $1415 \mathrm{~cm}^{-1}$ and $1480 \mathrm{~cm}^{-1}$ lines on one side and those detected ${ }^{20}$ in the photopolymerized phase (1424 and 1460 $\mathrm{cm}^{-1}$ ), i.e., the $1415 \mathrm{~cm}^{-1}$ line is shifted to the low-energy side by $9 \mathrm{~cm}^{-1}$ as compared to those in the spectrum of the photopolymerized phase. This shift is less than $15 \mathrm{~cm}^{-1}$, which is typical of the case when one electron is added to a $\mathrm{C}_{60}$ molecule in the monomer phase. ${ }^{16}$ These three facts has led us to a conclusion that lithium is incorporated in the structure of the polymer phase synthesized in our experiment, where the number of electrons per one $\mathrm{C}_{60}$ molecule is probably much less than unity.

The main difference between the $\mathrm{LiC}_{60}$ polymer phase and $\mathrm{RbC}_{60}$ polymer reported earlier ${ }^{18}$ is associated with the presence of free (or quasi-free) carriers. It was found previously ${ }^{18}$ that the optical conductivity of $\mathrm{RbC}_{60}$ increases in the sequence of the dimer-monomer-polymer phases. In the case under study, the polymer phase of $\mathrm{LiC}_{60}$ is not conducting. This statement is supported by both microwave conductivity data and the reflection spectrum in Fig. 11, which does not show a monotonic increase in the reflectivity with decreasing wave number, characteristic of the contribution of free carriers. Thus, in contrast to the case of $\mathrm{RbC}_{60}$, the $\mathrm{Li}-$ $\mathrm{C}_{60}$ covalent bond is formed in the polymer phase of $\mathrm{LiC}_{60}$, whose valence oscillation manifests in the line at $760 \mathrm{~cm}^{-1}$ in the reflection spectrum. The reflection line at $627 \mathrm{~cm}^{-1}$, which is also attributed to the valence oscillation of the Li $\mathrm{C}_{60}$ bond in pristine samples, but is absent in the polymer phase of degraded $\mathrm{Li}_{x} \mathrm{C}_{60}$, should probably be associated with the oscillation of the $\mathrm{Li}^{+}-\mathrm{C}_{60}$ ionic bond. Thus, our investigation of reflection spectra indicates that the assumption about formation of dimer and polymer phases in degraded $\mathrm{Li}-\mathrm{C}_{60}$ crystals is true. Moreover, the absence of an ESR signal in the $\mathrm{Li}_{x} \mathrm{C}_{60}$ polymer allows us to draw the conclusion that an even number of Li atoms are bound to the $\mathrm{C}_{60}$ molecule by covalent bonds.

## 5. CONCLUSIONS

We have suggested and implemented a novel technique for controlled doping of fullerene crystals through diffusion of ions driven by an electric field from a superionic contact. We have studied features of electrodiffusion of Li ions in $\mathrm{C}_{60}$ crystals and electronic properties of $\mathrm{Li}_{x} \mathrm{C}_{60}$ single crystals fabricated by this method.

In lithium-doped $\mathrm{C}_{60}$ crystals, we have detected an ESR signal in the form of several lines with $g$-factors around 2.0. We have observed and studied evolution of ESR spectra with time and the effective numbers of unpaired spins corresponding to the $X 1$ and $X 2$ centers as functions of temperature.

The temperature dependence of the microwave conductivity of lithium-doped $\mathrm{C}_{60}$ crystals has been investigated. The sample conductivity is of a nonmetallic nature. In the temperature range $T>170 \mathrm{~K}$ the curve of $\sigma(T)$ is well approximated by the function $\sigma(T)=\sigma_{0} \exp \left(-E_{a} / k T\right)$ with an activation energy $E_{a}$ of about 90 meV , whereas at $T<160 \mathrm{~K}$ it is approximated by the function $\sigma(T)=\sigma_{0 H}$ $\times \exp \left[\left(-(A / T)^{1 / 4}\right]\right.$, which is typical of the hopping conduc-
tivity with variable hop length. Thus, $\mathrm{Li}_{x} \mathrm{C}_{60}$ single crystals contain a lot of defects, but the concentration of free electrons is low. In such a system, the Fermi level should be located below the edge of the conduction band, electrons should be localized at low temperatures, and hopping conductivity should take place.

In IR reflection spectra of the $\mathrm{Li}_{x} \mathrm{C}_{60}$ samples, we have detected lines associated with vibrational modes at 1415, 870,760 , and $627 \mathrm{~cm}^{-1}$, and a background whose intensity increases monotonically as the wave number drops and which is due to free or weakly localized electrons. The spectral position of the $1415 \mathrm{~cm}^{-1}$ line indicates that one electron is bound to the $\mathrm{C}_{60}$ molecule. The lines at 627 and $760 \mathrm{~cm}^{-1}$ are put down to valence oscillations of the $\mathrm{Li}^{+}-\mathrm{C}_{60}$ ionic bond and $\mathrm{Li}-\mathrm{C}_{60}$ covalent bond, respectively. The former decays with time as crystals degrade, and only lithium in covalent bonds (alongside lithium clusters) is detected in degraded samples. The shapes of reflection spectra of degraded samples indicates that the conducting monomer phase in pristine samples transforms to nonconducting phases of dimers on the surface and polymers in the bulk of degraded samples. This supports our assumption that a subset of the Li atoms form covalent bonds with $\mathrm{C}_{60}$ molecules, which leads to the decay of both ESR and microwave conductivity signals.
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# Two-dimensional weak localization effects in high temperature superconductor $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ 
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A systematic study of the resistivity and Hall effect in single-crystal films $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}(0.12 \leqslant x \leqslant 0.20)$ is presented, with special emphasis on the low-temperature dependence of the normal state conductance. Two-dimensional weak localization effects are found both in a normally conducting underdoped sample ( $x=0.12$ ) and in situ superconducting optimally doped $(x=0.15)$ or overdoped $(x=0.18)$ samples in a high magnetic field $B>B_{c 2}$. The phase coherence time $\tau_{\varphi}\left(5.4 \cdot 10^{-11} \mathrm{~s}\right.$ at 2 K$)$ and the effective thickness of a $\mathrm{CuO}_{2}$ conducting layer $d(\simeq 1.5 \AA)$ have been estimated by fitting 2 D weak localization theory expressions to magnetoresistivity data for magnetic fields perpendicular to the $a b$ plane and in plane. Estimates of the parameter $d$ ensure strong carrier confinement and justify a model consisting of almost decoupled 2D metallic sheets for the $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ single crystal.
© 1999 American Institute of Physics. [S1063-7761(99)01611-X]

## 1. INTRODUCTION

The field of high-transition-temperature (high- $T_{c}$ ) superconductivity has generated several thousand publications in the last few years. For a short overview of the lattice structure and phase diagram of the most widely studied copper oxide compounds, such as hole-doped $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ and $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ or electron-doped $\mathrm{L}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4}(\mathrm{~L}=\mathrm{Nd}$ or Pr ), one can consult, e.g., the review in Ref. 1 or book by Plakida. ${ }^{2}$ The copper oxide high- $T_{c}$ materials are basically tetragonal, and all of them have one or more $\mathrm{CuO}_{2}$ planes in their structure, which are separated by layers of other atoms ( $\mathrm{Ba}-\mathrm{O}, \mathrm{La}-\mathrm{O}, \mathrm{Nd}-\mathrm{O}, \ldots$.$) . Most researchers empirically and$ theoretically have come to a consensus that superconductivity is related to processes occurring solely in the conducting $\mathrm{CuO}_{2}$ planes, with the other layers simply providing the carriers (they are therefore called charge reservoirs). In the $\mathrm{CuO}_{2}$ planes, each copper ion is strongly bonded to four oxygen ions separated by approximately $1.9 \AA$.

Due to the layered character of the crystal structures, the high- $T_{c}$ copper oxide compounds are highly anisotropic in their normal-state electrical properties. Although the resistivity in the $\mathrm{CuO}_{2}$ planes, $\rho_{a b}$, shows metallic temperature dependence, the temperature behavior and the magnitude of the resistivity parallel to the $c$ axis, $\rho_{c}$, are strongly dependent on crystal structure, and on the concentration of charge carriers.

Systematic data for $\rho_{c}$ in a number of high- $T_{c}$ materials obtained on well characterized single crystals are presented by Ito et al. ${ }^{3}$ For hole-doped systems $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{6+x}$ and $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4} \rho_{c}$ exhibits a marked change in magnitude as well as in temperature dependence with changing hole con-
centration (i.e., changing $x$ ). For the underdoped (low $x$ ) and optimally doped (superconducting) compounds $\rho_{c}$ is nonmetallic $\left(d \rho_{c} / d T<0\right)$ at low enough temperatures. In both systems the anisotropy coefficient, $\rho_{c} / \rho_{a b}$, decreases noticeably with doping, being $\sim 10^{2}$ for the superconducting compounds.

The crystal structure $T^{\prime}$ of the electron doped $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ system is the simplest among the superconducting cuprates with the perovskite structure. ${ }^{4}$ The Cu atoms in the $\mathrm{CuO}_{2}$ layers of hole-doped $\mathrm{La}_{2-x} \mathrm{Sr}_{x} \mathrm{CuO}_{4}$ or $\mathrm{Nd}_{2-x-y} \mathrm{Ce}_{x} \mathrm{Sr}_{y} \mathrm{CuO}_{4-\delta}(y>x)$ superconductors are surrounded by apical O atoms, forming octahedrons ( $T$ structure) or semioctahedrons ( $T^{*}$ structure). The most important difference in the crystal structures of $\mathrm{Nd}_{2}(\mathrm{Ce}) \mathrm{CuO}_{4}$ and $\mathrm{La}_{2}(\mathrm{Sr}) \mathrm{CuO}_{4}$ is that the apical oxygen atoms in the $T^{\prime}$ structure are displaced so as to make an isolated $\mathrm{CuO}_{2}$ plane (Fig. 1).

The undoped system $\mathrm{Nd}_{2} \mathrm{CuO}_{4}$ is an insulator, with the valence band mainly of $\mathrm{O} 2 p$ character, and the empty conduction band being the upper Hubbard $\mathrm{Cu} 3 d$ band. The Coulomb $3 d-3 d$ repulsion at the Cu site $U(\simeq 6-7 \mathrm{eV})$ is strong, and it is greater than the oxygen to metal chargetransfer energy $\Delta(\simeq 1-2 \mathrm{eV})$. As the gap between the conduction and valence bands is determined just by the energy $\Delta$, these cuprates are classified as charge-transfer semiconductors. ${ }^{5}$

The combination of Ce doping and O reduction results in $n$-type conduction in $\mathrm{CuO}_{2}$ layers in $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ single crystals. ${ }^{4,6}$ An energy band structure calculation ${ }^{7}$ shows that the Fermi level is located in a band of $p d \sigma$-type formed by $3 d\left(x^{2}-y^{2}\right)$ orbitals of Cu and $p_{\sigma}(x, y)$ orbitals of


FIG. 1. Crystal structure of three types of copper oxides (Ref. 4).
oxygen. The $p d \sigma$ band appears to be of highly twodimensional (2D) character, with almost no dispersion in the $z$-direction normal to $\mathrm{CuO}_{2}$ planes. The electrons are concentrated within the confines of conducting $\mathrm{CuO}_{2}$ layers, separated from each other by a distance $c \simeq 6 \AA$.

In accordance with such a structure $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$, single crystals have a significantly higher resistive anisotropy than $Y$ - or La-systems: $\rho_{c} / \rho_{a b} \simeq 10^{4}$ for $x=0.15^{8,9}$ and for $x=0.16-0.20$ with different values of oxygen deficiency $\delta^{10}$ at room temperature, it increases with decreasing temperature. ${ }^{10}$ Measurements by Ito et al. ${ }^{3}$ for another electron-doped compound with the same $T^{\prime}$ structure, $\mathrm{Pr}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$, show that for $x=0.15$ the anisotropy is very large, $\rho_{c} / \rho_{a b} \geqslant 10^{4}$, and nonmetallic $\rho_{c}$ is observed. Preliminary measurements on a $\operatorname{Pr}$-system with different $x$ indicated that, as in the case of Y- and La-systems, $\rho_{c}$ decreases with increasing carrier concentration much more rapidly than $\rho_{a b}$.

The larger anisotropy in Nd- or Pr-systems compared with La-or Y-systems would imply that fluorite-type $\mathrm{Nd}_{2} \mathrm{O}_{2}$ or $\mathrm{Pr}_{2} \mathrm{O}_{2}$ layers block out-of-plane conduction more effectively than NaCl -type $\mathrm{La}_{2} \mathrm{O}_{2}$ or $\mathrm{Ba}_{2} \mathrm{O}_{2}$ layers. ${ }^{3}$

The nonmetallic behavior of out-of-plane conductance suggests that the carriers are confined tightly in the $\mathrm{CuO}_{2}$ plane. ${ }^{3}$ It is thus of interest to search for two-dimensional effects in the in-plane conductance of the layered cuprates. There are several previous reports on the manifestation of 2D weak localization effects in the in-plane conductance of $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ single crystals or films. Thus a linear dependence of resistivity on $\ln T$ comes about at $T<T_{c}$ for samples with $x \simeq 0.15$, in which the superconducting state is destroyed by a magnetic field. ${ }^{11}$ Furthermore, a highly anisotropic negative magnetoresistance, predicted for 2D weak lo-

TABLE I.

|  | $t, \AA$ | $T_{c}, \mathrm{~K}$ | $\rho_{0} \cdot 10^{5}$, <br> $\Omega \cdot \mathrm{cm}$ | $\rho_{300 \mathrm{~K}} \cdot 10^{5}$, <br> $\Omega \cdot \mathrm{cm}$ | $\rho_{300 \mathrm{~K} / \rho} \rho_{0}$ | $A \cdot 10^{9}$, <br> $\Omega \cdot \mathrm{cm} / \mathrm{K}^{2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.12 | 5500 | - | - | 102 | - | - |
| 0.15 | 5000 | 20 | 8.2 | 42.4 | 5.2 | 4.0 |
| 0.17 | 5700 | 12 | 8.6 | 29.6 | 3.4 | 2.7 |
| 0.18 | 5000 | 6.0 | 6.0 | 23.5 | 3.9 | 2.2 |
| 0.20 | 4000 | $<1.3$ | 1.1 | 10.0 | 9.1 | 1.1 |

calization, has been observed in the nonsuperconducting state at low temperatures: in samples with $x=0.11^{12}$ and in unreduced samples with $x=0.15^{13}$ or $x=0.18 .{ }^{14}$ We report here a systematic study of 2D weak localization effects for a number of optimally reduced samples of $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ with $0.12 \leqslant x \leqslant 0.20$.

## 2. EXPERIMENTAL PROCEDURE

The flux separation technique was used for $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ film deposition. ${ }^{15}$ High-quality $c$-axis oriented single crystal films with thickness around $5000 \AA$ and $0.12 \leqslant x \leqslant 0.20$ were grown. The values of $T_{c}$ after sample reduction are shown in Table I.

Figure 2 demonstrates that $T_{c}$ of the film with $x=0.15$ is in agreement with previously published data for bulk single crystals. ${ }^{4}$ The values of $T_{c}$ for overdoped films with $x \geqslant 0.17$ are higher than for corresponding bulk crystals in accordance with the information of Xu et al. ${ }^{16}$ that superconductivity survives up to $x=0.22$ in $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$ films.

Standard four-terminal measurements of the resistivity $\rho$ and Hall effect $R(\mathbf{j}\|a b, \mathbf{B}\| c)$ in the dc regime were carried out in the temperature range $T_{c}<T \leqslant 300 \mathrm{~K}$ without a magnetic field $B$, and in magnetic fields up to $B=12 \mathrm{~T}$ at temperature down to 0.2 K . The electrical contacts were prepared by evaporating thin silver strips onto the sample, and attaching silver wires to these with conducting glue.


FIG. 2. Phase diagram of $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$. Notation: triangles and circles-data of Ref. 4 (triangles- $T_{c}=0$ ); crosses-our data.


FIG. 3. Temperature dependence of in-plane resistivity for the samples investigated $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$.

## 3. RESULTS

The temperature dependence of the zero-field in-plane resistivity for the investigated samples at $T$ up to 300 K is shown in Fig. 3. A clear resistance minimum is observed at $T \simeq 150 \mathrm{~K}$ for the nonsuperconducting sample with $x=0.12$. The $\rho(T)$ dependence is described by $\rho=\rho_{0}+A T^{2}$ at $T$ $=20-180 \mathrm{~K}$ for $x=0.15,0.17$, and 0.18 , and over the wider $T=10-300 \mathrm{~K}$ for $x=0.20$. The values of $\rho_{0}$ and $A$ are presented in Table I.

We describe here the magnetoresistance measurements only for the underdoped nonsuperconducting sample ( $x=0.12$ ) and for two overdoped superconducting samples ( $x=0.18$ and $x=0.20$ ). Detailed investigations of $\rho(B, T)$ dependencies for the optimally doped sample with $x=0.15$ were presented earlier, ${ }^{17}$ as were some results on the $x=0.18$ sample. ${ }^{18}$

In the superconducting samples, normal-state transport at low $T$ is hidden unless the magnetic field stronger than the


FIG. 4. In-plane resistivity $(\mathbf{j} \perp \mathbf{B})$ of the sample with $x=0.20$ as a function of magnetic field $\mathbf{B} \perp a b$ at two different temperatures. Arrows indicate values of the second critical field. Inset: Hall coefficient ( $\mathbf{j} \| a b ; \mathbf{B} \perp a b$ ) as a function of magnetic field at $T=1.3 \mathrm{~K}$.
second critical field $B_{c 2}$ is applied. As we are interested in the low-temperature $\rho(T)$ dependence, we have destroyed the superconductivity with a magnetic field $B_{\perp}$ perpendicular to the $\mathrm{CuO}_{2}$ planes. In Fig. 4, the $\rho\left(B_{\perp}\right)$ dependence for $x=0.20$ at $T=1.3 \mathrm{~K}$ and $T=4.2 \mathrm{~K}$ in a magnetic fields up to $B=5.5 \mathrm{~T}$ are presented. In the inset of Fig. 4, the dependence of the Hall coefficient $R$ on magnetic field $B_{\perp}$ at $T=1.3 \mathrm{~K}$ is also shown. On the assumption that $B_{c 2}^{\perp}(T)$ is a field in which $\rho\left(B_{\perp}\right)$ and $R\left(B_{\perp}\right)$ at given $T$ come up to their normalstate value, we have $B_{c 2}^{\perp}=2.2 \mathrm{~T}$ at $T=1.3 \mathrm{~K}$ and $B_{c 2}^{\perp}$ $=1.5 \mathrm{~T}$ at $T=4.2 \mathrm{~K}$.

In our previous investigation ${ }^{18}$ of the sample with $x=0.18$, negative magnetoresistance was observed after the destruction of superconductivity by a magnetic field up to 5.5 T at $T \geqslant 1.4 \mathrm{~K}$. In Fig. 5, $\rho\left(B_{\perp}\right)$ is shown for this sample at much lower temperatures (down to 0.2 K ) and in fields up


FIG. 5. In-plane resistivity $(\mathbf{j} \perp \mathbf{B})$ of the sample with $x=0.18$ as a function of magnetic field $\mathbf{B} \perp a b$ at different temperatures. Inset: Hall coefficient $(\mathbf{j} \| a b ; \mathbf{B} \perp a b)$ as a function of magnetic field at $T=0.2 \mathrm{~K}$. The arrow shows the estimate for the second critical field.


FIG. 6. Negative magnetoresistance at $B>B_{c 2}$ in the sample with $x$ $=0.18$. Arrows indicate values of the second critical field $B_{c 2}$ at different temperatures.
to 12 T . The inset of Fig. 5 shows an example of $R\left(B_{\perp}\right)$ at given $T<T_{c}$. The nonmonotonic $R\left(B_{\perp}\right)$ behavior, with reversal of the sign of the Hall effect, is usually observed in the mixed state of the superconductor. ${ }^{18,19}$ The transition to the normal state is completed at $B=B_{c 2}$, where the Hall coefficient becomes nearly constant with the same value as in the normal state at $T>T_{c}\left(B_{c 2} \simeq 5 \mathrm{~T}\right.$ at $\left.T=0.2 \mathrm{~K}\right)$. Values of $B_{c 2}$ for $x=0.18$ estimated in this way at different temperatures are marked by the arrows in Fig. 6. This figure also clearly demonstrates the transition from positive to negative magnetoresistance after the suppression of superconductivity.

In Fig. 7, the results of the theoretical description of the magnetoconductivity at $B>B_{c 2}$ are presented. Figure 8 demonstrates that the resistivity of the sample with $x=0.18$ is a linear function of $\ln T$ in magnetic fields $B>B_{c 2}$. The experimental points for $B=1.5 \mathrm{~T}$ are also shown. If the logarithmic temperature dependence of the resistivity is typical
of the normal state, then the discrepancy between the experimental points and the logarithmic law indicates that the normal state has not yet been attained at $B=1.5 \mathrm{~T}$.

We have also measured the in-plane conductivity in a nonsuperconducting sample with $x=0.12$ for magnetic fields perpendicular and parallel to the $\mathrm{CuO}_{2}$ planes up to 5.5 T at $T=1.9 \mathrm{~K}$ and 4.2 K (Fig. 9). The positive magnetoconductivity (negative magnetoresistance) observed in this sample is obviously anisotropic relative to the direction of the magnetic field.

## 4. DISCUSSION

A logarithmic temperature dependence of the conductivity is one indication of the interference quantum correction due to 2D weak localization. A magnetic field normal to the diffusion path of a carrier destroys the interference. In a twodimensional system, it causes negative magnetoresistance for the field perpendicular to the plane, but no effect for the parallel configuration. Weak localization effects are almost totally suppressed for $B_{\perp}>B_{t r},{ }^{20}$ where the so called "transport field" is defined as the field at which

$$
\begin{equation*}
2 \pi B_{t r} l^{2}=\Phi_{0} \tag{1}
\end{equation*}
$$

Here $l$ is the elastic mean free path and $\Phi_{0}=\pi c \hbar / e$ is the elementary flux quantum.

Let us compare Eq. (1) with the relations between the coherence length $\xi$ and the second critical field in the pure superconductor ( $\xi \ll l$ ),

$$
\begin{equation*}
2 \pi B_{c 2} \dot{\xi}^{2}=\Phi_{0} \tag{2}
\end{equation*}
$$

or in the so-called 'dirty limit'" $(\xi \gg l)$ :

$$
\begin{equation*}
2 \pi B_{c 2} \xi l=\Phi_{0} . \tag{3}
\end{equation*}
$$

From Eqs. (1) and (2) we have $B_{t r} / B_{c 2}=(\xi / l)^{2}$, so $B_{t r}$ $<B_{c 2}$, and it is impossible to observe weak localization effects in the pure case. In contrast, from Eqs. (1) and (3) one


FIG. 7. Fit of the expression (4) to experimental data on the surface conductivity of the sample with $x=0.18$ at $T=0.2 \mathrm{~K}$. Fit parameters of the broken line are: $B_{\varphi}=0.1 \mathrm{~T}, \alpha=6.6$. Inset: Surface conductivity as a function of $\ln B$.


FIG. 8. In-plane resistivity of the sample with $x=0.18$ as a function of $\ln T$ in different magnetic fields.
has $B_{t r} / B_{c 2}=(\xi / l), B_{t r}>B_{c 2}$, and weak localization should survive in the normal state $\left(B>B_{c 2}\right)$ of a dirty superconductor.

In Table II, the parameters of investigated samples essential to a description of localization are presented. From the experimental values of the in-plane resistivity $\rho$ and Hall constant $R$ in the normal state, we have obtained the surface resistance $R_{s}=\rho / c$ per $\mathrm{CuO}_{2}$ layer and the bulk and surface electron densities $n=(e R)^{-1}$ and $n_{s}=n c(c=6 \AA$ is the distance between $\mathrm{CuO}_{2}$ layers). Using the relations ${ }^{21} \sigma_{s}$ $=\left(e^{2} / \hbar\right) k_{F} l$ for the 2 D conductance $\sigma_{s}=1 / R_{S}$, and $k_{F}$ $=\left(2 \pi n_{s}\right)^{1 / 2}$ for the Fermi wave vector, we have estimated the important parameter $k_{F} l$, the mean free path $l$, and then according to Eq. (1) the characteristic field $B_{t r}$. For the sample with $x=0.15$ we use the data of Ref. 17 .

In a random two-dimensional system, the parameter $k_{F} l$ can serve as a measure of disorder. ${ }^{21}$ It is seen from Table II that we have a wide range $\sim 1-10^{2}$ of $k_{F} l$ in the investigated


FIG. 9. Surface conductivity of the sample with $x=0.12$ as a function of magnetic field $B_{\perp}(\mathbf{B} \perp a b)$ or $B_{\|}(\mathbf{B} \| a b)$ at different temperatures.
series of samples. For $k_{F} l \geqslant 1$, a true metallic conduction takes place in $\mathrm{CuO}_{2}$ layers. Thus, we have a rather pure 2D system with $k_{F} l \sim 10$ for $x=0.15$ or $x=0.18$, and an extremely pure system with $k_{F} l \sim 10^{2}$ for $x=0.20$. It is quite remarkable that even at such high values of the parameter $k_{F} l$, a trace of localization comes to light: for $B_{\perp}>B_{c 2}, \rho$ is greater at 1.3 K than at 4.2 K (see Fig. 4). As for the sample with $x=0.12$, where $k_{F} l$ is of the order of unity, this system is in close proximity to transition from weak logarithmic to strong exponential localization as disorder increases ( $k_{F} l$ decreases).

The second critical field $B_{c 2}^{\perp}$ at temperatures around $T \simeq 1.4 \mathrm{~K}$ (see Figs. 4 and 5) and values of $\xi$ estimated according to Eqs. (2) or (3) are also shown in Table II. In the pure system with $x=0.20, \xi<l$, and negative magnetoresistance is not detected at $B>B_{c 2}$, at least for $T \geqslant 1.3 \mathrm{~K}$ (see Fig. 4). Systems with $x=0.15$ and 0.18 are situated close to the dirty limit $\xi \gg l$, and there exist appreciable field ranges $B_{c 2}<B<B_{t r}$ where negative magnetoresistance due to 2D weak localization is actually observed (see Ref. 17 and Fig. 6).

In 2D weak localization theory, the quantum correction to the Drude conductivity in a perpendicular magnetic field is ${ }^{22}$

$$
\begin{equation*}
\Delta \sigma_{s}\left(B_{\perp}\right)=\alpha \frac{e^{2}}{2 \pi^{2} \hbar}\left\{\Psi\left(\frac{1}{2}+\frac{B_{\varphi}}{B_{\perp}}\right)-\Psi\left(\frac{1}{2}+\frac{B_{t r}}{B_{\perp}}\right)\right\} \tag{4}
\end{equation*}
$$

TABLE II.

|  | $n \cdot 10^{-22}$, <br> $\mathrm{cm}^{-3}$ | $k_{F} l$ | $l, \AA$ | $B_{t r}, \mathrm{~T}$ | $B_{c 2}^{\perp}, \mathrm{T}$ <br> $(T=1.4 \mathrm{~K})$ | $\xi, \AA$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.12 | $0.2^{*}$ | 2 | $\approx 10$ | $\approx 270$ | - | - |
| 0.15 | $2.0^{*}$ | 18 | $\approx 30$ | $\approx 30$ | 5.5 | 180 |
| 0.18 | 1.1 | 25 | 40 | 22.5 | 4.0 | 200 |
| 0.20 | 1.0 | 150 | 240 | 0.6 | 2.2 | 150 |

[^9]where $\alpha$ is a factor of the order of unity, $\Psi$ is the digamma function, and $B_{\varphi}=c \hbar / 4 e L_{\varphi}^{2}$. Here $L_{\varphi}=\sqrt{D \tau_{\varphi}}$ is the phase coherence length, $D$ is the diffusion coefficient, and $\tau_{\varphi}$ is the phase breaking time.

The fit of (4) to the experimental $\sigma_{s}\left(B_{\perp}\right)$ data for $x=0.18$ at $B_{\perp}>B_{c 2}^{\perp}$ is shown in Fig. 7. For each temperature there are two fit parameters: the characteristic field $B_{\varphi}$ (or $L_{\varphi}$ ) and the factor $\alpha$. The widest range of requisite magnetic fields and thus the most accurate fit results are obtained for the lowest temperature $T=0.2 \mathrm{~K}$. With $B_{t r}=22.5 \mathrm{~T}$, the best fit is obtained for $B_{\varphi} \simeq 0.1 \mathrm{~T}\left(L_{\varphi}=560 \AA\right)$ and $\alpha=6.6$. The fitting procedure is highly sensitive to the value of the parameter $\alpha$. In contrast, the value of $B_{\varphi}$ is obtained only to order of magnitude, as we have no zero-field and weak-field data. Nevertheless, there is no doubt that the inequality $B_{\varphi}$ $\ll B_{t r}$ is valid.

In the field range $B_{\varphi} \ll B \ll B_{t r}$, the expression (4) can be written

$$
\begin{equation*}
\Delta \sigma_{s}\left(B_{\perp}\right)=\alpha \frac{e^{2}}{2 \pi^{2} \hbar}\left\{-\Psi\left(\frac{1}{2}\right)-\ln \frac{B_{\perp}}{B_{t r}}\right\} . \tag{5}
\end{equation*}
$$

The inset of Fig. 7 shows that the experimental data at $T=0.2 \mathrm{~K}$ can be fitted rather closely by this simple formula over a wide range of fields, $5 \leqslant B \leqslant 11 \mathrm{~T}$. But as we have the factor $\alpha=6.6$, negative magnetoresistance is too large to be due to the destruction of weak localization only. Thus we conclude that some additional mechanism of negative magnetoresistance must be at work.

There exists another quantum correction to the normalstate conductivity with a logarithmic dependence of magnetoresistivity on $B$, namely the correction due to disordermodified electron-electron interaction (EEI) in the Cooper channel. ${ }^{23}$ In the range of magnetic fields $B_{T} \ll B \ll B_{t r}$, we have

$$
\begin{equation*}
\Delta \sigma_{s}^{\mathrm{EEI}}\left(B_{\perp}\right)=-\frac{e^{2}}{2 \pi^{2} \hbar} g(T) \ln \left(\frac{B_{\perp}}{B_{t r}}\right), \tag{6}
\end{equation*}
$$

where $B_{T}=\pi c \hbar / 2 e L_{T}^{2}, L_{T}=\sqrt{\hbar D / k T}$ is the thermal coherence length, and $g(T)$ is the effective interaction constant of two electrons with opposite momenta. For the attractive electron-electron interaction due to virtual phonon exchange, $g>0$, and according to (6) the magnetoresistance should be negative.

As we have dealt with in situ superconducting samples, so that $g>0$, the contribution due to EEI is most probably the reason for the extra negative magnetoresistance at very low temperatures ( $B_{T}=0.02 \mathrm{~T}$ at $T=0.2 \mathrm{~K}$ ). With increasing temperature, the magnitude of the EEI contribution decreases rapidly ( $\alpha=2.5$ at $T=0.8 \mathrm{~K}$ ), and at $T \geqslant 1 \mathrm{~K}$ the estimated value of the factor is close to unity ( $\alpha=0.77$ at $T=2.1 \mathrm{~K}$ ), as it should be for weak localization.

It should be noted that pronounced negative magnetoresistance due to the suppression of weak electron localization is observed in ordinary superconductors as well. The electron transport properties of three-dimensional (3D) amorphous $\alpha$ $\mathrm{Mo}_{3} \mathrm{Si}$ and $\alpha-\mathrm{Nb}_{3} \mathrm{Ge}$ superconducting films have been investigated in magnetic fields up to $B=30 \mathrm{~T}$ at temperatures down to $T=0.35 \mathrm{~K} .{ }^{24}$ The authors have found that both the
temperature and field dependence of the resistivity $\rho$ can be qualitatively described by weak localization theory. At low temperatures and in magnetic fields above the upper critical field, $B>B_{c 2}$, magnetoconductivity is proportional to $B^{1 / 2}$. This field dependence is consistent with weak localization in the high-field limit ( $B \gtrdot B_{\varphi}$ ) for 3D disordered systems, in contrast to a 2D system with $\Delta \sigma(B) \propto \ln B$.

One important indication of the 2D character of a system is the strong dependence of magnetoresistance on magnetic field orientation. Highly anisotropic (negative) magnetoresistance is actually observed in a nonsuperconducting sample with $x=0.12$ (see Fig. 9). From the fit to $\sigma_{s}\left(B_{\perp}\right)$ by the functional form (4) with $\alpha=1$, we find $L_{\varphi}=770 \AA$ at $T=1.9 \mathrm{~K}$ and $L_{\varphi}=550 \AA$ at $T=4.2 \mathrm{~K}$, so that the phase coherence time $\tau_{\varphi}=5.4 \cdot 10^{-11} \mathrm{~s}$ at $T=1.9 \mathrm{~K}$ and $\tau_{\varphi}=2.7 \cdot 10^{-11} \mathrm{~s}$ at $T=4.2 \mathrm{~K}$.

We explain the much weaker negative magnetoresistance for the parallel configuration $\mathbf{B} \| a b$ by incorporating finite-thickness $(d)$ corrections into the strictly 2D theory: ${ }^{25}$

$$
\begin{equation*}
\Delta \sigma_{s}\left(B_{\|}\right)=\frac{e^{2}}{2 \pi^{2} \hbar} \ln \left(1+\frac{d^{2} L_{\varphi}^{2}}{3 \lambda_{\|}^{4}}\right), \quad \lambda_{\|}^{2}=\frac{c \hbar}{e B_{\|}} . \tag{7}
\end{equation*}
$$

By fitting the theoretical expression (7) to the curves for $\sigma\left(B_{\|}\right)$(see Fig. 9), we have found the effective thickness of a conducting $\mathrm{CuO}_{2}$ layer, $d \simeq 1.5 \AA$. This value yields an estimate for the extent of the electron wave function in the normal direction, and ensures strong carrier confinement ( $d$ $<c$ ). The single crystal NdCeCuO can therefore be regarded as an analog of an ultra-short-period superlattice ( $1.5 \AA$ wells /4.5 $\AA$ barriers).

As the 2D version of weak localization theory is able to describe the behavior of $\sigma(B, T)$ in our sample, the inequality $\tau_{\text {esc }}>\tau_{\varphi}$ should be valid for the escape time of an electron from one $\mathrm{CuO}_{2}$ plane to another. Then we have $\tau_{\text {esc }} \geqslant 5 \cdot 10^{-11}$ s. The escape time between adjacent wells in a superlattice can also be estimated from the value of the normal diffusion constant, $\tau_{\mathrm{esc}}=c^{2} / D_{\perp}$. For the parameters of our sample at 300 K , we have ${ }^{9} D_{\|} / D_{\perp}=1.7 \cdot 10^{4}$ with the in-plane diffusion constant $D_{\|}=1.2 \mathrm{~cm}^{2} \mathrm{~s}^{-1}$. Then $\tau_{\text {esc }} \simeq 5 \cdot 10^{-11}$ s even at room temperature, so $\tau_{\text {esc }}>\tau_{\varphi}$ with certainty at low temperatures.

## 5. CONCLUSION

We have investigated the low-temperature and magnetic field dependence of the normal state in-plane resistivity, $\rho_{a b}$, in a layered copper oxide single crystal $\mathrm{Nd}_{2-x} \mathrm{Ce}_{x} \mathrm{CuO}_{4-\delta}$. The material is regarded as an intrinsic two-dimensional conduction system (a collection of 2D conducting $\mathrm{CuO}_{2}$ planes), and the results are interpreted in terms of the 2D weak localization model. Three indications of 2D weak localization have been displayed: logarithmic temperature dependence of the resistivity, significant negative magnetoresistance for a field normal to the $a b$-plane, and pronounced magnetoresistance anisotropy (much weaker effect for a parallel configuration). A strong dependence of the magnitude of magnetoresistance on the direction of the magnetic field is the most important experimental test for the two-dimensional character of a conducting system.

In a series of samples with $x=0.12-0.20$, we have a full range of disorder parameter values, $k_{F} l=2-150$. Estimates of essential microscopic parameters, such as the elastic mean free path $l$, the inelastic scattering length $L_{\varphi}$, and the effective thickness of a conducting layer $d$, have shown that in accordance with the adopted model, $d<l<L_{\varphi} \ll t$ ( $t$ is the geometrical thickness of a sample). Moreover, our estimates show that the thickness of the conducting layer is less than the distance between $\mathrm{CuO}_{2}$ layers, $d<c$, and this favors carrier confinement within a separate $\mathrm{CuO}_{2}$ layer. Thus, the NdCeCuO single crystal can be described as a natural superlattice with a confining potential induced both by the specific $p d \sigma$ symmetry of the electron wave function and strong Coulomb correlation effects.

This research was supported by the Russian Program "Current Problems in Condensed Matter Physics'" (Grant No. 98004) and the Russian Fund for Fundamental Research (Grant No. 99-02-17343).
*)E-mail: ponomarev@imp.uran.ru

[^10]${ }^{5}$ J. Zaanen, G. A. Sawatsky, and J. W. Allen, Phys. Rev. Lett. 55, 418 (1985).
${ }^{6}$ H. Takagi, S. Uchida, and Y. Tokura, Phys. Rev. Lett. 62, 1197 (1989).
${ }^{7}$ S. Massidda, N. Hamada, J. Yu, and A. J. Freeman, Physica C 157, 571 (1989).
${ }^{8}$ Z. Z. Wang, T. R. Chien, N. R. Ong et al., Phys. Rev. B 43, 3020 (1991).
${ }^{9}$ A. I. Ponomarev, V. I. Tsidilkovski, K. R. Krylov et al., J. Supercond. 9, 27 (1996).
${ }^{10}$ Beom-hoan O and J. T. Markert, Phys. Rev. B 47, 8373 (1993).
${ }^{11}$ Y. Hidaka, Y. Tajima, K. Sugiama et al., J. Phys. Soc. Jpn. 60, 1185 (1991).
${ }^{12}$ S. J. Hagen, X. Q. Xu, W. Jiang et al., Phys. Rev. B 45, 515 (1992).
${ }^{13}$ A. Kussmaul, J. S. Moodera, P. M. Tedrow et al., Physica C 177, 415 (1991).
${ }^{14}$ S. Tanda, M. Honma, and T. Nakayama, Phys. Rev. B 43, 8725 (1991).
${ }^{15}$ A. A. Ivanov, S. G. Galkin, A. V. Kuznetsov et al., Physica C 180, 69 (1991)
${ }^{16}$ X. Q. Xu, S. N. Mao, Wu Jiang et al., Phys. Rev. B 53, 871 (1996).
${ }^{17}$ A. I. Ponomarev, K. R. Krylov, G. I. Harus et al., JETP Lett. 62, 516 (1995).
${ }^{18}$ G. I. Harus, A. N. Ignatenkov, N. K. Lerinman et al., JETP Lett. 64, 444 (1996).
${ }^{19}$ Y. X. Jia, J. Z. Liu, M. D. Lan et al., Phys. Rev. B 47, 6043 (1993).
${ }^{20}$ M. I. Dyakonov, Solid State Commun. 92, 711 (1994).
${ }^{21}$ P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys. 57, 287 (1985).
${ }^{22}$ S. Hikami, A. Larkin, and Y. Nagaoka, Prog. Theor. Phys. 63, 707 (1980).
${ }^{23}$ B. L. Altshuler, A. G. Aronov, A. P. Larkin, and D. E. Khmelnitskii, Zh. Éksp. Teor. Fiz. 81, 768 (1981) [Sov. Phys. JETP 54, 411 (1981)].
${ }^{24}$ A. V. Samoilov, N.-C. Yeh, and C. C. Tsuei, Phys. Rev. B 57, 1206 (1998).
${ }^{25}$ B. L. Altshuler and A. G. Aronov, JETP Lett. 33, 499 (1981).
Published in English in the original Russian journal. Reproduced here with stylistic changes by the Translation Editor.

# Structure of the mixed state induced in thin YBaCuO superconducting films by the field of a small ferromagnetic particle 

A. Yu. Aladyshkin,*) A. K. Vorob'ev, P. P. Vysheslavtsev, E. B. Klyuenkov, A. S. Mel'nikov, Yu. N. Nozdrin, and I. D. Tokman

Institute of the Physics of Microstructures, Russian Academy of Sciences, 603600 Nizhniŭ Novgorod, Russia (Submitted 2 March 1999)
Zh. Éksp. Teor. Fiz. 116, 1735-1749 (November 1999)


#### Abstract

The temperature dependence of the local energy barrier to formation of the mixed state in YBaCuO thin-film superconducting samples has been determined. The measurement technique is based on use of a small ferromagnetic particle as the magnetic field source. It is found that the energy barrier to creation of vortices (for the field oriented parallel to the CuO planes) is anomalously small while the dependence of the corresponding threshold current $j_{c}(T)$ differs substantially from the temperature dependence of the pair-breaking current. The experimental results are interpreted in terms of the model of a Josephson medium. The observed temperature dependence of $j_{c}$ points to a strong suppression of the superconducting order parameter at the intergrain boundaries, which for the most probable type of boundaries: superconductor-insulator-superconductor, is evidence of anisotropic pairing. © 1999


American Institute of Physics. [S1063-7761(99)01711-4]

## 1. INTRODUCTION

In recent years a great deal of attention has been given to experimental and theoretical studies of the mixed state in thin films of high-temperature superconductors (HTSC's) (see, e.g., the review in Ref. 1 and the references cited therein). The results of measurements of the magnetic properties can be interpreted on the basis of the well-known Bean model. Such calculations turn out to be quite complicated for samples of arbitrary shape and can be performed with relative ease only for certain particular cases (e.g., for samples of cylindrical or ellipsoidal shape). Thus, an analysis of the experimental data on the magnetization of thin films, especially in a field perpendicular to the surface, is a very difficult task. The large demagnetizing factor of such samples leads to a high density of the screening current at the edges of the film, as a result of which the poorly controlled edge structure of the samples to a significant degree determines the experimentally measurable magnetic characteristics.

In the present paper we propose an original method (preliminary results were presented in Ref. 2) for directly measuring local the characteristics of the mixed state (the BeanLivingston energy barrier for entry of magnetic lines of force B from the sources, the critical current of barrier suppression $j_{c}$, and the depinning current $j_{p}$ ), allowing one to neglect the influence of edge effects, which are substantial for measurements in uniform fields. The given method is based on an experimental analysis (with the aid of a Hall sensor) of the spatial distribution of the residual magnetization created by the vortices pinned at the pinning centers and penetrating into the film under the action of the field of a small ferromagnetic particle (micromagnet). The use of such a micromagnet, located a small distance $a$ from the film surface ( $a$ $\ll L, L$ is the lateral dimension of the film), as the field source allows one to neglect edge effects since the currents at
the edges of the film in this case are negligibly small. Note that systems of this type (a magnetic dipole above the surface of a superconductor) are being actively investigated at the present time, in particular, as applied to problems of the magnetic force microscope, levitation, etc. ${ }^{3-5}$ As a rule, such studies assume that the magnetic dipole moment is quite small and only weakly perturbs the structure of the mixed state. In the present paper we present an experimental and theoretical study of a qualitatively different situation, where the mixed state itself is created by the field of the magnetic dipole (micromagnet). The scenario of the appearance of such a vortex state depends substantially on how the film goes over to the superconducting state, in the presence or in the absence of the field of the micromagnet. Freezing of the vortices in the field of the micromagnet was investigated experimentally in Ref. 6. This case corresponds to the theoretical analysis of Refs. 5, 7-9, based on a comparison of the free energy of a superconductor without vortices and with a single vortex. As will be shown in this paper, a study of the formation of a vortex state (in a dipole field) in samples cooled to $T<T_{c}$ in the absence of a field is also of great interest since it would yield important information about local characteristics of the sample. In this context we propose the following scenario of the appearance of the mixed state in our experiments. As the distance $a$ between the film and the micromagnet is decreased, the local Meissner current on the surface of the film exceeds a critical value, which leads to the generation near the surface of vortex half-loops. Such half-loops, with increase of their radius, reach the opposite surface of the film, where they split up into a vortexantivortex pair. These newly formed vortices become pinned to pinning centers and create a residual field. In this scenario it is possible, in particular, to determine the local energy barrier to entry of the vortex lines into the thin superconducting film through its surface. This problem reduces to mea-
suring the threshold distance $a_{\mathrm{cr}}$, starting from which destruction of the Meissner state occurs. Note that the problem of determining the local surface energy barrier is of interest in connection with results ${ }^{10}$ which indicate a substantial dependence of the barrier on the orientation of the surface relative to the crystal axes, which cannot be explained in terms of the anisotropic Ginzburg-Landau theory. ${ }^{11,12}$

Using this method we have obtained the temperature dependence of the surface energy barrier suppressing current density $j_{c}$ in thin YBaCuO films in the temperature range $77-90 \mathrm{~K}$. The measured value of $j_{c}$ turns out to be extremely small in comparison with the theoretical value of the pairbreaking current for homogeneous single-crystal superconductors $j_{\mathrm{GL}}\left(j_{c} / j_{\mathrm{GL}} \sim 10^{-2}\right)$, which is in good agreement with the results of an analysis of the hysteretic dependence of $M(H)$ (Ref. 10). Our experiments have shown that the temperature dependence of $j_{c} \propto \tau^{2}$ differs substantially from that of $j_{\mathrm{GL}} \propto \tau^{1.5}$, where $\tau=\left(T_{c}-T\right) / T_{c}$. In our opinion, the observed effects are evidence for the existence in the sample of Josephson-coupled grains, and the temperature dependence points to strong suppression of the magnitude of the order parameter at the grain boundaries. Note that the existence of grains is confirmed by the results of tunnel scanning microscope studies. To interpret our experimental data, we carried out a theoretical analysis of the spatial distribution of the vortices in a thin film in the Bean model, which takes account of the magnetostatics of thin superconducting films in the mixed state.

The paper is organized as follows. Section 2 describes the characteristics of the samples and the experimental setup. Section 3.1 presents results of measurements of the depinning current $j_{p}$ in a uniform magnetic field. Section 3.2 describes a technique for measuring the critical distance $a_{\text {cr }}$ from the micromagnet to the film surface and present results of such measurements. Section 4 analyzes the temperature dependence of the critical distance $a_{\text {cr }}$ in order to obtain information about the temperature dependence of the current $j_{c}$. Section 5 considers a theoretical model which describes the resulting vortex state and compares the calculated characteristics of the vortex structure with the experimental results.

## 2. SAMPLE CHARACTERISTICS AND EXPERIMENTAL SETUP

Experiments on measuring the energy barrier at the fixed temperature $T=77 \mathrm{~K}$ were performed on a large number of YBaCuO films differing in thickness (from $850 \AA$ to 3000 $\AA$ ), preparation technique (magnetron sputtering or laser ablation), and type of substrate (sapphire with yttria-stabilized zirconia (YSZ) sublayer, $\mathrm{NdGaO}_{3}$.) The results of all these experiments convincingly demonstrate the existence of a low energy barrier to entry of vortex lines from the superconductor surface.

To check the temperature measurements of the characteristics of the mixed state, we used four $c$-oriented YBaCuO films ( $M 1, M 2, M 3, M 4$ ) with dimensions $20 \times 20 \mathrm{~mm}^{2}$ and thickness $850 \AA$, which were grown in a low-temperature, single-stage process in situ by the method of reverse magne-


FIG. 1. Diagram of the experimental setup: 1-bar; 2-micromagnet; 3- YBaCuO film; 4-substrate; 5-scanning Hall sensor $P 1$; 6-fixed Hall sensor $P 2$; 7-temperature-sensitive element; 8 -heater; 9 -heat sink.
tron sputtering. An annular target, prepared from a presynthesized and pressed powder of the phase $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}$ sputtered in an argon-oxygen mixture at the optimal ratio $\mathrm{Ar}: \mathrm{O}=1: 1$ and optimal pressure 50 Pa . The temperature was measured and maintained with an accuracy of $\pm 4^{\circ} \mathrm{C}$ in the range $600-750^{\circ} \mathrm{C}$. The substrate was $\mathrm{NdGaO}_{3}$ with orientation $\langle 100\rangle$. The films differed in their conditions of preparation. The temperature of the condensation surface was the same for $M 3$ and $M 4$ and approximately equal to $700^{\circ} \mathrm{C}$, and for $M 1$ and $M 2$ it was $20^{\circ} \mathrm{C}$ and $40^{\circ} \mathrm{C}$ higher, respectively. The deposition rate for $M 1, M 2$, and $M 3$ was 4.7 $\AA / \mathrm{min}$ and the grain size was $5000 \AA$, while for $M 4$ it was two times lower and the grain size was 1.4 times greater. The half-width at half-maximum of the rocking curve for $\omega$-scanning of the (005) reflection of YBaCuO was $1^{\circ}$. The films had the following parameters: $T_{c} \approx 84-86 \mathrm{~K}$, width of the resistive junction $\approx 1-2 \mathrm{~K}$, low microwave ( 10 GHz ) resistance $\sim 10^{-4}-10^{-3} \Omega$ at 77 K and high depinning current density $j_{p}(77 \mathrm{~K})=10^{5}-10^{6} \mathrm{~A} / \mathrm{cm}^{2}$, and normal-state resistance (at 90 K ) $\sim 100 \mu \Omega \cdot \mathrm{~cm}$. Details of sample preparation and sample characteristics are described more fully in Refs. 13-15.

The setup for performing the temperature measurements was a copper table with a massive base immersed in liquid nitrogen (Fig. 1). The investigated film was placed on the table, under which a heater was mounted on a rod. The temperature was determined from the change in the resistance of a copper wire which played the role of a temperature sensor and was situated in contact with the film on the surface of the table. A prescribed temperature was maintained by a thermostat, which created a balance between the delivered heat and the removed heat by controlling the current flowing through the heater.

A particle of $\mathrm{SmCo}_{5}$ with dimensions $300 \times 300$ $\times 500 \mu \mathrm{~m}^{3}$ and magnetic moment $6.7 \times 10^{-3} \mathrm{G} \cdot \mathrm{cm}^{3}$ served as the micromagnet. Characteristics of the vortex distributions were measured by two identical Hall sensors based on InSb films with dimensions of the working region 50 $\times 100 \mu \mathrm{~m}^{2}$. A scanning sensor $P 1$ was situated above the film surface at a distance of $100 \mu \mathrm{~m}$ and was used to measure the spatial dependence of the $z$ component of the magnetic field $B_{z}(x, y)$ at $T=77 \mathrm{~K}$. The fixed Hall sensor $P 2$ was located under the film precisely under the micromagnet


FIG. 2. Spatial distribution of the residual magnetic field $B_{z}$ in the film, measured by the scanning sensor $P 1$ after switching the external uniform magnetic field on and off ( $H=500 \mathrm{G}, T=77 \mathrm{~K}$ ).
and was used for temperature measurements of the residual magnetization. The sensors in the $x y$ plane had spatial resolution $R_{H 1} \approx 100 \mu \mathrm{~m}$ and $R_{H 2} \approx 700 \mu \mathrm{~m}$, respectively.

## 3. EXPERIMENTAL RESULTS

### 3.1. Film in a homogeneous magnetic field

To determine the depinning current density $j_{p}$ and its temperature dependence, we performed experiments in a uniform magnetic field. The film, located in a solenoid, was cooled in zero field down to temperatures $77 \mathrm{~K} \leqslant T \leqslant T_{c}$. After increasing the field to values $B \geqslant 600 \mathrm{G}$, thereby ensuring complete penetration of the flux into the film and subsequently lowering the field to zero, we used the scanning Hall sensor $P 1$ to record the spatial distribution of the trapped field $B_{z}(x, y)$ (Fig. 2). The $B_{z}(x, y)$ measurements are found to be in agreement with typical experimental data for YBaCuO films. ${ }^{16}$ In Fig. 2 it can be seen that the region where the vortices are pinned is not localized; this indicates penetration of vortex lines from the edges. ${ }^{1}$ It should be noted that some of the behavior (logarithmic growth of the filed near the center and change of sign of the second derivative) predicted by theoretical calculation in the model of the critical state with uniform depinning current density $j=j_{p}$ $=$ const are not observed in the experiment. In our view, this may be due to the finite spatial resolution $R$ of the experimental setup (in our case $R=R_{H 1} \approx 100 \mu \mathrm{~m}$, and in Ref. 16 $R=1.6 \mathrm{~mm}$ ) or to large-scale inhomogeneities which lead to the dependence $j_{p}(x, y)$. Nevertheless, in the critical-state model with $j=j_{p}=$ const (Ref. 17) (i.e., ignoring the inhomogeneities) it is possible to estimate the mean depinning current density $j_{p}$, averaged over the surface of the film, using the formula

$$
\begin{equation*}
j_{p}=\frac{c \max \left[B_{z}\right]}{2 \pi d \ln \left(L / R_{H 2}\right)} \tag{1}
\end{equation*}
$$

where $d$ is the film thickness and $d=850 \AA$. The temperature dependence $j_{p}(T)$ obtained in this way is plotted in Fig. 3. Note that this dependence is nearly linear at temperatures far from $T_{c}$.


FIG. 3. Typical temperature dependence of the depinning current $j_{p}$ and the resistivity $\rho(\triangle)$.

### 3.2. Film in the field of the micromagnet

As was indicated in the Introduction, the use of a micromagnet makes it possible to neglect the influence of edge effects, which are important in uniform fields. The field of a micromagnet at distances $r \gg l$ (where $l$ is the characteristic dimension of the micromagnet) falls off with increasing distance as $1 / r^{3}$. Therefore, despite the increase in the current at the edge (by virtue of the large demagnetizing factor), the current density near the edges turns out to be negligibly small in comparison with the pair-breaking current and insufficient for vortex creation. The form of the spatial distribution of $B_{z}$ on the surface of the thin film magnetized in the field of the micromagnet (Fig. 4) confirms that vortex lines cannot penetrate the film from the edges: the vortices are localized in a bounded region of the film under the micromagnet. As a result, in experiments on samples with finite dimensions the presence of an edge does not have an effect,


FIG. 4. Spatial distribution of the residual magnetic field $B_{z}$ in the film, measured by the scanning sensor $P 1$ after lowering the micromagnetic to a height $a<a_{\text {cr }}$ and its subsequent removal from the film ( $T=77 \mathrm{~K}$ ).


FIG. 5. Typical dependence of the residual field $B_{z}$ in the center of the film on the distance $a$ at $T=77 \mathrm{~K}$.
and the possibility exists of carrying out local measurements. In the present section we show how the technique of measuring local characteristics of the mixed state is used to find the temperature dependence of the surface energy barrier suppressing current density $j_{c}$.

The experiment was performed in the temperature interval $77 \mathrm{~K}<T<T_{c}$ and in the range of distances between the center of the micromagnet and the surface $150 \mu \mathrm{~m}<a$ $<4000 \mu \mathrm{~m}$ for each sample. The procedure for measuring the residual magnetization arising in the film in the field of the micromagnet was as follows. The film with frozen-in zero flux was cooled to a fixed temperature which was maintained with an accuracy $\Delta T=0.01 \mathrm{~K}$. The micromagnet, originally located far from the film, was lowered to some height $a$, which was measured with a micrometer, and was then raised to its original height. After this, the magnetic field of the film was measured with the sensor $P 2$. Using this technique, we obtained the dependence of the residual magnetization on the distance $a$ to the micromagnet for each sample at various temperatures. Let us enumerate our main results:
a) the vortex lines penetrate into the thin-film sample through its surface and not from its edges;
b) the resulting vortex distribution has regions with positive and negative components of $B_{z}$; the maximum of the absolute value of $B_{z}$ grows with decreasing $a$;
c) the existence of a critical distance $a_{\text {cr }}$ is observed, which corresponds to onset of entry of vortices into the superconductor (Fig. 5); for $a>a_{\text {cr }}$ residual magnetization is absent, which corresponds to the Meissner state (the vortex state is formed only for $a<a_{\text {cr }}$ );
d) the critical distance $a_{\mathrm{cr}}$ increases as the temperature $T$ is increased (Fig. 6).

To increase the accuracy of the measurements, the critical distance $a_{\mathrm{cr}}$ (in the presence of noise corresponding to a magnetic field $\approx 0.1 \mathrm{G}$ ) was determined by extrapolation of the dependence of the signal at the sensor $P 2$ on the distance $a$ (Fig. 5). The character of the observed experimental distributions $B_{z}(x, y)$ was the same for all samples. The temperature dependence of $a_{\text {cr }}$ (Fig. 6) is well approximated by a


FIG. 6. Typical dependence of $a_{\text {cr }}(\bullet)$ and $j_{c}(\mathrm{O})$ on the temperature $T$.
power law $a_{\text {cr }} \propto \tau^{n}$. For all samples the exponent $n \simeq-0.7$. Using these data, we will find the value of $j_{c}$ using the model described above.

## 4. DISCUSSION OF RESULTS

### 4.1. Temperature dependence of the critical current $j_{c}$

The relation between the critical distance $a_{\text {cr }}$ and the current density $j_{c}$ needed for analysis of the experimental data can be easily obtained by solving the problem of the distribution of the Meissner current induced by the field of the micromagnet. For the case of an infinite superconducting film the initial equation has the form

$$
\begin{equation*}
\nabla \times \nabla \times \mathbf{A}+\frac{f(z)}{\lambda_{a b}^{2}} \mathbf{A}=4 \pi \delta(z+a) \nabla \times\{\mathbf{m} \delta(x, y)\}, \tag{2}
\end{equation*}
$$

where $x, y, z$ is the coordinate system with origin on the film surface, $\lambda_{a b}$ is the effective penetration depth for currents parallel to the $x y$ plane; and the micromagnet (magnetic dipole) is located at the point $z=-a, x=y=0$ with $\mathbf{m} \| \mathbf{z}$. The function $f(z)$ is defined as follows: $f(z)=1$ for $0<z<d$ and $f(z)=0$ for $z<0$ and $z>d$.

Note that $\lambda_{a b}$ depends strongly on the structure of the samples: for uniform single-crystal films $\lambda_{a b}$ coincides with the London penetration depth $\lambda_{L}$ while for grainy media this length depends on the intergrain Josephson interaction. ${ }^{18}$ From Eq. (2) with the help of the relation

$$
\begin{equation*}
j_{\varphi}=-\frac{c}{4 \pi \lambda_{a b}^{2}} A_{\varphi} \tag{3}
\end{equation*}
$$

we obtain the following expression for the current density:
$j_{\varphi}=-\frac{c m}{2 \pi \lambda_{a b}^{2}} \int_{0}^{\infty} \exp (-q a)$

$$
\begin{equation*}
\times \frac{k \cosh [k(d-z)]+q \sinh [k(d-z)]}{\left(k^{2}+q^{2}\right) \sinh (k d)+2 k d \cosh (k d)} q^{2} J_{1}(q p) d q, \tag{4}
\end{equation*}
$$

where $r, \varphi, z$ is the cylindrical system of coordinates, $k^{2}$ $=q^{2}+\lambda_{a b}^{-2}$, and $J_{1}$ is the first-order Bessel function.

TABLE I. Main parameters of the investigated samples.

| Film | $T_{c}, \mathrm{~K}$ | $j_{c}(77 \mathrm{~K}), \mathrm{A} / \mathrm{cm}^{2}$ | $j_{p}(77 \mathrm{~K}), \mathrm{A} / \mathrm{cm}^{2}$ | $p$ |
| :--- | :---: | :---: | :---: | :---: |
| $M 1$ | 86.4 | $2.2 \times 10^{6}$ | $0.8 \times 10^{6}$ | $2.1 \pm 0.1$ |
| $M 2$ | 86.9 | $2.6 \times 10^{6}$ | $0.85 \times 10^{6}$ | $2.0 \pm 0.1$ |
| $M 3$ | 85.5 | $2.0 \times 10^{6}$ | $0.95 \times 10^{6}$ | $2.0 \pm 0.1$ |
| $M 4$ | 86.6 | $1.0 \times 10^{6}$ | $0.7 \times 10^{6}$ | $1.9 \pm 0.1$ |

Clearly, Eq. (4) can also be used for a film of finite dimensions in the limits $a \ll L$ and $r \ll L$. To analyze the experimental data it is convenient to use a simplified expression that follows from Eq. (4) for $a \gg \max \left[\lambda_{a b}, \lambda_{a b}^{2} / d\right]$ :

$$
\begin{equation*}
j_{\varphi}(r)=-\frac{3 c m r a}{2 \pi \lambda_{a b}\left(r^{2}+a^{2}\right)^{5 / 2}} \frac{\cosh \left[(z-d) / \lambda_{a b}\right]}{\sinh \left(d / \lambda_{a b}\right)} . \tag{5}
\end{equation*}
$$

Employing Eq. (5) and the experimental dependence of $a_{\mathrm{cr}}(T)$, we can determine the value of the critical current density $j_{c}(T)=\max \left|j_{\varphi}(r, \varphi)\right|=\left|j_{\varphi}\left(a_{\mathrm{cr}} / 2,0\right)\right|$ corresponding to the onset of vortex penetration. Here we have also made use of the condition $\lambda_{a b} \gtrdot d$, which turns out to hold in the temperature range under consideration (see the estimates derived below). Figure 6 displays a typical dependence of $j_{c}(T)$. Let us turn our attention now to some important features of the obtained results:
a) for the entire temperature range $j_{c}(T)$ is significantly smaller than $j_{\text {GL }}$, the Ginzburg-Landau critical current density needed to suppress the surface barrier in ideal samples (at $T=77 \mathrm{~K}$ we have $j / j_{\mathrm{GL}} \sim 10^{-2}$ ); thus, our results are in agreement with the results of Refs. 2 and 10, where the smallness of the Bean-Livingston barrier to entry of vortex lines parallel to the CuO planes was demonstrated;
b) for temperatures near $T_{c}$ the experimental data are well approximated by the dependence $j_{c} \propto \tau^{p}$, where $p \simeq 2$ (see also Table I, which lists the main parameters of the samples).

Let us now consider possible mechanisms of the observed strong suppression of the Bean-Livingston barrier. First, suppression of the barrier can clearly be connected with surface roughness and surface defects. This mechanism lowers the critical current of penetration of the first vortices: $j \sim \gamma j_{\mathrm{GL}}$, where $\gamma<1$. Nevertheless, it is improbable that such a mechanism should give the small value $\gamma \sim 10^{-2}$ corresponding to the experimental data. Besides, even if we assume that surface roughness leads to the appearance of vortex half-loops near the surface, breaking of these half-loops into vortex-antivortex pairs would still require a rather strong current density $j \sim j_{\text {GL }}$. It should also be noted that barrier suppression due to surface roughness, in our view, cannot explain the observed temperature dependence $j_{c} \propto \tau^{p}$ with exponent $p \simeq 2$, which differ substantially from the temperature dependence of the Ginzburg-Landau current density $j_{\mathrm{GL}} \propto \tau^{1.5}$.

Second, a low barrier can be easily explained in terms of the model of a grainy Josephson medium. Here the role of Josephson contacts can be played, for example, by grain boundaries. The effective critical pair-breaking current in such a model is equal in order of magnitude to the Josephson
critical current between the grains, which is much less than $j_{\mathrm{GL}}$. According to Ref. 18, the effective penetration depth can be written as follows:

$$
\begin{equation*}
\lambda_{a b}^{2}=\frac{c \Phi_{0}}{16 \pi^{2} \mu l j_{c}} \tag{6}
\end{equation*}
$$

where $\mu$ is the effective permeability of the medium, associated with the ratio $\lambda_{L} / l$ (for $\lambda_{L} / l \sim 1$ we have $\mu<1$.) For $\lambda_{L}(77 \mathrm{~K})=3000 \AA, l \approx 0.5 \mu \mathrm{~m}$, and $j_{c}=2 \times 10^{6} \mathrm{~A} / \mathrm{cm}^{2}$ we obtain $\lambda_{a b} \sim l$. It can be seen that at all temperatures $T$ $>77 \mathrm{~K}$ the condition $\lambda_{a b}>l$, which was used above in the analysis of the experimental data, is valid. At temperatures $T<77 \mathrm{~K}$ the penetration depth $\lambda_{a b}$ can be less than the grain size $l$ and the simple model (see Ref. 18) based on the free energy functional averaged over the scale $l$ is no longer valid. The temperature dependence of $j_{c}$ observed in our experiment differs significantly from the temperature dependence characteristic for Josephson contacts of the form superconductor-insulator-superconductor $\quad\left(j_{c} \propto \tau ; \quad \tau \ll 1\right)$ (Ref. 19), and points to a substantial suppression of the order parameter at the grain boundaries. This conclusion is found to be in agreement with the results of Ref. 20, which measured the magnetic susceptibility of polycrystalline YBaCuO films with resistivity $\rho_{a b}(100 \mathrm{~K})=800 \mu \Omega \cdot \mathrm{~cm}$ and $T_{c}=80 \mathrm{~K}$. If we ignore the possible existence of superconductor-normal metal-superconductor contacts in YBaCuO films, then our results point to an anisotropic type of pairing in the grains.

### 4.2. Model of the critical state in thin films

To analyze the characteristics of the mixed state formed in the field of a micromagnet, we considered a simple model of the critical state in thin films with thicknesses $d \ll \lambda_{a b}$, which allowed us to find the steady-state vortex distribution in an external magnetic field.

As was stated above, vortex-antivortex pairs are created in a bounded region near the maximum of the Meissner current $r_{\max }=a / 2$. The vortices that have entered the film under the action of the Lorentz force will move to the opposite side, redistributing the residual magnetization as a result. A steady-state vortex distribution in the film is possible provided the following conditions hold (see, e.g., Ref. 21). First, the current density should not exceed the critical value $j_{c}$ (otherwise additional vortices will be generated). Second, in order that the vortex structure be fixed, the current density in the region of the vortices should not be greater than the depinning current density $j_{p}$. A simple variant of the nascent vortex structure is a set of two nonoverlapping regions in which either the vortex density or the antivortex density is nonzero.

Let $\mathbf{j}_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ be the current density at the point $\mathbf{r}$ created by a vortex located at the point $\mathbf{r}^{\prime}$ :

$$
\mathbf{j}_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=j_{1}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{z} \times \frac{\mathbf{r}-\mathbf{r}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}
$$

Then the expression for the current density $\mathbf{j}_{\text {tot }}(\mathbf{r})$ created by the fixed vortices distributed with concentration $n(\mathbf{r})$ has the form

$$
\begin{equation*}
\mathbf{j}_{\mathrm{tot}}=\int n\left(\mathbf{r}^{\prime}\right) \mathbf{j}_{1}\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) d \mathbf{r}^{\prime} \tag{7}
\end{equation*}
$$

For the case of an axially symmetric distribution $n(\mathbf{r})$ $=n(r)$, Eq. (7) reduces to the form

$$
\begin{equation*}
j_{\mathrm{tot}, \varphi}=\frac{1}{N} \int_{0}^{\infty} 2 \pi n\left(r^{\prime}\right) G\left(r, r^{\prime}\right) r^{\prime} d r^{\prime} \tag{8}
\end{equation*}
$$

where $G\left(r, r^{\prime}\right)$ is the current density created by a vortex ring with concentration of vortices $n(r)=N \delta\left(r-r^{\prime}\right) / 2 \pi r$, where $N$ is the total number of vortices.

An analysis of the creation of a vortex structure can be performed at the threshold of vortex-pair generation $\left[\left(a_{\mathrm{cr}}-a\right) / a_{\mathrm{cr}} \ll 1\right]$. In this case, the steady-state vortex distribution consists of two narrow rings located a great distance apart: an inner vortex ring of radius $r_{1}$ and half-width $\theta_{1}$ and an outer vortex ring of radius $r_{2} \gtrdot r_{1}$ and half-width $\theta_{2}\left(\theta_{1,2} \ll r_{1,2}\right)$. We also assume that $j_{p} \ll j_{c}$. This condition is in agreement with our experimental results for $T$ close to $T_{c}$ (see Sec. 3.1 and 4.1). The indicated conditions allow us to simplify the expression for $G\left(r, r^{\prime}\right)$ in Eq. (8) (see Appendix A) and obtain the following system of equations:
$\int_{a}^{b} \frac{c \Phi_{0} n_{+}\left(r^{\prime}\right) d r^{\prime}}{2 \pi^{2} d\left(r-r^{\prime}\right)}+j_{\varphi}(r)+\frac{3 N c \Phi_{0} r_{1}}{8 \pi^{2} d r_{2}^{3}}=-j_{p}, \quad a \leqslant r \leqslant b$,
$-\int_{c}^{d} \frac{c \Phi_{0} n_{-}\left(r^{\prime}\right) r^{\prime} d r^{\prime}}{2 \pi^{2} d r\left(r-r^{\prime}\right)}+j_{\varphi}(r)+\frac{N c \Phi_{0}}{4 \pi^{2} d r_{2}^{2}}=-j_{p}$,
$c \leqslant r \leqslant d$,
$j_{\varphi}(\widetilde{r})+\frac{c \Phi_{0} N}{4 \pi^{2} d \widetilde{r}^{2}}+\frac{3 c \Phi_{0} N r}{4 \pi^{2} d \widetilde{r}^{2}}=-j_{c}$,
$\left.\frac{d}{d r} j_{\varphi}(r)\right|_{\tilde{r}}+\left.\frac{d}{d r}\left(\frac{c \Phi_{0} N}{4 \pi^{2} d r^{2}}\right)\right|_{\tilde{r}}+\left.\frac{d}{d r}\left(\frac{3 c \Phi_{0} N r}{4 \pi^{2} d r^{2}}\right)\right|_{\tilde{r}}=0$,
where $a \leqslant r \leqslant b$ and $c \leqslant r \leqslant d$ are respectively the regions of existence of the vortices and antivortices; $\widetilde{r}$ is the point at which the total current reaches its maximum; $n_{+}$is the vortex density; and $n_{-}$is the antivortex density. Equations (9) and (10) describe the conditions of immobility of the vortex structure [ $j_{\text {tot }}(r)=j_{p}$ for $a \leqslant r \leqslant b$ and $c \leqslant r \leqslant d$ ], while Eqs. (11) and (12) correspond to the situation where the maximum value of the current density is equal to $j_{c}$.

Taking the approach employed, for example, in Ref. 21, it is possible to invert the integral equations (9)-(12) (see Appendix B). After solving the resulting system we obtain the following expressions for the vortex and antivortex densities:
$n_{+}=\frac{3 m}{\Phi_{0} a_{\mathrm{cr}}^{4}} \sqrt{\theta_{1}^{2}-\left(r-r_{1}\right)^{2}}, \quad n_{-}=\frac{12 m a_{\mathrm{cr}}}{\Phi_{0} r_{2}^{5}} \sqrt{\theta_{2}^{2}-\left(r-r_{2}\right)^{2}}$,
where

$$
\begin{equation*}
r_{1}=\frac{2 \pi j_{p} d a_{\mathrm{cr}}^{4}}{3 m c}, \quad r_{1} r_{2}^{4}=a_{\mathrm{cr}}^{5}, \tag{14}
\end{equation*}
$$



FIG. 7. Temperature dependence of $B_{z}^{\prime}=d B_{z} / d a(\bigcirc$ - experiment, $\bigcirc-$ theory).

$$
\begin{equation*}
\theta_{1}^{2}=\frac{N c \Phi_{0}}{2 \pi^{3} d j_{p}}, \quad \theta_{1}=\frac{1}{2} \theta_{2} \tag{15}
\end{equation*}
$$

Then

$$
\begin{align*}
N & =2 \pi r_{1} \int_{r_{1}-\theta_{1}}^{r_{1}+\theta_{1}} n_{+}(r) d r=2 \pi r_{2} \int_{r_{2}-\theta_{2}}^{r_{2}+\theta_{2}} n_{-}(r) d r \\
& =\frac{9 m \pi}{1.25^{5 / 2} \Phi_{0} \cdot 4 a_{\mathrm{cr}}}\left(1-\frac{a}{a_{\mathrm{cr}}}\right) . \tag{16}
\end{align*}
$$

To compare the results obtained using the considered theoretical model with the experimental data, it is necessary to find a relation linking the experimentally measured value of $B_{z}$ with the parameters of the vortex structure. Because two narrow vortex rings ( $\theta_{1,2} \ll r_{1,2}$ ) are formed near the generation threshold, to find the magnetic field created by the film we can take the vortex density to be equal to

$$
\begin{equation*}
n(r)=\frac{N}{2 \pi r}\left[\delta\left(r-r_{1}\right)-\delta\left(r-r_{2}\right)\right] \tag{17}
\end{equation*}
$$

The desired expression for the $z$ component of the magnetic field $B_{z}$ measured by the Hall sensor $P 2$ (located under the film at the distance $H=700 \mu \mathrm{~m}$ ) has the form

$$
\begin{align*}
B_{z} & =\int_{0}^{\infty} \frac{H}{\left(r^{\prime 2}+H^{2}\right)^{3 / 2}} \Phi_{0} n\left(r^{\prime}\right) r^{\prime} d r^{\prime} \\
& =\frac{N H \Phi_{0}}{2 \pi}\left[\frac{1}{\left(r_{1}^{2}+H^{2}\right)^{3 / 2}}-\frac{1}{\left(r_{2}^{2}+H^{2}\right)^{3 / 2}}\right] \tag{18}
\end{align*}
$$

It is interesting to compare the slope of the experimental curve $B_{z}(a)$ for $a=a_{\text {cr }}$ with the theoretical value

$$
\begin{equation*}
\left.B_{z}^{\prime} \equiv\left(\frac{d B_{z}}{d a}\right)\right|_{a=a_{\mathrm{cr}}}=-\frac{9 m H}{1.25^{5 / 2} \cdot 8 a_{\mathrm{cr}}^{2}}\left[\frac{1}{\left(r_{1}^{2}+H^{2}\right)^{3 / 2}}-\frac{1}{\left(r_{2}^{2}+H^{2}\right)^{3 / 2}}\right] \tag{19}
\end{equation*}
$$

As can be seen from Fig. 7, the temperature dependence $B_{z}^{\prime}(T)$ demonstrates good agreement between the theoretical calculations and the experimental data.

## 5. CONCLUSION

In the present paper we have proposed a new experimental method for determining the local characteristics of superconducting films, in particular, the surface energy barrier for entry of vortex lines into the superconductor. The measurement technique is based on the use of a small ferromagnetic particle as the magnetic-field source and is therefore free of the drawbacks characteristic of methods employing uniform external fields to determine the characteristics of samples with a large demagnetizing factor. The primary virtue of the method is that it allows one to obtain direct information about important parameters of a superconductor regardless of the geometry of the sample. The experiments conducted on YBaCuO films have shown that the energy barrier to creation of vortices (for the field oriented parallel to the CuO planes) is anomalously small. The temperature dependence of the corresponding threshold current $j_{c}$ (induced by the micromagnet) differs substantially from the temperature dependence of the pair-breaking current responsible for overcoming the Bean-Livingston barrier in ideal samples. These facts can be interpreted in terms of the model of a Josephson medium. In this case, the value that we have obtained for $j_{c}(T)$ is the intergrain critical current density. The observed temperature dependence of $j_{c}$ is indicative of a strong suppression of the superconducting order parameter at the intergrain boundaries, which for the most probable type of boundaries (superconductor-insulator-superconductor) is evidence of anisotropic pairing. Further analysis of the temperature dependence of $j_{c}(T)$ in samples with different microstructure is thus very important for answering the question of the type of pairing in high-temperature superconductors.

In conclusion, we would like to express our gratitude to A. A. Andronov for valuable remarks and discussion of the results. This work was carried out with the financial support of the Russian Fund for Fundamental Research (Grant No. 97-02-17437) and the International Center-Foundation for Promising Research in Nizhniĭ Novgorod (Grant No. 99-203).

## APPENDIX A

Here we obtain the asymptotic limits for the Green's function $G\left(r, r^{\prime}\right)$ in Eq. (8). We find the current density created by a ring of vortices with concentration

$$
\begin{equation*}
n(r)=N \delta\left(r-r^{\prime}\right) /(2 \pi r) \tag{A1}
\end{equation*}
$$

( $r^{\prime}$ is the radius of the ring). It is well known that the expression for $j_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ for $\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \gg \lambda_{\text {eff }}\left(\lambda_{\mathrm{eff}}=\lambda_{a b}^{2} / d\right)$ has the form

$$
\begin{equation*}
j_{1}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{c \Phi_{0}}{4 \pi^{2}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2} d} \tag{A2}
\end{equation*}
$$

After substituting Eqs. (A1) and (A2) into expression (7) and integrating over $r^{\prime}=\left|\mathbf{r}^{\prime}\right|$ we obtain

$$
\begin{equation*}
G\left(r, r^{\prime}\right)=\frac{c \Phi_{0} N}{8 \pi^{3} d} \int_{-\pi}^{\pi} \frac{\left(r-r^{\prime} \cos \varphi\right) d \varphi}{\left(r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \varphi\right)^{3 / 2}} \tag{A3}
\end{equation*}
$$

After some mathematical manipulations, expression (A3) can be reduced to the form

$$
\begin{equation*}
G\left(r, r^{\prime}\right)=\frac{c \Phi_{0} N}{4 \pi^{3} d}\left[\frac{E(k)}{r\left(r-r^{\prime}\right)}+\frac{K(k)}{r\left(r+r^{\prime}\right)}\right] \tag{A4}
\end{equation*}
$$

where $K(k)$ and $E(k)$ are the complete elliptical functions of the first and second kind and $k^{2}=4 r r^{\prime} /\left(r^{2}+r^{\prime 2}\right)$.

We write down the asymptotic limits of the Green's function $G\left(r, r^{\prime}\right)$ [Eq. (A4)]:

1) for $\left|r-r^{\prime}\right| \ll r^{\prime}$

$$
\begin{equation*}
G\left(r, r^{\prime}\right)=\frac{c \Phi_{0} N}{4 \pi^{3} d} \frac{1}{r^{\prime}\left(r-r^{\prime}\right)} ; \tag{A5}
\end{equation*}
$$

2) for $\left|r-r^{\prime}\right| \geqslant r^{\prime}$ and $r>r^{\prime}$

$$
\begin{equation*}
G\left(r, r^{\prime}\right)=\frac{c \Phi_{0} N}{4 \pi^{2} d} \frac{1}{r^{2}} \tag{A6}
\end{equation*}
$$

(this form of the Green's function is used to calculate the current density created by a vortex ring in the region of an antivortex ring);

$$
\begin{align*}
& \text { 3) for }\left|r-r^{\prime}\right| \gtrdot r_{0} \text { and } r<r^{\prime} \\
& G\left(r, r^{\prime}\right)=\frac{3 c \Phi_{0} N}{8 \pi^{2} d} \frac{r}{r^{\prime 3}} \tag{A7}
\end{align*}
$$

(this form of the Green's function is used to calculate the current density created by an antivortex ring in the region of a vortex ring).

## APPENDIX B

To solve the system of integral equations, we used the approach developed in Ref. 22. In this situation, according to Ref. 22, for the singular integral equation

$$
\begin{equation*}
\frac{1}{\pi i} \int_{a}^{b} \frac{\varphi(t) d t}{t-t_{0}}=f\left(t_{0}\right)+C, \quad a \leqslant t_{0} \leqslant b \tag{B1}
\end{equation*}
$$

(where $\varphi(t)$ is an unknown function satisfying the Helder condition, and $C$ is an unknown constant) the unique solution has the form

$$
\begin{align*}
& \varphi\left(t_{0}\right)=\frac{\sqrt{\left(t_{0}-a\right)\left(t_{0}-b\right)}}{\pi i} \int_{a}^{b} \frac{f(x) d x}{\sqrt{(x-a)(x-b)}\left(x-t_{0}\right)},  \tag{B2}\\
& C=\frac{1}{\pi i} \int_{a}^{b} \frac{f(x) d x}{\sqrt{(x-a)(x-b)}} . \tag{B3}
\end{align*}
$$
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We present the results of studies of electroreflection in the $1.1-4.4 \mathrm{eV}$ spectral range, of electron Auger spectroscopy, and of electron diffraction involving the photoluminescent $\mathrm{Si}-\mathrm{SiO}_{2}$ system prepared via anisotropic chemical etching of the $\mathrm{Si}(100)$ surface. These results are explained on the basis of a four-layer model of the band structure and energy transition diagram for a system with a quantum well at the silicon surface, surface electron states at the boundary, and a gradient of the band potential in the transition layer. We find that lightemitting silicon remains an indirect-gap semiconductor and that the visible photoluminescence is due to direct recombinations of the light-excited electrons and holes in the quantum well at the center of the Brillouin zone with the participation of the band of deep localized states, which is due to the presence of oxygen at the silicon surface. © 1999 American Institute of
Physics. [S1063-7761(99)01811-9]

## 1. INTRODUCTION

Since visible photoluminescence was first detected in silicon at room temperature, ${ }^{1}$ much attention has been paid to this phenomenon, which is unexpected in indirect-gap semiconductors. The unflagging fundamental and practical interest in the emission of radiation by silicon ${ }^{2-5}$ is due to the specific optical and electronic properties of this material, properties that also make it possible to record electroluminescence at room temperature. ${ }^{6,7}$ This broadens the possibility of using one of the main materials of electronics not only in microelectronics but also in optoelectronics.

In silicon direct radiative recombination of electrons at a side minimum in the conduction band and a hole at the top of the valence band is usually impossible without the participation of phonons or violation of selection rules, so the photoluminescence efficiency of silicon is extremely low. To increase this efficiency, the electrons and holes must be localized at the same point of the Brillouin zone (in $k$-space). However, the results of numerous studies indicate that intense photoluminescence at room temperature can be detected after the silicon surface has been treated appropriately by one of the following methods: anodic electrolytic etching, ${ }^{1}$ chemical etching, ${ }^{8}$ photochemical etching, ${ }^{9}$ and anisotropic chemical etching. ${ }^{10}$ It was also found that silicon nanospheres deposited on quartz or germanium substrates and covered by a layer of silicon dioxide emit light at room temperature when excited by laser light, ${ }^{11}$ and so do $\mathrm{Si}-\mathrm{SiO}_{2}$ superlattices. ${ }^{12}$

It has been established without doubt that irrespective of the method used in preparing light-emitting silicon, the energy of the emitted photons exceeds the energy of the indirect transition $(1.12 \mathrm{eV})$ and does not coincide with the known energies of direct optical transitions for silicon at the critical points of the Brillouin band. Therefore, it is quite natural that most studies of light-emitting silicon have been
aimed at establishing the nature and mechanism of light emission in silicon, which were usually found from the spectral dependence of the photoluminescence intensity and the effects of various factors, such as the nanocrystallite size, ${ }^{13}$ thermal annealing, ${ }^{14}$ ultraviolet, ${ }^{15}$ laser, ${ }^{16}$ electron, ${ }^{17}$ and gamma ${ }^{18}$ radiation, chemical etching, ${ }^{19}$ electric field, ${ }^{20}$ and the surroundings. ${ }^{21}$ However, despite the substantial advances in the studies of properties of light-emitting silicon, the physical mechanism of visible photoluminescence of silicon is still unclear.

Although excitonic annihilation at the surface states of quantum-size structures is the generally accepted model, a standard mechanism of visible photoluminescence in silicon has yet to be developed. Neither has it been established without doubt that light-emitting silicon is an indirect-gap semiconductor, although there are indications of this in the results of studies of light-induced absorption in porous silicon. ${ }^{22}$ According to theoretical calculations, ${ }^{23-26}$ light-emitting silicon becomes a quasidirect-gap semiconductor with an increased band gap and less stringent selection rules due to the effect quantum-size confinement in nanostructures. The latter is important if we want to increase the photoluminescence efficiency.

Studies of the electron band structure of light-emitting silicon by the modulation spectroscopy method should help in understanding the nature of efficient visible photoluminescence of indirect-gap semiconductors. The high sensitivity of this method to details of the band structure is well known. ${ }^{27}$ The advantage of modulation spectra over classical spectra lies in the fact that they allow the fine structure, usually hidden by the structureless background, to be established. Here the electroreflection method is the most sensitive, since the electroreflection signal is determined by the third energy derivative of the optical constants (and hence of the reflection). The signal exists only at the critical points of the

Brillouin zone in the direct-transition region, vanishes as we move away from these point, and is determined by both optical and electron properties of the semiconductor surface under investigation. ${ }^{28}$ No studies of light-emitting silicon by this method have been conducted so far, and there are no data on the electroreflection and changes in the electron structure of silicon initiated by the transition to the lightemitting state in the literature.

This paper is a report on the studies of the energy spectrum of light-emitting silicon, prepared by anisotropic etching, The results were extracted by the electroreflection method and compared with the spectrum of ordinary (non-light-emitting) bulk silicon. We also examined the results of electron diffraction and electron Auger spectroscopy. On the basis of the data, we interpret the nature of photoluminescence in way that differs from the common approach.

## 2. EXPERIMENT

Layers of photoluminescent silicon with a thickness of up to $0.3 \mu \mathrm{~m}$ each were formed by anisotropic chemical etching of a mirror-smooth $n-\operatorname{Si}(100)$ surface in a $\mathrm{HF}: \mathrm{HNO}_{3}=20: 1$ mixture in the course of $20-30 \mathrm{~min}$. Photoluminescence was recorded at room temperature by a standard device and was excited by the $514.5-\mathrm{nm}$ light of an argon laser with a flux of less than $0.1 \mathrm{~W} \mathrm{~cm}^{-2}$ (see Ref. 10).

The essence of the electroreflection method consists in recording the modulation of the reflectivity of the sample that appears when an external modulating electric field is applied to the sample. The quantity that is measured is the relative reflectivity modulation, $\Delta R / R$. The electroreflection spectra were measured in an electrolytic cell with a 0.1normal aqueous solution of KCl at room temperature in the $1.1-4.4 \mathrm{eV}$ spectral range, which included the photonemission range for silicon and the direct transitions at the center of the Brillouin zone and at the edge of the zone in the direction $\langle 100\rangle$ of the wave vector, where the absolute minimum $X_{1}$ of the conduction band of silicon is located.

The measurements were done by a device based on the DMR-4 monochromator with automatic recording of the spectrum on the display with a linear energy scale and a $0.003-\mathrm{eV}$ resolution. The sensitivity of the device in measuring $\Delta R / R$ reached one part in a million, and the accuracy of measuring the signal strength was $2 \%$. The electroreflection signal was recorded at $0.2-0.7 \mathrm{eV}$ modulating voltages to ensure the weak-field measuring regime.

An analysis of the electroreflection spectra in a specific region in the $k$-space of the Brillouin zone for a specific energy transition made it possible to determine the transition energy $E_{g}$, the phenomenological Lorentz broadening parameter $\Gamma$, which allows for dissipation processes in the electron transition, and the energy relaxation time $\tau$ of the lightexcited charge carriers. The calculations were done by the three-point method ${ }^{29}$ using the energy position of the dominating peaks in the electroreflection spectrum with allowance for the peak intensities.

The morphology of the surface of the silicon plates and its modification as a result of anisotropic etching were studied with the JEM-100 CX scanning electron microscope. The
atomic composition of the surface was determined from the Auger spectra for low-energy ( $L V V$ ) and high-energy ( $K L L$ ) transitions obtained in the JEOL JAMP-10S microanalyzer with $10-\mathrm{keV}$ electrons and a $3-V m o d u l a t i n g$ voltage. To analyze the chemical composition of lightemitting silicon by depth we use in situ layer-by-layer etching of the silicon surface by $3-\mathrm{keV} \mathrm{Ar}^{+}$ions with a current density of $1-2 \mu \mathrm{~A} \mathrm{~mm}^{-2}$ and a spot diameter of $100 \mu \mathrm{~m}$. The etching rate was 3 nm per minute. The perfection of the crystal structure at the plate surface was estimated from the electron-diffraction patterns produced by the ÉMR-100 electron-diffraction camera with an accelerating voltage of 75 keV . If necessary, the surface layer of silicon was removed in an aqueous solution of hydrofluoric acid, $\mathrm{HF}: \mathrm{H}_{2} \mathrm{O}=1: 1$.

## 3. RESULTS OF THE EXPERIMENT

In the process of anisotropic etching, the surface of the silicon plate dimmed, acquired a microrelief, and became opalescent. Under laser excitation, such silicon samples were found to emit light at room temperature in the $600-800 \mathrm{~nm}$ spectral range with a maximum at 720 nm , and the halfwidth of the photoluminescence band amounted to 0.25 eV . The shape of the spectrum was found to be the same as that obtained in other studies of porous silicon. A specific feature of the luminescence is the small halfwidth of the emission band in comparison to the values for ordinary silicon ( $0.32-0.58 \mathrm{eV})^{2-4,18-21}$ and the fact that luminescence did no degrade after long storage periods (more than one year). A detailed report on the results of studies of photoluminescence, Raman scattering of light, and the surface morphology of anisotropically etched silicon can be found in Ref. 10. After light-emitting silicon was treated by an aqueous solution of hydrofluoric acid, the opalescence disappeared and the surface acquired a mat finish, but the microrelief remained. We were unable to record any photoluminescence of such a sample (just as with the initial bulk silicon sample).

An analysis of the electron-diffraction patterns produced by the electron-diffraction camera suggested that the initial and anisotropically etched surfaces differ in crystal structure. The electron-diffraction pattern of the initial surface exhibited distinct point reflections. The electron-diffraction pattern of the anisotropically etched surface contained rings, which is an indication that a polycrystalline structure is present. After the light-emitting layer was removed, the electrondiffraction camera produced patterns with Kikuchi lines, which indicates that the crystal structure of the microrelief surface of the silicon is nearly perfect. According to Refs. 10 and 30 , as a result of anisotropic etching of $\mathrm{Si}(100)$ plates, a layer of the crystal modification of the $\beta$-cristobalite of $\mathrm{SiO}_{2}$ forms at the surface. In our research we used the data on electron-diffraction patterns to show that this layer has a polycrystalline structure with a tetragonal lattice.

A detailed analysis of Auger spectra showed that there was no oxygen in the initial plate and confirmed that an oxide phase is formed at the silicon surface as a result of anisotropic etching. The intensities of the high-energy $K L L$-peaks in the Auger spectra of oxygen $(500 \mathrm{eV})$ and


FIG. 1. Electroreflection spectra of the initial (curve 1) and photoluminescent (curve 2) silicon surfaces in the regions of the $E_{0}^{\prime-}$ and $E_{0}$-transitions (point $\Gamma$, Fig. a) and of $E_{2}$-transitions (point $X$, Fig. b).
silicon $(1590 \mathrm{eV})$ were used to determine the O-to-Si ratio and its changes as we approach the $\mathrm{SiO}_{2}-\mathrm{Si}$ boundary. First this ratio did not change, but then, at a distance of 100 nm from the silicon surface, a composition gradient was observed with a smooth transformation from $\mathrm{SiO}_{2}$ to Si through the $\mathrm{SiO}_{x}$ phases (the incompletely oxidized states $\mathrm{Si}_{2} \mathrm{O}_{3}$, SiO , and $\mathrm{Si}_{2} \mathrm{O}$ ). For the low-energy silicon $L V V$-transition, the Auger spectra in the transition layer revealed large shifts of Auger electrons $(-9 \mathrm{eV})$, which is characteristic of the Si bond in $\mathrm{SiO}_{2}$.

The results of measurements of the electroreflection of the initial and light-emitting silicon surfaces are depicted in Fig. 1. Electroreflection signals from the initial surface were recorded in the $3.2-3.55 \mathrm{eV}$ (curve 1 in Fig. 1a) and 3.94.25 eV (curve 1 in Fig. 1b) spectral ranges. According to electron band structure of silicon, ${ }^{31}$ the electroreflection spectrum in Fig. 1a corresponds to the direct transitions $\Gamma_{25}^{\prime}-$ $\Gamma_{15}$ and $\Gamma_{25}^{\prime}-\Gamma_{2}$, which occur between the valence band and the conduction band at the center of the Brillouin zone. In silicon at $k=0$, the orbitally degenerate band $\Gamma_{15}$ lies below the nondegenerate conduction band $\Gamma_{2}^{\prime}$, since the order in which the structures $E_{0}$ and $E_{0}^{\prime}$ appear in the spectrum is opposite the sequence observed in other semiconductors (Fig. 2). The low-energy structure $E_{0}^{\prime}$ corresponds to $\Gamma_{25}^{\prime}-$ $\Gamma_{15}$ transitions. In view of broadening, the signals from the $E_{0}^{\prime-}$ and $E_{0}$-transitions overlap and usually are not resolved at room temperature. In the $3.9-4.25 \mathrm{eV}$ spectral range


FIG. 2. Electron band structure of silicon.
(curve 1 in Fig. 1b), the electroreflection signal is due to the $X_{4}-X_{1}$ transitions at the edge of the zone (the $E_{2}$-transition). In agreement with selection rules, the indirect transition $\Gamma_{25}^{\prime}$ $X_{1}$ with an energy of 1.12 eV did not manifest itself in the electroreflection spectrum. The electroreflection spectra of the photoluminescent silicon surface are depicted in Figs. 1 (curve 2) and 3. In comparison to the spectra of the initial surface, these spectra showed that

1. There is inversion of the polarity of electroreflection signal in the vicinity of the $E_{0}^{\prime}$ and $E_{0}$-transitions, but there is no inversion of the polarity for the $E_{2}$-transition;
2. The value of the phenomenological broadening parameter decreases, which made it possible to allow for $E_{0^{-}}^{\prime-}$ and $E_{0}$-transitions;
3. There is a signal in the spectral range where photoluminescence is observed (Fig. 3);
4. Periodic alternating-sign oscillations appear in the short-wavelength region of each transition;
5. The dominating peaks separated by 40 meV are doublets; and
6. The removal of the oxide layer causes the disappearance of the electroreflection effect in the photoluminescence region, the disappearance of short-wavelength oscillations and peak splitting, and the restoration of the polarity of the initial signal.

## 4. DISCUSSION

In interpreting the experimental data we assumed that measurements of the reflection of photoluminescent silicon samples without a modulating field do not reveal the pres-


FIG. 3. The electroreflection spectrum of anisotropically etched silicon in the photoluminescence region.

ence of interference effects, and electroreflection spectroscopy provides information about the presence of direct transitions in the band structure of the semiconductor and establishes the energy distribution of the electron in the structure. Hence the differences in the behavior of the electroreflection spectra that manifest themselves when we go from bulk silicon with a surface prepared in the standard way to light-emitting silicon are due to the change in the electron properties and the structure of the energy bands of the silicon surface brought on by anisotropic etching. The shape of the electroreflection spectra and the occurrence of photoluminescence in anisotropically etched silicon can be explained by the four-layer model of the band diagram, which does not contradict the experimental data on electron Auger spectroscopy either. The model presupposes the existence in anisotropically etched silicon of interphase surface electron states situated deep inside the forbidden band of silicon, a transition layer of $\mathrm{SiO}_{x}$ at the $\mathrm{Si}-\mathrm{SiO}_{2}$ boundary, and surface size quantization of the energy of the electrons belonging to the conduction band. A schematic of the proposed band diagram is depicted in Fig. 4a.

The results of electroreflection studies have shown that at the initial surface of the silicon substrate, and also after the oxide layer is removed from the microrelief surface, the bands undergo depletion bending, i.e., the surface is depleted of electrons and the bands are bent upward. In the process of anisotropic etching, silicon atoms are forced to leave the substrate surface and are replaced by oxygen atoms, as shown by Auger spectroscopy. This process is accompanied by ordered growth of crystalline $\mathrm{SiO}_{2}$, which changes the concentration and spectrum of the surface electron states in the surface layer. On the surface silicon under a layer of $\mathrm{SiO}_{2}$ (Fig. 4a) the potential is of enrichment type and the bands are bent downward. The surface is enriched with electrons due to the appearance of interphase surface electron states at the boundary and a built-in positive change. This causes a change in the phase of the electroreflection signal. Since a change from a depletion potential to an enrichment potential was observed only for $\Gamma$-transitions and was absent for $X$-transitions (the phase of the electroreflection signal was retain), we can state that the interphase surface electron states lie in $k$-spacewhich are not near the minimum of the silicon conduction band, but at the center of the Brillouin zone.

According to the selection rules, the electroreflection effect is observed $\mathrm{if}^{27}$

$$
\begin{equation*}
\nabla k\left[E_{c}(k)-E_{\mathrm{v}}(k)\right]=0, \tag{1}
\end{equation*}
$$

where $E_{c}$ and $E_{\mathrm{V}}$ are electron energies in the conduction and valence bands, respectively. It is likely that the condition (1) is met also for the electron transition between the main band and the band of surface electron states lying at a depth $E_{s s}$ :

$$
\begin{equation*}
\nabla k\left[E_{c}(k)-E_{s s}(k)\right]=0 . \tag{2}
\end{equation*}
$$

If we allow for (2), the occurrence of an electroreflection signal from anisotropically etched silicon in the spectral range depicted in Fig. 3 can be explained by the presence of the direct transitions $E_{s s}-\Gamma_{15}$ at the center of the Brillouin zone, in the same way as the presence of the $\Gamma_{25}^{\prime}-\Gamma_{15}$ transitions explains the origin of an electroreflection signal (for the latter transitions the electroreflection spectrum is given by curve 2 in Fig. 1a).

The doublet nature of the peaks of electroreflection in light-emitting silicon can be explained by the effect of surface size quantization of the electron energy in the enriched surface layer of silicon. The band diagram in Fig. 4a suggests that between the $\mathrm{SiO}_{x}$ layer and silicon there is a quantum well, i.e., the lateral motion of the electrons is free, while in the direction perpendicular to the boundary the system is quantized. The presence of 2 D electrons in the conduction band leads to a situation in which in addition to electron transitions between the main bands there are transitions between the valence band or the band of surface electron states and the first quantized level $e_{1}$ in the 2 D quantum well (Fig. 4b). The presence of two transitions with energies $E_{g}$ and $E_{g}+e_{1}$ splits the peaks in the electroreflection spectrum.

Gushchina et al. ${ }^{32}$ were the first to detect a discrete energy spectrum related to size quantization in photoluminescent silicon. Their experiment revealed that such a spectrum appears in differential transmission spectra and was attributed to the presence of quantized energy levels. The energy of optical transitions in the quantum-size system for the first quantization level is given by the expression

$$
\begin{equation*}
E=E_{g}+\frac{\hbar^{2} \pi^{2}}{2 \mu L^{2}} \tag{3}
\end{equation*}
$$

where $E_{g}$ is the band-to-band transition energy, $\mu$ is the band-to-band effective mass, and $L$ is the width of the quantum well. The value $e_{1}=0.04 \mathrm{eV}$ found from the experimen-


FIG. 5. Experimental curves (4) for determining the electro-optical energy: (a) in the region of the $E_{0}$ (straight line 1) and $E_{2}$-transitions (straight line 2), and (b) in the photoluminescence region.
tal electroreflection spectra under the assumption that the effective hole mass is $m_{p}=0.49 m_{0}$ at the point $\Gamma_{25}^{\prime}$ (here $m_{0}$ is the free electron mass) and that the effective electron mass is $m_{e}=0.156 m_{0}$ at the point $\Gamma_{2}^{\prime}$ (Ref. 31), and with allowance for the expression (3) the value of the quantum-well width $L$ is 4 nm .

In the presence of a quantum well and a $\mathrm{SiO}_{x}$ layer, the presence of alternating-sign oscillations observed in the electroreflection spectra above the optical absorption edge can be explained by the Franz-Keldysh effect involving direct transitions in a semiconducting structure with a built-in electric field. Franz-Keldysh oscillations in a uniform electric field are usually observed if ${ }^{33}$

$$
\begin{equation*}
n \pi=\Phi+\frac{4}{3}\left(\frac{E_{n}-E_{g}}{\hbar \theta}\right)^{3 / 2} \tag{4}
\end{equation*}
$$

where $n$ and $E_{n}$ are the number of an extremum in the oscillations and the position of this extremum on the energy scale, $\Phi$ is a phase factor, and $h \theta$ is the electro-optical energy. For the energy transitions $E_{0}\left(E_{g}=3.42 \mathrm{eV}\right)$ and $E_{2}\left(E_{g}\right.$ $=4.2 \mathrm{eV}$ ), the experimental curves are depicted in Fig. 5a, and for the transition with the participation of surface electron states $\left(E_{g}=1.6 \mathrm{eV}\right)$, in Fig. 5 b . The values for the $E_{0^{-}}$, $E_{2^{-}}$, and $E_{s s}$-states, which we found from the slopes of the curves specified by (4) and depicted in Fig. 5, amounted to 41,27 , and 58 meV .

The electro-optical energy is determined by the fieldinduced broadening of the spectrum and depends in the following way on the band-to-band effective masses of the charge carriers and the electric field strength: ${ }^{28}$

$$
\begin{equation*}
(\hbar \theta)^{3}=e^{2} \hbar^{2} F_{s}^{2} / \mu, \tag{5}
\end{equation*}
$$

where $e$ is the electron charge, and $F_{s}$ is the surface electric field. The value $\hbar \theta=41 \mathrm{meV}$ and the value of $\mu=0.119 m_{0}$, determined from the given values of $m_{e}$ and $m_{p}$ for the $\Gamma_{25}^{\prime}-$ $\Gamma_{2}^{\prime}$ with allowance for (5), were employed to find the value of the built-in electric field, $F_{s}=1.5 \times 10^{5} \mathrm{~V} \mathrm{~cm}^{-1}$. Allowing for (5) and the value $\hbar \theta=27 \mathrm{meV}$ for the $E_{2}$-transition, we calculated the value of the band-to-band effective mass
$\mu=0.432 m_{0}$. With the effective electron mass $m_{e}=0.98 m_{0}$ at point $X_{1}$ (Ref. 31), the value of the effective hole mass at point $X_{4}$ proved to be $m_{p}=0.824 m_{0}$.

The Franz-Keldysh effect with the participation of localized states was studied theoretically by Vinogradov, ${ }^{34}$ while we were the first to observe it in experiments. For an energy transition with the participation of a miniband, the value $\hbar \theta=58 \mathrm{meV}$ at $F_{s}=1.5 \times 10^{5} \mathrm{~V} \mathrm{~cm}^{-1}$ was used together with (5) to determine the value of the band-to-band effective mass for the given transition, $\mu=0.416 m_{0}$. The large number of oscillations in the electroreflection spectra and the fact that the condition (4) holds point to the uniformity of the built-in electric field, which is due to the variable energy gap of the $\mathrm{SiO}_{x}$ layer. For a layer of thickness $d=100 \mathrm{~nm}$, the pinning of the Fermi level at the silicon surface at the boundary, $E_{\mathrm{pin}}=e F_{s} d=1.5 \mathrm{eV}$, is close to the energy 'depth' of the miniband of the surface electron states $(1.6 \mathrm{eV})$.

Note that the electro-optical Franz-Keldysh effect in a built-in electric field was also observed in photoreflection spectra. ${ }^{35-37}$ In variable-gap GaAlAs-GaAs structures ${ }^{35}$ and in insulator $-n^{+} n$-semiconductor structures, ${ }^{36}$ oscillations was observed at $F_{s}=3 \times 10^{5} \mathrm{~V} \mathrm{~cm}^{-1}$. In $\mathrm{CdTe} / \mathrm{CdMnTe}$ structures with single quantum wells the built-infield was found be as high as $7.5 \times 10^{4} \mathrm{~V} \mathrm{~cm}^{-1}$, with the width of the quantum well ranging from 5 to 15 nm (see Ref. 37).

The width of the enrichment layer, $l=2 k T / e F_{s}$, at room temperature $(k T=25 \mathrm{meV})$ amounted to 3.3 nm in a field $F_{s}=1.5 \times 10^{5} \mathrm{~V} \mathrm{~cm}^{-1}$, which is close to the calculated value $L=4 \mathrm{~nm}$ of the width of the quantum well, obtained from the data on peak splitting in the electroreflection spectrum. The closeness of the values of $l$ and $L$ suggests that there is quantum well at the silicon surface, in accordance with the proposed model of the band diagram of the photoluminescent $\mathrm{Si}-\mathrm{SiO}_{2}$ structure.

The model made it possible to explain the effect of electroreflection in the photoluminescence region, signal inversion, the presence of periodic oscillations, and peak splitting in the electroreflection spectra. The diagram of the energy transitions at the center of the Brillouin band that are respon-
sible for the spectra of electroreflection and photoluminescence in anisotropically etched silicon is depicted in Fig. 4b. All processes included in the diagram participate in the electroreflection, while the photoluminescence is due solely to the transitions in which the levels $E_{s s}$ take part. Here the photoluminescent silicon remains an indirect-gap semiconductor, since, according to electroreflection data, the energies of the direct transitions at the singular points $\Gamma$ and $X$ remained almost unchanged when the initial silicon was replaced by anisotropically etched silicon. Only a slight variation in the energy was observed, which was due to surface quantization ( 40 meV ) and the appearance of internal mechanical stresses associated with compression. Estimates of the values of these stresses made on the basis of the data on Raman scattering of light taken from Ref. 10 yielded $5 \times 10^{8} \mathrm{~N} / \mathrm{m}^{2}$, which changes $E_{g}$ by 50 meV .

Thus, in anisotropically etched silicon, no displacement of the absolute minimum of the conduction band from point $X_{1}$ to point $\Gamma$ and no strong increase in the indirect gap due to quantum-size confinement are observed. Hence the onset of photoluminescence in such silicon is caused neither by a quantum-size increase in the band gap nor by transitions between the tails of the density states at the edges of the mobility edges nor by excitonic annihilation at the surface states of quantum size structures.

A comparison of the spectral photoluminescence and electroreflection curves suggests that the carriers are generated as a result of excitation of a transition in which the band of surface electron states at point $k=0$ participates. The energy of this transition exceeds the energy $E_{g}$ of the indirect transition. Transitions with radiative recombination of electrons and holes take place at the same point of $k$-space of the Brillouin zone, which requires neither the violation of selection rules nor the participation of phonons, and this raises quantum efficiency substantially.

The surface radiative recombination of electrons and holes excited by laser light is confined to the quantum well, where the probability of finding a nonradiative center is low. Indeed, the Lorentz broadening parameter $\Gamma$ decreases from 132 meV to 80 meV for the $E_{0}$-transition when the initial silicon is replaced by light-emitting silicon, while for the $E_{s s}$-transition responsible for photoluminescence we have $\Gamma=40 \mathrm{meV}$.

As is known, $\Gamma$ is the dissipative part of the self-energy of an electron excited by light to the conduction band and is determined by scattering of the electron energy in an optical transition. The presence of a quantum well at the photoluminescent surface of silicon makes $\Gamma$ smaller and increases the energy relaxation time $\tau=\hbar / \Gamma$. The value of the relaxation time was found to increase from $5 \times 10^{-15} \mathrm{~s}$ to $8 \times 10^{-15} \mathrm{~s}$, while for the $E_{s s}$-transition $\tau=1.6 \times 10^{-14} \mathrm{~s}$. The increase in $\tau$ causes an increase in the mean free path of an electronhole pair and to a corresponding increase in the mobility of such pairs. Note that an increase in the energy relaxation time for electrons was also observed by Gushchina et al. ${ }^{32}$ in photoluminescent silicon with the quantum size effect (compared to the value in the initial sample).

The following factors also contribute to the increase in photoluminescence intensity: the passivation by oxygen of
broken bonds at the light-emitting surface (the decrease in the number of nonradiative recombination centers), the decrease in the rate of nonradiative surface recombination in the built-in electric field, and the increase in the absorption of the exciting light by the well-developed microrelief surface of anisotropically etched silicon. The high stability of photoluminescence with the passage of time can be explained by the passivation of the photoluminescent surface by a thick oxide layer. Fauchet et al. ${ }^{38}$ also reported an increase in intensity and stability of photoluminescence in oxidized porous silicon in comparison to the values in the initial sample.

## 5. CONCLUSIONS

On the basis of a comparison of the results of experimental investigations of the electroreflection of the initial surface and the anisotropically etched photoluminescent surface of silicon we have developed a four-layer model of the band structure of $\mathrm{Si}-\mathrm{SiO}_{2}$, determined the parameters of the structure, and examined a mechanism of visible photoluminescence that differs from standard mechanisms. Our findings yield the following conclusions.

1. Light-emitting, anisotropically etched silicon is an indirect-gap semiconductor. The surface photoluminescence that arises in this semiconductor at room temperature is due to the emergence of a miniband of deeply-lying levels of surface electron states in the forbidden band of anisotropically etched silicon, levels formed by adsorbed oxygen atoms. Direct radiative recombination of electrons and holes takes place in a quantum well near the $\mathrm{Si}-\mathrm{SiO}_{2}$ boundary during the energy transition at the center of the Brillouin zone between the conduction band and the miniband of surface electron states.
2. The increase of quantum efficiency is promoted by the increase in the absorption of the exciting radiation by the well-developed surface of the boundary and by the redistribution of the radiative and nonradiative recombination centers at the silicon surface after anisotropic etching is completed. The decrease in the number of nonradiative recombination centers in the region where electron-hole pairs are produced is due to the high perfection of the $\mathrm{Si}-$ $\mathrm{SiO}_{2}$ boundary.
3. Passivation of the photoluminescent boundary by a thick oxide layer makes the structure of $\mathrm{Si}-\mathrm{SiO}_{2}$ prepared by anisotropic etching extremely stable and inert to the surroundings. The stability of photoluminescence in this structure is not inferior to that in porous silicon prepared by special methods by Fauchet et al. ${ }^{38}$ The simple technology used in manufacturing the photoluminescent layer and the high efficiency and stability of photoluminescence require further investigation in order to obtain electroluminescence in anisotropically etched silicon.
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#### Abstract

The features of the optical and magnetooptical properties of granular alloys with giant magnetoresistance in the IR region are examined in reference to the magnetorefractive effect and the equatorial Kerr effect. Calculations are performed within the semiclassical approximation with consideration of spin-dependent scattering in the bulk of the granules and on their surfaces (interfaces). The expressions obtained for $\sigma_{x x}(\omega)$ and $\sigma_{x y}(\omega)$ are found to be sensitive to scattering on the surfaces and in the bulk of the granules, as well as to granule size, the type of impurities trapped on the interfaces, the frequency of the incident light, and the external magnetic field. For granular thin films exhibiting giant magnetoresistance, the theory predicts significant relative changes in the optical reflection and transmission coefficients when the sample is magnetized to saturation $(0.02 \%$ and $20 \%$, respectively, for giant magnetoresistance of the order of $20 \%$ ), as well as Kerr and Faraday effects that are nonlinear with respect to magnetization. © 1999 American Institute of Physics. [S1063-7761(99)01911-3]


## 1. INTRODUCTION

It has essentially been proven that the giant magnetoresistance in magnetic multilayers and granular alloys is associated with the spin-dependent scattering of conduction electrons. ${ }^{1,2}$ The occurrence of spin-dependent scattering in such systems is also manifested in other transport phenomena, for example, in the thermal conductivity and thermopower, ${ }^{3}$ the anomalous Hall effect, ${ }^{4,5}$ the optical properties, ${ }^{6-9}$ and the high-frequency impedance. ${ }^{10}$

The reflection $(R)$, transmission $(T)$, and absorption $(k)$ coefficients of metals in the IR region of the spectrum are determined by the frequency dependence of the diagonal component of the intraband conductivity tensor $\sigma_{x x}(\omega)$. Since the static conductivity $\sigma_{x x}(\omega \rightarrow 0)$ of materials with giant magnetoresistance depends strongly on the magnetization of the sample, ${ }^{1,2}$ it is clear that $\sigma_{x x}(\omega)$ and, consequently, all the optical properties should also depend on magnetization. This phenomenon, which is called the magnetorefractive effect, was first discovered experimentally and explained theoretically for multilayers by Jacquet and Valet. ${ }^{6}$ Thus, the magnetorefractive effect consists of changes in the optical properties of systems with giant magnetoresistance when they are magnetized. This phenomenon can be observed only in the IR region of the spectrum, where the optical properties are determined by intraband scattering processes. The theory for this effect in multilayers has been thoroughly developed. ${ }^{6-9}$ At the same time, this effect has a fairly general character and should be observed in all systems characterized by significant magnetoresistance, particularly in granular metal-metal alloys with giant magnetoresis-
tance or granular metal-dielectric alloys with tunneling magnetoresistance. The magnetorefractive effect was recently discovered ${ }^{11}$ in reflection from granular $\mathrm{Co}_{x}\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)_{1-x}$ films, and its magnitude in the near-IR region of the spectrum was smaller than might have been expected from the analogy to multilayers. Therefore, a theory for the magnetorefractive effect in granular films is developed in the first part of this paper, and the high sensitivity of this effect to the microstructure of the alloy is demonstrated.

The magnetooptical properties of ferromagnets in the IR region of the spectrum are determined by the off-diagonal part of the conductivity tensor $\sigma_{x y}(\omega)$, which is the dynamic analog of the anomalous Hall conductivity $\sigma_{x y}(0)$. In homogeneous ferromagnets both $\sigma_{x y}(0)$ and $\sigma_{x y}(\omega)$ depend linearly on magnetization; therefore, the magnetooptical Kerr and Faraday effects are linear with respect to magnetization. However, in the case of materials with giant magnetoresistance, $\sigma_{x y}(0)$ exhibits a nonlinear dependence on magnetization, which is caused by spin-dependent scattering. ${ }^{12}$ It is shown in Sec. 3 of this paper that $\sigma_{x y}(\omega)$ can display very complex behavior (nonlinear with respect to magnetization and nonmonotonic with respect to external magnetic field) in granular alloys and that it leads to magnetooptical effects that are nonlinear with respect to magnetization. As far as we know, such effects have not been discussed in the literature. To stress that such nonlinear behavior appears as a result of spin-dependent scattering and is not related to the nonlinear magnetooptical effects caused by high-intensity light beams, we call it the nonlinear field-dependent magnetooptical effect.

## 2. MAGNETOREFRACTIVE EFFECT

The optical and magnetooptical spectra of a granular film are calculated below in the Zhang-Levy model ${ }^{13}$ using the self-averaging limit of the scattering probabilities ${ }^{1,13}$ and by considering the intraband dynamics of the conduction electrons in the IR energy range of the incident light in the normal skin-effect regime.

The optical response of a metal is determined by the diagonal part of the dielectric tensor $\varepsilon_{x x}(\omega)$, which can be expressed in terms of the corresponding component of the conductivity tensor:

$$
\begin{equation*}
\varepsilon_{x x}(\omega)=\varepsilon_{x x}^{\prime}-i \varepsilon_{x x}^{\prime \prime}=1-i \frac{4 \pi \sigma_{x x}(\omega)}{\omega} \tag{1}
\end{equation*}
$$

For example, the reflection coefficient $R$ of a metal with normally incident light is

$$
\begin{equation*}
R=\frac{k^{2}+(1-n)^{2}}{k^{2}+(1+n)^{2}} \tag{2}
\end{equation*}
$$

where $n$ is the refractive index. In addition, $n$ and $k$ are related to the dielectric tensor: $\varepsilon_{x x}^{\prime}=n^{2}-k^{2}, \varepsilon_{x x}^{\prime \prime}=2 n k$.

The conductivity $\sigma_{x x}(\omega)$ of a granular alloy in formula (1) is determined by the contributions of electrons with spins parallel and antiparallel to the magnetization [spin up ( $\uparrow$ ) and spin down $(\downarrow)]$. Then ${ }^{14}$
$\sigma_{x x}(\omega)=\sigma_{x x}^{\uparrow}(\omega)+\sigma_{x x}^{\downarrow}(\omega)=\frac{\sigma_{x x}^{\uparrow}(\omega=0)}{1+i \omega \tau^{\uparrow}}+\frac{\sigma_{x x}^{\downarrow}(\omega=0)}{1+i \omega \tau^{\downarrow}}$,
where $\tau^{\uparrow(\downarrow)}$ is the electron mean free time between collisions, and in the Zhang-Levy model ${ }^{13}$

$$
\begin{align*}
& \sigma_{x x}^{\uparrow(\downarrow)}(\omega=0)=\frac{n e^{2} \hbar}{2 m} \frac{1}{\Delta^{\uparrow(\downarrow)}},  \tag{4}\\
& \Delta^{\uparrow(\downarrow)} \equiv \frac{\hbar}{2 \tau^{\uparrow(\downarrow)}}, \quad \Delta^{\uparrow(\downarrow)}=\frac{\varepsilon_{F}}{k_{F}}\left(\xi_{0} \pm \xi_{1} \frac{\left\langle M_{z}\right\rangle}{M_{s}}\right),  \tag{5}\\
& \xi_{0}=\frac{1-x}{l_{n m}}+\frac{x\left(1+p_{b}^{2}\right)}{l_{m}}+\frac{3 x\left(1+p_{s}^{2}\right)}{r_{0} l_{s} / a_{0}},  \tag{6}\\
& \xi_{1}=\frac{2 x p_{b}}{l_{m}}+\frac{6 x p_{s}}{r_{0} l_{s} / a_{0}} . \tag{7}
\end{align*}
$$

Here $x$ is the concentration of ferromagnetic granules in the nonmagnetic matrix; the mean free paths $l_{n m}, l_{m}$, and $l_{s}$ characterize the scattering on impurities in the nonmagnetic matrix, in the bulk of a granule, and on a granule surface, respectively; $p_{b}$ and $p_{s}$ are the ratios of the spin-dependent scattering potential to the spin-independent scattering potential in the bulk and on the surface of a granule; $r_{0}$ is the granule radius (it is assumed that all the granules are identical single-domain spheres); $a_{0}$ is the lattice parameter; $\left\langle M_{z}\right\rangle$ is the mean magnetic moment of the granules in the direction of the magnetic field $H_{z}$; and $M_{s}$ is its value at saturation. Following the Zhang-Levy model, we assume that electron transfer is of the $s$ type. Since $\left\langle M_{z}\right\rangle$ depends on magnetic field, $\sigma_{x x}(\omega=0)$ and $\sigma_{x x}(\omega)$ are functions of magnetic field. The giant magnetoresistance is defined as

$$
\begin{equation*}
\frac{\Delta \rho}{\rho}=\frac{\rho\left(H_{c}\right)-\rho(H)}{\rho\left(H_{c}\right)}=\frac{\xi_{1}^{2}}{\xi_{0}^{2}}\left(\frac{\left\langle M_{z}\right\rangle}{M_{s}}\right)^{2} \tag{8}
\end{equation*}
$$

where $\rho\left(H_{c}\right)=\rho_{c}$ is the resistivity of the alloy in the demagnetized state (in a field equal to the coercive force $H_{c}$ when $\left\langle M_{z}\right\rangle=0$ ). When the field is equal to the saturation field $H_{s}\left(\rho\left(H_{s}\right)=\rho_{s}\right)$, the giant magnetoresistance takes its maximum value

$$
\frac{\Delta \rho_{s}}{\rho}=\frac{\xi_{1}^{2}}{\xi_{0}^{2}}
$$

The parameters describing the magnetorefractive effect in optical reflection and absorption can be defined in the following manner:

$$
\begin{align*}
& \frac{\Delta R}{R}=\frac{R\left(H_{c}\right)-R\left(H_{s}\right)}{R\left(H_{c}\right)}=\frac{R\left(\omega, H_{c}\right)-R\left(\omega, H_{s}\right)}{R\left(\omega, H_{c}\right)}  \tag{9}\\
& \frac{\Delta T}{T}=\frac{T\left(H_{c}\right)-T\left(H_{s}\right)}{T\left(H_{c}\right)}=\frac{T\left(\omega, H_{c}\right)-T\left(\omega, H_{s}\right)}{T\left(\omega, H_{c}\right)} \tag{10}
\end{align*}
$$

In the general case they can be calculated using Fresnel coefficients on the basis of Eqs. (1) and (3)-(7). In the HagenRubens limit $\omega \tau \ll 1$ we have

$$
\begin{align*}
& R=1-2 \sqrt{\frac{\omega}{2 \pi \sigma}}=1-2 \sqrt{\frac{\omega \rho}{2 \pi}}  \tag{11}\\
& T=\left(\frac{\omega \rho}{2 \pi}\right) e^{-\alpha t}, \tag{12}
\end{align*}
$$

where $\alpha=2 k \omega / c$ and $t$ is the film thickness. Then, for $\omega \tau$ $\ll 1$ we can write

$$
\begin{align*}
\frac{\Delta R}{R}= & \frac{R\left(H_{c}\right)-R\left(H_{s}\right)}{R\left(H_{c}\right)}=2 \sqrt{\frac{\omega}{2 \pi}}\left(\sqrt{\rho_{s}}-\sqrt{\rho_{c}}\right) \\
= & 2 \sqrt{\frac{\omega \rho_{c}}{2 \pi}}\left(\sqrt{\frac{\rho_{s}}{\rho_{c}}}-1\right)=2 \sqrt{\frac{\omega \rho_{c}}{2 \pi}}\left(\sqrt{1-\frac{\Delta \rho_{s}}{\rho}}-1\right) \\
\approx & -\sqrt{\frac{\omega \rho_{c}}{2 \pi}} \frac{\Delta \rho_{s}}{\rho},  \tag{13}\\
\frac{\Delta T}{T}= & \frac{T\left(H_{c}\right)-T\left(H_{s}\right)}{T\left(H_{c}\right)}=1-\left(1-\frac{\Delta \rho_{s}}{\rho}\right) \\
& \times \exp \left[-t \frac{2 \omega}{c} \sqrt{\frac{2 \pi}{\omega}}\left(\sqrt{\frac{1}{\rho_{s}}}-\sqrt{\frac{1}{\rho_{c}}}\right)\right] \\
\approx & 1-\left(1-\frac{\Delta \rho_{s}}{\rho}\right) \exp \left[-\frac{t}{c} \sqrt{\frac{2 \pi \omega}{\rho_{s}}} \frac{\Delta \rho_{s}}{\rho}\right] \tag{14}
\end{align*}
$$

where it is assumed in the final approximate expressions that $\Delta \rho_{s} / \rho \ll 1$. It follows from (13) and (14) that the magnetorefractive effect depends strongly on the magnitude of the giant magnetoresistance and that it is preferable to observe it in optical transmission.

Figure 1 presents the results of a calculation of the frequency dependence of the magnetorefractive effect in the reflection and transmission coefficients, which was performed using Fresnel coefficients. The parameters of the granular alloy were chosen to correspond to a typical alloy


FIG. 1. Spectral dependences of the relative change in the reflection coefficient (a) and the transmission coefficient (b) when the sample is magnetized for granular alloys with giant magnetoresistance of various strength (normal light incidence): $1-\Delta \rho_{s} / \rho$ $=30 \%, r_{0}=20 \AA ; 2-\Delta \rho_{s} / \rho=22 \%, r_{0}=40 \AA ; 3-$ $\Delta \rho_{s} / \rho=17 \%, \quad r_{0}=60 \AA$. The film thickness $t$ $=200 \AA, P_{b}=0.2, P_{s}=0.42, c=0.2, l_{n m}=200 \AA$, $l_{m}=50 \AA$, and $l_{s} / a_{0}=2$.
with giant magnetoresistance. The granule size, which is one of the parameters determining the magnitude of the magnetoresistance [see formulas (6)-(8)], was varied in the calculations. Similar spectral dependences were obtained by varying other microscopic parameters that influence the magnitude of the giant magnetoresistance [see (6)-(8)]. Several conclusions can be drawn from the data in Fig. 1. First, the amplitude of the reflective magnetorefractive effect in the near-IR region of the spectrum and on the edge of the visible range is comparatively small $(\Delta R / R<0)$ and does not exceed $0.1 \%$, in agreement with the experimental data in Ref. 11. However, even in that case the amplitude of the effect is two orders of magnitude greater than the amplitude of the magnetooptical Kerr effects. Second, $\Delta R / R$ increases in the mid-IR region of the spectrum, and, as follows from formulas (1)-(3) and (9), the maximum value of $\Delta R / R$ is achieved at the frequency $\omega=1 / \tau$. Thus, experimental investigations of the magnetorefractive effect permit determination of the relaxation time of the electrons responsible for the optical properties. Third, as in the limiting case of $\omega \tau \ll 1$ considered above, it is seen that the transmission effect can reach values comparable to the giant magnetoresistance; however, the transmission effect has strong dispersion and changes sign, in agreement with the calculations for multilayers. ${ }^{6}$ Fourth, the magnetorefractive effect is highly sensitive to the microstructure of the alloy, specifically to any variation of the parameters characterizing the spin-dependent scattering or the granule size. This finding also corresponds to the experimental data in Ref. 11.

It is noteworthy that, strictly speaking, the calculations performed are applicable only to granular metal-metal alloys; therefore, a comparison with the data in Ref. 11 has only a qualitative character.

We also stress that the magnetorefractive effect is isotropic, i.e., it does not depend on the orientation of the magnetization in the film plane; therefore, it can easily be distinguished from the classical magnetooptical effects.

## 3. NONLINEAR FIELD-DEPENDENT MAGNETOOPTICAL EFFECT

The magnetooptical response is determined by both the diagonal component $\varepsilon_{x x}(\omega)=\varepsilon_{x x}^{\prime}-i \varepsilon_{x x}^{\prime \prime}$ and the off-diagonal component

$$
\begin{equation*}
\varepsilon_{x y}(\omega)=\varepsilon_{x y}^{\prime}-i \varepsilon_{x y}^{\prime \prime}=\frac{4 \pi \sigma_{x y}(\omega)}{\omega} \tag{15}
\end{equation*}
$$

of the dielectric tensor. In particular, the parameter $\delta(\omega, H)$ of the equatorial Kerr effect, which characterizes the relative change in the intensity $I$ of reflected light when the sample is magnetized, can be expressed in the case of $p$ polarization in the form

$$
\begin{align*}
& \delta(\omega, H)=\frac{I(H)-I(0)}{I(0)}=a \varepsilon_{x y}^{\prime}+b \varepsilon_{x y}^{\prime \prime},  \tag{16}\\
& a=2 \frac{A}{A^{2}+B^{2}} \sin 2 \varphi, \quad b=2 \frac{B}{A^{2}+B^{2}} \sin 2 \varphi,  \tag{17}\\
& A=\varepsilon_{x x}^{\prime \prime}\left(2 \varepsilon_{x x}^{\prime} \cos ^{2} \varphi-1\right), \\
& B=\left(\varepsilon_{x x}^{\prime 2}-\varepsilon^{\prime 2}{ }_{x x}\right) \cos ^{2} \varphi+\varepsilon_{x x}^{\prime}-\sin ^{2} \varphi,
\end{align*}
$$

where $\varphi$ is the angle of light incidence.
In the case of ferromagnets $\varepsilon_{x y} \propto \sigma_{x y} \propto\left\langle M_{z}\right\rangle$, and $\varepsilon_{x x}$ $\propto \sigma_{x x}$ and does not depend or depends weakly on $\left\langle M_{z}\right\rangle$ or magnetic field. Therefore, as a result, $\delta(\omega) \propto\left\langle M_{z}\right\rangle$. However, this is not true in the case of granular alloys with giant magnetoresistance: $\sigma_{x x}$ depends on $\left\langle M_{z}\right\rangle$, and $\sigma_{x y}(\omega)$, as will be shown below, is nonlinear with respect to $\left\langle M_{z}\right\rangle$.

In the case of weak scattering of the conduction electrons, the off-diagonal component $\sigma_{x y}$ of the conductivity tensor is described by the following expression, which resembles the Drude formula: ${ }^{14}$

$$
\begin{equation*}
\sigma_{x y}(\omega)=\frac{\sigma_{x y}^{\uparrow}(\omega=0)}{\left[1+i \omega \tau^{\uparrow}\right]^{2}}+\frac{\sigma_{x y}^{\downarrow}(\omega=0)}{\left[1+i \omega \tau^{\downarrow}\right]^{2}} \tag{18}
\end{equation*}
$$

The static off-diagonal conductivity $\sigma_{x y}(\omega=0)$ is linear with respect to the spin-orbit coupling and can be expressed in terms of the coefficient $R_{S}$ of the anomalous Hall effect: ${ }^{14}$

$$
\begin{equation*}
R_{s}=R_{s}^{\uparrow}+R_{s}^{\downarrow}, \quad R_{s}^{\uparrow(\downarrow)}=\frac{\sigma_{x y}^{\uparrow(\downarrow)}(\omega=0)}{4 \pi\left\langle M_{z}\right\rangle} \rho^{2} . \tag{19}
\end{equation*}
$$

Then

$$
\begin{align*}
\frac{\sigma_{x y}^{\uparrow(\downarrow)}(\omega)}{\left\langle M_{z}\right\rangle}= & \frac{4 \pi R_{s}^{\uparrow}(H)}{\rho^{2}(H)\left[1+i \omega \tau_{d}^{\uparrow}(H)\right]^{2}} \\
& +\frac{4 \pi R_{s}^{\downarrow}(H)}{\rho^{2}(H)\left[1+i \omega \tau_{d}^{\downarrow}(H)\right]^{2}} . \tag{20}
\end{align*}
$$

It is generally assumed that $d$ electrons are responsible for determining $\sigma_{x y}(\omega=0), R_{s}$, and $\sigma_{x y}(\omega)$ (Ref. 14). Thus, the relaxation time in formulas (18) and (20) can differ from the relaxation time in formula (3). Therefore, we introduced the corresponding notation $\tau_{d}^{\uparrow(\downarrow)}$ in (20). Because of the spin-


FIG. 2. Field-dependent equatorial Kerr effect in granular alloys for various levels of spin-dependent scattering: curve $1-p_{b}=0, p_{s}=0, \Delta \rho_{s} / \rho=0 \%$; curve $2-p_{b}=0.2, p_{s}=0, \Delta \rho_{s} / \rho=0.5 \%$; curve $3-p_{b}=p_{s}=0.2, \Delta \rho_{s} / \rho$ $=10 \%$; curve $4-p_{b}=0.2, p_{s}=0.42, \Delta \rho_{s} / \rho=30 \%$; curve 5- $p_{b}=0.2, p_{s}$ $=0.52, \Delta \rho_{s} / \rho=40 \%$. Parameters: $r_{0}=20 \AA, c=0.2, l_{n m}=200 \AA, l_{m}$ $=150 \AA$ for $s$ electrons and $l_{m}=50 \AA$ for $d$ electrons, $l_{s} / a_{0}=2, R_{s}^{s} / R_{s}^{b}$ $=1.5, \hbar \omega=0.01 \mathrm{eV}$, and $\varphi=70^{\circ}$.
dependent scattering, the values of $\rho$ and $\tau_{d}^{\uparrow(\downarrow)}$ for granular alloys depend on magnetic field. It was recently shown (see Ref. 12 and the references therein) that $R_{s}$ in granular alloys with giant magnetoresistance depends strongly on magnetic field, more strongly than does the resistivity $\rho(H)$. If the main contribution to $R_{s}$ is made by electrons with spin down and $\left\langle M_{z}\right\rangle / M_{s}$ is described by the Langevin function $L(H)$, the coefficient of the anomalous Hall effect of a granular alloy in the Zhang-Levy model can be written ${ }^{12}$

$$
\begin{align*}
R_{s}^{\downarrow}(H)= & \left\{R_{s}^{b \downarrow} \frac{\left(1+p_{b}^{2}\right)^{2}\left[1-2 p_{b} L(H)+p_{b}^{2}\right]}{\left(1+p_{b}\right)^{4}\left(1-p_{b}\right)^{2}}\right. \\
& \left.+R_{s}^{b \downarrow} \frac{\left(1+p_{x}^{2}\right)^{2}\left[1-2 p_{s} L(H)+p_{s}^{2}\right]}{\left(1+p_{s}\right)^{4}\left(1-p_{s}\right)^{2}}\right\} \\
& \times \frac{\left[\xi_{0}+\xi_{1} L(H)\right]^{2}}{\xi_{0}^{2}}, \tag{21}
\end{align*}
$$

where $R_{s}^{b}$ and $R_{s}^{s}$ are the values of the coefficients of the anomalous Hall effect in the bulk and on the surface of a granule. Therefore, three factors can lead to dependences of the Kerr effect that are nonlinear with respect to magnetization: first, the dependence of the optical properties on magnetization, i.e., the parameters $a$ and $b$ in (16), which, according to (17), depend on $\sigma_{x x}(\omega)$; second, the dependence of $\sigma_{x y}(\omega)$ on $\rho(H)$ and $\tau_{d}^{\uparrow(\downarrow)}(H)$; and, finally, the strong field dependence of $R_{s}$, which largely determines the behavior of $\sigma_{x y}(\omega)$. All three factors are related to spin-dependent scattering.

The results of the calculation of the field dependences of the equatorial Kerr effect using (16)-(21) are presented in Figs. 2-4. All the figures present the normalized ratio $\delta(\omega, H) / \delta_{0}(\omega, H)$, where $\delta_{0}(\omega, H)$ is the parameter of the equatorial Kerr effect in the absence of spin-dependent scattering ( $p_{b}=0, p_{s}=0$, and consequently $\Delta \rho_{s} / \rho=0$ ). Clearly, $\delta(\omega, H) / \delta_{0}(\omega)=1$ for a homogeneous ferromagnet, as is shown by curve 1 in Fig. 2. In all the other cases there is a strong field dependence of this ratio up to the saturation field. As follows from these figures, the field dependence of the equatorial Kerr effect does not correlate with the field dependence of the magnetization. The nonmonotonic course of the


FIG. 3. Field-dependent equatorial Kerr effect in granular alloys with giant magnetoresistance for various granule sizes: curve $1-r_{0}=60 \AA, \Delta \rho_{s} / \rho$ $=30 \%$; curve $2-r_{0}=40 \AA, \Delta \rho_{s} / \rho=22 \%$; curve $3-r_{0}=20 \AA, \Delta \rho_{s} / \rho$ $=17 \%$. Parameters: $p_{b}=0.2, p_{s}=0.42, c=0.2, l_{n m}=200 \AA, l_{m}=150 \AA$ for $s$ electrons and $l_{m}=50 \AA$ for $d$ electrons, $l_{s} / a_{0}=2, R_{s}^{s} / R_{s}^{b}=1.5, \hbar \omega$ $=0.01 \mathrm{eV}$, and $\varphi=70^{\circ}$.
field dependences and possible sign reversal are also noteworthy. It follows from Fig. 2 that there is a nonlinear field dependence of the equatorial Kerr effect even in the presence of weak spin-dependent scattering, although, of course, it becomes strong when the giant magnetoresistance increases, the parameters of the spin-dependent scattering vary (Fig. 2), or the granule size varies (Fig. 3).

Figure 4 demonstrates the importance of scattering on the granule surfaces in shaping the field dependence of the equatorial Kerr effect. The type of impurities and their concentration on the granule surfaces alter the magnitude and sign of the corresponding Hall coefficient ${ }^{4,5}$ and thus have a strong influence on the equatorial Kerr effect. Hence it also follows that the field dependence of $R_{s}(H)$ can be the main factor determining the nonlinearity of the equatorial Kerr effect.

Clearly, the other magnetooptical Kerr and Faraday effects will also have similar features, viz., a nonlinear dependence on magnetization, and this nonlinearity can exceed $100 \%$.

Thus, it has been shown in this work that the spindependent scattering in granular alloys leads to two features in the IR region of the spectrum: the magnetorefractive effect, which consists of changes in the optical reflection, transmission, and absorption coefficients when the alloy is


FIG. 4. Field-dependent equatorial Kerr effect in granular alloys with giant magnetoresistance for $R_{s}^{s} / R_{s}^{b}=10$ (curve 1) -0.9 (2), and - 1.1 (3). Parameters: $p_{b}=0.2, p_{s}=0.42, \Delta \rho_{s} / \rho=30 \%, c=0.2, l_{n m}=200 \AA, l_{m}=150 \AA$ for $s$ electrons and $l_{m}=50 \AA$ for $d$ electrons, $l_{s} / a_{0}=2, r_{0}=20 \AA, \hbar \omega$ $=0.01 \mathrm{eV}, \varphi=70^{\circ}$.
magnetized, and a strong nonlinear field dependence of the parameters of the magnetooptical effects, which is nonmonotonic in the general case.
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We study the conductivity and magnetic susceptibility of single-crystal iron monosilicide in ultrahigh magnetic fields (up to 500 T ) at low temperatures. The experimental methods used in measuring the conductivity and magnetic susceptibility are discussed. At 77 K we detect a gradual increase in the conductivity of iron monosilicide by more than a factor of 100 as the magnetic field gets stronger. At 4.2 K we detect a first-order phase transition in a field of 355 T accompanied by a sudden change in the value of the magnetic moment by $0.95 \mu_{B}$ per iron atom and a transition to a phase with high conductivity. The results are discussed within the scope of the spin-fluctuation theory. © 1999 American Institute of Physics.
[S1063-7761(99)02011-9]

## 1. INTRODUCTION

In the family of narrow-gap semiconductors, iron monosilicide is famous for its unusual properties. For instance, the violation of sum rules in FeSi has attracted wide attention in optical spectroscopy, ${ }^{1}$ and metallization with increasing temperature occurs much faster than could be expected from band-structure calculations. ${ }^{2}$ Near the Fermi level in the energy spectrum of FeSi there lies a narrow threefold degenerate band formed by the $d$-electrons of iron, with the result that various theoretical models ${ }^{3-7}$ in which the strong electron correlations of the $d$-electrons are taken into account have been used to explain the observed anomalies. Although the effective electron masses obtained from band calculations ${ }^{8}$ are large, they are still much smaller than the experimental values, which suggests strong mass renormalization due to electron-electron interactions.

Since the Zeeman splitting in magnetic fields on the order of several hundred teslas is comparable to the width $\delta$ of the gap in the spectrum of the $s$-, $p-$, and $d$-electronsof FeSi ( $\delta=0.11 \mathrm{eV}$; see Ref. 9), it can give rise to a dramatic transformation of the electron spectrum. Hence ultrahigh magnetic fields constitute a powerful instrument for studying the electronic structure of narrow-gap semiconductors. Recently the behavior of FeSi in strong magnetic fields has been studied theoretically. ${ }^{10,11}$ The study predicted the existence of a first-order phase transition into a metallic phase at absolute zero and a magnetic induction $B=170 \mathrm{~T}$ accompanied by a sudden jump in the magnetic order of order of two-tenths of a Bohr magneton, ${ }^{11}$ or one Bohr magneton ${ }^{10}$ per iron atom.

Some of the results obtained at $T=77 \mathrm{~K}$ can be found in the brief communication in Ref. 12.

## 2. EXPERIMENTAL TECHNIQUES AND PREPARATION OF SAMPLES

To generate ultrahigh magnetic fields with an induction of up to 450 T we used an MK-1 magnetocumulative generator. ${ }^{13}$ At present this is the only device that allows reproducible uniform magnetic fields with $B$ up to 1000 T to be created in large effective volumes. ${ }^{13}$ In this device, the initial magnetic field ( $B \approx 16 \mathrm{~T}$ ), generated in a thin-walled multilayer multifilar solenoid by a discharge of a powerful capacitor bank, is amplified through compression of a conducting cylinder by products of the blast of a cylindrical charge of an explosive. The time of compression of the initial magnetic flux is about $16 \mu \mathrm{~s}$. The MK-1 generator was used in a single-cascade variant, i.e., without intermediate internal cascades, ${ }^{13}$ which, on the one hand, somewhat reduces the peak value of the magnetic-field induction (450550 T ), but, on the other, makes it possible to obtain a smooth magnetic-field pulse (Fig. 1a). The effective volume when the magnetic field is at its maximum is a cylinder with the following nominal dimensions: 10 mm in diameter and $100-\mathrm{mm}$ long. The large effective volume of the MK-1 generator allowed using several samples in a single experiment.

The samples and magnetic-field pickups were placed on a glass-textolite plate. In the experiments in which the initial temperature was $T=77 \mathrm{~K}$ the plate was submerged in a foam-plastic vessel filled with liquid nitrogen. When the initial temperature was $T=4.2 \mathrm{~K}$, the plate was placed in a helium cryostat with a vacuumized double glass wall (Fig. 2). The cooling of the sample started 30 to 40 minutes before the beginning of the experiment. To this end the helium from Dewar vessel was transferred, via a heater, to the helium cryostat. The temperature in the cryostat was monitored by a carbon thermometer manufactured from the calibrated resis-


FIG. 1. Time dependence of the magnetic field at the final stage of the pulse (a), the time derivative of the magnetic field from the induction pickup (curve 1 in b$)$ ), and the signal from the compensation pickup (curve 2 in (b)) at $T=77 \mathrm{~K}$. The inset depicts the schematic of the compensation pickup (the arrow depicts the direction of the magnetic field) and the respective electric circuit.
tor TVO-0.125. The thermometer was in the upper part of the cryostat.

Since the rate at which the magnetic field increases changes substantially in the process of field generation (from approximately $0.5 \mathrm{~T} \mu \mathrm{~s}^{-1}$ when the initial magnetic field is generated to approximately $10^{2} \mathrm{~T} \mu \mathrm{~s}^{-1}$ at the end of the pulse), it is difficult to measure the magnetic field accurately with a single induction pickup over the entire length of the pulse. Hence in our experiments we used a set of single-coil induction pickups with diameters ranging from 0.8 mm to 14.0 mm in which the PÉTV-2 brand of wire with diameters ranging from $71 \mu \mathrm{~m}$ to 0.25 mm was used. Earlier studies (see, e.g., Refs. 13 and 14) revealed that such an approach can guarantee a 5 to $10 \%$ accuracy of measurements in fields of up to 500 T . All signals were recorded using four-channel Tektronix-784 and Tektronix-744 oscilloscopes.

The single crystals of FeSi used in the experiments were grown by the Czochralski method in an atmosphere of spectrally pure helium under a pressure of 0.4 atm in the $\langle 100\rangle$ direction. The rate of crystal growth amounted to 0.4 mm per minute when the crucible with the melt and the crystal were rotated in opposite direction at a rate of three rotations per minute. The initial components were $99.98 \%$-pure carbonyl iron and band-purified semiconducting silicon. The preparation of single-crystal FeSi is described in detail in Ref. 15.

The induction measurements of the conductivity and magnetic susceptibility were done in the compensation pickup (see the inset in Fig. 1b). ${ }^{16}$ The PÉTV-2 wire 71 mm in diameter was placed in the spiral grooves of two frames 2 mm in diameter fabricated of Caprolan, with $N=9$ turns on each frame. The degree of compensation of the coils was tested in a hf magnet. The total areas $N S$ of the coils, where $S$ is the area of one turn, differed by less than $2 \%$. A hole was drilled ( 1.6 mm in diameter) in one of the frames to attach the sample under investigation.

The effective signal from an induction pickup can be related to the conductivity and magnetization of the sample. To separate these factors, we used two types of samples. A FeSi single crystal was crushed in a porcelain mortar to a powder with a granule size of about $100 \mu \mathrm{~m}$. The powder was packed under pressure into the opening of the pickup. The density of the "filling'" was monitored by weighing and on the average was $k=0.41$. The signal from this sample contained contributions from the conductivity and magnetization.

For the second type of sample we used a single-crystal powder of FeSi mixed with polymethyl methacrylate. The
mixture was polymerized by dichloroethane. As a result we obtained single-crystal FeSi granules in an insulator matrix. This made it possible, in measuring magnetization, to avoid the appearance of an additional diamagnetic moment due to induction currents.

In the experiment at $T=77 \mathrm{~K}$ with FeSi powder in an insulator matrix no peaks in the signal from the compensation pickup were observed and the shape of the signal coincided with that of the signal from the magnetic-field induction pickup. Figure 1b depicts the signals from the magneticfield induction pickup and from the compensation pickup with the pure FeSi powder. Here additional induction emf is clearly visible against the background of pickup decompensation emf (the time derivative of the magnetic field). Thus, in a pulsed magnetic field, an additional diamagnetic moment arises in the powder, and it is related to the conductivity of the powder.

In our experiment the magnetic field was axial and uniform and $\lambda$ was always much larger than $R$, where $\lambda$ is the thickness of the skin layer, and $R$ is the sample radius. Then the induction current density $j$ in the sample is proportional to $r$ (the radius), and the magnetic-field induction $B$ is proportional to $r^{2}$. The diffusion equation for the magnetic field,


FIG. 2. The schematic of the device used in the experiment when the initial temperature was $T=4.2 \mathrm{~K}: 1$, explosive charge; 2 , solenoid; 3 , glass vacuumized cryostat; 4 , heater for raising the helium; 5 , carbon thermostat; 6 , the measuring unit (samples and the magnetic-field pickups); 7, helium cryostat; and 8 , foam-plastic mounts.


FIG. 3. Diagrams representing the dependence of the conductivity of FeSi powder (1) and a single-crystal plate of FeSi (2) in a magnetic field at 77 K (the solid curve corresponds to the dependence that follows from spinfluctuation theory) and of the conductivity in the experiment with an initial temperature of 4.2 K (3).
$\Delta B=\mu_{0} \sigma \partial B / \partial t$ (where $\mu_{0}$ is the permeability of free space, or the magnetic field constant, and $\sigma$ the conductivity of the powder) yields the following distribution of the magnetic field in the sample:

$$
\begin{equation*}
B(r)=B_{0}+\frac{\dot{B} \mu_{0} \sigma}{4}\left(r^{2}-R^{2}\right), \tag{1}
\end{equation*}
$$

where $B_{0}$ is the magnetic-field induction outside the sample. This yields a formula for calculating the time dependence of the conductivity:

$$
\begin{equation*}
\sigma(t)=\frac{8}{\pi R^{4} \mu_{0} \dot{B} N} \int_{0}^{t} \Delta U(\tau) d \tau \tag{2}
\end{equation*}
$$

where $\Delta U$ is an additional emf related to the induction currents in the powder. The conductivity of the powder calculated by using the data in Fig. 1b and formula (2) is depicted in Fig. 3 (small open circles).

The experiments involving FeSi samples whose temperature was $T=4.2 \mathrm{~K}$ revealed a sharp peak in a field of $355 \pm 20 \mathrm{~T}$. As is known, the appearance of sharp peaks in the signal is due to discontinuities in the magnetic moment when the samples undergo metamagnetic transitions. ${ }^{16}$ Moreover, the readings from the pickup with pure FeSi powder demonstrated that after a peak a diamagnetic moment
develops, which implies a transition to the conducting phase. Figure 4 depicts the signal from the pure FeSi powder, where both features are clearly exhibited.

Using the signal depicted in Fig. 4, we can calculate the conductivity using the method described above (see Fig. 3) and the discontinuity in the magnetic moment. We eliminate the background signal (see the inset in Fig. 4). The expression for the discontinuity in the specific magnetization has the form

$$
\begin{equation*}
\Delta I=\frac{1}{\pi R^{2} \mu_{0} N k} \int_{t_{1}}^{t_{2}} \Delta U(\tau) d \tau \tag{3}
\end{equation*}
$$

Integration is done between the points 1 and 2 (see the inset in Fig. 4). Using this expression, we can find the discontinuity in the magnetic moment in Bohr magnetons $\mu_{B}$ per iron atom:

$$
\begin{equation*}
\Delta P=\frac{M}{\pi R^{2} \mu_{0} \mu_{B} N \rho k N_{A}} \int_{t_{1}}^{t_{2}} \Delta U(\tau) d \tau \tag{4}
\end{equation*}
$$

where $N_{A}$ is the Avogadro number, $\rho$ is the density, and $M$ is the molar mass. Using Eq. (4) and the data in Fig. 4, we find that for an initial temperature of 4.2 K the size of the discontinuity in the magnetic moment is $(0.95 \pm 0.2) \mu_{B} / \mathrm{at}$. Fe .

We also measured the conductivity of a $4 \times 4 \times 0.3 \mathrm{~mm}$ single-crystal plate of FeSi at $T=77 \mathrm{~K}$. To do this, we employed a high-frequency method. The measuring circuit is shown in Fig. 5. The source $G$ of high-frequency oscillations was a G4-154 generator. The oscillation frequency was about 49 MHz . The signal travelled through a valve $V$, a band-pass filter $F$, and an isolation transformer and was fed to a $30-\mathrm{m}$ cable. The other end of the cable was attached to a flat coil 3 mm in diameter consisting of five turns (the wire used in the coil was of the PETV-2 brand with a diameter of $71 \mu \mathrm{~m})$. The coil was placed flat on the FeSi plate in the cavity of an MK-1 generator, and the two ends of the coil were led out as a twisted pair. The axis of the coil was perpendicular to the direction of the external magnetic field, which reduced the emf induced by the pulses of this field. Here the plane of the plate was parallel to the external magnetic field, which prevented the sample from being heating


FIG. 4. Signal from the induction pickup with pure FeSi powder at an initial temperature of 4.2 K (the solid curve), and the scaled signal from the induction field pickup (the dashed curve). The inset shows the signal after the background proportional to $\partial B / \partial t$ is eliminated. The arrows indicate the limits of integration in Eq. (4).


FIG. 5. High-frequency circuit for measuring conductivity and the hf signal obtained in the experiment at an initial temperature $T$ $=77 \mathrm{~K}$.
by induction currents (according to our estimates, the heating of the sample did not exceed 4 K ). The incident hf wave was reflected at the end of the cable to which the coil was attached, with the reflectivity depending on the conductivity of the plate. The subtraction circuit $A$ made it possible to discriminate the reflected signal, which was then recorded by an oscillograph $O$. The electrodynamics of the given circuit is similar to that used by Sakakibara et al. ${ }^{17}$ but is more noiseproof.

The dynamic range of the hf method of measuring conductivity is limited from below. Hence in the experiment with the initial temperature $T=77 \mathrm{~K}$ this method makes it possibly only to establish the presence of conductivity of the FeSi plate at the level of $2 \times 10^{4} \Omega^{-1} \mathrm{~cm}^{-1}$ (the conductivity was calculated by a method similar to the one used by Sakakibara et al. ${ }^{17}$ ). Figure 5 depicts the hf signal, where the signal of the sample conductivity at approximately 400 T is clearly visible, which suggests that the conductivity is higher than $2 \times 10^{4} \Omega^{-1} \mathrm{~cm}^{-1}$.

## 3. STATE OF THE SAMPLES IN ULTRAHIGH MAGNETIC FIELDS

When the sample is placed in a pulsed magnetic field, a solenoidal electric field is generated in the sample, and in the case of a metal or semiconductor there are induction currents. Although the vortex field and the currents can be large (the maximum electric field strength on the surface of a cylindrical sample 1.6 mm in diameter is $400 \mathrm{~V} \mathrm{~cm}^{-1}$ ), still they are not large enough to dramatically alter the electronic structure of the substance. Hence secondary factors prove to be more important, i.e., factors that arise in a conducting medium due to the pulses of the magnetic field: magnetic pressure and Joule heating.

The magnetic pressure at the center of the sample, where it is at its maximum, can be calculated by the formula

$$
\begin{equation*}
P=\frac{(\delta B)^{2}}{2 \mu_{0}} \tag{5}
\end{equation*}
$$

where $\delta B$ is the difference between the magnetic-field inductions outside the sample and at the center of the sample, and
$\mu_{0}$ is the permeability of free space. Here it is assumed that the permeability of the medium is close to unity. Using (5) we find that

$$
\begin{equation*}
P=\frac{R^{4} \dot{B}^{2} \sigma^{2}}{32 \mu_{0}} \tag{6}
\end{equation*}
$$

In all cases the magnetic pressure estimated by (6) was found to be lower than 50 bar. Such pressure cannot dramatically alter the electronic structure or, with allowance for the shortmagnetic-field pulse, deform the sample.

To estimate to what extent the sample is heated, we assume that at low temperatures the heat capacity of FeSi is a cubic function of temperature: $C=\beta T^{3}$, where $\beta$ $=0.6 \mathrm{~J} \mathrm{~m}^{-3} \mathrm{~K}^{-1}$ (see Ref. 18). Since we are interested in the upper bound on the heating of the sample, we ignore all types of heat transfer and calculate the temperature at the sample surface, where the release of heat is greatest. Then, using the expressions (1) and (2), we arrive at the following formula for the time dependence of the heat released by a cylindrical sample per unit time:

$$
\begin{equation*}
Q(\tau)=\frac{1}{4} \int_{0}^{\tau} \sigma(\lambda) \dot{B}^{2} R^{2} d \lambda . \tag{7}
\end{equation*}
$$

Hence the upper bound on the temperature as a function of time is

$$
\begin{equation*}
T(\tau)=\left[\frac{4}{k \beta} Q(\tau)+T_{0}\right]^{1 / 4} . \tag{8}
\end{equation*}
$$

Figure 6 depicts the field dependence of the upper bound on the temperature of a powder sample in the experiment in which the initial temperature was 4.2 K . Clearly, after the sample passes to the conducting state, it heats up very strongly. In the experiment with an initial temperature of 77 K , the heating of the powder sample is not so intense: in a field of 400 T the upper bound of the sample temperature is 90 K . The dynamics of the temperature of the single-crystal plate used in the hf method can also be estimated by (7) and (8) if instead of $R$ we take one-half of the plate thickness. At an initial temperature of 77 K , the upper bound on the plate temperature at 400 T was found to be 81 K .


FIG. 6. Upper bound on the temperature of the FeSi powder in the experiment with an initial temperature of 4.2 K . The arrow indicates the phase transition at 355 T .

## 4. DISCUSSION AND CONCLUSIONS

The results of experiments conducted in magnetic fields with an induction of up to 450 T at $T=77 \mathrm{~K}$ suggests that at this temperature there is neither magnetic ordering nor a discontinuous semiconductor-metal transition in FeSi. Instead of such a transition, we observed a gradual increase of the conductivity of FeSi with $B$ by a factor larger than 100 (at $B=450 \mathrm{~T}$ ) in comparison to the conductivity in a zero field. Since the effective masses of the mobile charge carriers in FeSi are much larger than the mass of a free electron, the behavior of this semiconductor in a magnetic field differs dramatically from that of ordinary narrow-gap semiconductors and semimetals, e.g., $\mathrm{InSb}, \mathrm{PbTe}$, and Bi . The distance between the Landau levels in FeSi is very small, with the result that orbital quantization can be ignored. Then, with a band gap in the spectra of $s$-, $p$-, and $d$-electrons equal to $0.11-0.12 \mathrm{eV}(=2 \delta)$ (see Refs. 10, 11, and 19), the 'collapse" of the energy gap due to the Zeeman splitting of the energies of (both $s$ - and $p$-, and $d$-) electrons must occur at $B \approx 400 \mathrm{~T}$. Hence $\ln \sigma$ increases linearly with field induction for $B<400$ T. However, we found (see Fig. 3) that the nonlinear nature of the field dependence of the logarithm of the conductivity of FeSi manifests itself much earlier, starting at $B=250 \mathrm{~T}$. This is an indication that the value of the band gap found from band calculations in Refs. 10, 11, and 19 and from experiments on the temperature dependence of conductivity ${ }^{20}$ is overestimated at the given temperature.

The reason for this discrepancy in nearly ferromagnetic semiconductors is the splitting of the energy spectrum due to spin-density fluctuations (SDF) of $d$-electrons, ${ }^{21,22}$ which ensures the narrowing of the energy gap in their spectra with increasing temperature:

$$
\begin{equation*}
\delta(B, T)=\delta(0,0)-2 U_{m}(B, T) \tag{9}
\end{equation*}
$$

Here $2 \delta(0,0)$ and $2 \delta(B, T)$ is the gap without allowance for SDF and the gap renormalized by SDF as a function of magnetic field and temperature, $U_{m}(B, T)=\left[\xi_{0}^{2}+U^{2}\left\langle m^{2}\right\rangle\right]^{1 / 2}$ is the effective Zeeman splitting of the energies of $d$-electrons in a magnetic field in the presence of SDF , with $\xi_{0}=U M_{0}$ $+2 H$ (where $H$ is the magnetic field strength (in units of $\left.2 \mu_{B}\right), M_{0}$ is the uniform magnetization of the $d$ subsystem (in units of $2 \mu_{B}$ ), and $U$ is the parameter of the intratomic Coulomb interaction), and $\left\langle m^{2}\right\rangle^{1 / 2}$ the SDF amplitude deter-
mined by the fluctuation-dissipation theorem and incorporating contributions from thermal and zero-point spin-density fluctuations. ${ }^{22}$ Note that the splitting caused by SDF does not give rise to magnetization. Using the approach developed in Refs. 12, 21, and 22, we see that magnetization develops because of a change in the capacitances of the subbands corresponding to opposite directions of spins. With allowance for charge-density fluctuations, the magnetization is described by the equation ${ }^{12,22}$

$$
\begin{align*}
M_{0}= & \frac{1}{4 N_{0}} \sum_{\sigma= \pm 1} \sigma \int d \varepsilon\left\langle\sum_{\nu, \alpha} g^{0}\left(\varepsilon+\alpha \sqrt{\xi_{\boldsymbol{\nu}}^{2}(\tau)}\right)\right. \\
& \left.\times\left(1+\frac{\alpha \sigma \xi_{\boldsymbol{\nu}}^{z}(\tau)}{\sqrt{\xi_{\boldsymbol{\nu}}^{2}(\tau)}}\right) f\left(\varepsilon-\mu-\eta_{\boldsymbol{\nu}}(\tau)\right)\right) \tag{10}
\end{align*}
$$

Here $g^{0}(\varepsilon)$ is the density of states of noninteracting $d$-electrons, $\xi_{\nu}(\tau)$ is the vector of the fluctuating exchange field, $\nu$ is the crystal lattice vector, $\nu=(\boldsymbol{\nu}, \tau), \tau$ is the imaginary Matsubara time,

$$
\sum_{\nu}(\cdots)=T \sum_{\nu} \int_{0}^{1 / T}(\cdots) d \tau
$$

$N_{0}$ is number of lattice sites, the Fourier transform of the local exchange field $\xi_{\nu}(\tau)$ has the form $\xi_{q}^{(\gamma)}$ $=r_{q, \gamma} \exp \left\{i \vartheta_{q, \gamma}\right\}$ (at $\mathbf{q}=0$ we have $\vartheta_{q, \gamma}=0$, and $r_{q, \gamma}$ is real),

$$
\left\langle m^{2}\right\rangle=\frac{1}{U^{2} N_{0}} \sum_{\nu} \xi_{\nu}^{2}(\tau)
$$

$\left\langle m_{\gamma}^{2}\right\rangle$ is the mean-square amplitude of the $\gamma$ th component of the SDF, with $\gamma=x, y, z, f(\varepsilon-\mu)$ is the Fermi function, with $\mu$ the chemical potential,

$$
\langle(\cdots)\rangle=\int_{0}^{\infty} \int_{0}^{2 \pi} \prod_{\gamma, q(\neq 0)} d r_{q, \gamma} d \vartheta_{q, \gamma}(\cdots),
$$

and $\eta_{\nu}(\tau)$ is the random charge field that fluctuates in both space and time and is related to the longitudinal fluctuations of the local magnetic moment:

$$
\eta_{\nu}^{2}(\tau)=\frac{\sum_{\alpha= \pm 1} \alpha g^{0}\left(\mu+\alpha U_{m}\right)\left(\xi_{\nu}(\tau)-U_{m}^{2}\right)}{\sum_{\alpha= \pm 1} g^{0}\left(\mu+\alpha U_{m}\right)}
$$

For the semiconductor state of the $d$-electrons of FeSi ( $5<T<100 \mathrm{~K}$ ) (see Ref. 22), the SDF amplitude can be calculated from the formula $\left\langle m^{2}\right\rangle^{1 / 2}=b T$, where $b=7 / U$, with $U=0.8 \mathrm{eV}$. Numerical estimates of the value of the magnetic-field induction corresponding to the collapse of the gap in the spectrum of $d$-electrons at an initial temperature of 77 K yield $B_{d}=275 \mathrm{~T}$. Thus, the observed deviation of the experimental dependence $\ln \sigma(B)$ from the linear law above 250 T can be explained by the SDF narrowing of the gap in the $d$-spectrum. Here, in view of the extreme smallness of the SDF amplitude in the system of $s$ - and $p$-electrons and the smallness of parameter of $(s, p-d)$-exchange interaction
( $I=0.1 U$; see Ref. 3), the energy gap in the spectrum of $s$ and $p$-electrons disappears at $B_{s}=389 \mathrm{~K}$. Hence the contribution of this group of carriers to the conductivity of FeSi is extremely small at low magnetic-field induction ( $B<40 \mathrm{~T}$ ) and increases significantly only when $B>400 \mathrm{~T}$. The field dependence of the conductivity of FeSi calculated in spinfluctuation theory with an initial temperature $T=77 \mathrm{~K}$ is depicted in Fig. 2.

Concluding the analysis of this part of the experiment, we would like to mention the work of Anisimov et al., ${ }^{10}$ who showed that there can be a first-order phase transition between a singlet semiconductor and a ferromagnetic metal with a critical point $\left(B_{c}, T_{c}\right)=(170 \mathrm{~T}, 280 \mathrm{~K})$ at $U=3.4 \mathrm{eV}$ and $\delta=0.02 \mathrm{eV}$. However, according to Anisimov et al., ${ }^{10}$, the emergence in FeSi of a metallic state is accompanied by ferromagnetic ordering, a phenomenon not observed by us at $T=77 \mathrm{~K}(<280 \mathrm{~K})$.

At the initial temperature 4.2 K of the experiment we clearly detected a discontinuity in the magnetic moment of FeSi amounting to $0.95 \mu_{B} /$ at. Fe at $B=355 \mathrm{~T}$. It must also be noted that no sample heating or magnetic pressure was observed (see Fig. 6).

Comparing our results with the theoretical estimates made in Ref. 19, we can conclude that the value of the field induction found in that paper is underestimated by a factor of approximately two (as in Ref. 10). More than that, the size of the magnetization discontinuity obtained in Refs. 11 and 19 smaller than the value observed in the experiment by a factor of approximately four. This shows that the density of states of FeSi differs from the value established in Refs. 11 and 19 (to make their estimates, Anisimov et al. ${ }^{10}$ used the model of a rectangular band). Note that Anisimov et al. ${ }^{10}$ mentioned the possibility of observing a discontinuity in the magnetic moment of order $1 \mu_{B} / \mathrm{at}$. Fe , but only in very high magnetic field, higher than 1000 T .

Our calculations of the field dependence of magnetization, based on spin-fluctuation theory and the data on the density of states of $d$-electrons taken from Refs. 11 and 19 , done at the initial temperature $T=4.2 \mathrm{~K}$, revealed that at low temperatures the amplitude of thermal SDF is extremely small (in comparison to $\delta$ ). Hence if we allow only for thermal SDF the value of the critical field is of order 1000 T . At the same time, according to Refs. 21 and 22, at low temperatures there are zero-point SDFs in iron monosilicide with an amplitude $\left\langle m^{2}\right\rangle_{0}^{1 / 2}=0.14 \mu_{B} / \mathrm{at}$. Fe. The resulting value of magnetic induction corresponding to the peak in the field dependence of the response function (see Fig. 3) proves to be equal to 320 T , which agrees with the experimental value. According to the magnetic state equation (10), the same magnetic field, $B_{c}=320 \mathrm{~T}$, corresponds to the magnetization discontinuity of $1.02 \mu_{B} / \mathrm{at}$. Fe.

Thus, the metamagnetic transition detected at $T=4.2 \mathrm{~K}$ and the absence of such a transition at $T=77 \mathrm{~K}$ in FeSi and the established value of the magnetic field strength at which the energy gap in the spectrum of $d$-electrons do not agree (when considered in the mean-field approximation) with the results of band calculations. One of the possible reasons for this discrepancy is the renormalization of the energy spectrum of $d$-electrons due to SDF (including zero-point SDF)
accompanied by a redistribution of the number of states among the states with opposite directions of spins.

We believe that it is very important to study the temperature dependence of the first-order phase transition at low temperature and to determine the critical point from experiments.

Our research in ultrahigh magnetic fields was carried out in the 'Kapitza experiments" program supported by the Russian Ministry of Atomic Energy and the Russian Ministry of Science and Technology.
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#### Abstract

The paper is devoted to the problem of Fermi acceleration in Lorentz-type dispersing billiards whose boundaries depend on time in a certain way. Two cases of boundary oscillations are considered: the stochastic case, when a boundary changes following a random function, and a regular case with a boundary varied according to a harmonic law. Analytic calculations show that the Fermi acceleration takes place in such systems. The first and second moments of the velocity increment of a billiard particle, alongside the mean velocity in a particle ensemble as a function of time and number of collisions, have been investigated. Velocity distributions of particles have been obtained. Analytic and numerical calculations have been compared. © 1999 American Institute of Physics. [S1063-7761(99)02111-3]


## 1. INTRODUCTION

The term billiard is applied to a dynamic system in which a point-like particle moves within a certain region $Q$ with a piecewise smooth boundary $\partial Q$ under the condition that the law of equality between the angles of incidence and reflection applies. Depending on the billiard boundary configuration, the motion of the particle (billiard ball) can be regular, ergodic, or mixing. The term dispersing billiard ${ }^{1}$ applies to a system whose boundary $\partial Q$ is convex inside the region $Q$. It is well known that such a billiard has a mixing property, and the billiard ball dynamics in this case is chaotic.

If the set $\partial Q$ is constant with time, the system is called a billiard with a constant (fixed) boundary, but if $\partial Q$ $=\partial Q(t)$, this is a billiard with a perturbed (moving) boundary. Billiards with fixed boundaries have been well studied (see Refs. 1-7 and references therein). At the same time, there have been very few publications devoted to billiards with perturbed boundaries, ${ }^{7-11}$ although their studies are of great interest from the viewpoints of both solutions of some problems of statistical mechanics and the feasibility of an unbounded increase in a ball velocity, the latter problem originating from that of the so-called Fermi acceleration. ${ }^{12,13}$

Fermi acceleration is the phenomenon of infinite acceleration of particles of various nature owing to their scattering by moving massive scatterers. This mechanism of acceleration was first suggested by Fermi ${ }^{12}$ to account for the origin of cosmic rays of very high energies. Later various models were suggested, ${ }^{14-21}$ which described this phenomenon with a lesser or greater degree of success. For example, Ulam ${ }^{14}$ demonstrated that, if a particle moves between an oscillating and a fixed wall, and the oscillation phase of the former at the moment of collision is a random value, the particle can acquire an infinitely high velocity. A more detailed investigation of Ulam's model was conducted by Lieberman and Lichtenberg, ${ }^{16}$ who showed that, in the case of a smooth time
dependence of the wall velocity, stochastic layers are separated by invariant curves. These curves set limits on the energy acquired by the particle. If this dependence is not sufficiently smooth, there are no invariant curves, and the particle velocity can increase without bound. Later investigations (see Refs. 16,19-21 and references therein) of various versions of Ulam's model revealed some relation between the law governing wall oscillations (i.e., the smoothness of the wall velocity as a function of time and the degree of its randomness) and the presence of the Fermi acceleration.

In chaotic billiards, even if the boundary velocity is a smooth function of time, the incidence angle of a particle can be treated as a random parameter. Consequently, the normal velocity component at the collision point (this is the component that changes as a result of scattering, whereas the tangential component is constant) is a stochastic value. Obviously, changes in the velocity are also random in this case.

The paper is devoted to the problem of Fermi acceleration treated on the example of a generalized billiard, namely, a Lorentz gas with an open horizon and a perturbed boundary. We focus attention on two different cases of stochastic and regular (harmonic) oscillations of the boundary. Note that in all publications on this topic of which we are aware, the problem of Fermi acceleration was investigated in integrable or almost integrable systems. In view of this, our paper presents the first investigation of chaotic billiards with perturbed boundaries.

The paper comprises three main sections. The first of them is devoted to the basic concepts and derivation of maps that describe the dynamics of a billiard. The second describes the analytic and numerical study of the feasibility of Fermi acceleration. The third presents numerical calculations of the particle velocity as a function of time and number of scattering events, and compares them to analytic results.


FIG. 1. Configuration of Lorentz gas model. The scatterers (circles of radius $R$ ) are located at sites of a periodic lattice with period $a$.

## 2. LORENTZ GAS

This section is devoted to the main concepts and derivation of mappings that determine the dynamics of a twodimensional Lorentz gas.

Consider a plane area $Q$ with a piecewise smooth boundary $\partial Q$. The dispersing billiard ${ }^{1,4}$ is a system composed of neutral $\partial Q_{i}^{0}$ and dispersing $\partial Q_{i}^{+}$(i.e., convex in the region $Q)$ sections of the boundary $\partial Q$. One representative of such billiards is a system defined in an unbounded domain $D$ and composed of a set of round infinitely heavy scatterers $B_{i}$ with boundaries $\partial Q_{i}$ and of radii $R$ located at sites of an infinite periodic lattice with period $a$ (Fig. 1). Given that $B_{i}$ are fixed, the billiard in the region $Q=D \backslash \cup_{i=1}^{r} B_{i}$ is called a Lorentz gas. A particle moves among the scatterers and reflects from them in accordance with the mirror reflection law. Such a billiard has been studied in detail in the case of $\partial Q=$ const (see Refs. 1, 3, 4, 6 and references therein).

The ratio $(a / R)^{2}$ is one of the main parameters of the Lorentz gas. Depending on this parameter, we distinguish Lorentz gases with a bounded horizon $\left[(a / R)^{2}<4\right]$, with an open horizon $\left[4<(a / R)^{2}<8\right]$, and with an infinite horizon $\left[(a / R)^{2}>8\right]$. In the first case, the particle motion is limited to one lattice cell, in the second and third cases it can travel throughout the entire space. In the case of an infinite horizon, statistical properties of a billiard change because of higher probabilities of long free paths, ${ }^{3,4,22-24}$ whereas in Lorentz gases with bounded and open horizons correlations decay exponentially. The mean free path is defined as $l=\pi A / P$, where $A$ is the area of a billiard where a particle can go and $P$ is the scatterer perimeter. For a system with an open horizon $l=\left(a^{2}-\pi R^{2}\right) / 2 R$, and for a billiard with an infinite horizon $l$ has no upper bound.

Suppose that the radii of scatterers $B_{i}$ in a Lorentz gas are perturbed in accordance with a certain law, i.e., all boundaries $\partial Q_{i}$ perform small oscillations in the normal direction. In this paper we consider two different cases: periodic (and phase-synchronized) oscillations, and random changes in scatterer radii. The first case corresponds to the situation when all boundaries oscillate in phase following the same law. The second case describes oscillations of many scatterer boundaries with the initial phases distributed randomly.

### 2.1. Lorentz gas with a fixed boundary

It is known that one can select as canonical variables for billiards with unperturbed boundaries the azimuthal angle $\phi$ and incidence angle $\alpha$ between the interior normal to the surface and particle velocity before the collision. Let us introduce the reflection angle $\alpha^{*}$ between the exterior normal and velocity after the collision (Fig. 1). It is obvious that $\phi \in[0,2 \pi]$, and the angles $\alpha$ and $\alpha^{*}$ vary over the interval $[-\pi / 2, \pi / 2]$. In order to describe the dynamics of an unperturbed billiard, one has to calculate a mapping $\left(\alpha_{n}, \phi_{n}\right)$ $\rightarrow\left(\alpha_{n+1}, \phi_{n+1}\right)$ which transforms the variables $(\alpha, \phi)$ at the moment before the $n$th collision with $\partial Q$ to their values at the moment before the $(n+1)$ th collision. It clearly follows from geometrical considerations (Fig. 1) that

$$
\begin{equation*}
\phi_{n}+\alpha_{n}^{*}+\pi=\phi_{n+1}+\alpha_{n+1} . \tag{1}
\end{equation*}
$$

Moreover, $\alpha_{n}^{*}=-\alpha_{n}$ since these angles are measured in opposite directions.

Let us introduce a reference frame with its origin at the center of a circle on which the latest scattering event has taken place and determine the equation of the straight line along which the particle travels after the collision. Then one can easily calculate the distance at which the particle passes another center at a distance of $p$ cells along the horizontal axis and $q$ cell along the vertical axis:
$d_{n+1}=a\left[p \sin \left(\phi_{n}+\alpha_{n}^{*}\right)-q \cos \left(\phi_{n}+\alpha_{n}^{*}\right)\right]-R \sin \alpha_{n}^{*}$.
The parameter $p$ is assumed to be positive if the particle moves on the right of the center and negative if the particle moves on the left. Accordingly, $q$ is positive if the particle moves upwards and negative if it moves downwards. The values $p$ and $q$ are determined using the scattering condition, i.e., these are integers with the smallest absolute values at which the condition $\left|d_{n+1}\right| \leqslant R$ is satisfied. After calculating the impact parameter $d_{n+1}$, one can easily calculate the angle at which the collision with the next scatterer will take place:

$$
\begin{equation*}
\alpha_{n+1}=\sin ^{-1} \frac{d_{n+1}}{R} . \tag{3}
\end{equation*}
$$

The Jacobian of the resulting mapping defined by Eqs. (1)(3) is

$$
\frac{\partial\left(\phi_{n+1}, \alpha_{n+1}\right)}{\partial\left(\phi_{n}, \alpha_{n}\right)}=\frac{\cos \alpha_{n}}{\cos \alpha_{n+1}} .
$$

Thus, the mapping preserves the phase volume $\cos \alpha d \alpha d \phi$. Hence follows, in particular, that if the billiard is ergodic, the distribution with respect to $\alpha_{n}$ is described by the formula

$$
\begin{equation*}
\rho_{\alpha}(\alpha)=\frac{1}{2} \cos \alpha, \tag{4}
\end{equation*}
$$

where $1 / 2$ is the normalization factor.

### 2.2. Lorentz gas with oscillating scatterer boundaries

Now we can easily obtain a mapping that describes the dynamics of a billiard with a perturbed boundary under the
assumption that the boundary oscillation amplitude is much smaller than its radius, i.e., we can neglect geometrical changes in its boundaries.

Suppose that the dispersing component $\partial Q^{+}$of boundary $\partial Q$ contracts and expands (Fig. 1), so that its radius varies following the law

$$
R=R(t)=R+r(t), \quad \text { where } \quad \max |r(t)| \ll R .
$$

Then the boundary velocity is a function of time, $u(t)$ $=\dot{r}(t)$. Further, we assume for definiteness that $u(t)$ $=u_{0} \cos (\omega t)$, where $u_{0}=\omega r_{0}$. In this case, in addition to parameters $\alpha$ and $\phi$, we have to introduce another two variables, namely, the particle velocity $\mathbf{v}$ and collision time $t$. Given that only the normal (radial) component of the veloc-
ity changes in the process of scattering, and the tangential component remains unchanged, we obtain a mapping for the absolute value of particle velocity after the collision:

$$
\begin{equation*}
\mathrm{v}_{n+1}=\sqrt{\mathrm{v}_{n}^{2}-4 u_{n} \mathrm{~V}_{n} \cos \alpha_{n}+4 u_{n}^{2}} \tag{5}
\end{equation*}
$$

Here $u_{n} \equiv u_{0} \cos \omega t_{n}$ is the boundary velocity at the moment of the $n$th scattering event. The relation between the angles of incidence and reflection, in its turn, can be expressed as

$$
\alpha_{n}^{*}=-\sin ^{-1}\left(\frac{\mathrm{v}_{n}}{\mathrm{v}_{n+1}} \sin \alpha_{n}\right) .
$$

Now, by calculating the separation between sequential scattering events, one can easily obtain a mapping for the collision time $t_{n}$ :

$$
\begin{align*}
& t_{n+1}=t_{n}+\frac{l_{n+1}}{\mathrm{~V}_{n+1}} \\
& l_{n+1}=\sqrt{\left[R\left(\cos \phi_{n+1}-\cos \phi_{n}\right)-p a\right]^{2}+\left[R\left(\sin \phi_{n+1}-\sin \phi_{n}\right)-q a\right]^{2}} \tag{6}
\end{align*}
$$

Here $l_{n}$ is the free path. Under the assumption that $r \ll R$, the mappings for variable $\phi$ and impact parameter $d$ are the same as for the unperturbed billiard [Eqs. (1) and (2)].

## 3. FERMI ACCELERATION

As a result of impacts with a perturbed boundary, the billiard ball velocity always changes. As earlier research has shown, ${ }^{11}$ these changes in the velocity are random. Therefore, let us consider an ensemble of particles and calculate their velocity distribution and average velocity as a function of time $t$ and number of collisions $n$ (the number of collisions and time are not directly proportional because a faster particle undergoes more impacts during a time interval than a slower one). In this section, we will first consider the issue of the mean change in the velocity in billiards with arbitrary shapes and perturbed boundaries, then we will discuss the problem of Fermi acceleration in a Lorentz gas with randomly and regularly oscillating scatterers.

### 3.1. Average change in the velocity in the general case

Consider two sequential collisions of a ball hitting against a wall in a billiard of an arbitrary configuration (Fig. 2). Denote by $\alpha_{0}$ the particle incidence angle in the first collision, and by $\alpha_{1}$ this angle in the second collision (they are introduced as in Sec. 2.1). Further, denote by $\mathrm{v}_{0}$ and $\mathrm{v}_{1}$ the absolute values of the ball velocity before the first and second collisions, respectively. The velocity components are labeled by the following indices: the superscripts $\tau$ and $n$ denote the tangential and normal velocity components, respectively, the first subscript is the velocity index, the second is set to unity if the velocity component is considered before the collision and to zero after the collision. Thus, $\mathrm{V}_{10}^{\tau}$ denotes the tangential component of velocity $\mathrm{v}_{1}$ at the point of the first collision, and $\mathrm{v}_{11}^{\tau}$ is the tangential component at the
point of the second collision. In the general case, they are not equal (Fig. 2). Let $u(t)$ be the boundary velocity. The following relation should, obviously, hold:

$$
\begin{equation*}
\langle u(t)\rangle_{t}=0, \tag{7}
\end{equation*}
$$

which means that the boundary remains, on average, at its place.

Consider a single collision between a particle and a wall. The tangential velocity component in this case is, obviously, constant, whereas the change in the normal component can be easily calculated in the reference frame connected to the wall. Thus, we can write for the first collision

$$
\begin{align*}
& \mathrm{v}_{10}^{n}=-\mathrm{v}_{01}^{n}+2 u\left(t_{n}\right)=-\mathrm{v}_{0} \cos \alpha_{0}+2 u\left(t_{n}\right), \\
& \mathrm{v}_{10}^{\tau}=\mathrm{v}_{01}^{\tau}=\mathrm{v}_{0} \sin \alpha_{0},  \tag{8}\\
& \mathrm{v}_{1}=\sqrt{\mathrm{v}_{0}^{2}-4 \mathrm{v}_{01}^{n} u\left(t_{n}\right)+4 u^{2}\left(t_{n}\right)} .
\end{align*}
$$

It is clear that, if only one collision is considered, $\left\langle\Delta \mathrm{v}_{10}^{\tau}\right\rangle$ $=0$ and $\left\langle\Delta \mathrm{v}_{10}^{n}\right\rangle=0$ for a billiard of an arbitrary configuration. Moreover, changes in the velocity are associated only


FIG. 2. Billiard of an arbitrary configuration.
with the normal component since the tangential component is unchanged after the reflection. Consequently, the average growth in the velocity depends on the normal velocity component in the next collision. In the general case, however, one can consider only the average velocity component, i.e.,

$$
\begin{align*}
\left\langle\mathrm{v}_{11}^{n}\right\rangle & =\left\langle\mathrm{v}_{1} \cos \alpha_{1}\right\rangle \\
& =\left\langle\sqrt{\mathrm{v}_{0}^{2}-4 \mathrm{v}_{0} u(t) \cos \alpha_{0}+4 u^{2}\left(t_{n}\right)} \cos \alpha_{1}\right\rangle, \tag{9}
\end{align*}
$$

where averaging is performed over angles $\alpha_{0}$ and $\alpha_{1}$ and time $t$.

It seems appropriate to illustrate Eq. (9) on two examples.

Ulam's model. ${ }^{14,16-21}$ Two parallel heavy walls are placed at distance $L$ between them, and a ball moves between these walls. One wall oscillates periodically with amplitude $\delta$ such that $L \gtrdot \delta$. The specific time dependence of these oscillations is unimportant for our analysis, the only important point is that the wall motion should satisfy condition (7). Since the tangential velocity component in this model is constant, $\mathrm{V}^{\tau}=$ const, the velocity and incidence angle are related by the formula

$$
\begin{equation*}
\mathrm{v} \sin \alpha=\mathrm{v}^{\tau}=\mathrm{const} . \tag{10}
\end{equation*}
$$

The normal velocity component, in its turn, has the same absolute value before the first collision, $\mathrm{v}_{10}^{n}$, and before the second, $\mathrm{V}_{11}^{n}$. Consequently,

$$
\left\langle\mathrm{v}_{11}^{n}\right\rangle=\left\langle\mathrm{v}_{10}^{n}\right\rangle=\left\langle-\mathrm{v}_{01}^{n}+2 u\left(t_{n}\right)\right\rangle=\mathrm{v}_{01}^{n} .
$$

Thus, there is no particle acceleration on average in this model.

Lorentz gas. Owing to the strong mixing in this model, we can assume that angles $\alpha_{0}$ and $\alpha_{1}$ are mutually independent, hence

$$
\left\langle\mathrm{v}_{11}^{n}\right\rangle=\left\langle\cos \alpha_{1} \mathrm{v}_{1}\right\rangle_{\alpha_{0}, \alpha_{1}, t}=\left\langle\cos \alpha_{1}\right\rangle_{\alpha_{1}}\left\langle\mathrm{v}_{1}\right\rangle_{\alpha_{0}, t} .
$$

Therefore, fluctuations in the velocity (increase and decrease) due to collisions are associated with changes in its absolute value, but not in its normal component, as was in the previous case. As will be shown below, the value $\left\langle\mathrm{v}_{n}\right\rangle$ increases with $n$, therefore Fermi acceleration is feasible in the Lorentz gas.

This conclusion can probably be extended to other systems in which the incidence angle and velocity are not directly related by Eq. (10), as in Ulam's model. An intermediate configuration between Ulam's model and a scattering billiard is the "stadium-shaped" billiard, in which the feasibility of Fermi acceleration was studied numerically. ${ }^{11}$

### 3.2. Stochastically perturbed scatterer boundary

Let the boundary velocity of a scatterer at which the $n$th collision takes place be

$$
\begin{equation*}
u_{n}(t)=u_{0} \cos \varphi_{n}, \tag{11}
\end{equation*}
$$

where $u_{0}$ is the boundary velocity amplitude, and $\left\{\varphi_{n}\right\}$ is a set of uncorrelated random values uniformly distributed over the interval $[0,2 \pi)$. Let us calculate the velocity distribution function and the average velocity in an ensemble of particles
as a function of the number $n$ of scattering events and time $t$. In the case of a low particle velocity, $\mathrm{V} \ll u_{0}$, the major contribution to velocity given by Eq. (5) is due to the last term on the right-hand side, hence

$$
\mathrm{v}_{n+1} \approx 2\left|u\left(t_{n}\right)\right|
$$

If boundary oscillations are determined by Eq. (11),

$$
\left\langle\mathrm{v}_{n+1}\right\rangle \approx 2\langle | u\left(t_{n}\right)\left\rangle_{t}=4 \frac{u_{0}}{\pi}\right.
$$

Thus, even after the first collision, the average velocity becomes larger than $u_{0}$.

Now let us calculate the change in the velocity at $v \gg u_{0}$. By expanding the right-hand side of Eq. (5) in powers of $u / \mathrm{V}$, we obtain an expression for the velocity change:

$$
\begin{align*}
\Delta \mathrm{v}_{n}= & \mathrm{v}_{n+1}-\mathrm{v}_{n}=-2 u_{n} \cos \alpha_{n}+2 \frac{u_{n}^{2}}{\mathrm{v}_{n}} \\
& \times \sin ^{2} \alpha_{n}+\mathrm{v}_{n} O\left(\left(\frac{u_{n}}{\mathrm{v}_{n}}\right)^{3}\right), \tag{12}
\end{align*}
$$

where $u_{n}$ is the scatterer boundary velocity during the $n$th collision.

Using Eq. (4) and the uniformity of the phase distribution at the moment of collision, we obtain $\left\langle\Delta \mathrm{v}_{n}\right\rangle$ and $\left\langle\left(\Delta \mathrm{v}_{n}\right)^{2}\right\rangle$ :

$$
\begin{equation*}
\mu_{s} \equiv\left\langle\Delta \mathrm{v}_{n}\right\rangle=\frac{M_{s}}{\mathrm{v}}, \quad \sigma_{s}^{2} \equiv\left\langle\left(\Delta \mathrm{v}_{n}\right)^{2}\right\rangle=\frac{4}{3} u_{0}^{2} \tag{13}
\end{equation*}
$$

Here we have introduced for simplicity of further calculations the parameter $M_{s} \equiv u_{0}^{2} / 3$, where subscript $s$ denotes the stochastic effect. After averaging, only the second term on the right of Eq. (12) contributes to the velocity increase, and in calculations of the variance the first term is sufficient.

If the number $n$ of scattering events is sufficiently large, we can replace the first equation in (13) with a differential equation

$$
\begin{equation*}
\frac{\partial \mathrm{v}(n)}{\partial n}=\frac{M_{s}}{\mathrm{~V}(n)} . \tag{14}
\end{equation*}
$$

Its solution with the initial condition $v(0)=v_{0}$ yields the most probable velocity as a function of the number of collisions:

$$
\begin{equation*}
\mathrm{v}(n)=\sqrt{2 M_{s} n+\mathrm{v}_{0}^{2}} . \tag{15}
\end{equation*}
$$

Since the particle velocity is expressed as a sum of independent random quantities $\Delta \mathrm{V}_{n}$ with known mean and variance, it follows from Lyapunov's central limit theorem that the distribution function of the random value $\mathrm{V}_{n}=\mathrm{v}_{0}$ $+\sum_{i=1}^{n} \Delta \mathrm{v}_{i}$ tends to a normal distribution with mean $\mathrm{V}(n)$ and variance $n \sigma_{s}^{2}$. Thus, the velocity distribution has the shape of a spreading Gaussian. The position of the distribution peak is at the most probable velocity $\mathrm{V}(n)$, proportional to the square root of $n$.

This reasoning applies only to the case of a sufficiently high particle velocity, $\mathrm{V} \gg u_{0}$. In order to describe the distribution at lower velocities, let us introduce an additional condition, namely, that there is no flow of particles to the region
of negative velocities: $(\mathrm{V} \partial \rho / \partial \mathrm{v})_{\mathrm{v}=0}=0$. It is well known that the Gaussian distribution that satisfies this condition has the form

$$
\begin{align*}
\rho(\mathrm{v}, n)= & \frac{1}{\sigma_{s} \sqrt{2 \pi n}}\left[\exp \left(-\frac{[\mathrm{v}-\mathrm{v}(n)]^{2}}{2 \sigma_{s}^{2} n}\right)\right. \\
& \left.+\exp \left(-\frac{[\mathrm{v}+\mathrm{v}(n)]^{2}}{2 \sigma_{s}^{2} n}\right)\right] \tag{16}
\end{align*}
$$

This allows us to calculate the mean velocity in the particle ensemble as a function of the number of scattering events:

$$
\begin{equation*}
V(n)=\sigma_{s} \sqrt{\frac{2 n}{\pi}} \exp \left(-\frac{\mathrm{v}^{2}(n)}{2 \sigma_{s}^{2} n}\right)+\mathrm{v}(n) \Phi\left(\frac{\mathrm{v}(n)}{\sigma_{s} \sqrt{2 n}}\right), \tag{17}
\end{equation*}
$$

where $\Phi(x)=(2 / \sqrt{\pi}) \int_{0}^{x} \exp \left(-x^{2}\right) d x$ is the error function. Hereafter $V$ denotes the mean velocity in the particle ensemble. By substituting all coefficients and expanding the expression for the velocity, we obtain

$$
\begin{equation*}
V(n)=C \sqrt{n}+O\left(\frac{1}{\sqrt{n}}\right), \tag{18}
\end{equation*}
$$

where the constant $C=\sqrt{2}\left[\sigma_{s} \exp \left(-M_{s} / \sigma_{s}^{2}\right) / \sqrt{\pi}\right.$ $\left.+\Phi\left(\sqrt{M_{s}} / \sigma_{s}\right) \sqrt{M_{s}}\right] \approx 1.143 u_{0}$.

Thus, Eqs. (16) and (18) determine the velocity distribution and the mean velocity in the ensemble as functions of the number of scattering events.

To calculate the mean velocity versus time we use the Fokker-Planck equation:

$$
\frac{\partial \rho(\mathrm{V}, t)}{\partial t}=-\frac{\partial}{\partial \mathrm{V}}[A \rho(\mathrm{~V}, t)]+\frac{1}{2} \frac{\partial^{2}}{\partial \mathrm{v}^{2}}[B \rho(\mathrm{~V}, t)]
$$

where the factors $A$ and $B$ are given by the expressions

$$
A \equiv\left\langle\frac{\Delta \mathrm{v}}{\tau}\right\rangle=\frac{M_{s}}{l}, \quad B \equiv\left\langle\frac{\Delta \mathrm{v}^{2}}{\tau}\right\rangle=\frac{\sigma_{s}^{2} \mathrm{v}}{l}
$$

Here the mean time between collisions $\tau=l / \mathrm{v}, l$ is the mean free path, and $\Delta v$ and $\Delta v^{2}$ are defined by Eq. (13). By substituting the resulting coefficients in the equation, we obtain

$$
\begin{equation*}
\frac{\partial \rho(\mathrm{v}, t)}{\partial t}=-\frac{M_{s}}{l} \frac{\partial}{\partial \mathrm{v}} \rho(\mathrm{v}, t)+\frac{1}{2} \frac{\sigma_{s}^{2}}{l} \frac{\partial^{2}}{\partial \mathrm{v}^{2}}[\mathrm{~V} \rho(\mathrm{v}, t)] . \tag{19}
\end{equation*}
$$

If parameters $M_{s}$ and $\sigma_{s}$ are determined in accordance with Eq. (13), the solution of this equation in the limit of high velocities much larger than the initial value, i.e., after a sufficiently long time interval, tends to

$$
\rho(\mathrm{v}, t)=\frac{1}{\sqrt{2 t A \pi \mathrm{v}}} \exp \left(-\frac{\mathrm{v}}{2 t A}\right)
$$

where $A=M_{s} / l$. The latter expression yields the mean particle velocity:

$$
\begin{equation*}
V(t)=\frac{M_{s}}{l} t+\mathrm{v}_{0}=\frac{1}{3} \frac{u_{0}^{2}}{l} t+\mathrm{v}_{0} \tag{20}
\end{equation*}
$$



FIG. 3. Parameter $M \equiv \mathrm{v}\langle\Delta \mathrm{v}\rangle$ as a function of particle velocity. Curves 1 and 2 are calculated by the Lorentz gas model for the cases of random and regular boundary oscillations, respectively. Curve 3 is calculated using the simplified mapping (22). The dashed line shows $M_{s}$ in the Lorentz gas in the case of stochastic boundary oscillations calculated by Eq. (13). Results are obtained at $u_{0}=0.01, a=1$, and $R=0.4$.

Thus, the system under investigation gives rise to the Fermi acceleration, with the particle velocity increasing as a linear function of time.

### 3.3. Periodically perturbed scatterer boundaries

Suppose that all scatterer boundaries contract and expand following a certain periodic law with a constant initial phase. Then, during one half of the period, the particle velocity should increase as a result of collisions and decrease during the other half. If the particle velocity is high enough, the time $\tau_{s}$ between scattering events is longer than the period $T$ of scatterer oscillations. This leads to correlations in particle velocity variations, so the sequential increments in the velocity defined by Eq. (12) can no longer be treated as independent.

This section presents numerical calculations of the velocity variance and its average increase, alongside the decay rate of the correlation function $R(m)=\left(\Delta \mathrm{v}_{n} \Delta \mathrm{v}_{n+m}\right)$. They indicate, in particular, that correlations can lead to larger first and second moments of velocity distributions. The calculations were performed on the basis of the Lorentz gas model with the following parameters: the scatterer radius $R=0.4$; the separation between their centers $a=1$ [thus, the basic model parameter $\left.(a / R)^{2}=6.25\right]$; the amplitude of the scatterer surface velocity $u_{0}=0.01$; the oscillation frequency $\omega=1$.

It follows from the analysis of the previous subsection that at high particle velocities $\langle\Delta v\rangle \sim 1 / v$. Therefore, the variable most convenient for the analysis and graphic representation is $M \equiv\langle\Delta \mathrm{v}\rangle \mathrm{v}$. Figure 3 shows $M$ plotted against the particle velocity in the case of stochastic (curve 1) and periodic (curve 2) boundary oscillations. One can see that, in the case of stochastic oscillations, the variable $M_{s} \approx u_{0}^{2} / 3$ coincides with to the result of the previous subsection. In the case of regular oscillations, $M_{r}$ first increases, and then most likely tends to a constant $M_{r}^{\max }=(1.15 \pm 0.10) u_{0}^{2}$ at $\mathrm{V} \geqslant 15$, which corresponds in this specific billiard configuration to $n \geqslant 150$ particle collisions with the boundary during one os-
cillation period on average. In addition, it is clear that the particle acceleration in the case of regular boundary oscillations is a factor of three to four higher than in the case of stochastic oscillations.

For the analysis of velocity changes in chaotic billiards with periodically oscillating boundaries, the following approach can be suggested. Consider an approximate mapping for velocity (12). Since correlations between parameters $\alpha_{n}$ decay exponentially (as follows from the billiard configuration), the formulas can be averaged over $\alpha$ using Eq. (4). Then

$$
\begin{equation*}
\langle\Delta \mathrm{v}\rangle_{\alpha}=-\frac{\pi}{2} u_{0} \cos \omega t_{n}+\frac{u_{0}^{2} \cos \omega t_{n}}{\mathrm{v}_{n}} \tag{21}
\end{equation*}
$$

During the oscillation period, the largest contribution to changes in the velocity is due to the first term on the right. Therefore, it is sufficient in the first approximation to take into account only the changes in the velocity due to the first term, and the second can be neglected. On the other hand, correlational corrections to the second term generate terms of higher orders than that of its average. Therefore, correlation effects in the second term can be neglected. For this reason, the two values related to the first and second terms can be calculated independently:

$$
\langle\Delta \mathrm{v}\rangle=\langle\Delta \mathrm{v}\rangle_{\mathrm{I}}+\langle\Delta \mathrm{v}\rangle_{\mathrm{II}},
$$

where $\langle\mathrm{V}\rangle_{\mathrm{II}}=u_{0}^{2} /(3 \mathrm{v})$, which coincides with $\mu_{\mathrm{s}}$ in the stochastic case [Eq. (13)], and $\langle\Delta \mathrm{v}\rangle_{\mathrm{I}}$ is the correction due to correlations. Discarding the second term on the right of Eq. (21), we have the following mapping for calculating $\langle\Delta \mathrm{V}\rangle_{\mathrm{I}}$ :

$$
\begin{equation*}
\mathrm{v}_{n+1}=\mathrm{v}_{n}+\gamma \cos \theta_{n}, \quad \theta_{n+1}=\theta_{n}+\frac{l_{n+1} \omega}{\mathrm{v}_{n+1}} \tag{22}
\end{equation*}
$$

Here $\gamma=-\pi u_{0} / 2$, and the collision phase $\theta_{n} \equiv \omega t_{n}$ is substituted for time. This mapping is exactly equivalent to Ulam's well-known mapping, ${ }^{14-21}$ the only difference being that in this case the free path $l_{n}$ is a random parameter distributed over a certain interval.

Let us analyze numerically this mapping at the same values of $u_{0}$ and $\omega$ as those selected in our analysis of the Lorentz gas. Suppose that the free path $l_{n}$ has a normal distribution with mean $l=0.62$ and variance $\sigma_{l}^{2}=0.657$. This corresponds to the variance and mean free path calculated numerically at $R=0.4$ and $a=1$ (see the previous subsection). Figure 3 shows $\langle\Delta \mathrm{v}\rangle_{\mathrm{I}} \mathrm{v}+u_{0}^{2} / 3$ (curve 3 ) derived from mapping (22). One can see in the graph that the first moment of the velocity distribution defined by this mapping becomes positive, but it is still smaller than the observed velocity increase in the Lorentz gas. Nonetheless, this mapping is easier for analysis than Eq. (21).

Now let us estimate the variance and decay rate of correlations in the velocity change. Suppose that the particle velocity is so high that its change after $n$ scattering events is negligible. It is clear that, in order to satisfy this condition, one can choose V and $u_{0}$ in a proper manner. Let us calculate correlations between velocity increments $\Delta \mathrm{v}_{m}$ and $\Delta \mathrm{V}_{m+n}$ [Eq. (12)] for $n \rightarrow \infty$. Taking into account in the first approximation only the first terms on the right of Eq. (12), we obtain

$$
R(n) \equiv\left\langle\Delta \mathrm{v}_{m} \Delta \mathrm{v}_{m+n}\right\rangle=u_{0}^{2} \frac{\pi^{2}}{4}\left\langle\cos \omega t_{m} \cos \omega t_{m+n}\right\rangle
$$

which takes into account, as follows from Eq. (4), that $\left\langle\cos \alpha_{n}\right\rangle=\pi / 4$. By setting the oscillation frequency to unity and introducing the notation $S_{n} \equiv \sum_{i=1}^{n} \tau_{m+i}$, where $\tau_{i}=t_{i}$ $-t_{i-1}$, we obtain

$$
\left\langle\cos t_{m} \cos t_{m+n}\right\rangle=\left\langle\cos t_{m} \cos \left(t_{m}+S_{n}\right)\right\rangle .
$$

The variable $S_{n}$ can be expressed as

$$
S_{n}=\sum_{i=1}^{n}\left(l+\Delta l_{i}\right) / \mathrm{v}
$$

where $\Delta l_{i}$ is the deviation from the mean free path on the $i$ th collision. Since $S_{n}$ is the sum of independent random quantities, its distribution at large $n$ tends to the normal distribution with mean $n l$ and variance $n \sigma_{l}^{2}$, where $\sigma_{l}^{2}$ is the mean free path variance. By expanding the cosine of the sum and averaging over $S_{n}$, we obtain the following expression for the correlation function of velocity increments:

$$
\begin{equation*}
R(n) \simeq \frac{\pi^{2}}{8} u_{0}^{2} \cos (\omega n \tau) \exp \left(-\frac{n}{N}\right) \tag{23}
\end{equation*}
$$

where $\omega$ is the frequency of scatterer oscillations, $N=\mathrm{v}^{2} /\left(\omega^{2} \sigma_{l}^{2}\right)$. Thus, correlations between sequential changes in the particle velocity are the stronger, the higher the velocity, and their "half-life" $N$, i.e., the number of collisions after which correlations drop by factor $e$, increases proportionally to $\mathrm{v}^{2}$. Note that the number of collisions over one period is proportional to V . Thus, in order to estimate correctly the velocity variance, one has to average over the larger number of oscillation periods, the higher the particle velocity. The issue of how this can be done, however, has remained unresolved.

In order to estimate the variance in the first approximation, let us consider the velocity increment after two sequential collisions with the boundary. In this analysis, we assume that correlations among three and more increments are negligible. In the limit of a high velocity of a billiard particle, the correlator of sequential velocity increments can be estimated by the formula

$$
\begin{aligned}
\left\langle\Delta \mathrm{v}_{n} \Delta \mathrm{v}_{n+1}\right\rangle & =u_{0}^{2} \frac{\pi^{2}}{4}\left\langle\cos ^{2} \omega t_{n}\left(1-O\left(\tau^{2}\right)\right)\right\rangle \\
& =u_{0}^{2} \frac{\pi^{2}}{8}+O\left(\frac{u_{0}^{2}}{\mathrm{v}^{2}}\right)
\end{aligned}
$$

From this expression and Eq. (13), we derive

$$
\begin{equation*}
\sigma_{r}^{2}=\frac{\left\langle\left(\Delta \mathrm{v}_{n}+\Delta \mathrm{v}_{n+1}\right)^{2}\right\rangle}{2} \approx\left(\frac{4}{3}+\frac{\pi^{2}}{8}\right) u_{0}^{2} \tag{24}
\end{equation*}
$$

Figure 4 shows numerical and analytic estimates of the velocity increment variance in the stochastic (dashed line) and regular (solid lines) cases. In the case of stochastic oscillations, the numerical and analytic [Eq. (13)] estimates are identical, so the graph shows only numerical calculations of $\sigma_{s}^{2}$. Regular oscillations are characterized in this graph by the straight line defined by Eq. (24) and the broken line


FIG. 4. Variance versus particle velocity in the Lorentz gas in the cases of stochastic (dashed line) and regular (solid lines) oscillations. The straight line shows the theoretical estimate of the variance in the regular case by Eq. (24). The calculations were performed at $u_{0}=0.01, a=1$, and $R=0.4$.
calculated numerically. In order to take into account correlations between velocity increments, we calculated in the regular case the effective variance $\sigma_{r}^{2}=\left\langle\Delta V^{2}\right\rangle / N_{\text {max }}$, where $\Delta V$ is the total velocity increment after $N_{\max }$ collisions. Given Eq. (23) describing the correlation function decay, we equated $N_{\max }$ to $10 \mathrm{v}^{2} /\left(\omega^{2} \sigma_{l}^{2}\right)$, which is a factor of ten higher than the characteristic correlation decoupling number. As is shown by the graphs, the variance $\sigma_{s}^{2}$ in the stochastic case is constant, whereas in the regular case $\left(\sigma_{r}^{2}\right)$ it grows with the velocity. In addition, the variance in the regular case determined by Eq. (24) is slightly overestimated.

Thus, the numerical and analytic estimates given in this section indicate that particle acceleration should occur in chaotic billiards with periodically oscillating boundaries. We can most likely say that deterministic chaoticity is a sufficient condition for Fermi acceleration. Moreover, periodic oscillations of billiard boundaries lead to a higher particle acceleration.

### 3.4. Numerical results

This section presents numerically calculated particle velocity as a function of the number of scattering events and time in comparison with the analytic estimates given above. The calculations were performed by the Lorentz gas model with the following parameters: the amplitude of the scatterer boundary oscillation velocity $u_{0}=0.01$; the scatterer radius $R=0.4$; the distance between their centers $a=1$; the frequency of boundary oscillations $\omega=1$; the initial velocity $\mathrm{v}_{0}=1$. Thus, the mean free path calculated analytically for these parameters, $l=0.6216815$. The numerical calculations of the mean free path [Eq. (6)] and its variance in this specific billiard configuration yield $l=0.62163 \pm 0.00003$ and $\sigma_{l}^{2}=0.657 \pm 0.001$.

The difference in realizations was in the initial values of $\alpha$ and $\phi$, which were selected at random. Two different cases were investigated: stochastic oscillations of scatterer boundaries with initial phases distributed uniformly and regular oscillations of boundaries. In both cases, the billiard ball (particle) dynamics was determined by the mapping derived in Secs. 2.1 and 2.2. The scatterer boundary oscillation velocity in the first case was defined by the formula


FIG. 5. Mean particle velocities as functions of the number of scattering events in the Lorentz gas (curves 1 and 2) and their approximations by Eq. (18) (curves 3 and 4). The dashed lines correspond to stochastic boundary oscillations, the solid lines correspond to regular oscillations. The averaging was performed over 100 process realizations with different velocity directions selected at random. The calculation were performed at $u_{0}=0.01$, $a=1$, and $R=0.4$.
$u_{n}=u_{0} \cos \varphi_{n}$, where $\varphi_{n}$ is a random parameter uniformly distributed over the interval $[0,2 \pi)$, and in the second case by the formula $u_{n}=u_{0} \cos \omega t_{n}$, where $t_{n}$ is the moment of collision between the particle and boundary. For each case 100 realizations of billiard dynamics were investigated. The averaged velocity as a function of the number of scattering events and time is plotted in Figs. 5 and 6, respectively. In both graphs, the solid lines plot the data for the regular case, and the dashed line corresponds to the case of random oscillations.

Figure 5 shows the averaged velocity of an ensemble of particles versus the number $n$ of scattering events over the range of $5 \times 10^{8}$ iterations. It is clear that both curves are accurately approximated by the square-root function (18). In the case of stochastic oscillations, parameters $M_{s}$ and $\sigma_{s}$ were derived from Eq. (13), and in the regular case the limiting values $M_{r}$ and $\sigma_{r}$ were derived from numerical calculations described in the previous subsection.

The curves of the mean velocity versus time (Fig. 6) plot the data averaged over 100 realizations in the stochastic (dashed lines) and regular (solid lines) cases. The particle dynamics was simulated over a time interval of $\left[0,3 \times 10^{6}\right]$ time units, and some trajectories of 'fast'' particles covered up to $3 \times 10^{9}$ iterations. The mean particle velocity was approximated using Eq. (20). The parameter $M_{s}$ was calculated for stochastic oscillations by Eq. (13), and for regular oscillations as a limit of $M_{r}$ obtained in the previous subsection. The curves show that the growth in the particle velocity is approximately linear, and the approximation of the average velocity by Eq. (20) is in reasonable agreement with computer simulations.

## 4. CONCLUSIONS

Billiards are fairly convenient models of a set of physical systems. For example, particle trajectories in billiards of specific configurations can be used in modeling many dy-


FIG. 6. The same data as in Fig. 5, but plotted against time. The approximation was performed by Eq. (20).
namical systems. Moreover, most approaches to the problems of mixing in many-body systems originate from billiard-like problems. A natural generalization of a billiard system is a billiard whose boundary is not fixed, but varies following a certain law. This is a relatively new field of research, which opens new prospects in studies of problems that have been known for a long time, but have been poorly investigated. For example, the problem of particle dynamics in a billiard whose boundary changes with time has a direct physical application as a model of nonequilibrium statistical mechanics. As follows from the existing literature, the dynamical properties of a billiard with perturbed boundaries are important: if its dynamics is chaotic, boundary perturbations can lead to an infinite growth in the particle velocity, i.e., such a billiard demonstrates Fermi acceleration.

In the present article, we have studied the problem of Fermi acceleration in dynamical systems generated by twodimensional dispersing billiards with perturbed boundaries. A billiard with a boundary like that of the Lorentz gas oscillating in accordance with a certain law has been investigated. It is well known that the conventional Lorentz gas (i.e., that with an unperturbed boundary) has clearly demonstrated chaotic properties (mixing, decay of correlations, etc.). Perturbation of boundaries in such a billiard leads to the Fermi acceleration. This model has been studied in two versions, namely, those with stochastically and regularly oscillating scatterer boundaries. It has turned out that the acceleration is higher in the case of periodical boundary oscillations.

We can identify two basic acceleration mechanisms, which have been discovered in deriving the particle velocity distribution as a function of the number of scattering events in the case of stochastic oscillations (Sec. 3.3). The first is the mechanism deriving from the condition $\langle\Delta v\rangle>0$ [Eq. (13)], which drives all particles to the side of higher velocities. The second is the dispersive (or fluctuational) mechanism controlled by two conditions: (a) $\left\langle\Delta v^{2}\right\rangle>0$, therefore
the peak in the velocity distribution spreads with time; (b) the absolute value of velocity cannot be negative, therefore the peak spread cannot be symmetrical, but its predominant direction is to the side of higher velocities, as a result, the simple normal distribution is replaced by distribution (16). Moreover, it follows from both analytic and numerical calculations that fluctuations and the mean increase in the particle velocity are larger in the case of regular scatterer boundary oscillations, which leads to a larger velocity growth. Thus, the mechanism due to correlations between sequential changes in the velocity has been suggested.

It is quite clear that the reasoning used in deriving the particle velocity as a function of the number of scattering events and time can be directly translated into another type of billiard in which a distribution of angle $\alpha$ (between the normal to the surface at the impact point and particle velocity) is known. Therefore, the technique developed in our work can be used in solving the problem of Fermi acceleration in the general case.

The presence of a chaotic condition in a system can change its statistical properties. A recent publication by Tsang and Ngai ${ }^{10}$ considered a billiard in an area defined by a rectangle whose corners were replaced by quarter-circles of radius $R$ (smoothed corners) and one side oscillated periodically. A particle travels within this area and collides with the boundaries. Each collision with the boundary is not perfectly elastic, and the particle loses a fraction of its energy proportional to a constant $\delta(\delta \ll 1)$. This model is similar to Ulam's model, but the presence of smoothed corners introduces random elements to the particle dynamics. Tsang and Ngai ${ }^{10}$ investigated relaxation of a system to equilibrium. A similar investigation was performed earlier by Tsang and Lieberman ${ }^{25}$ on the basis of Ulam's model. It was shown that the function $\Phi(t)=E(t)-E(\infty)$, which is the deviation of the mean energy from the equilibrium value, drops exponentially, $\Phi(t) \propto \exp (-t / \tau)$, which is quite natural of most physical systems. The investigation of this parameter in the billiard discussed in Ref. 10 revealed that its relaxation to equilibrium in this case is slower, $\Phi(t) \propto \exp \left[-(t / \tau)^{\beta}\right]$, where $\beta<1$ and drops with $R$. Given the results of this paper, we can understand the cause of the slower system relaxation. In fact, the random element in the system becomes more important at larger radii of circles at the corners, which leads to acceleration of particles. Therefore the system relaxation to its equilibrium, associated with the particle energy dissipation in the system, becomes slower. The approaches developed in the reported work create preconditions for determination of $\beta$, hence of the relaxation rate to equilibrium in a system where the chaotic dynamics is dominant.

Thus, on the basis of our investigations, we can put forth an important hypothesis: a random element in a billiard with a fixed boundary is a sufficient condition for the Fermi acceleration in the system when a boundary perturbation is introduced.
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#### Abstract

This paper examines the time-dependent Josephson effect in systems of tunnel superconducting junctions and in layered superconductors (the intrinsic Josephson effect) with allowance for nonequilibrium superconductivity effects. Kinetic and quasihydrodynamic equations are derived that describe self-consistently the dynamics of Josephson phases and nonequilibrium quasiparticles. It is found that the state of nonequilibrium between the layers leads to an effective mechanism of the interaction between interlayer Josephson junctions, which can be used to synchronize the junctions. Current-voltage characteristics of chains of intrinsic junctions are obtained for different values of the parameters. © 1999 American Institute of Physics. [S1063-7761(99)02211-8]


## 1. INTRODUCTION

It is well known (see the review articles in Refs. 1-3) that when subjected to a finite voltage a Josephson junction is a source of nonthermal quasiparticles, which relax in the 'banks.' Hence near the junction there is always a region of nonequilibrium superconductivity. The excess of quasiparticles changes the energy gap. More than that, a difference arises in the populations of the electronlike and holelike branches of the electron excitation spectrum (the electronhole imbalance), which changes the chemical potential of the superconducting condensate (the number of superconducting electrons changes to balance the excessive charge of the quasiparticles) and leads to penetration of the superconductor by the electric field. If the banks are fairly large, diffusion of the quasiparticles plays the main role (in dirty superconductors). The characteristic spatial scales are determined by the energy relaxation depth $l_{\epsilon}=\sqrt{D \tau_{\epsilon}}$ and the imbalance relaxation depth (the penetration depth of the electric field) $l_{q}=\sqrt{D \tau_{q}}$, with $D$ the diffusion coefficient, $\tau_{\epsilon}$ the inelastic relaxation time, and $\tau_{q}$ the imbalance relaxation time. But if the banks are smaller than $l_{q}$ in the direction of diffusion, a spatially homogeneous nonequilibrium state forms that relaxes with characteristic times $\tau_{\epsilon}$ and $\tau_{q}$. In this case the system may be farther from equilibrium.

Quasiparticle interactions between junctions have been studied in systems of Mercereau-Notaris bridges ${ }^{4,5}$ and in SNS junctions. ${ }^{6,7}$ The nonequilibrium change in the energy gap in SIS systems was examined in Refs. 8-11 (an interesting particular case of this phenomenon is the stimulation, or enhancement, of superconductivity in a double tunnel junction with a nonequilibrium middle layer). Another factor that may be important is the violation of the Josephson relationship $d \varphi / d t=(2 e / \hbar) V$ between the voltage across the junction and the phase difference at the junction in the nonequilibrium case (see below). In layered superconductors with Josephson interaction between the layers, nonequilib-
rium effects may be very large because the effective layer thickness is small $(3-10 \AA)$. In recent studies, ${ }^{12-27}$ the intrinsic Josephson effect in high- $T_{c}$ superconductors was observed directly. A number of researchers ${ }^{28-32}$ remarked on the importance of allowing for nonequilibrium effects, especially the violation of the equilibrium Josephson relation, in interpreting the results of experiments in this field.

In Sec. 2 we will discuss the elementary theory of the nonequilibrium Josephson effect and make estimates for artificial tunnel structures and high- $T_{c}$ superconductors. Section 3 is devoted to the derivation of kinetic and quasihydrodynamic equations of quasiparticle dynamics in systems of tunnel junctions. In Sec. 4 we will examine the dynamics of a chain of junctions and present the results of numerical calculations of current-voltage characteristics and of the highfrequency interaction of junctions.

## 2. ELEMENTARY THEORY

From the microscopic viewpoint, the main process in a nonequilibrium superconductor is the change in the quasiparticle distribution function, which is accompanied by changes in the macroscopic characteristics of the condensate: the energy gap $\Delta$, the shift $\delta \mu$ of the chemical potential, and the invariant potential $\Phi$ related to this shift.

A change in the energy gap takes place when the part of the distribution function which is symmetric in energy, $n_{\epsilon}$ ( $n_{\epsilon}$ describes the quasielectron energy distribution for $\epsilon>0$ and the quasihole distribution for $\epsilon<0$ ); in the simplest case it can be found from the Eliashberg self-consistency equation ${ }^{33}$

$$
\begin{equation*}
1=\lambda \int_{\Delta}^{\theta_{D}} \frac{1-n_{\epsilon}-n_{-\epsilon}}{\left(\epsilon^{2}-\Delta^{2}\right)^{1 / 2}} d \epsilon \tag{1}
\end{equation*}
$$

On the other hand, the shift of the chemical potential of the condensate in the superconductor is determined by the part of the distribution function which is symmetric in

TABLE I. Artificial structures ( $T=4.2 \mathrm{~K}$ ).

|  | $N(0), 10^{34}$ <br> $\mathrm{erg}^{-1} \mathrm{~cm}^{-3}$ | $R S$, <br> $\Omega \mathrm{cm}^{2}$ | $d_{0}$, <br> $\AA$ | 0.81 | $(3-7) \times 10^{-7}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |

energy. ${ }^{34-36}$ In the simplest case of a pure superconductor in a spatially homogeneous quasistatic nonequilibrium state, the energy distribution of the paired electrons is given by the expression $\mathrm{V}_{k}^{2}=(1 / 2)\left(1-\xi_{k} / \epsilon_{k}\right)$, where $\xi_{k}=\hbar^{2} k^{2} / 2 m-\epsilon_{F}$ $-\delta \mu, \epsilon_{k}=\sqrt{\Delta^{2}+\xi_{k}^{2}}$ is the quasiparticle spectrum, and $\delta \mu$ is the shift of the chemical potential. Then for $\delta \mu \ll \epsilon_{F}$ the charge density is given by the formula

$$
\begin{equation*}
\rho=2 e N(0)\left[\delta \mu+\int_{\Delta}^{\infty}\left(n_{\epsilon}-n_{-\epsilon}\right) d \epsilon\right], \tag{2}
\end{equation*}
$$

where the first term on the right-hand side is the condensate charge and the second is the quasiparticle charge, and $N(0)=m p_{F} / 2 \pi^{2} \hbar^{3}$ is the density of states on the Fermi surface. Equation (2) is the second self-consistency equation. In the quasineutral case ( $\rho \approx 0$ ) we have

$$
\begin{equation*}
\delta \mu=-\int_{\Delta}^{\infty}\left(n_{\epsilon}-n_{-\epsilon}\right) d \epsilon . \tag{3}
\end{equation*}
$$

This expression is a reflection of the features of the charge effects in superconductors: when an electron-hole imbalance develops, the quasineutrality is ensured due to the superconducting electrons.

The shift of the chemical potential can be expressed in terms of what i known as the invariant potential: $\delta \mu=e \Phi$, with

$$
\begin{equation*}
\Phi(t)=\phi+\frac{\hbar}{2 e} \frac{\partial \theta}{\partial t}, \tag{4}
\end{equation*}
$$

where $\phi$ is the electric potential, $\theta$ is the phase of the order parameter, and $\Phi=0$ in an equilibrium state. For a pure superconductor, in the quasiclassical case this relationship follows directly from the shape of the quasiparticle spectrum. ${ }^{35}$ Generally, it is the gauge-invariant potential $\Phi$ that enters into the dynamical equations. The expression for the charge becomes

$$
\begin{equation*}
\rho=-2 e^{2} N(0)(\Phi-\Psi)=-\frac{1}{4 \pi r_{d}^{2}}(\Phi-\Psi), \tag{5}
\end{equation*}
$$

where $\Psi=(1 / e) \int_{\Delta}^{\infty}\left(n_{\epsilon}-n_{-\epsilon}\right) d \epsilon$ is the electron-hole imbalance potential, ${ }^{1)}$ and $r_{d}$ is the penetration depth of the electric field.

In a state with a shift of the chemical potential, the ordinary relationship $d \varphi_{i j} / d t=(2|e| / \hbar) V_{i j}$ the Josephson phase difference $\varphi_{i j}=\left[\theta_{j}-\theta_{i}\right]$ sgne and the voltage $V_{i j}=\phi_{i}-\phi_{j}$ breaks down. Instead, using the definition of $\Phi$, we obtain the Josephson nonequilibrium relationship

$$
\begin{equation*}
\frac{d \varphi_{i j}}{d t}=\frac{2|e|}{\hbar} V_{i j}+\frac{2|e|}{\hbar}\left(\Phi_{j}-\Phi_{i}\right) \tag{6}
\end{equation*}
$$

Thus, in the general case, we must self-consistently describe the dynamics of the Josephson phases $\varphi_{i j}(t)$ and the distribution functions $n_{\epsilon}^{(i)}(t)$ with allowance for the conditions (1) and (5) and for the nonequilibrium expressions for the tunneling current between the layers.

The main parameters determining the degree of the nonlinearity of the effects of any type in tunnel structures and other systems with weak coupling are the products $\nu \tau_{\epsilon}$ and $\nu \tau_{q}$, where $\nu$ is what is known as the tunnel frequency, which for thin layers ( $d_{0} \ll l_{\epsilon}, l_{q}$ ) is given by the formula

$$
\begin{equation*}
\nu=\frac{1}{4 e^{2} N(0) R_{N} d_{0}}, \tag{7}
\end{equation*}
$$

where $R_{N}$ is the resistance of the junction in the normal state per unit surface area. For $\nu \tau_{\epsilon}>1$ or $\nu \tau_{q}>1$ strong distortions of the quasiparticle distribution function are possible.

The results of estimates recently made for artificial structures are listed in Table I. These data suggest the following. First, the highly nonequilibrium regime is realized in tunnel structures based on Al and Nb . Second, the parameter $\nu \tau_{\epsilon}$ can be much larger than unity, $\nu \tau_{\epsilon} \gg 1$. Indeed, $\nu \sim 10^{8} \mathrm{~s}^{-1}$ correspond to very low barrier transmissivity, $D \sim 10^{-7}-10^{-6} \quad\left(\nu=\mathrm{v}_{F} D / 4 d_{0}\right)$, and the condition for junction weakness is met with a large margin $\left(\nu \ll \Delta \sim 10^{12}-10^{13} \mathrm{~s}^{-1}\right.$ ). Thus, an increase in value of the nonequilibrium parameter by a factor of 100 to 1000 with barrier transmissivity is quite possible (at least in principle).

It is difficult to make estimates for high- $T_{c}$ superconductors because of the lack of a sufficient large body of data obtained in direct measurements of nonequilibrium effects and the fuzziness of the microscopic picture. For rough estimates we can use formula (7) and a similar formula that expresses $\nu$ in terms of the critical current at absolute zero in the BCS model:


FIG. 1. A system of coupled Josephson layers.

$$
\begin{equation*}
\nu=\frac{J_{c}(0)}{2 \pi e \Delta N(0) d_{0}} . \tag{8}
\end{equation*}
$$

On the basis of Refs. 12-27 we assume that $J_{c}(0) \sim 500-20000 \mathrm{~A} / \mathrm{cm}^{2}, \quad V_{c} \sim 1-10 \mathrm{mV}, \quad R_{N} S \sim 10^{-5}$ $-10^{-7} \Omega \mathrm{~cm}^{2}$ (for structures with different degrees of anisotropy), $\Delta \sim 20 \mathrm{meV}$, and $N(0) \sim 10^{32}-10^{33}$. We then arrive at the estimate $\nu \sim 10^{8}-10^{12} \mathrm{~s}^{-1}$, depending on the degree of anisotropy and the way in which the estimate is made. When the inelastic relaxation time changes from $10^{-9} \mathrm{~s}$ (at $T \sim 4.2 \mathrm{~K}$ ) to $10^{-12} \mathrm{~s}\left(\right.$ at $\left.T \sim T_{c}\right)$, the product $\nu \tau_{\epsilon}$ changes over a wide range from $10^{-4}$ in structures with the greatest anisotropy at temperatures close to critical (note, however, that $\nu \tau_{q}$ may be much larger in view of the factor $T / \Delta$ ) to $10^{3}$ in structures with weaker anisotropy at low temperatures, which suggests that under certain conditions a system with an intrinsic Josephson effect may be very far from equilibrium.

## 3. QUASIPARTICLE KINETICS IN SYSTEMS OF TUNNEL JUNCTIONS. THE QUASIHYDRODYNAMIC APPROXIMATION

In this paper we will examine the system of Josephsoncoupled thin layers (Fig. 1) with a tunnel mechanism of current transfer between the layers. Thus, the state of the $i$ th layer is determined by the interaction of that layer with the $(i-1) \mathrm{st}$ and $(i+1)$ st layers. For any pair of layers this interaction is the same type, and below we will develop a microscopic theory of an arbitrary $i$ th layer with allowance for the "left," (i-1)st, layer. The effect of the "right," $(i+1) \mathrm{st}$, layer will be taken into account in the final expressions.

We will assume that the layer thickness $d_{0}$ is comparable to the penetration depth $r_{d}$ of the electric field (as is the case in high $-T_{c}$ superconductors) and is much smaller than the characteristic nonequilibrium relaxation depths, $d_{0} \ll l_{\epsilon}, l_{q}$. In this case the analysis of charge effects becomes much simpler, since we can average all quantities over the layer thickness.

### 3.1. The starting equations

The starting equations are the Eliashberg equations ${ }^{33}$ for the two-time quasiclassical [integrated with respect to the energy variable $\xi=\mathrm{V}_{F}\left(p-p_{F}\right)$ ] Green's functions $g_{\epsilon}(t)$, $f_{\epsilon}(t), g_{\epsilon}^{A(R)}(t)$, and $f_{\epsilon}^{A(R)}(t)$ describing an arbitrary nonequilibrium state of the superconductor. In the most general form such equations were obtained via the Keldysh method ${ }^{37}$ by Larkin and Ovchinnikov ${ }^{38,39}$ (see also Refs. 2,3, and 40-44).

The functions $g_{\epsilon}^{A(R)}$ and $f_{\epsilon}^{A(R)}$ describe the density of quasiparticle states in energy in the static case and are called spectral, while the 'Keldysh'' functions $g_{\epsilon}(t)$ and $f_{\epsilon}(t)$ describe the kinetics of the quasiparticles. Since we intend to go over to a kinetic (quasiclassical in time) equation, we introduce the Fourier representation in the time difference $t_{1}-t_{2}$ and retain the dependence on the time sum $t=\left(t_{1}+t_{2}\right) / 2$. Moreover, in the "dirty"' case ( $\tau_{p} \Delta, \tau_{p} \omega \ll 1$ and $l_{p} \ll \xi_{0}, d_{0}$ ), we can average over the directions of the momentum on the Fermi surface. Thus, we obtain, for instance, ${ }^{2)}$

$$
\begin{align*}
g_{\epsilon}(\mathbf{r}, t)= & \frac{i}{\pi} \int d \xi \int \frac{d \Omega_{p}}{4 \pi} \int d\left(t_{1}-t_{2}\right) \int d\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \\
& \times G\left(\mathbf{r}_{1}, \mathbf{r}_{2}, t_{1}, t_{2}\right) \exp \left\{-i \boldsymbol{\epsilon}\left(t_{1}-t_{2}\right)\right. \\
& \left.+i \mathbf{p} \cdot\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right\} \tag{9}
\end{align*}
$$

The equations for the functions $g_{\epsilon}$ and $f_{\epsilon}(t)$ averaged over the layer thickness have the form (in a gauge in which the order parameter is real)

$$
\begin{align*}
& \frac{\partial g_{\epsilon}}{\partial t}=-i e\{\Phi g-g \Phi\}_{\epsilon}-i\left\{\Delta f^{\dagger}-f \Delta\right\}_{\epsilon}-I_{1}^{\mathrm{ph}}-I_{1}^{\mathrm{tun}}  \tag{10}\\
& i 2 \epsilon f_{\epsilon}=i e\{\Phi f-f \Phi\}_{\epsilon}-i\{\Delta \bar{g}-g \Delta\}_{\epsilon}+I_{2}^{\mathrm{ph}}+I_{2}^{\mathrm{tun}} \tag{11}
\end{align*}
$$

where $I^{\mathrm{ph}}$ and $I^{\mathrm{tun}}$ are, respectively the phonon collision integral and the tunneling source, $f^{\dagger}\left(t_{1}, t_{2}\right)=f^{*}\left(t_{2}, t_{1}\right)$ and $\bar{g}\left(t_{1}, t_{2}\right)=g\left(t_{2}, t_{1}\right)$ in the temporal representation, and the symbol $\{A B\}$ stands for the convolution in time,

$$
\begin{equation*}
\{A B\}\left(t_{1}, t_{2}\right)=\int A\left(t_{1}, t_{3}\right) B\left(t_{3}, t_{2}\right) d t_{3} \tag{12}
\end{equation*}
$$

which in the frequency representation has the form

$$
\begin{equation*}
\{A B\}_{\epsilon}(\omega)=\int A_{\epsilon+\omega / 2-\omega_{1} / 2}\left(\omega_{1}\right) B_{\epsilon-\omega_{1} / 2}\left(\omega-\omega_{1}\right) \frac{d \omega_{1}}{2 \pi} \tag{13}
\end{equation*}
$$

and in the quasiclassical case can be represented by a power series in $\omega$, i.e.,

$$
\begin{align*}
\{A B\}_{\epsilon}= & A_{\epsilon} B_{\epsilon}+\frac{i}{2}\left(\frac{\partial A_{\epsilon}}{\partial \epsilon} \frac{\partial B_{\epsilon}}{\partial t}-\frac{\partial A_{\epsilon}}{\partial t} \frac{\partial B_{\epsilon}}{\partial \epsilon}\right) \\
& -\frac{1}{8}\left(\frac{\partial^{2} A_{\epsilon}}{\partial \epsilon^{2}} \frac{\partial^{2} B_{\epsilon}}{\partial t^{2}}-2 \frac{\partial^{2} A_{\epsilon}}{\partial \epsilon \partial t} \frac{\partial^{2} B_{\epsilon}}{\partial \epsilon \partial t}+\frac{\partial^{2} A_{\epsilon}}{\partial t^{2}} \frac{\partial^{2} B_{\epsilon}}{\partial \epsilon^{2}}\right)+\cdots \tag{14}
\end{align*}
$$

Here in (10) and (11) we must assume that formally $\Delta\left(t_{1}, t_{2}\right)=\Delta\left(t_{1}\right) \delta\left(t_{1}-t_{2}\right)$ and $\Phi\left(t_{1}, t_{2}\right)=\Phi\left(t_{1}\right) \delta\left(t_{1}-t_{2}\right)$. The following relationships hold: ${ }^{3)}$

$$
\begin{aligned}
& g^{*}\left(t_{1}, t_{2}\right)=g\left(t_{2}, t_{1}\right), \quad f\left(t_{1}, t_{2}\right)=f\left(t_{2}, t_{1}\right), \\
& f_{\epsilon}^{\dagger}=f_{\epsilon}^{*}, \quad f_{\epsilon}=f_{-\epsilon}, \quad \bar{g}_{\epsilon}=g_{-\epsilon}, \quad g_{\epsilon}^{*}=g_{\epsilon}
\end{aligned}
$$

which imply that $g_{\epsilon}(t)$ is a purely real function and $f_{\epsilon}(t)$ is an even function.

The tunneling source $I^{\text {tun }}$ was obtained by Volkov ${ }^{45}$ and in our notation has the form

$$
\begin{align*}
I_{1}^{\mathrm{tun}}= & \nu\left\{g^{(t) R} g-g g^{(t) A}+f f^{(t) \dagger A}-f^{(t) R} f^{\dagger}\right. \\
& \left.+g^{(t)} g^{A}-g^{R} g^{(t)}+f^{R} f^{(t) \dagger}-f^{(t)} f^{\dagger A}\right\}, \tag{15}
\end{align*}
$$

$$
\begin{align*}
I_{2}^{\mathrm{tun}}= & \nu\left\{g^{(t) R} f \bar{g}^{-(t) A}+f^{(t) R} \bar{g}-g f^{(t) A}\right. \\
& \left.+g^{(t)} f^{A}-f^{R} \bar{g}^{(t)}+f^{(t)} \bar{g}^{A}-g^{R} f^{(t)}\right\} . \tag{16}
\end{align*}
$$

Here the Green's functions with the superscript $(t)$ refer to the other ('left") superconductor. These functions contain an additional phase factor (in relation to the functions taken in a gauge in which the order parameter is real), which reflects the presence of the Josephson phase difference $\varphi(t)=\left[\theta^{\prime}(t)-\theta(t)\right]$ sgne between the superconductors. This means that the following gauge transformation must be carried out:

$$
\begin{align*}
g^{(t)(R, A)}\left(t_{1}, t_{2}\right)= & \exp \left\{i\left[\varphi\left(t_{1}\right)-\varphi\left(t_{2}\right)\right] \operatorname{sgn} \frac{e}{2}\right\} \\
& \times g^{\prime(R, A)}\left(t_{1}, t_{2}\right), \\
\bar{g}^{(t)(R, A)}\left(t_{1}, t_{2}\right)= & \exp \left\{-i\left[\varphi\left(t_{1}\right)-\varphi\left(t_{2}\right)\right] \operatorname{sgn} \frac{e}{2}\right\} \\
& \times \bar{g}^{\prime(R, A)}\left(t_{1}, t_{2}\right), \\
f^{(t)(R, A)}\left(t_{1}, t_{2}\right)= & \exp \left\{i\left[\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)\right] \operatorname{sgn} \frac{e}{2}\right\}  \tag{17}\\
& \times f^{\prime(R, A)}\left(t_{1}, t_{2}\right), \\
f^{(t) \dagger(R, A)}\left(t_{1}, t_{2}\right)= & \exp \left\{-i\left[\varphi\left(t_{1}\right)+\varphi\left(t_{2}\right)\right] \operatorname{sgn} \frac{e}{2}\right\} \\
& \times f^{\prime \dagger(R, A)}\left(t_{1}, t_{2}\right),
\end{align*}
$$

where the primed functions now satisfy the same gaugeinvariant Eqs. (10) and (11) as the unprimed.

The self-consistency condition for the energy gap has the ordinary form

$$
\begin{equation*}
\Delta(t)=\lambda \int_{-\theta_{D}}^{\theta_{D}} \frac{d \epsilon}{4} \operatorname{Re} f_{\epsilon}(t) \tag{18}
\end{equation*}
$$

and for the second self-consistency condition we must take the continuity equation with the charge

$$
\begin{equation*}
\rho(t)=-2 e N(0)\left[e \Phi(t)+\int_{-\infty}^{\infty} \frac{d \epsilon}{4} g_{\epsilon}(t)\right] . \tag{19}
\end{equation*}
$$

These conditions constitute a generalization of the expressions (1) and (5) to an arbitrary time-dependent case.

The resulting equations must be augmented with the expression for the current flowing between the layers. A convenient way of calculating the current is to integrate Eq. (10) with respect to energy. We will use this trick when we pass to the kinetic approximation.

The spectral functions are determined by equations of the form (10) and (11). We will assume that in the static case they are

$$
\begin{align*}
& g_{\epsilon}^{R(A)}=\frac{\epsilon \pm i \gamma}{\Delta} f_{\epsilon}^{R(A)}=\frac{\epsilon \pm i \gamma}{\sqrt{(\epsilon \pm i \gamma)^{2}-\Delta^{2}}}  \tag{20}\\
& f_{\epsilon}^{\dagger R(A)}=f_{\epsilon}^{R(A)}, \quad \bar{g} \bar{\epsilon}_{\epsilon}^{R(A)}=-g_{\epsilon}^{R(A)} \tag{21}
\end{align*}
$$

$$
g_{\epsilon}^{* R(A)}=-g_{\epsilon}^{A(R)}, \quad f_{\epsilon}^{* R(A)}=-f_{\epsilon}^{A(R)}
$$

with the sign of the square root determined by the condition $\operatorname{Im} \sqrt{\cdots}>0$. Below we will need combinations of the spectral functions, for which we introduce the special notation

$$
\begin{align*}
& u_{\epsilon}=\frac{1}{2}\left(g_{\epsilon}^{R}-g_{\epsilon}^{A}\right), \quad \mathrm{v}_{\epsilon}=\frac{1}{2}\left(f_{\epsilon}^{R}-f_{\epsilon}^{A}\right), \\
& w_{\epsilon}=\frac{i}{2}\left(f_{\epsilon}^{R}+f_{\epsilon}^{A}\right), \quad y_{\epsilon}=\frac{i}{2}\left(g_{\epsilon}^{R}+g_{\epsilon}^{A}\right),  \tag{22}\\
& h_{\epsilon}=\frac{1}{2}\left[1-\left(g_{\epsilon}^{R} g_{\epsilon}^{A}-f_{\epsilon}^{R} f_{\epsilon}^{\dagger A}\right)\right], \quad b_{\epsilon}=\frac{i}{2}\left(g_{\epsilon}^{R} f_{\epsilon}^{A}+\bar{g}_{\epsilon}^{A} f_{\epsilon}^{R}\right) .
\end{align*}
$$

### 3.2. Kinetic approximation

At low frequencies ( $\omega \ll \Delta$ ), the system of the dynamical equations can be greatly simplified by passing to the kinetic equation for the energy distribution function for the quasiparticles. Such an equation for a system of tunnel junctions in the quasistatic case $(\omega \rightarrow 0)$ was derived by Bulyzhenkov and Ivlev, ${ }^{46}$ Ivlev, ${ }^{47}$ and Gulyan and Zharkov. ${ }^{48}$ As shown by Larkin and Ovchinnikov ${ }^{38,39}$ and Schmid and Shön, ${ }^{49}$ in the time-dependent case the passage to the kinetic approximation can be achieved by introducing two real distribution functions $f_{1}$ and $f_{2}$, in terms of which the functions $g_{\epsilon}$ and $f_{\epsilon}$ are expressed so that the normalization condition

$$
\begin{align*}
& \left\{\left(\begin{array}{cc}
g^{R} & f^{R} \\
-f^{\dagger R} & \bar{g}^{R}
\end{array}\right)\left(\begin{array}{cc}
g & f \\
-f^{\dagger} & \bar{g}
\end{array}\right)\right\} \\
& \quad+\left\{\left(\begin{array}{cc}
g & f \\
-f^{\dagger} & \bar{g}
\end{array}\right)\left(\begin{array}{cc}
g^{A} & f^{A} \\
-f^{\dagger A} & \bar{g}^{A}
\end{array}\right)\right\}=0 \tag{23}
\end{align*}
$$

holds. As for the spectral functions $g_{\epsilon}^{R(A)}$ and $f_{\epsilon}^{R}(A)$, it is sufficient to express them in terms of $\Delta(t)$ via the formulas (20) of the static approximation. ${ }^{39}$

Shelankov ${ }^{43}$ found that when the spin states are equally populated, one real distribution function of the general form $f_{\epsilon}(t)$ is sufficient, and the functions $f_{1}$ and $f_{2}$ have a definite symmetry. Using the Shelankov method, ${ }^{43}$ we can express the Green's functions immediately in terms of the symmetric part $\beta_{\epsilon}(t)=\left(n_{\epsilon}+n_{-\epsilon}-1\right) \operatorname{sgn} \epsilon$ and the antisymmetric part $\alpha_{\epsilon}(t)=\left(n_{\epsilon}-n_{-\epsilon}\right) \operatorname{sgn} \epsilon$ of the distribution function, as follows:

$$
\begin{align*}
& g_{\epsilon}=\left\{\beta_{\epsilon} g_{\epsilon}^{A}-g_{\epsilon}^{R} \beta_{\epsilon}\right\}-\alpha_{\epsilon}+\left\{g_{\epsilon}^{R} \alpha_{\epsilon} g_{\epsilon}^{A}\right\}-\left\{f_{\epsilon}^{R} \alpha_{\epsilon} f_{\epsilon}^{\dagger A}\right\}, \\
& f_{\epsilon}=\left\{\beta_{\epsilon} f_{\epsilon}^{A}-f_{\epsilon}^{R} \beta_{\epsilon}\right\}+\left\{g_{\epsilon}^{R} \alpha_{\epsilon} f_{\epsilon}^{A}+f_{\epsilon}^{R} \alpha_{\epsilon} \bar{g}_{\epsilon}^{A}\right\} . \tag{24}
\end{align*}
$$

The Green's functions (24) automatically satisfy the normalization condition (23) for arbitrary $\alpha_{\epsilon}$ and $\beta_{\epsilon}$. Following this method of determining the distribution functions, we arrive at a system of dynamical kinetic equations. In the zeroth approximation in the frequency,

$$
\begin{align*}
g_{\epsilon} & =-\left(g_{\epsilon}^{R}-g_{\epsilon}^{A}\right) \beta_{\epsilon}-\alpha_{\epsilon}-\left(g_{\epsilon}^{R} g_{\epsilon}^{A}-f_{\epsilon}^{R} f_{\epsilon}^{\dagger A}\right) \alpha_{\epsilon} \\
& =-2 u_{\epsilon} \beta_{\epsilon}-2 h_{\epsilon} \alpha_{\epsilon}, \tag{25}
\end{align*}
$$

$$
\begin{aligned}
f_{\epsilon} & =-\left(f_{\epsilon}^{R}-f_{\epsilon}^{A}\right) \beta_{\epsilon}+\left(g_{\epsilon}^{R} f_{\epsilon}^{A}+f_{\epsilon}^{R} \bar{g}_{\epsilon}^{A}\right) \alpha_{\epsilon} \\
& =-2 \mathrm{v}_{\epsilon} \beta_{\epsilon}-2 i b_{\epsilon} \alpha_{\epsilon}
\end{aligned}
$$

these expressions are sufficient for obtaining the kinetic equations to first order in frequency. Before we deal with the equations for the distributions functions, we must express exactly the term $\Delta\left(f_{\epsilon}^{\dagger}-f_{\epsilon}\right)$ (the first term in the frequency expansion of $\left\{\Delta f^{\dagger}-f \Delta\right\}_{\epsilon}$ ) in Eq. (10) via Eq. (11). As a result, Eq. (10) yields

$$
\begin{align*}
\frac{\partial g_{\epsilon}}{\partial t}= & -i e\{\Phi g-g \Phi\}_{\epsilon}-i\left\{\Delta f^{\dagger}-f \Delta\right\}_{\epsilon}^{\prime}+i\left[\frac{e \Delta}{2 \epsilon}\{\Phi f-f \Phi\}_{\epsilon}\right. \\
& \left.-\frac{\Delta}{2 \epsilon}\{\Delta \bar{g}-g \Delta\}_{\epsilon}-\text { c.c. }\right]-\left[I_{1}^{\mathrm{ph}}-\frac{\Delta}{2 \epsilon}\left(I_{2}^{\mathrm{ph}}+I_{2}^{* \mathrm{ph}}\right)\right] \\
& -\left[I_{1}^{\mathrm{tun}}-\frac{\Delta}{2 \epsilon}\left(I_{2}^{\mathrm{tun}}+I_{2}^{* \mathrm{tun}}\right)\right] \tag{26}
\end{align*}
$$

where $\left\{\Delta f^{\dagger}-f \Delta\right\}_{\epsilon}^{\prime}=\left\{\Delta f^{\dagger}-f \Delta\right\}_{\epsilon}-\Delta\left(f_{\epsilon}^{\dagger}-f_{\epsilon}\right)$. If in this equation we use the expansion (14) and the expressions (25) and separate the even and odd parts, we arrive at a system of kinetic equations,

$$
\begin{align*}
h_{\epsilon} \frac{d \alpha_{\epsilon}}{d t}= & -e\left[\frac{d\left(u_{\epsilon} \beta_{\epsilon}\right)}{d \epsilon}-\frac{\Delta}{\epsilon} \frac{d\left(\mathrm{v}_{\epsilon} \beta_{\epsilon}\right)}{d \epsilon}\right] \frac{d \Phi}{d t}-\left[\alpha \frac{d h_{\epsilon}}{d \Delta}\right. \\
& \left.+\frac{2 \Delta}{\epsilon} \frac{d\left(h_{\epsilon} \alpha_{\epsilon}\right)}{d \epsilon}\right] \frac{d \Delta}{d t}+\nu Q_{\alpha}+I_{\alpha}  \tag{27}\\
u_{\epsilon} \frac{d \beta_{\epsilon}}{d t}= & -e \frac{d\left(h_{\epsilon} \alpha_{\epsilon}\right)}{d \epsilon} \frac{d \Phi}{d t}-\left[\beta \frac{d u_{\epsilon}}{d \Delta}+\frac{d\left(\mathrm{v}_{\epsilon} \beta_{\epsilon}\right)}{d \epsilon}\right] \frac{d \Delta}{d t} \\
& +\nu Q_{\beta}+I_{\beta} \tag{28}
\end{align*}
$$

where $I_{\alpha}$ and $I_{\beta}$ are the phonon collision integrals, which are not written explicitly, and the tunneling sources $Q_{\alpha}$ and $Q_{\beta}$ have been obtained in the low-frequency approximation and are given by the formulas (here $\mathrm{V}=(\operatorname{sgn} e / 2) d \varphi / d t)$

$$
\begin{aligned}
Q_{\alpha}= & Q_{1 \alpha}+Q_{2 \alpha} \operatorname{sgn} e \sin \varphi+Q_{3 \alpha} \cos \varphi \\
Q_{1 \alpha}= & \left(u_{\epsilon}-\frac{\Delta}{\epsilon} \mathrm{v}_{\epsilon}\right)\left[u_{\epsilon-\mathrm{v}}^{\prime}\left(\beta_{\epsilon-\mathrm{v}}^{\prime}-\beta_{\epsilon}\right)+u_{\epsilon+\mathrm{v}}^{\prime}\left(\beta_{\epsilon}-\beta_{\epsilon+\mathrm{v}}^{\prime}\right)\right] \\
& +\left(u_{\epsilon}-\frac{\Delta}{\epsilon} \mathrm{v}_{\epsilon}\right)\left(h_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}+h_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}\right)-\left(u_{\epsilon-\mathrm{v}}^{\prime}\right. \\
& \left.+u_{\epsilon+\mathrm{v}}^{\prime}\right) h_{\epsilon} \alpha_{\epsilon}+\frac{\Delta}{\epsilon}\left(y_{\epsilon-\mathrm{v}}^{\prime}+y_{\epsilon+\mathrm{v}}^{\prime}\right) b_{\epsilon} \alpha_{\epsilon}, \\
Q_{2 \alpha}= & -\left(\mathrm{v}_{\epsilon}-\frac{\Delta}{\epsilon} u_{\epsilon}\right)\left(w_{\epsilon+\mathrm{v}}^{\prime}+w_{\epsilon-\mathrm{v}}^{\prime}\right) \beta_{\epsilon}-\left(w_{\epsilon}-\frac{\Delta}{\epsilon} y_{\epsilon}\right) \\
& \times\left(\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon+\mathrm{v}}^{\prime}+\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime} \beta_{\epsilon-\mathrm{v}}^{\prime}\right)-\frac{\Delta}{\epsilon}\left(w_{\epsilon+\mathrm{v}}^{\prime}-w_{\epsilon-\mathrm{v}}^{\prime}\right) h_{\epsilon} \alpha_{\epsilon} \\
& -\left(\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime}-\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime}\right) b_{\epsilon} \alpha_{\epsilon}-\left(\mathrm{v}_{\epsilon}-\frac{\Delta}{\epsilon} u_{\epsilon}\right)\left(b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}\right. \\
& \left.-b_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}\right),
\end{aligned}
$$

$$
\begin{align*}
Q_{3 \alpha}= & \left(\mathrm{v}_{\epsilon}-\frac{\Delta}{\epsilon} u_{\epsilon}\right)\left[\left(\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime}-\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime}\right) \beta_{\epsilon}+\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime} \beta_{\epsilon-\mathrm{v}}^{\prime}\right. \\
& \left.-\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon+\mathrm{v}}^{\prime}\right]+\frac{\Delta}{\epsilon}\left(\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime}+\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime}\right) h_{\epsilon} \alpha_{\epsilon}-\left(w_{\epsilon+\mathrm{v}}^{\prime}\right. \\
& \left.+w_{\epsilon-\mathrm{v}}^{\prime}\right) b_{\epsilon} \alpha_{\epsilon}+\left(w_{\epsilon}-\frac{\Delta}{\epsilon} y_{\epsilon}\right)\left(b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}+b_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}\right), \\
Q_{\beta}= & Q_{1 \beta}+Q_{2 \beta} \operatorname{sgn} e \sin \varphi+Q_{3 \beta} \cos \varphi, \\
Q_{1 \beta}= & u_{\epsilon} u_{\epsilon-\mathrm{v}}^{\prime}\left(\beta_{\epsilon-\mathrm{v}}^{\prime}-\beta_{\epsilon}\right)+u_{\epsilon} u_{\epsilon+\mathrm{v}}^{\prime}\left(\beta_{\epsilon+\mathrm{v}}^{\prime}-\beta_{\epsilon}\right) \\
& +u_{\epsilon}\left(h_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}-h_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}\right)+\left(u_{\epsilon+\mathrm{v}}^{\prime}-u_{\epsilon-\mathrm{v}}^{\prime}\right) h_{\epsilon} \alpha_{\epsilon}, \\
Q_{2 \beta}= & \mathrm{v}_{\epsilon}\left(w_{\epsilon-\mathrm{v}}^{\prime}-w_{\epsilon+\mathrm{v}}^{\prime}\right) \beta_{\epsilon}+w_{\epsilon}\left(\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime} \beta_{\epsilon-\mathrm{v}}^{\prime}-\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon+\mathrm{v}}^{\prime}\right)  \tag{30}\\
& -\left(\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime}+\mathrm{v}_{\epsilon-\mathrm{v}}^{\prime}\right) b_{\epsilon} \alpha_{\epsilon}-\mathrm{v}_{\epsilon}\left(b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}+b_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}\right), \\
Q_{3 \beta}= & \mathrm{v}_{\epsilon} \mathrm{v}_{\epsilon+\mathrm{v}}^{\prime}\left(\beta_{\epsilon}-\beta_{\epsilon+\mathrm{v}}^{\prime}\right)+\mathrm{v}_{\epsilon} \mathrm{v}_{\epsilon-\mathrm{v}}^{\prime}\left(\beta_{\epsilon}-\beta_{\epsilon-\mathrm{v}}^{\prime}\right) \\
& -\left(w_{\epsilon+\mathrm{v}}^{\prime}-w_{\epsilon-\mathrm{v}}^{\prime}\right) b_{\epsilon} \alpha_{\epsilon}+w_{\epsilon}\left(b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}-b_{\epsilon-\mathrm{v}}^{\prime} \alpha_{\epsilon-\mathrm{v}}^{\prime}\right) .
\end{align*}
$$

The self-consistency equations become

$$
\begin{align*}
\Delta & =-\lambda \int_{0}^{\theta_{D}} \vee_{\epsilon} b_{\epsilon} d \epsilon  \tag{31}\\
\rho & =-2 e N(0)\left[e \Phi(t)-\int_{0}^{\infty} h_{\epsilon} \alpha_{\epsilon} d \epsilon\right] \\
& =2 e^{2} N(0)[\Phi-\Psi]=-\frac{1}{4 \pi r_{d}^{2}}(\Phi-\Psi), \tag{32}
\end{align*}
$$

with the electron-hole imbalance determined by the formula

$$
\begin{equation*}
\Psi=\frac{1}{e} \int_{0}^{\infty} h_{\epsilon} \alpha_{\epsilon} d \epsilon \tag{33}
\end{equation*}
$$

Finally, for the current flowing between the layers we have

$$
\begin{align*}
J= & J_{1}+J_{2} \sin \varphi+J_{3} \cos \varphi, \\
J_{1}= & 2 e N(0) d_{0} \nu \int_{-\infty}^{\infty} d \epsilon\left[u_{\epsilon} u_{\epsilon+\mathrm{v}}^{\prime}\left(\beta_{\epsilon}-\beta_{\epsilon+\mathrm{v}}^{\prime}\right)\right. \\
& \left.+u_{\epsilon} h_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}-u_{\epsilon+\mathrm{v}}^{\prime} h_{\epsilon} \alpha_{\epsilon}\right], \\
J_{2}= & 2|e| N(0) d_{0} \nu \int_{-\infty}^{\infty} d \epsilon\left[-\mathrm{v}_{\epsilon} w_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon}-w_{\epsilon} \mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon+\mathrm{v}}^{\prime}\right.  \tag{34}\\
& \left.-\mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} b_{\epsilon} \alpha_{\epsilon}-\mathrm{v}_{\epsilon} b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}\right], \\
J_{3}= & 2 e N(0) d_{0} \nu \int_{-\infty}^{\infty} d \epsilon\left[\mathrm{v}_{\epsilon} \mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon}-\mathrm{v}_{\epsilon} \mathrm{v}_{\epsilon+\mathrm{v}}^{\prime} \beta_{\epsilon+\mathrm{v}}^{\prime}\right. \\
& \left.-w_{\epsilon+\mathrm{v}}^{\prime} b_{\epsilon} \alpha_{\epsilon}+w_{\epsilon} b_{\epsilon+\mathrm{v}}^{\prime} \alpha_{\epsilon+\mathrm{v}}^{\prime}\right] .
\end{align*}
$$

In the limit $\gamma / \Delta \ll 1$ (a good gap) and $\omega \rightarrow 0$ the kinetic equations derived in this section become the equations obtained in Refs. 46-48, and Eqs. (31) and (32) become (1) and (5).

### 3.3. Quasihydrodynamic approximation: the dynamics of the electron-hole imbalance

We examine the approximation in which the departure of the system from equilibrium is small and the kinetic equations can be linearized. Expanding in power series in $\alpha_{\eta}$, $\beta_{\epsilon}^{(1)}, \mathrm{v} / \Delta$, and $\mathrm{v} / T$ and keeping only the leading terms, we obtain

$$
\begin{align*}
& h_{\epsilon} \frac{d \alpha_{\epsilon}}{d t}=-e\left[\frac{d\left(u_{\epsilon} \beta_{\epsilon}^{(0)}\right)}{d \epsilon}-\frac{\Delta}{\epsilon} \frac{d\left(\mathrm{v}_{\epsilon} \beta_{\epsilon}^{(0)}\right)}{d \epsilon}\right] \frac{d \Phi}{d t} \\
& +\nu Q_{\alpha}^{(0)}+\nu Q_{\alpha}^{(1)}+I_{\alpha}^{(1)},  \tag{35}\\
& u_{\epsilon} \frac{d \beta_{\epsilon}^{(1)}}{d t}=-\left[\frac{d\left(\mathrm{v}_{\epsilon} \beta_{\epsilon}^{(0)}\right)}{d \epsilon}+\beta_{\epsilon}^{(0)} \frac{d u_{\epsilon}}{d \Delta}\right] \frac{d \Delta}{d t} \\
& +\nu Q_{\beta}^{(0)}+\nu Q_{\beta}^{(1)}+I_{\beta}^{(1)},  \tag{36}\\
& Q_{\alpha}^{(0)}=\frac{u_{\epsilon}^{\prime}\left(u_{\epsilon}-(\Delta / \epsilon) \mathrm{v}_{\epsilon}\right)}{T \cosh ^{2}(\epsilon / 2 T)} \mathrm{v}+2\left[\left(\mathrm{v}_{\epsilon}-\frac{\Delta}{\epsilon} \mathrm{v}_{\epsilon}\right) w_{\epsilon}^{\prime}\right. \\
& \left.+\left(w_{\epsilon}-\frac{\Delta}{\epsilon} y_{\epsilon}\right) \mathrm{v}_{\epsilon}^{\prime}\right] \tanh \frac{\epsilon}{2 T} \operatorname{sgn} e \sin \varphi \\
& +\frac{\mathrm{v}_{\epsilon}^{\prime}\left(\mathrm{v}_{\epsilon}-(\Delta / \epsilon) u_{\epsilon}\right)}{T \cosh ^{2}(\epsilon / 2 T)} \mathrm{v} \cos \varphi,  \tag{37}\\
& Q_{\alpha}^{(1)}=2\left(u_{\epsilon}-\frac{\Delta}{\epsilon} \mathrm{v}_{\epsilon}\right) h_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}-2 u_{\epsilon}^{\prime} h_{\epsilon} \alpha_{\epsilon}+\frac{2 \Delta}{\epsilon} y_{\epsilon}^{\prime} b_{\epsilon} \alpha_{\epsilon} \\
& +\left[\frac{2 \Delta}{\epsilon} \mathrm{v}_{\epsilon}^{\prime} h_{\epsilon} \alpha_{\epsilon}-2 w_{\epsilon}^{\prime} b_{\epsilon} \alpha_{\epsilon}\right. \\
& \left.+2\left(w_{\epsilon}-\frac{\Delta}{\epsilon} y_{\epsilon}\right) b_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}\right] \cos \varphi,  \tag{38}\\
& Q_{\beta}^{(0)}=\left[2 \mathrm{~V}_{\epsilon} \frac{d w_{\epsilon}^{\prime}}{d \epsilon} \tanh \frac{\epsilon}{2 T}+2 w_{\epsilon} \frac{d\left(\mathrm{v}_{\epsilon}^{\prime} \tanh (\epsilon / 2 T)\right)}{d \epsilon}\right] \\
& \times \mathrm{V} \operatorname{sgn} e \sin \varphi,  \tag{39}\\
& Q_{\beta}^{(1)}=2 u_{\epsilon} u_{\epsilon}^{\prime}\left(\beta_{\epsilon}^{\prime(1)}-\beta_{\epsilon}^{(1)}\right)+\left[-2 \mathrm{v}_{\epsilon}^{\prime} b_{\epsilon} \alpha_{\epsilon}-2 \mathrm{v}_{\epsilon} b_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}\right] \\
& \times \operatorname{sgn} e \sin \varphi+\left[2 \mathrm{~V}_{\epsilon} \mathrm{V}_{\epsilon}^{\prime}\left(\beta_{\epsilon}^{(1)}-\beta_{\epsilon}^{\prime(1)}\right)\right] \cos \varphi,  \tag{40}\\
& J_{1}=\frac{1}{2 e R_{N}} \int_{-\infty}^{\infty} d \epsilon\left[\frac{u_{\epsilon} u_{\epsilon}^{\prime}}{2 T \cosh ^{2}(\epsilon / 2 T)} \mathrm{v}+u_{\epsilon} h_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}-u_{\epsilon}^{\prime} h_{\epsilon} \alpha_{\epsilon}\right] \text {, } \\
& J_{2}=\frac{1}{2|e| R_{N}} \int_{-\infty}^{\infty} d \epsilon\left[\left(\mathrm{~V}_{\epsilon} w_{\epsilon}^{\prime}+w_{\epsilon} \mathrm{V}_{\epsilon}^{\prime}\right) \tanh \frac{\epsilon}{2 T}\right. \\
& \left.-\mathrm{v}_{\epsilon}^{\prime} b_{\epsilon} \alpha_{\epsilon}-\mathrm{v}_{\epsilon} b_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}\right], \\
& J_{3}=\frac{1}{2 e R_{N}} \int_{-\infty}^{\infty} d \epsilon\left[\frac{\mathrm{v}_{\epsilon} \mathrm{v}_{\epsilon}^{\prime}}{2 T \cosh ^{2}(\epsilon / 2 T)} \mathrm{v}+w_{\epsilon} b_{\epsilon}^{\prime} \alpha_{\epsilon}^{\prime}-w_{\epsilon}^{\prime} b_{\epsilon} \alpha_{\epsilon}\right] . \tag{41}
\end{align*}
$$

Equation (35) for $\alpha_{\epsilon}(t)$ depends on $\beta_{\epsilon}^{(1)}$ only through $\Delta(t)$ and can be solved independently of (36). Moreover, we limit
ourselves to the case where all variations in the energy gap in the equation for $\alpha_{\epsilon}(t)$ can be ignored and study the dynamics of the electron-hole imbalance.

The solution of the kinetic equation (35) in the general case is extremely cumbersome due to the dependence of the coefficients on $\epsilon$. However, for $\Delta / \gamma \ll 1$ (gapless superconductivity), this dependence is unimportant, while for $\Delta / T$ $\ll 1$ and $\gamma / T \ll 1\left(T \simeq T_{c}\right)$ the particles that play the main role are those with energies $\epsilon \sim T \gg \Delta, \gamma$, and the energy dependence is also unimportant; in such cases the tunneling source in the leading approximation is

$$
\begin{equation*}
Q_{\alpha}^{(0)}+Q_{\alpha}^{(1)}=\frac{\mathrm{V}}{T \cosh ^{2}(\epsilon / 2 T)}+2\left(\alpha_{\epsilon}^{\prime}-\alpha_{\epsilon}\right) \tag{42}
\end{equation*}
$$

The form of the tunneling source and of the factor of $d \Phi / d t$ suggests that in the zeroth approximation in $\Delta / T$ and $\gamma / T$ or $\Delta / \gamma$, the expression

$$
\begin{equation*}
\alpha_{\epsilon}^{(i)}(t)=\frac{e \Psi_{i}(t)}{2 T \cosh ^{2}(\epsilon / 2 T)} \tag{43}
\end{equation*}
$$

is valid in all layers and automatically satisfies the definition (33) of $\Psi$ (here $h_{\epsilon} \simeq 1$ ). In this case a closed equation for $\Psi(t)$ can be rigorously derived and a transition to the quasihydrodynamic description can be achieved. Integrating (35) and (41) with respect to $\epsilon$, in the leading approximation we have

$$
\begin{align*}
\frac{d \Psi_{i}}{d t}= & \frac{d \Phi_{i}}{d t}+2 \nu \frac{\hbar}{2|e|}\left(\frac{d \varphi_{i-1, i}}{d t}-\frac{d \varphi_{i, i+1}}{d t}\right) \\
& +2 \nu\left(\Psi_{i-1}+\Psi_{i+1}-2 \Psi_{i}\right)-\tau_{q}^{-1} \Psi_{i},  \tag{44}\\
J_{i-1, i}= & \frac{\hbar}{2|e| R_{N}} \frac{d \varphi_{i-1, i}}{d t}+\frac{\Psi_{i-1}-\Psi_{i}}{R_{N}}+J_{c} \sin \varphi_{i-1, i} . \tag{45}
\end{align*}
$$

In Eq. (44) we have added the second ('right'') source, introduced the layer indices, restored $\hbar$, and written the collision integral in the $\tau$-approximation. For simplicity we have assumed that the parameters of all the layers and junctions are the same.

Combining Eqs. (44) and (45) and allowing for the expression (32) and the continuity equation, we arrive at the equation

$$
\begin{equation*}
\Psi_{i}=-2 \tau_{q} \nu R_{N} J_{c}\left(\sin \varphi_{i-1, i}-\sin \varphi_{i, i+1}\right), \tag{46}
\end{equation*}
$$

which corresponds to the imaginary part of the timedependent Ginzburg-Landau equation. The term with $d \Psi / d t$ drops out of this equation because the factor of $d \Psi / d t$ is small in the parameters $\Delta / \gamma$ or $\Delta / T$ and $\gamma / T$. However, at high frequencies this term may, on the whole, prove to be of the same order as the other terms and must be retained. The final equation is

$$
\begin{equation*}
\tau_{q} \Gamma \frac{d \Psi_{i}}{d t}+\Psi_{i}=-2 \tau_{q} \nu R_{N} J_{c}\left(\sin \varphi_{i-1,1}-\sin \varphi_{i, i+1}\right) \tag{47}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\int_{0}^{\infty} \frac{\Delta \mathrm{v}_{\epsilon} \tanh (\epsilon / 2 T)}{\epsilon^{2}} d \epsilon \tag{48}
\end{equation*}
$$

Equations (47) and (45) contain no interference terms; these are known to be small in gapless superconductors. Allowing for them (for arbitrary values of the parameters) gives rise to more general equations, which are given in the Appendix.

## 4. DYNAMICS OF A CHAIN OF JUNCTIONS

## A. 4.1. A system of equations for a chain of junctions

Using the equations of the dynamics of the electronhole imbalance and the expressions for the current (all derived in Sec. 3), we can introduce a complete system of dynamical equations for a chain of junctions. Following Refs. $28,29,32$, and $50-52$, we use the continuity equation

$$
\begin{equation*}
d_{0} \frac{d \rho_{i}}{d t}=J_{i-1, i}-J_{i, i+1} \tag{49}
\end{equation*}
$$

and the equation that relates the voltage (the electric field) across the layers to the layer charge,

$$
\begin{equation*}
V_{i, i+1}-V_{i-1, i}=\frac{4 \pi d_{0} d}{\epsilon_{0}} \rho_{i} \tag{50}
\end{equation*}
$$

where $d$ is the distance between the layers, and $\epsilon_{0}$ is the dielectric constant. These equations imply that

$$
\begin{equation*}
J_{i-1, i}+\frac{\epsilon_{0}}{4 \pi d} \frac{d V_{i-1, i}}{d t}=J(t) \tag{51}
\end{equation*}
$$

where $J(t)$ is the external current. Together with the Josephson nonequilibrium equation (6), the expressions for the charge [Eq. (32)] and current [Eq. (45)] [or (A2)], and the imbalance dynamical equation (47) [or (A1)], these equations constitute the complete system of dynamical equations for a chain of junctions.

Using Eqs. (45) and (47), in the dimensionless form we obtain

$$
\begin{align*}
& \beta \frac{d^{2} \varphi_{i, i+1}}{d \tau^{2}}+\frac{d \varphi_{i, i+1}}{d \tau}+\sin \varphi_{i, i+1}+\psi_{i}-\psi_{i+1} \\
& \quad+\beta\left(\frac{d \mu_{i}}{d \tau}-\frac{d \mu_{i+1}}{d \tau}\right)=j(t)  \tag{52}\\
& \alpha \Gamma \frac{d \psi_{i}}{d \tau}+\psi_{i}=-\eta\left(\sin \varphi_{i-1, i}-\sin \varphi_{i, i+1}\right)  \tag{53}\\
& \mu_{i}+\zeta\left(2 \mu_{i}-\mu_{i-1}-\mu_{i+1}\right)=\psi_{i}+\zeta\left(\frac{d \varphi_{i-1, i}}{d \tau}-\frac{d \varphi_{i, i+1}}{d \tau}\right),  \tag{54}\\
& \sum_{i} \frac{d \varphi_{i-1, i}}{d \tau}=\mathrm{v}(t) \tag{55}
\end{align*}
$$

where $j(t)$ is the external current in units of $J_{c}=\left(f_{4} T\right) /\left(e R_{N}\right), \quad \mathbf{V}(t)$ is the external voltage in units of $\quad V_{c}=R_{N} J_{c}, \quad \mu(t)=\Phi(t) / V_{c}, \quad \psi(t)=\Psi(t) / V_{c}$, $\alpha=\tau_{q} \omega_{c}, \beta=\omega_{c}^{2} / \omega_{p}^{2}, \zeta=\left(\epsilon_{0} r_{d}^{2}\right) /\left(d_{0} d\right), \omega_{c}=\left(2 e R_{N} J_{c}\right) / \hbar$,
$\omega_{p}^{2}=\left(8 \pi e d J_{c}\right) /\left(\hbar \epsilon_{0} S\right), \tau=\omega_{c} t$, and $\eta=2 \nu \tau_{q}$. Note that there is a relationship between the coefficients, $\alpha \zeta=\beta \eta$, which follows from their definitions.

In the more general case, using Eqs. (A2) and (A1), we get

$$
\begin{align*}
& \beta \frac{d^{2} \varphi_{i, i+1}}{d \tau^{2}}+\frac{d \varphi_{i, i+1}}{d \tau}+\sin \varphi_{i, i+1}+\frac{c}{f_{3}}\left(\psi_{i}-\psi_{i+1}\right) \\
& \quad-\frac{c_{4}}{f_{3}}\left(\psi_{i}+\psi_{i+1}\right) \sin \varphi_{i, i+1}+\left[\frac{f_{5}}{f_{3}} \frac{d \varphi_{i, i+1}}{d \tau}\right. \\
& \left.\quad+\frac{c_{1}}{f_{3}}\left(\psi_{i}-\psi_{i+1}\right)\right] \cos \varphi_{i, i+1}+\beta\left(\frac{d \mu_{i}}{d \tau}-\frac{d \mu_{i+1}}{d \tau}\right)=j(t),  \tag{56}\\
& \alpha \frac{d \psi_{i}}{d \tau}+\psi_{i}+\eta c\left(2 \psi_{i}-\psi_{i-1}-\psi_{i+1}\right)-\eta c_{1}\left[\left(\psi_{i-1}-\psi_{i}\right)\right. \\
& \left.\quad \times \cos \varphi_{i-1, i}+\left(\psi_{i+1}-\psi_{i}\right) \cos \varphi_{i, i+1}\right]-\eta\left(c_{2} \cos \varphi_{i-1, i}\right. \\
& \left.\quad+c_{2} \cos \varphi_{i, i+1}+2 c_{3}\right) \psi_{i}+\eta\left(c_{2}+c_{3} \cos \varphi_{i-1, i}\right) \psi_{i-1, i} \\
& \quad+\eta\left(c_{2}+c_{3} \cos \varphi_{i, i+1}\right) \psi_{i, i+1}=\eta f\left(\frac{d \varphi_{i-1, i}}{d \tau}-\frac{d \varphi_{i, i+1}}{d \tau}\right) \\
& \quad+\alpha a \frac{d \mu_{i}}{d \tau}-\eta \frac{f_{1} f_{3}}{f_{4}}\left(\sin \varphi_{i-1, i}-\sin \varphi_{i, i+1}\right) \\
& \quad-\eta f_{2}\left(\frac{d \varphi_{i-1, i}}{d \tau} \cos \varphi_{i-1, i}-\frac{d \varphi_{i, i+1}}{d \tau} \cos \varphi_{i, i+1}\right), \tag{57}
\end{align*}
$$

where now $V_{c}=R_{N} J_{c} / f_{3}$ and $\omega_{c}=\left(2 e R_{N} J_{c}\right) /\left(f_{3} \hbar\right)$. These equations can be assumed to be phenomenological equations within a broad temperature interval.

### 4.2. Behavior of the current-voltage characteristics

Using the equations we have derived in the previous sections, we can analyze the dynamics of a chain of junctions for the values of the nonequilibrium parameter $\eta$. We limit ourselves to the case $\beta \gg 1$, in which the current-voltage characteristic of separate Josephson junction exhibits hysteresis. We discuss in detail the situation within the simple model specified by (52) and (53), when the imbalance dynamics is controlled by two parameters, $\eta$ and $\alpha \Gamma$. The parameter $\zeta$ is assumed to be of order unity. Here are the main limiting cases.

In the limit $\eta \ll 1$, the current-voltage characteristics in Fig. 2a generally resemble those of a system of noninteracting junctions. There are separate branches corresponding to different numbers of junctions in the resistive state, ${ }^{4}$ and the size of the hysteresis is determined by the parameter $\beta$. However, there are qualitative differences, too.

First, the observed values of critical currents at which there is a transition to the subsequent curves are determined not by the initial spread of critical currents (which was fixed in the calculation to within $1 \%$ ) but by the nonequilibrium effect of step pulling, which amounts to a situation in which in the course of the transition of one of the junctions into the resistive state there arises an electron-hole imbalance in the


FIG. 2. Current-voltage characteristics of a chain of ten junctions with $\beta=10$ and $\zeta=1$ and small values of the nonequilibrium parameters: (a) $\eta=0.1$ and $\alpha \Gamma=0.01$, and (b) $\eta=0.5$ and $\alpha \Gamma=0.1$.
neighboring superconducting layers and an additional normal current, which develops because of the inhomogeneity of the imbalance, flows through the neighboring junctions. As a result, the supercurrent through these junctions decreases and a stronger external current is required to transform them into the resistive state. Thus, the spread of critical current proves to be of order $\eta J_{c}$, which is illustrated in Figs. 2a ( $\eta$ $=0.1)$ and $2 \mathrm{~b}(\eta=0.5)$.

Second, there is the "excess current" phenomenon. For instance, the curve corresponding to one junction being in the resistive state is an almost straight line (provided that the currents are large), as it is in the case of independent junctions, but the extrapolation of this straight line to $V=0$ yields $J_{0} \neq 0$. This well-known effect is the result of the nonequilibrium state, and for the last branch in Fig. 2a, corresponding to the case where all junctions are in the resistive state and the imbalance is zero, the excess current is also zero. Note that in their recent work on the intrinsic Josephson effect in high $-T_{c}$ superconductors, Yan et al. ${ }^{25}$ established the presence of excess current experimentally. As $\eta$ increases, the step-entraining effect becomes more pronounced and the shape of the branches changes (Fig. 2b).

For moderate values of the nonequilibrium parameter $\eta$, i.e., $\eta \sim 1$ (Fig. 3), the shape of the branches changes substantially and the general form of the current-voltage characteristics depends on the value of the parameter $\alpha \Gamma$. A characteristic "ripple" appears, which is due to the dependence of the synchronization phases on the current (see below).

In the limit $\eta \gg 1$ the situation is determined by the second parameter, $\alpha \Gamma$. For $\alpha \Gamma \sim \eta$ or $\alpha \Gamma \gtrdot \eta$ the gianthysteresis regime is realized (Fig. 4a), in which $V \simeq N J$ holds for $J>J_{c}$, where $N$ is the number of junctions, irrespective of the number of junctions in the resistive state. The branches of the current-voltage characteristic corresponding to different states are very close to each other. But if $\alpha \Gamma \ll \eta$ holds in the dynamic state the imbalance oscillations are strong and the regime of chaotic oscillations is realized. The branches of the current-voltage characteristic in this regime disappear and the hysteresis effect is small (Fig. 4b).

### 4.3. High-frequency interaction of junctions

We will conclude this section by a discussion of the high-frequency interaction of junctions. This problem plays an important role in the interpretation of the microwave experiment in the intrinsic Josephson effect in high- $T_{c}$ superconductors and from the practical viewpoint. Of special interest here is the regime of in-phase synchronization of a chain of junctions, in which the optimum conditions for generation and reception of microwaves are achieved. Our research has shown that in both weak $(\eta<1)$ and strong ( $\eta$ $>1$ ) interaction there can be in-phase regimes, more complicated synchronous regimes with phase shifts (Figs. 5 and 6), inhomogeneous regimes with different control frequencies of the junctions, and chaotic regimes. When the interaction is weak and some of the junctions are in the resistive


FIG. 3. Current-voltage characteristics of a chain of ten junctions with $\beta=10$ and $\zeta=1$ and intermediate values of the nonequilibrium parameters: (a) $\eta=1$ and $\alpha \Gamma=0.1$, and (b) $\eta=1$ and $\alpha \Gamma=1$.


FIG. 4. Current-voltage characteristics of a chain of ten junctions with $\beta=10$ and $\zeta=1$ and large values of the nonequilibrium parameters: (a) $\eta=100$ and $\alpha \Gamma=100$, and (b) $\eta=100$ and $\alpha \Gamma=1$.
state, synchronization of a group of junctions is observed. Numerical calculations show that the type of synchronization depends on the parameters and the external current. For instance, for small values of $\eta$ within the scope of the simplified system of equations (52)-(55), in-phase synchronization is observed (Fig. 5a), but allowance for the term with $f_{2}$, which enters into the more general equations (56) and (57), leads to a more complicated regime with phase shift (Fig. $5 b)$. Interestingly, there are regimes where in-phase synchronization is observed only at some values of the current, while in the intervals between these values there is a shift in phase (Fig. 6). This explains the presence of ripples in the currentvoltage characteristics (Fig. 3b).

## 5. CONCLUSION

In this paper we have systematically studied the theory of the nonequilibrium Josephson effect, from the microscopic equations for the Green's functions to the macroscopic dynamical equations in which the electron-hole imbalance is taken into account in the quasihydrodynamic approximation. The calculated current-voltage characteristics demonstrate the nature of the effect of the electron-hole imbalance on the dynamics of one-dimensional chains of junctions. It is believed that the result will prove important in studies of submicrometer Josephson structures and the intrinsic Josephson effect in high- $T_{c}$ superconductors. In a recent paper, Yurgens et al. ${ }^{53}$ reported on their experimental studies of the current-voltage characteristics of a chain of intrinsic junctions in $\mathrm{Bi}_{2} \mathrm{Sr}_{1.5} \mathrm{La}_{0.5} \mathrm{CuO}_{6+\delta}(\mathrm{B}-2201)$, which the superconducting "electrode" is formed not by two or three layers
of $\mathrm{CuO}_{2}$, as it is in compounds of Bi and Tl studied earlier, but by only one layer. Because of this, probably, the nonequilibrium effects are much stronger and the current-voltage characteristics presented in Fig. 1b of Ref. 53 are similar to those depicted in Fig. 3a of the present work. A detailed study of the nonequilibrium intrinsic Josephson effect merits a separate publication.

The author is grateful to A. A. Andronov, V. V. Kurin, and A. S. Mel'nikov for their support and useful discussions. The work was partially sponsored by the Russian Fund for Fundamental Research (Projects 97-02-16928 and 99-0216188), the Leading Scientific Schools Program (Project 96-15-96591), INTAS (Grant No. 96-0457), and the ICFPM Research Program.

## APPENDIX

We can approximately derive the equations with interference terms by assuming that the distribution function $\alpha_{\epsilon}(t)$ is proportional to $\Psi(t)$, integrating (35) with respect to $\epsilon$, and retaining all the terms:

$$
\begin{aligned}
\frac{d \Psi_{i}}{d t}= & a \frac{d \Phi_{i}}{d t}+2 \nu f \frac{\hbar}{2|e|}\left(\frac{d \varphi_{i-1, i}}{d t}-\frac{d \varphi_{i, i+1}}{d t}\right)-2 \nu f_{1} \frac{T}{|e|} \\
& \times\left(\sin \varphi_{i-1, i}-\sin \varphi_{i, i+1}\right)-2 \nu f_{2} \frac{\hbar}{2|e|} \\
& \times\left(\frac{d \varphi_{i-1, i}}{d t} \cos \varphi_{i-1, i}-\frac{d \varphi_{i, i+1}}{d t} \cos \varphi_{i, i+1}\right) \\
& +2 \nu c\left(\Psi_{i-1}+\Psi_{i+1}-2 \Psi_{i}\right)+2 \nu c_{1}\left[\left(\Psi_{i-1}-\Psi_{i}\right)\right.
\end{aligned}
$$



FIG. 5. Temporal dynamics of Josephson phases ( $\dot{\varphi}_{1}$, $\dot{\varphi}_{2}$, and $\dot{\varphi}_{3}$ are depicted) with $\beta=10, \alpha \Gamma=0.1$, $\eta=0.5, \zeta=1$, and $j=2$ : (a) without interference terms (the in-phase regime), and (b) with the ' $f 2$ '" interference term with $f_{2}=0.1$ (the regime with phase shift).


FIG. 6. Temporal dynamics of Josephson phases ( $\dot{\varphi}_{1}$, $\dot{\varphi}_{2}$, and $\dot{\varphi}_{3}$ are depicted) with $\beta=10, \alpha \Gamma=1, \eta=1$, and $\zeta=1$ : (a) at $j=3$ (the in-phaseregime), and (b) at $j=2.8$ (the regime with phase shift). The phase shift depends on the current.

$$
\begin{align*}
& \left.\times \cos \varphi_{i-1, i}+\left(\Psi_{i+1}-\Psi_{i}\right) \cos \varphi_{i, i+1}\right] \\
& +2 \nu\left(c_{2} \cos \varphi_{i-1, i}+c_{2} \cos \varphi_{i, i+1}+2 c_{3}\right) \Psi_{i} \\
& -2 \nu\left(c_{2}+c_{3} \cos \varphi_{i-1, i}\right) \Psi_{i-1, i} \\
& -2 \nu\left(c_{2}+c_{3} \cos \varphi_{i, i+1}\right) \Psi_{i, i+1}-\tau_{q}^{-1} \Psi_{i} \tag{A1}
\end{align*}
$$

The expression for the current is

$$
\begin{align*}
J_{i-1, i}= & f_{3} \frac{\hbar}{2|e| R_{N}} \frac{d \varphi_{i-1, i}}{d t}+c \frac{\left(\Psi_{i-1}-\Psi_{i}\right)}{R_{N}} \\
& +\frac{T}{|e| R_{N}} f_{4} \sin \varphi_{i-1, i}+\left[f_{5} \frac{\hbar}{2|e| R_{N}} \frac{d \varphi_{i-1, i}}{d t}\right. \\
& \left.+c_{1} \frac{\Psi_{i-1}-\Psi_{i}}{R_{N}}\right] \cos \varphi_{i-1, i} \tag{A2}
\end{align*}
$$

Here the coefficients $a(T), f(T), f_{1}(T), f_{2}(T), f_{3}(T)$, $f_{4}(T)$, and $f_{5}(T)$ can be calculated exactly for all temperatures:
$a(T)=\int_{0}^{\infty}\left[\frac{d\left(u_{\epsilon} \tanh (\epsilon / 2 T)\right)}{d \epsilon}-\frac{\Delta d\left(\mathrm{v}_{\epsilon} \tanh (\epsilon / 2 T)\right)}{\epsilon}\right] d \epsilon=1-\Gamma$,
$f(T)=\int_{0}^{\infty} \frac{u_{\epsilon}^{\prime}\left(u_{\epsilon}-(\Delta / \epsilon) \vee_{\epsilon}\right)}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon$,
$f_{1}(T)=-\frac{1}{T} \int_{0}^{\infty}\left[\left(\mathrm{v}_{\epsilon}-\frac{\Delta}{\epsilon} u_{\epsilon}\right) w_{\epsilon}^{\prime}+\left(w_{\epsilon}-\frac{\Delta}{\epsilon} y_{\epsilon}\right) \mathrm{v}_{\epsilon}^{\prime}\right] \tanh \frac{\epsilon}{2 T} d \epsilon$,
$f_{2}(T)=-\int_{0}^{\infty} \frac{\mathrm{v}_{\epsilon}^{\prime}\left(\mathrm{v}_{\epsilon}-(\Delta / \epsilon) u_{\epsilon}\right)}{2 T \cosh ^{2} E(\epsilon / 2 T)} d \epsilon$,
$f_{3}(T)=\int_{0}^{\infty} \frac{u_{\epsilon} u_{\epsilon}^{\prime}}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon$,
$f_{4}(T)=\frac{1}{T} \int_{0}^{\infty}\left(\mathrm{v}_{\epsilon} w_{\epsilon}^{\prime}+w_{\epsilon} \mathrm{V}_{\epsilon}^{\prime}\right) \tanh \frac{\epsilon}{2 T} d \epsilon$,
$f_{5}(T)=\int_{0}^{\infty} \frac{\mathrm{V}_{\epsilon} \mathrm{V}_{\epsilon}^{\prime}}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon$,
and the coefficients $c(T), c_{1}(T), c_{2}(T)$, and $c_{3}(T)$ depend on the shape of the distribution function and, if condition (43) is met, are given by the formulas

$$
\begin{align*}
& c(T)=\int_{0}^{\infty} \frac{u_{\epsilon} h_{\epsilon}}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon  \tag{A10}\\
& c_{1}(T)=\int_{0}^{\infty} \frac{w_{\epsilon} b_{\epsilon}}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon  \tag{A11}\\
& c_{2}(T)=\int_{0}^{\infty} \frac{\Delta \mathrm{v}_{\epsilon} h_{\epsilon}}{2 \epsilon T \cosh ^{2}(\epsilon / 2 T)} d \epsilon  \tag{A12}\\
& c_{3}(T)=\int_{0}^{\infty} \frac{\Delta y_{\epsilon} b_{\epsilon}}{2 T \cosh ^{2}(\epsilon / 2 T)} d \epsilon \tag{A13}
\end{align*}
$$

These expressions make it possible to determine the corrections to Eqs. (47) and (45). From a more general viewpoint, Eqs. (A1) and (A2) can be thought of as phenomenological equations, since they contain all the main components of the imbalance source and the interlayer current.
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In a set of $[\mathrm{Fe} / \mathrm{Cr}]_{n}$ superlattices, magnetization curves and spectra of ferromagnetic resonance under an in-plane magnetic field have been studied at room temperature. Along with the acoustic branch, several additional branches have been observed in resonance spectra. Resonance spectra have been calculated analytically for a structure with an infinite number of layers and numerically for finite numbers of layers in real samples using a model of biquadratic exchange taking account of the fourth-order magnetic anisotropy. A possibility of describing both static and resonance properties of the system in terms of this model has been demonstrated.
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## 1. INTRODUCTION

Exchange interaction between thin ferromagnetic layers separated by a nonferromagnetic spacer has been studied for a long time. ${ }^{1-4}$ Since the detection of noncollinear (90degree) magnetic ordering in such structures, ${ }^{5,6}$ the energy of interaction between two neighboring ferromagnetic layers separated by a thin spacer has been usually expressed in the form of two terms:

$$
\begin{equation*}
E=-J_{1} \frac{\left(\mathbf{M}_{1} \cdot \mathbf{M}_{2}\right)}{M_{1} M_{2}}-J_{2} \frac{\left(\mathbf{M}_{1} \cdot \mathbf{M}_{2}\right)^{2}}{\left(M_{1} M_{2}\right)^{2}}, \tag{1}
\end{equation*}
$$

where $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ are the magnetizations of the interacting layers, $J_{1}$ and $J_{2}$ are phenomenological constants. Depending on the sign of $J_{1}$, the first term, named bilinear exchange, leads to either parallel or antiparallel alignment of neighboring magnetic layers. The second term, which is called biquadratic exchange, makes an angle of $90^{\circ}$ between the magnetization vectors preferable if $J_{2}$ is negative. The competition between these two components of the ferromagnetic energy can lead, generally speaking, to an arbitrary angle between the magnetizations of two neighboring ferromagnetic layers.

The biquadratic exchange has been experimentally detected in a set of metallic multilayered systems. An appreciable amount of data obtained by the Kerr magnetometry, vibrating sample magnetometry, and SQUID magnetometry, measurements of magnetoresistance, ferromagnetic resonance (FMR), and Mandelstam-Brillouin light scattering can be interpreted on the basis of the biquadratic exchange model. ${ }^{4}$ The discussion in the present paper is limited to the case of $\mathrm{Fe} / \mathrm{Cr}$ multilayered systems, which have been studied
most extensively and whose biquadratic exchange constant is fairly high.

Samples used in studies of exchange interaction between layers of such multilayer magnetic structures can be classified with two types. The first of them includes so-called "'sandwiches," which are composed of two iron layers separated by a chromium spacer. Most experiments have been conducted with such samples. ${ }^{4-7}$ One advantage of the experiments with sandwiches is the simple interpretation of obtained data. On the other hand, the in-plane magnetic anisotropy in such samples is usually comparable to the effects of interlayer interaction, so the iron magnetizations are either collinear or oriented at $90^{\circ}$ with respect to one another.

The second type of samples includes superlattices, i.e., periodic structures consisting of a large number (in reality, up to several dozens) of identical iron layers separated by chromium spacers. Since each iron layer interacts with its two neighbors at the same time, the effects of magnetic exchange in such structures are much stronger. For example, the magnetic field necessary for alignment of magnetic moments of all layers into a collinear structure can be higher than $10 \mathrm{kOe},{ }^{8-10}$ even though the field of the fourth-order magnetic anisotropy in iron is about 500 Oe . In this situation, even in the absence of magnetic field, the magnetization direction in each layer can deviate from the easy magnetic axis and be determined primarily by the minimum of the expression (1). As a result, a so-called 'canted'" magnetic structure with two magnetic sublattices with an ordering angle between them different from $0^{\circ}, 90^{\circ}$, and $180^{\circ}$ can be formed. ${ }^{9-13}$ The large number of layers in superlattices, however, complicates the interpretation of measurements of both magnetization and ferromagnetic resonance.

The order of magnitude and oscillations in the bilinear
exchange constant $J_{1}$ as a function of the nonferromagnetic spacer thickness are explained perfectly on the basis of the well-known RKKY theory. ${ }^{2}$ At the same time, no comprehensive approach to the origin of the biquadratic exchange has yet been put forth. Some theories treat the chromium spacer as nonmagnetic. In this case, mechanisms both associated with the electronic structure of chromium itself and controlled by defects or roughness of the iron-chromium interface yield $J_{2}$ much lower than experimental values. ${ }^{14-17}$ The model suggested by Słonczewski, ${ }^{16}$ on the contrary, presumes a considerable exchange stiffness of the spacer material. This model has allowed the researchers to explain the noncollinear ordering in superlattices, but it leads to a formula for the coupling between iron layers different from Eq. (1). This model is supported by certain experimental data. ${ }^{12}$ The work by Levchenko et al. ${ }^{18}$ is also worth mentioning, which pointed out the inevitability of a peculiar domain structure in such systems, provided that sufficiently large atomically smooth areas of the iron-chromium interface are present.

Thus, the model of biquadratic exchange, which is extensively used at present in interpreting experimental data on $\mathrm{Fe} / \mathrm{Cr}$ systems, has not been fully explained on the basis of existing microscopic theories. In this connection, a question arises about how accurate is the description of magnetic properties of multilayered magnetic structures by this model.

A set of publications, including recent ones (see Ref. 7 and references therein), have been dedicated to systematic studies of the biquadratic exchange in $\mathrm{Fe} / \mathrm{Cr} / \mathrm{Fe}$ sandwiches using several experimental techniques (magnetoresistance, Kerr effect, FMR, light scattering). But, as was noted above, the effects of interaction between layers in sandwiches are superposed on a strong in-plane anisotropy, which modifies the pattern of magnetic ordering described by Eq. (1) and gives rise to jumps and hysteretic loops on experimental curves.

In the present work, we studied FMR spectra and magnetization curves in a set of $[\mathrm{Fe} / \mathrm{Cr}]_{n}$ superlattices, in most of which a canted magnetic ordering has been detected. The main goal of our study was to check out how adequate the model of biquadratic exchange is when the corrections to the measured effects due to the anisotropy are relatively small. In particular, we have studied the question of whether one can describe at the same time the static and resonance properties of a system using the same values of $J_{1}$ and $J_{2}$. Previously ${ }^{9,10}$ we reported about observation of an optical and several additional resonant modes in FMR spectra corresponding to standing spin waves for two samples. Note that an FMR optical mode was previously detected only in sandwiches. A larger number of samples studied in the reported work, measurements, and inclusion of the fourthorder anisotropy in analytic and numerical calculations of resonance spectra, gave us an opportunity to compare the experimental data and calculations by the biquadratic exchange model in more detail.

## 2. SAMPLES AND EXPERIMENTAL TECHNIQUES

The $[\mathrm{Fe} / \mathrm{Cr}]_{n}$ superlattices were fabricated at the Katun-S facility, which employs molecular beam epitaxy.

The substrates were MgO single-crystal plates cut parallel to the (100) crystal plane. The buffer layer was a Cr film with a thickness of about $100 \AA$. The samples were grown at a substrate temperature of $210-220^{\circ} \mathrm{C}$. The sample quality and thicknesses of Fe and Cr layers were monitored using the small-angle X-ray scattering and X-ray spectroscopy of high coordinate resolution (the techniques are described in detail elsewhere ${ }^{19}$ ). The [001] crystal axis of the iron and chromium films was aligned with the normal to the sample plane.

We tested seven $[\mathrm{Fe} / \mathrm{Cr}]_{n}$ samples. Below is the list of these samples with the thicknesses and total numbers of layers in the structures.
(1) $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{12}$
(5) $[\mathrm{Fe}(48 \AA) / \mathrm{Cr}(7.6 \AA)]_{16}$
(2) $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(14 \AA)]_{12}$
(6) $[\mathrm{Fe}(20 \AA) / \mathrm{Cr}(10 \AA)]_{20}$
(3) $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{16}$
(7) $[\mathrm{Fe}(26 \AA) / \mathrm{Cr}(9.2 \AA)]_{24}$

We used two experimental techniques, namely, the ferromagnetic resonance and measurements of static magnetization curves. The experiments were conducted at room temperature. The magnetization curves were recorded by a vibrating-sample magnetometer under a magnetic field ranging from 0 to 17 kOe . The ferromagnetic resonance was studied in a frequency band of 9.5 to 37 GHz under magnetic fields of up to 18 kOe . In order to detect FMR in this frequency band, we used a set of six cylindrical microwave cavities in which the microwave modes $H_{011}, H_{012}$, and $H_{013}$ were excited. A sample was placed at the bottom of the cavity so that the microwave magnetic field was aligned parallel to the sample plane. A dc magnetic field was also applied parallel to the sample plane and directed along the hard [110] or easy [100] axes of the iron magnetic anisotropy. By changing the sample position, we could satisfy either transverse or longitudinal pumping conditions.

## 3. EXPERIMENTAL RESULTS

In Fig. 1, symbols of different shapes show magnetostatic measurement data for three samples, namely $[\mathrm{Fe}(33$ $\AA) / \operatorname{Cr}(7.7 \AA)]_{16},[\mathrm{Fe}(48 \AA) / \mathrm{Cr}(7.6 \AA)]_{16}$, and $[\mathrm{Fe}(21 \AA) /$ $\operatorname{Cr}(10 \AA)]_{16}$. The curves show the magnetization component $M$ along the applied magnetic field as a function of the magnetic field strength $H$. The field is aligned with the hard magnetic axis in the sample plane (the crystal axis [110]). The solid and dashed lines plot calculations to be discussed below. Two of the three samples have considerable value of magnetization $M_{0}$ even at zero magnetic field, which indicates the presence of noncollinear magnetic ordering. The corresponding angle between magnetizations of neighboring iron layers, $\theta_{0}=2 \cos ^{-1}\left(M_{0} / M_{S}\right)$, in these samples is given in the graph ( $M_{S}$ is the saturation magnetization). In the third sample, the magnetic moment at zero magnetic field is also zero, but the nonlinear approach of all three curves to the saturation level is an indication of considerable biquadratic exchange in all the samples. In the series of seven multilayered films studied in our experiments, four had a nonvanishing zero-field magnetization.

In studying the ferromagnetic resonance, we detected, along with the homogeneous acoustic FMR mode, several


FIG. 1. Magnetization as a function of magnetic field for three samples. The symbols represent experimental data: $(\bigcirc)[\mathrm{Fe}(33 \AA) / \mathrm{Cr}(7.7 \AA)]_{16} ;(\nabla)$ $[\mathrm{Fe}(48 \AA) / \operatorname{Cr}(7.6 \AA)]_{16} ;(\mathbf{\Delta})[\mathrm{Fe}(20 \AA) / \operatorname{Cr}(10 \AA)]_{20}$. The solid lines show calculations by Eqs. (8) and (9), the dashed lines are numerical calculations. The inset shows $M(H)$ in the range of low magnetic fields for [ $\mathrm{Fe}(48 \AA)$ / $\operatorname{Cr}(7.6 \AA)]_{16}$ on an extended scale.
inhomogeneous modes ${ }^{9,10}$ in all samples. Figure 2 shows a set of experimental curves recorded at different frequencies in the configuration of transverse resonance excitation in the $[\mathrm{Fe}(21 \AA) / \operatorname{Cr}(10 \AA)]_{12}$ sample under a field aligned with the


FIG. 2. Derivative of microwave absorption $\partial P / \partial H$ as a function of magnetic field in the configuration of longitudinal excitation at different frequencies for the $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{12}$ sample.
hard axis of iron magnetization. In addition to the intense absorption line corresponding to the acoustic resonance mode (it is labeled by $l$ in the graph), one can also see weaker and broader lines corresponding to excitation of inhomogeneous magnetization modes and marked by arrows (digits 2 and 3 on the lower curve). The narrow line marked by 4 is due to the paramagnetic substance, which was used to calibrate the Hall probe. The line width of the acoustic FMR mode was approximately 300 Oe . The line widths at higher magnetic fields (on the right of the acoustic mode) were larger (up to 1000 Oe ), the corresponding resonances have not been observed in all samples, and they could be excited only in the longitudinal configuration. The resonances in weaker magnetic fields (on the left of the acoustic mode) were detected in all tested superlattices. Some of them could be detected only in the longitudinal configuration, and a fraction of these resonances could be observed in both longitudinal and transverse configurations. The intensities of lines seen in the transverse resonance excitation configuration were a factor of several tens lower under the longitudinal excitation. It is graphically illustrated by Fig. 2 in Ref. 9, which shows traces of FMR in one sample recorded with two different alignments of the $d c$ and microwave magnetic fields. The frequencies of the FMR modes detected in our experiments for several superlattices are plotted by dots in Figs. 4, 5, and 8 as functions of magnetic field applied along both easy and hard magnetic axes. The anisotropy of absorption peak positions, i.e., the change in these positions due to the dc magnetic field rotation in the sample plane through an angle of $45^{\circ}$, was, as can be seen in the graphs, up to 1 kOe .

## 4. ANALYTIC CALCULATION OF STATIC MAGNETIZATION AND FMR SPECTRUM OF A SUPERLATTICE

In order to interpret our experimental results, we calculated analytically the magnetization curves and FMR spectra of a superlattice on the basis of the biquadratic exchange model taking into account the fourth-order cubic anisotropy in the case of a magnetic field $H$ parallel to the sample plane. We carried out a similar calculation, but without taking account of the cubic anisotropy, in our earlier work. ${ }^{9}$ We assumed that the magnetization of each iron layer was homogeneous over its volume and equal to $M_{S}$, irrespective of the applied magnetic field, and the magnetization of each layer rotated as a whole. Under these assumptions, the magnetic energy of a multilayered structure per unit area of a film can be expressed as

$$
\begin{align*}
E= & -d \sum_{j=1}^{n}\left(\mathbf{H} \cdot \mathbf{M}_{j}\right)-\frac{J_{1}}{M_{S}^{2}} \sum_{j=1}^{n-1}\left(\mathbf{M}_{j} \cdot \mathbf{M}_{j+1}\right) \\
& -\frac{J_{2}}{M_{S}^{4}} \sum_{j=1}^{n-1}\left(\mathbf{M}_{j} \cdot \mathbf{M}_{j+1}\right)^{2}+d \frac{N_{z z}}{2} \sum_{j=1}^{n}\left(\mathbf{M}_{j} \cdot \mathbf{z}\right)^{2} \\
& -d \frac{K_{u}}{M_{S}^{2}} \sum_{j=1}^{n}\left(\mathbf{M}_{j} \cdot \mathbf{z}\right)^{2}-d \frac{K_{1}}{2 M_{S}^{4}} \sum_{j=1}^{n}\left[\left(\mathbf{M}_{j} \cdot \mathbf{x}\right)^{4}\right. \\
& \left.+\left(\mathbf{M}_{j} \cdot \mathbf{y}\right)^{4}+\left(\mathbf{M}_{j} \cdot \mathbf{z}\right)^{4}\right], \tag{2}
\end{align*}
$$



FIG. 3. Curves of $M(H)$ calculated by Eqs. (8) and (9) for two directions of applied magnetic field [(a) along the easy magnetization axis and (b) along the hard axis] for different values of exchange constants: (1) $\quad J_{1} /\left(d M_{S} H_{a}\right)=-0.3, \quad J_{2} /\left(d M_{S} H_{a}\right)$ $=-0.5$; (2) $\quad J_{1} /\left(d M_{S} H_{a}\right)=-1.0, \quad J_{2} /\left(d M_{S} H_{a}\right)$ $=-0.3$. The hatched areas are regions where the solutions are unstable. The insets schematically show the alignments of iron magnetization vectors with respect to the easy and hard magnetization axes for these solutions.
where $\mathbf{M}_{j}$ is the magnetization of the $j$ th iron layer, $d$ is the thickness of each iron layer, $N_{z z}$ is the demagnetization factor ( $4 \pi$ in this specific case), $K_{u}$ characterizes the uniaxial anisotropy, and $K_{1}$ accounts for the fourth-order anisotropy with easy axes $\mathbf{x}, \mathbf{y}$, and $\mathbf{z}$, where the $\mathbf{z}$-axis is normal to the sample plane. In what follows, we introduce for convenience the surface anisotropy coefficient

$$
\begin{equation*}
K_{\mathrm{eff}}=N_{z z}-2 K_{u} / M_{S}^{2}, \tag{3}
\end{equation*}
$$

and also the effective anisotropy field of the fourth order:

$$
\begin{equation*}
H_{a}=2 K_{1} / M_{S} . \tag{4}
\end{equation*}
$$

For simplicity of our calculations, the following analysis will be performed in the limit of an infinite superlattice. Since the applied magnetic field is parallel to the sample plane and the demagnetization field in these samples is considerably higher than the anisotropy field, the magnetizations of all iron layers in equilibrium lies also in the film plane, so $\mathbf{M}_{j} \cdot \mathbf{z}=0$. In this case, the total energy can be expressed as

$$
\begin{align*}
E= & -d H M_{S} \sum_{j} \cos \varphi_{j}-J_{1} \sum_{j} \cos \left(\varphi_{j}-\varphi_{j+1}\right) \\
& -J_{2} \sum_{j} \cos ^{2}\left(\varphi_{j}-\varphi_{j+1}\right)-\frac{1}{16} d H_{a} M_{S} \\
& \times \sum_{j} \cos 4\left(\varphi_{j}+\psi\right) \tag{5}
\end{align*}
$$

where $\psi$ is the angle between the easy axis $\mathbf{x}$ and external field $\mathbf{H}$, and $\varphi_{j}$ is the angle between magnetic field $\mathbf{H}$ and magnetization $\mathbf{M}$ of the $j$ th ferromagnetic layer. The equilibrium values of angles $\varphi_{j}$ are derived, as is usual, from the energy minimum condition

$$
\begin{equation*}
\partial E / \partial \varphi_{j}=0 \tag{6}
\end{equation*}
$$

We will consider two configurations of the highest symmetry, namely, with the magnetic field applied along the easy $(\psi=0)$ or hard $(\psi=\pi / 4)$ axes of iron magnetization anisotropy (Fig. 3). One can easily prove that condition (6) leads to a two-sublattice ordering of ferromagnetic moments in a wide range of magnetic fields, and the sublattice magnetizations are aligned symmetrically with respect to the applied magnetic field. In this case, one can analytically calcu-
late the magnetization curves and resonance spectrum of the structure. The angles $\varphi_{j}$ can be expressed in this case as

$$
\begin{equation*}
\varphi_{j}=(-1)^{j} \varphi, \quad \text { where } \quad \varphi=\cos ^{-1}\left(M / M_{S}\right) \tag{7}
\end{equation*}
$$

Let us consider only the interesting case of $J_{2}<0$. Then, with due account of Eq. (7), condition (6) yields the following two solutions:

$$
\begin{equation*}
H=\left(-\frac{4 J_{1}-8 J_{2}}{d M_{S}^{2}} \pm \frac{H_{a}}{M_{S}}\right) M+\left(-\frac{16 J_{2}}{d M_{S}^{4}} \mp 2 \frac{H_{a}}{M_{S}^{3}}\right) M^{3} \tag{8}
\end{equation*}
$$

$$
\begin{equation*}
M=M_{S} . \tag{9}
\end{equation*}
$$

Hereafter the upper signs correspond to the angle $\psi=0$, and the lower signs to $\psi=\pi / 4$. The function $M(H)$, determined implicitly by Eq. (8), corresponds to the case when the angle between sublattice magnetizations is nonzero. Solution (9) describes the case of saturation, when the magnetizations of all iron layers are aligned with the applied magnetic field $(\varphi=0)$. The regions of magnetic field where these solutions minimize the total system energy can be determined using the condition that the second differential must be positive definite:

$$
\begin{align*}
\Delta^{2} E= & \sum_{i, j} \frac{\partial^{2} E}{\partial \varphi_{i} \partial \varphi_{j}} \Delta \varphi_{i} \Delta \varphi_{j}>0 \\
& \quad \text { for arbitrary } \quad \Delta \varphi_{i} \text { and } \Delta \varphi_{j} \tag{10}
\end{align*}
$$

One can prove that, for the two-sublattice configuration of magnetization described by Eq. (7), condition (10) is equivalent to the combination of two inequalities:
$\left(H \cos \varphi \pm H_{a} \cos 4 \varphi\right)+4\left(\frac{J_{1}}{d M_{S}} \cos 2 \varphi+\frac{2 J_{2}}{d M_{S}} \cos 4 \varphi\right)>0$,
$H \cos \varphi \pm H_{a} \cos 4 \varphi>0$.
First let us consider limitations imposed by condition (11). For the unsaturated phase defined by Eq. (8), condition (11) reduces to

$$
\begin{align*}
\frac{\partial H}{\partial M}= & \left(-\frac{4 J_{1}-8 J_{2}}{d M_{S}^{2}} \pm \frac{H_{a}}{M_{S}}\right) \\
& +3\left(-\frac{16 J_{2}}{d M_{S}^{4}} \mp 2 \frac{H_{a}}{M_{S}^{3}}\right) M^{2}>0 . \tag{13}
\end{align*}
$$

This is a formulation of a quite obvious fact that only branches of function $M(H)$ on which the magnetization increases with the magnetic field are stable. For a solution (9) corresponding to the saturated state, inequality (11) leads to the condition

$$
\begin{equation*}
H>H_{S}^{E, H}=-\left(4 J_{1}+8 J_{2}\right) / d M_{S} \mp H_{a} \tag{14}
\end{equation*}
$$

This condition means that the saturated state, in which the magnetic moments in all layers are aligned with the applied field, is stable when the external field is higher than the saturation field $H_{S}^{E, H}$, at which the curve defined by Eq. (8) crosses curve (9) ( $H_{S}^{E}$ is the saturation field along the easy axis, and $H_{S}^{H}$ in the same along the hard axis).

Note that in the interesting case of a relatively high biquadratic exchange (to be exact, under the condition $-J_{2}$ $>d H_{a} M_{S} / 8$ ) condition (13) is always satisfied, and condition (11) reduces to the trivial statement that the alignment of all magnetic moments with the applied magnetic field is stable when the latter is higher than the saturation field $H_{S}^{E, H}$.

Now let us turn to condition (12). It is clear that it defines areas on the $H / H_{a}-M / M_{S}$ plane in which a symmetrical configuration of two sublattices is unstable a fortiori (the hatched areas in Fig. 3). The crossing point of the magnetization curves calculated by Eqs. (8) and (9) with the boundaries of these areas determine the fields $H_{C}^{E}$ and $H_{C}^{H}$ for the easy and hard directions, respectively, below which the above formulas for the magnetization curves and FMR spectra do not apply (see below).

Note that, in the case of saturation fields much higher than the anisotropy field, which was realized in our experiments, condition (8) holds over a wide field range $H_{C}^{E, H}$ $<H<H_{S}^{E, H}$, and at $H>H_{S}^{E, H}$ solution $M=M_{S}$ is stable.

In calculating the oscillation spectrum of the system under consideration, let us use the Landau-Lifshitz equations without the damping term:

$$
\begin{equation*}
\gamma^{-1}\left(\partial \mathbf{M}_{j} / \partial t\right)=-\mathbf{M}_{j} \times \mathbf{H}_{j}^{\mathrm{eff}} \tag{15}
\end{equation*}
$$

where $H_{j}^{\text {eff }}$ is obtained by differentiating energy (2) with respect to $M_{j}$ :

$$
\begin{equation*}
H_{j}^{\mathrm{eff}}=-\left(\partial E / \partial \mathbf{M}_{j}\right) d^{-1} \tag{16}
\end{equation*}
$$

In solving Eqs. (15) and (16), let us express the magnetization $M_{j}$ as the sum of the static magnetization $M_{j}^{(0)}$ and the small term describing a wave propagating along the normal to the film plane:

$$
\begin{equation*}
\mathbf{M}_{j}=\mathbf{M}_{j}^{(0)}+\mathbf{m}_{j} \exp \{-i(\omega t-j q)\} \tag{17}
\end{equation*}
$$

Here parameter $q$ is the product of the wave vector and the superlattice period. It can be treated as a phase difference between magnetization oscillations in neighboring iron lay-
ers. The case of $q=0$ corresponds to the acoustic mode of oscillations, and $q=\pi$ corresponds to the optical mode.

After substituting expression (17) in Eqs. (15) and (16) and linearizing the resulting equation with respect to $\mathbf{m}_{j}$, we can derive the frequencies $\omega_{q}(H)$ as functions of $q$ and magnetic field $H$ from the existence condition of a nontrivial solution:

$$
\begin{align*}
\frac{\omega_{q}^{2}}{\gamma^{2}}= & {\left[\left(A+B M^{2}\right) \cos ^{2} \frac{q}{2}+K_{\mathrm{eff}}+\frac{3 H_{a}}{4 M_{S}} \pm \frac{H_{a}}{4 M_{S}^{3}}\left(M_{S}^{2}-4 M^{2}\right)\right] } \\
& \times\left[\left(A+B M^{2}\right) M^{2} \cos ^{2} \frac{q}{2}+\left(A+3 B M^{2}\right)\left(M_{S}^{2}\right.\right. \\
& \left.-M^{2}\right) \sin ^{2} \frac{q}{2} \pm \frac{H_{a}}{M_{S}^{3}}\left(M_{S}^{2}-M^{2}\right)\left(M_{S}^{2}\right. \\
& \left.\left.-6 M^{2}\right)\right] \text { for } H_{C}^{E, H}<H<H_{S}^{E, H},  \tag{18}\\
\frac{\omega_{q}^{2}}{\gamma^{2}}= & {\left[H-H_{S} \sin ^{2} \frac{q}{2}+K_{\mathrm{eff}} M_{S}+\frac{3 H_{a}}{4} \pm H_{a}\left(\cos ^{2} \frac{q}{2}-\frac{3}{4}\right)\right] } \\
& \times\left(H-H_{S} \sin ^{2} \frac{q}{2} \pm H_{a} \cos ^{2} \frac{q}{2}\right) \quad \text { for } H>H_{S}^{E, H} \tag{19}
\end{align*}
$$

with the notations

$$
\begin{equation*}
A=-\frac{4 J_{1}-8 J_{2}}{d M_{S}^{2}}, \quad B=-\frac{16 J_{2}}{d M_{S}^{4}} \tag{20}
\end{equation*}
$$

At $H_{a}=0$, Eqs. (8) and (9) for the static magnetization and Eqs. (18) and (19) for the FMR frequency are identical to the corresponding expressions in Ref. 9, whereas at $H$ $=0$ they coincide with the formulas in Ref. 20. Note once again that the resulting formulas apply to the fields higher than $H_{C}$, when we have a two-sublattice ordering of magnetic moments aligned symmetrically with respect to the external magnetic field.

## 5. DISCUSSION OF RESULTS

### 5.1. Comparison to analytic calculations

Our calculations were fitted to experimental data in the following way. Magnetization curves measured by a vibrating-sample magnetometer under a magnetic field aligned with the hard axis in the sample plane were approximated by Eqs. (8) and (9). The resulting constants $J_{1}, J_{2}$, and $M_{S}$ were used in calculations of FMR spectra. The parameters $H_{a}$ and $K_{\text {eff }}$ were selected to obtain the best fits to the resonance acoustic branch measured along the easy and hard magnetization axes. This procedure was performed for all samples. Figure 1 shows, along with the experimental data, calculated magnetization curves for three samples (solid lines). The agreement between theoretical and experimental curves is quite satisfactory. The absence of a visible cusp on experimental curves of $M(H)$, which can be seen on


FIG. 4. FMR spectra of the $[\mathrm{Fe}(48 \AA) / \mathrm{Cr}(7.6 \AA)]_{16}$ sample polarized along the (a) easy and (b) hard magnetic axes. The points are experimental data, and solid lines are calculations by Eqs. (21) and (22) with the following parameters: $J_{1}=-0.58 \mathrm{erg} / \mathrm{cm}^{2} ; J_{2}=-0.50$ $\mathrm{erg} / \mathrm{cm}^{2} ; M_{S}=1590 \mathrm{G} ; K_{\text {eff }}=12 ; H_{a}=300$ Oe.
the calculated curves at $H_{S}$, can be ascribed to variations in the iron and chromium layer thicknesses, which can blur this feature.

Calculations of the FMR spectrum of one sample featured in Fig. $1\left([\operatorname{Fe}(48 \AA) / \operatorname{Cr}(7.6 \AA)]_{16}\right)$ based on Eqs. (18) and (19) for two alignments of the applied magnetic field (with the easy and hard magnetization axes) are plotted in Fig. 4 by solid lines. As was stated above, in calculating these spectra we used the same parameters as for the magnetization curve in Fig. 1. The set of $q$ 's that we employed in plotting the set of curves in the graphs requires clarification. For a traveling wave in an infinite superlattice, $q$ varies continuously between $-\pi$ and $\pi$, but in a finite structure magnetization modes are characterized by a set of discrete wave vectors. The graphs plot magnetization modes corresponding to $q$ 's ranging between 0 and $\pi$ with a step of $\pi /(N-1)$, where $N$ is the number of iron layers in the superlattice. In this case, the number of FMR modes is equal to the number of magnetic layers in the sample, which is identical to the number of inherent oscillation modes of the structure. As numerical calculations will show, there is little sense in defining $q$ with good accuracy on the basis of model boundary conditions on the outer surfaces because the condition of the two-sublattice magnetic ordering in a finite structure is violated in a magnetic field.

In comparing the theoretical curves with experimental FMR spectra, we note above all that in all the samples the numbers of experimentally observed resonance branches were smaller than the numbers of iron layers in the structure. It is not surprising, however, that we failed to detect all possible magnetic modes because all the modes except the optical and acoustic ones can be excited in principle only owing to the finite number of iron layers or slight variations in their thicknesses, whereas a homogenous microwave field in both the longitudinal and transverse configurations is hardly an efficient tool for driving these modes.

The agreement between calculations and experimental data (points on the graphs) for the acoustic resonance mode is good for both orientations of the external magnetic field. For the optical mode (black squares) the difference between the experimental data for some samples (but not all of them) and theoretical predictions was larger than the absorption line width, shown in the graph by the horizontal bars (Fig. 4). The comparison between the experimental data and calculations for several intermediate modes higher than the
acoustic one (triangles in the graph) is difficult because their corresponding $q$ 's are unknown. The criterion of agreement between measurements and calculations in this case should be the equality between the slopes of experimental curves of $f(H)$ and nearest theoretical curves. One can see in Fig. 4 that the experimental data reasonably conform to this criterion in the cases of magnetic field orientation along both easy and hard axes, although the difference was substantial for some of the samples. Thus, the suggested theory has demonstrated qualitative agreement with experimental data, although sometimes it cannot accurately describe resonant features of our samples.

### 5.2. Numerical calculations. Comparison with experiment

In order to fit the suggested model to real experimental data, we numerically calculated the spectrum of inherent magnetic modes of a superlattice incorporating a finite number of iron layers. The magnetic component of the system energy was expressed, as in analytic calculations, by Eq. (2), where the sums were performed over the finite set of layers in a real sample. Then this energy was minimized numerically by varying all angles $\varphi_{j}$ between the magnetic moments of the layers and applied magnetic field. This approach is quite different from the two-sublattice model discussed above. The absence of one neighbor in the case of the highest and lowest iron layers leads to larger canting angles between the magnetizations of these layers and applied field. As a result, the two-sublattice ordering is replaced by a more complicated pattern.

Let us discuss numerical calculations in greater detail taking as an example the $[\mathrm{Fe}(48 \AA) / \operatorname{Cr}(7.6 \AA)]_{16}$ sample considered in the previous section. The magnetization curve of this sample calculated with due account of the real number of iron layers $(n=16)$ is shown in Fig. 1 by the dashed line. Its deviation from the curve obtained in the limit of the infinite superlattice is insignificant, and it is notable only in the field range below 3 kOe . At the same time, the magnetization pattern in this case is radically different from that predicted by the two-sublattice model. Figure 5 shows the equilibrium angles $\varphi_{j}$ between the magnetization vector of the $j$ th iron layer and external magnetic field aligned with the hard magnetization axis. It is clear that these angles are notably different for the outer layers (in this specific case, the first and sixteenth). The angles $\varphi_{j}$ for the inner layers also


FIG. 5. Calculated equilibrium values of angles $\varphi_{j}$ between magnetization vector in $j$ th iron layer and magnetic field direction for the $[\mathrm{Fe}(48 \AA) / \operatorname{Cr}(7.6$ $\AA$ ) $]_{16}$ sample. The numbers near some of the curves indicate the layer number. The external magnetic field is applied along the hard magnetization axis.
vary considerably. Nonetheless, the alignment of all magnetic moments to the ferromagnetic phase takes place simultaneously, and the cusp on the magnetization curve at $H_{S}$ persists. Under sufficiently strong fields, the calculations were not affected by either the field direction or the sample history, whereas at weaker magnetic fields (depending on the parameters $J_{1}, J_{2}$, and $H_{a}$ ) hysteresis loops were observed. Note, however, that all absorption lines recorded in our experiments had positions in the field range where the calculations were unambiguous, so the doubts concerning the sample history were irrelevant.

The curves in Fig. 6 plot numerical calculations of the FMR spectrum of the sample under consideration, $[\mathrm{Fe}(48$ $\AA) / \operatorname{Cr}(7.6 \AA)]_{16}$. The constants $J_{1}, J_{2}$, and $M_{S}$ for these calculations were derived from the magnetization curve. Note above all the similarity of these curves to the analytic calculations plotted in Fig. 4. There are, however, notable differences between them. First, the dropping section of the curve of the optical mode (the lowest curve in the field range of 4 to 8 kOe ) becomes doubly degenerate and separate from the higher resonance lines. Second, the intermediate resonance modes between the acoustic and optical FMR modes are also deformed in comparison with the case of an infinite superlattice, but now their positions are determined uniquely, without any independent variables like $q$. The analysis of their configurations shows that the total sample magnetization oscillates not only in the optical and acoustic modes, but
also in all other FMR modes, which allows us to drive these intermediate modes by a uniform microwave field.

The agreement between the numerical calculations and experimental data for the sample under discussion is better because the lowest FMR mode obtained in this calculation and separated from the rest is closer to the "optical'" resonance mode in the range of strong magnetic fields. Nonetheless, we have to admit that the calculated curves still notably deviate from the experimental points, especially in the range of higher magnetic fields. Moreover, although the calculations are not affected by any uncertainty associated with the variable $q$, difficulties may arise in ascribing resonant lines detected in experiments to specific modes obtained by numerical calculations.

The analysis of the results concerning the set of samples under investigation has led us to a conclusion that, using the same constants in the energy expression, it is sometimes impossible to obtain a satisfactory description of the magnetization curves and FMR spectra simultaneously. So the question arises of how good the description of experimental spectra may be if we vary the constants to obtain the best fits to the recorded spectra and how great the discrepancy between the measured and calculated magnetization curves can be in this case. Such a comparison for the [ $\mathrm{Fe}(21 \AA) /$ $\operatorname{Cr}(10 \AA)]_{12}$ sample, in which the discrepancy between the experimental spectrum and the spectrum calculated using the parameters derived from the magnetization curve was maximal, will be given below.

The full circles in Fig. 7 show measurements of this sample's magnetization, the solid line is a calculated curve which is best fitted to the magnetization measurements, and the dashed line is a calculated curve whose parameters were derived from the FMR spectrum (the function plotted by triangles will be discussed below). The spectra corresponding to these calculations of magnetization are shown, along with experimental data, in Fig. 8.

The sample $[\mathrm{Fe}(21 \AA) / \operatorname{Cr}(10 \AA)]_{12}$ is the only one in which we detected more than one resonance line in the region of stronger magnetic fields (on the right of the acoustic branch). It is clear that at parameters derived from the experimental magnetization curves (see the caption to Fig. 8) these dropping resonance branches are lower than the calculated curves (Fig. 8a1 and 8b1). The agreement between the experimental data and calculations, however, can be almost


FIG. 6. FMR spectra in magnetic fields aligned with the (a) hard and (b) easy magnetization axes in the $[\mathrm{Fe}(48$ $\AA) / \operatorname{Cr}(7.6 \AA)]_{16}$ sample. The points are experimental data, the solid lines show calculations with the following parameters: $J_{1}=-0.67 \mathrm{erg} / \mathrm{cm}^{2} ; \quad J_{2}=-0.47$ $\mathrm{erg} / \mathrm{cm}^{2} ; M_{S}=1590 \mathrm{G} ; K_{\text {eff }}=12 ; H_{a}=300 \mathrm{Oe}$.


FIG. 7. Magnetization of the $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{12}$ sample versus magnetic field. The full circles plot experimental data, the solid line shows numerical calculations by the biquadratic exchange model with parameters derived from the magnetization curve, the dashed line shows similar calculations with parameters selected to obtain the best fit to the experimental spectrum (Fig. 8). The triangles represent the results of calculations based on Słonczewski's model.
ideal for all resonance modes observed in experiments at both field orientations if we vary parameters $J_{1}$ and $J_{2}$ to obtain the best fit (Fig. 8a2 and 8b2). The magnetization curve (Fig. 7) calculated at these values of parameters is within $10 \%$ from the experimental points, which, however, is larger than the experimental uncertainty. Note that the difference between $J_{1}$ an $J_{2}$ derived from the magnetization curves and independently from FMR spectra was within 10$20 \%$ in our samples.

At this point it is probably appropriate to compare the absolute values of constants $J_{1}$ and $J_{2}$ obtained in our experiments with the results by other authors. The bilinear exchange constants for our samples are around the peak of $J_{1}$ plotted versus the spacer thickness, and our data are in fairly
good agreement with earlier publications. ${ }^{2,4,7}$ This also applies to our measurements of $J_{2}$ (Refs. 2 and 4), although the spread of biquadratic exchange constants quoted in literature for the same thicknesses of the chromium spacer is notably larger. ${ }^{7}$

### 5.3. Comparison with Słonczewski's model

As was noted in Introduction, the model of 'proximity magnetism", suggested by Słonczewski ${ }^{16}$ to account for the noncollinear magnetic structure in superlattices of Cr and Mn layers yields an energy of interaction between neighboring iron layers different from the biquadratic exchange:

$$
\begin{equation*}
E=C_{+}(\theta)+C_{-}(\theta-\pi)^{2} . \tag{21}
\end{equation*}
$$

Here $\theta$ is the angle between magnetization vectors in neighboring ferromagnetic layers, $C_{+}$and $C_{-}$are phenomenological constants. The open triangles in Fig. 7 show the magnetization curve calculated for the $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{12}$ sample by Słonczewski’s model. The constants $C_{+}$and $C_{-}$ were selected to obtain the best fit of calculations to experimental data. The graph clearly shows that the agreement with the curve predicted by Słonczewski’s model is poorer than with the biquadratic exchange calculations.

Chirita et al. ${ }^{21}$ calculated a spectrum of spin waves for a sandwich by the 'proximity magnetism'" model. The resulting frequency as a function of magnetic field for the optical mode is radically different from our measurements of $f(H)$ in the range of strong magnetic fields. Thus, it is obvious that, at least at room temperature, the measurements of our samples are much better described by the biquadratic exchange model than by Słonczewski’s 'proximity magnetism' model.


FIG. 8. FMR spectra in the field aligned with the (al, a 2 ) hard and (b1, b2) easy magnetization axis in the $[\mathrm{Fe}(21 \AA) / \mathrm{Cr}(10 \AA)]_{12}$ sample. The points plot experimental data, the solid lines are numerical calculations. The parameters for graphs al and b1 were derived from the magnetization curve $\left(J_{1}=-0.42\right.$ $\mathrm{erg} / \mathrm{cm}^{2} ; \quad J_{2}=-0.24 \mathrm{erg} / \mathrm{cm}^{2} ; \quad M_{S}=1620 \mathrm{G} ; \quad K_{\text {eff }}$ $\left.=11 ; H_{a}=300 \mathrm{Oe}\right)$. The parameters for graphs a2 and b 2 were selected to obtain the best fit to the experimental spectrum $\quad\left(J_{1}=-0.38 \quad \mathrm{erg} / \mathrm{cm}^{2}\right.$; $J_{2}=-0.19 \mathrm{erg} / \mathrm{cm}^{2} ; \quad M_{S}=1620 \mathrm{G} ; \quad K_{\text {eff }}=11 ; \quad H_{a}$ $=300 \mathrm{Oe}$ ).

## 6. CONCLUSIONS

Let us briefly summarize the reported investigation.
In a set of $[\mathrm{Fe} / \mathrm{Cr}]_{n}$ superlattices with noncollinear magnetic ordering at room temperature, we measured magnetization curves and ferromagnetic resonance spectra under a magnetic field parallel to the sample surface. Along with the homogeneous mode (acoustic branch) in FMR spectra, we detected inhomogeneous resonance modes in our experiments.

On the basis of the biquadratic exchange model, we calculated magnetization curves and spin-wave spectra of an infinite superlattice with due account of the fourth-order magnetic anisotropy. It turned out that, in the configurations with the magnetic field aligned with the easy or hard magnetization axis, a two-sublattice ordering of iron magnetic moments symmetrical with respect to the applied magnetic field is stable over a wide range of magnetic fields. In this case, we obtained analytic expressions for the magnetization versus field and oscillation spectra in the system, which are in good agreement with experimental data.

Magnetization curves and oscillation spectra in superlattices incorporating finite numbers of iron layers, as in real samples, have been calculated numerically. These calculations have yielded theoretical curves which are in better agreement with experimental results.

In most cases, constants $J_{1}$ and $J_{2}$ derived from experimental magnetization curves also accurately describe resonant properties of superlattices. The difference between exchange constants derived from magnetization curves and independently from FMR spectra of the same sample is within 10-20\%.

Magnetization curves calculated on the basis of the biquadratic exchange model are in better agreement with measurements of our samples than those based on Słonczewski's 'proximity magnetism'" model. ${ }^{16}$

In conclusion, we stress that the model used in the reported study is oversimplified. For example, it ignores the fact that the iron-chromium interface is not infinitely thin, but a region of an alloy with a thickness of several atomic layers. ${ }^{22,23}$ The model treating iron magnetization in each layer as a single vector rotated as a whole is also very approximate. ${ }^{2}$ Nonetheless, this model yields a fairly accurate description of the basic static and resonant properties of
$[\mathrm{Fe} / \mathrm{Cr}]_{n}$ magnetic superlattices and is in reasonable agreement with experimental data.

We express our sincere gratitude to N. G. Bebenin for useful discussions. The work was supported by the Russian Fund for Fundamental Research (Projects 98-02-16797 and 98-02-17517) and INTAS (Grant No. 96-0531).
*) E-mail: kreines@kapitza.ras.ru
${ }^{1}$ P. E. Wigen and Z. Zang, Brazilian J. of Physics 22, 267 (1992).
${ }^{2}$ B. Heinrich and J. Cochran, Adv. Phys. 42, 523 (1993).
${ }^{3}$ A. Fert, P. Grunberg, A. Barthelemy et al., J. Magn. Magn. Mater. 140144, 1 (1995).
${ }^{4}$ S. O. Demokritov, J. Phys. D: Appl. Phys. 31, 925 (1998).
${ }^{5}$ M. Ruhrig, R. Schafer, A. Hubert et al., Phys. Status Solidi A 125, 635 (1991).
${ }^{6}$ B. Heinrich, J. F. Cochran, M. Kovalevski et al., Phys. Rev. B 44, 9348 (1991).
${ }^{7}$ S. M. Rezende, C. Chesman, M. A. Lucena et al., J. Appl. Phys. 84, 958 (1998).
${ }^{8}$ V. V. Ustinov, L. N. Romashev, V. I. Minin et al., Fiz. Met. Metalloved. 80(2), 71 (1995).
${ }^{9}$ A. B. Drovosekov, N. M. Kreines, D. I. Kholin et al., JETP Lett. 67, 727 (1998).
${ }^{10}$ A. B. Drovosekov, D. I. Kholin, A. N. Kolmogorov et al., J. Magn. Magn. Mater. 198-199, 455 (1999).
${ }^{11}$ V. V. Ustinov, N. G. Bebenin, L. N. Romashev et al., Phys. Rev. B 54, 15958 (1996-II).
${ }^{12}$ A. Schreyer, J. F. Anker, Th. Zeidler et al., Phys. Rev. B 52, 16066 (1995).
${ }^{13}$ N. M. Kreines, A. N. Kolmogorov, and V. F. Mescheriakov, J. Magn. Magn. Mater. 177-181, 1189 (1998).
${ }^{14}$ J. C. Słonczewski, Phys. Rev. Lett. 67, 3172 (1991).
${ }^{15}$ J. C. Słonczewski, J. Appl. Phys. 73, 5957 (1993).
${ }^{16}$ J. C. Słonczewski, J. Magn. Magn. Mater. 150, 13 (1995).
${ }^{17}$ S. O. Demokritov, E. Tsymbal, P. Grunberg et al., Phys. Rev. B 49, 720 (1994).
${ }^{18}$ V. D. Levchenko, A. I. Morozov, A. S. Sigov, and Yu. S. Sigov, Zh. Éksp. Teor. Fiz. 114, 1817 (1998) [JETP 87, 985 (1998)].
${ }^{19}$ V. V. Ustinov, T. P. Krinitsina, V. V. Popov et al., Fiz. Met. Metalloved. 84(4), 161 (1997).
${ }^{20}$ N. G. Bebenin and V. V. Ustinov, Fiz. Met. Metalloved. 84(2), 29 (1997).
${ }^{21}$ M. Chirita, G. Robins, R. L. Stamps et al., Phys. Rev. B 38, 869 (1998II).
${ }^{22}$ B. Heinrich, J. F. Cochran, D. Venus et al., J. Appl. Phys. 79, 4518 (1996).
${ }^{23}$ V. V. Ustinov, V. A. Tsurin, L. N. Romashev, and V. V. Ovchinnikov, Pis'ma Zh. Tekh. Fiz. 25, 88 (1999) [Tech. Phys. Lett. 25, 459 (1999)].

Translation provided by the Russian Editorial office

# Electronic spectrum of a two-dimensional Fibonacci lattice 

Yu. Kh. Vekilov,**) I. A. Gordeev, and É. I. Isaev<br>Moscow State Institute of Steels and Alloys, 117936 Moscow, Russia<br>(Submitted 25 June 1999)<br>Zh. Éksp. Teor. Fiz. 116, 1834-1842 (November 1999)


#### Abstract

The electronic spectrum and wave functions of a new quasicrystal structure-a two-dimensional Fibonacci lattice-are investigated in the tight-binding approximation using the method of the level statistics. This is a self-similar structure consisting of three elementary structural units. The "central" and 'nodal'" decoration of this structure are examined. It is shown that the electronic energy spectrum of a two-dimensional Fibonacci lattice contains a singular part, but in contrast to a one-dimensional Fibonacci lattice the spectrum does not contain a hierarchical gap structure. The measure of allowed states (Lebesgue measure) of the spectrum is different from zero, and for "central'" decoration it is close to 1 . The character of the localization of the wave functions is investigated, and it is found that the wave functions are "critical." © 1999 American Institute of Physics. [S1063-7761(99)02411-7]


## 1. INTRODUCTION

The electronic spectrum of a two-dimensional quasiperiodic structure has been studied for a Penrose lattice constructed from two structural units. ${ }^{1}$ It has been shown that the density of states is strongly singular, but the measure of the allowed states of the spectrum (Lebesgue measure) is different from zero. At the same time, just as for a onedimensional quasicrystal structure, the wave functions are critical, i.e., they are neither localized nor delocalized, but rather they decay according to a power law. Besides the Penrose lattice, it is of interest to investigate other twodimensional structural quasicrystalline formations. In the present paper, the object of investigation is a twodimensional quasiperiodic Fibonnaci sequence. The model is constructed as follows. Plotting a Fibonnaci sequence along the axes of a Cartesian coordinate system, we obtain a Fibonnaci lattice consisting of three structural units (Fig. 1). The areas of the three elementary structural units are in the ratio $1, \tau$, and $\tau^{2}=\tau+1$, where $\tau=(1+\sqrt{5}) / 2$ is the 'golden section.' Just like a one-dimensional Fibonnaci lattice and a Penrose lattice, the two-dimensional Fibonnaci lattice is selfsimilar. Such a structure can be obtained in practice by, for example, lithography.

At present there does not exist a sufficiently general method for investigating the electronic properties of quasiperiodic structures. Since quasicrystals do not possess translational symmetry, the conventional methods for calculating the band structure of solids on the basis of Bloch's theorem are not directly applicable. For this reason, just as in Ref. 2, rational approximants of a two-dimensional Fibonnaci lattice were chosen as the object of investigation. The twodimensional Fibonnaci lattice was treated as the structural limit of a sequence of rational approximants with increasing period.

## 2. ELECTRONIC SPECTRUM

The electronic properties of a two-dimensional Fibonnaci lattice were investigated in the tight-binding approxima-
tion by the method of the statistics of levels. To reduce the number of free parameters in the problem to a minimum, a Hamiltonian with constant transfer integrals for nearest neighbors was used. As the results for one-, two-, and threedimensional quasicrystals show, this form of the Hamiltonian makes it possible to reproduce the characteristic features of a quasicrystal object and to examine qualitatively the effect of quasiperiodicity on the electronic structure of a quasicrystal with the corresponding dimension. ${ }^{1-6}$ In this work, "central'" and "nodal'" decoration of the approximants by atoms of the same kind were examined: atoms with one $s$ orbital per atom are located at the centers or at the nodes of the cells. For this case the Hamiltonian of the system can be written in the form

$$
H=\sum_{j}|j\rangle \varepsilon_{j}\langle j|+\sum_{j, j \neq i}|i\rangle t_{i j}\langle j| .
$$

When atoms of only one component are present in the system, the diagonal elements $\varepsilon_{j}$ can be set equal to zero. Then the Schrödinger equation in the tight-binding approximation can be written in the form

$$
\begin{equation*}
\sum_{j} t_{i j} \psi_{j}=E \psi_{i} \tag{1}
\end{equation*}
$$

where the transfer integrals are proportional to $r^{-2}(r$ is the distance between the atoms) only for nearest neighbors-for atoms separated by a distance not exceeding $\tau$ (taking account of the next neighbors does not introduce anything qualitatively new and complicates the calculation). To analyze the electronic properties of the object under study, the Hamiltonian matrix of Eq. (1) was diagonalized numerically for different approximants with periodic boundary conditions and the distribution of the energy levels was investigated.

The smoothness of the energy spectrum was investigated by the method of level statistics (LS method). ${ }^{1,5,6}$ Here there are two key relations: The first one is the fraction of neighboring interlevel spacings $\Delta E \leqslant B N^{\beta}$


FIG. 1. Fragment of a two-dimensional Fibonacci lattice consisting of short $S$ and long $L$ segments, $L / S=\tau$, where $\tau=(1+\sqrt{5}) / 2$ is the 'golden section.'"

$$
\begin{equation*}
D(\beta)=\frac{1}{N-1} \sum_{j=1}^{N-1} \theta\left(\beta-\log _{N}\left(\frac{\varepsilon_{j+1}-\varepsilon_{j}}{B}\right)\right), \tag{2}
\end{equation*}
$$

where $N$ is the number of atoms in the basis of the approximant, $B=\varepsilon_{N}-\varepsilon_{1}$ is the total width of the band, and $\theta$ is the Heaviside theta function. The second one is the fraction of the zone filled by interlevel spacings $\Delta E \leqslant B N^{\beta}$

$$
\begin{equation*}
F(\beta)=\frac{1}{B} \sum_{j=1}^{N-1}\left(\varepsilon_{j+1}-\varepsilon_{j}\right) \theta\left(\beta-\log _{N}\left(\frac{\varepsilon_{j+1}-\varepsilon_{j}}{B}\right)\right) \tag{3}
\end{equation*}
$$

If $B=$ const, then irrespective of the degree of smoothness of the spectrum, in the thermodynamic limit, these functions should satisfy the conditions ${ }^{1,5,6}$

$$
D(\beta)=1 \quad \text { for } \beta>-1 \quad \text { and } F(\beta)=0 \text { for } \beta<-1
$$

For crystal and amorphous systems (with smooth spectra) the curves $D(\beta)$ and $F(\beta)$ in the thermodynamic limit jump from 0 to 1 at $\beta=-1$., ${ }^{1,5,6}$ For this reason, the energy spectrum is considered to be irregular or singular if in the thermodynamic limit the dependence of the interlevel spacings on the size of the system is different from the $1 / N$ law.

The localization behavior of the wave functions of a two-dimensional Fibonnaci lattice was studied by the method of the statistics of $2 p$-norms of the wave functions. ${ }^{1,5}$ The $2 p$-norm is defined as

$$
\begin{equation*}
\|\psi\|_{2 p} \equiv \frac{\sum_{n}\left|\psi_{n}\right|^{2 p}}{\left(\sum_{n}\left|\psi_{n}\right|^{2}\right)^{p}}, \tag{4}
\end{equation*}
$$

where $\psi_{n}$ are the amplitudes of the electronic wave function (expansion coefficients of the wave function in a tightbinding basis).

Treating the two-dimensional Fibonnaci lattice as the structural limit of a series of approximants with increasing period, the thermodynamic limit in the behavior of the curves describing the statistics of the distribution of $2 p$-norms of the eigenvectors of the Hamiltonian of Eq. (1) can be found. Statistical analysis of the distribution of the $2 p$-norms of the wave functions was performed by calculating $I_{2 p}(\gamma),{ }^{1,5}$ describing the fraction of states for which the $2 p$-norms satisfy $\|\psi\|_{2 p} \leqslant N^{\gamma}$, i.e.,

$$
\begin{equation*}
I_{2 p}(\gamma) \equiv \frac{1}{N} \sum_{n=1}^{N} \theta\left(\gamma-\log _{N}\left\|\psi^{(n)}\right\|_{2 p}\right) \tag{5}
\end{equation*}
$$

The classification of the wave functions was constructed using the normalization integral. ${ }^{1}$ The wave functions are considered to be delocalized if

$$
\int_{|\mathbf{r}|<R}|\psi(\mathbf{r})|^{2} d \mathbf{r} \sim R^{d}
$$

where $d$ is the dimension of the space, and localized if a normalization

$$
\int_{\infty}|\psi(\mathbf{r})|^{2} d \mathbf{r}
$$

exists. The wave functions that cannot be normalized in an infinite system but are not delocalized are considered to be "critical."

## 3. RESULTS

Four approximants of a two-dimensional Fibonnaci lattice were investigated in this work: $5 / 3,8 / 5,13 / 8$, and 21/13. For nodal decoration the unit cells of these approximants contain 64, 169, 441, and 1156 atoms, respectively, in the basis. For central decoration the unit cells of the approximants contain 49, 144, 400, and 1089 atoms, respectively, in the basis. Figure 2 shows plots of the integrated density of states, calculated for values of the energy levels at 21 k-points for the $8 / 5,13 / 8$, and $21 / 13$ approximants of the Fibonnaci lattice.

It is evident in Fig. 2 that the curves of the integrated density of states converge quite rapidly and do not show the presence of a hierarchical gap structure, characteristic for a Cantor set of the spectrum of a one-dimensional quasicrystal. The quantities $D(\beta)$ and $F(\beta)$ were calculated for the $8 / 5$, $13 / 8$, and $21 / 13$ approximants. The calculations show that the $D(\beta)$ curves for these three approximants almost converge to the thermodynamic limit in the region $\beta<-1$. This means that in the limit $N \rightarrow \infty$ all interlevel spacings are less than in conventional systems (for crystal and amorphous systems, in the thermodynamic limit the dependence of the magnitudes of these spacings on the size of the system is determined by the relation $\Delta E \sim 1 / N^{1}$ ). A calculation of a dependence $F(\beta)$ for the approximants mentioned above in the region $\beta>-1$ shows that a finite fraction of the zone is filled by larger spacings than in conventional systems. Thus, the results obtained show that in the limit $N \rightarrow \infty$ the energy spectrum of the Fibonnaci lattice contains a singular part.

The density of states for the approximants $8 / 5,13 / 8$, and 21/13 was calculated by the method of triangles using a 21 $\mathbf{k}$-point irreducible part of the Brillouin zone of the corresponding approximant. Curves of the electronic density of states are shown in Figs. 3 and 4. As follows from Fig. 4, for nodal decoration the form of the spectrum depends on the "parity" of the approximant, which attests to the existence of a topological feature of the two-dimensional Fibonacci lattice. The curves of the electronic density of states become less smooth and more "peaked"' as the order of the approximant increases. This confirms the conclusion that the energy


FIG. 2. Integral density of states for periodic approximants $8 / 5,13 / 8$, and $21 / 13$ of a two-dimensional Fibonacci lattice with central decoration (a) and nodal decoration (b).
spectrum of the structure under study contains a singular part, since otherwise the electron density of states would converge to a smooth curve. The smoothness of the spectrum depends on the energy range: The energy spectrum is smoother at low energies and strong oscillations are present mainly at high energies. However, as the order of the approximant increases, the length of the smooth section of the energy spectrum decreases. For this reason, it can be assumed that in the thermodynamic limit (quasicrystal) strong oscillations of the density of states, which reflect the presence of a singular part in the spectrum, are present in the entire energy range of the electronic spectrum, attesting to the fact that the
energy bands are flat, almost dispersion-free, with zero electron group velocity.

The calculation of the electronic density of states made it possible to determine the Lebesgue measure of the energy spectra of the corresponding approximants. The Lebesgue measure of the energy spectrum was calculated as the total length of the allowed sections of the spectrum. The energy spectra, orthonormalized to the Lebesgue measure $B=\varepsilon_{N}$ $-\varepsilon_{1}$, of the approximants $5 / 3,8 / 5,13 / 8$, and $21 / 13$ were 1.0 , $0.94,0.98$, and 1.0 for central decoration and $0.70,1.0,0.69$, and 0.99 for nodal decoration. Therefore the measure of the


FIG. 3. Density of states for the periodic approximants $13 / 8$ and $21 / 13$ of a two-dimensional Fibonacci lattice with central decoration.
allowed sections of the spectrum is finite and close to 1 for central decoration.

For central decoration the dependence of the Lebesgue measure of the energy spectrum on the order of the approximant for a two-dimensional Fibonacci lattice is weak, in


FIG. 4. Density of states for even periodic approximants $5 / 3$ and $13 / 8$ (a) and odd periodic approximants $8 / 5$ and $21 / 13$ (b) of a two-dimensional Fibonacci lattice with nodal decoration.
contrast to the one-dimensional quasicrystal, where the Lebesgue measure decreases as a power law as a function of the size of the system. The small difference in the Lebesgue measures of the energy spectra for the last two computed approximants shows that the energy spectrum of a twodimensional Fibonacci lattice occupies a region of finite width on the energy scale. Moreover, values of the normalized Lebesgue measures of the energy spectra that are close to 1 indicate that there are no large gaps in the spectrum of a Fibonnaci lattice with central decoration.

For nodal decoration a strong dependence on the parity of the approximant is observed. For odd approximants the Lebesgue measure, just as for central decoration, is close to 1. For even approximants the Lebesque measure is close to 0.7 , which shows that a substantial gap is present in the spectrum. The results obtained are different from the Lebesque measures of the approximants of a Penrose lattice. The latter are approximately $0.62 .{ }^{1}$ Accordingly, differences should be expected in the conducting properties of these two structures.

The quantities $I_{8}(\gamma)$ were calculated for the three approximants $8 / 5,13 / 8$, and $21 / 13$ of the Fibonnaci lattice. The calculations show that in the thermodynamic limit the curves $I_{8}(\gamma)$ converge in a small region $\gamma \approx-2.2$ for central decoration and $\gamma \approx-2.3$ for nodal decoration. Moreover, as the numbers of the approximant increase, the curves $I_{8}(\gamma)$ approach a step function with the step located near $\gamma \approx-2.3$. This means that in the thermodynamic limit $(N \rightarrow \infty)$ the $2 p$-norms ( $p=4$ ) of almost all wave functions of the Fibonacci lattice depend on the size of the system as $\|\psi\|_{g}$ $\approx N^{\gamma}$, where $\gamma \approx-2.3$.

In the case of a delocalized state the $2 p$-norm of the wave function, as follows from Eq. (4), depends on the size of the system as $\|\psi\|_{2 p}^{\text {ext }} \approx N^{1-p}$, and the exponentially localized wave functions are characterized by the $2 p$-norm $\|\psi\|_{2 p}^{\exp \text { loc }} \approx 1$. The dependence found for the $2 p$-norms ( $p$ $=4$ ) of the wave functions of a Fibonacci lattice on the size of the system rules out delocalization and exponential localization of the states. Nonetheless, it is known that the dependence of the $2 p$-norm of the wave function on the size of the system as $N^{\gamma(p, \alpha)}$ holds for wave functions whose squared moduli of the amplitude decrease as a power law ${ }^{1,5}$ ( $\alpha \geqslant 0$-localization exponent, where the cases $\alpha=0$ and $\alpha \rightarrow \infty$ must be referred, respectively, to a delocalized state and to an exponential-localization state). For this reason, it was assumed that

$$
\begin{equation*}
|\psi|^{2} \sim|\mathbf{r}|^{-2 \alpha} . \tag{6}
\end{equation*}
$$

The dependence $\left.\gamma(p, \alpha)\right|_{p=4}$ with $-3 \leqslant \gamma \leqslant-1.7$ was calculated for sufficiently large quasiperiodic fragments on the basis of the computed $2 p$-norm of the wave function (6). The results were obtained numerically for the 34/21 approximant of a Fibonacci lattice - before convergence to the thermodynamic limit. The calculations performed showed that $\gamma \approx-2.3$ corresponds to a localization exponent $\alpha \approx 0.48$ and $\alpha \approx 0.44$, respectively, for central and nodal decorations. According to the classification with respect to the normalization integral, wave functions exhibiting such behavior are
critical, since the normalization of the functions with $|\psi|^{2}$ $\sim|\mathbf{r}|^{-2 \alpha}, \alpha>0$, in the two-dimensional case can be performed only for $\alpha>1$.

In summary, for central decoration the energy spectrum does not contain large gaps, and the quasiperiodicity of the structure leads to strong oscillations in the entire energy range. Most wave functions of a two-dimensional Fibonacci lattice are critical and squared moduli of the amplitudes as a function of distance decrease according to a power law. The localization exponent $\alpha$ is 0.48 (central decoration) and 0.44 (nodal decoration), and it is the same in order of magnitude as the localization exponent $\alpha \approx 0.5$, obtained in Ref. 1 for a Penrose lattice. The energy spectrum of a Penrose lattice contains a singular part; the spectrum is smoother at low energies and strongly oscillatory at high energies. As the order of the approximant increases, the spectrum becomes more "peaked." ${ }^{1}$ This agrees well with the results of the present work, which allows us to conclude that the properties of the electronic spectrum of various quasiperiodic twodimensional structures, such as the Penrose lattice and the two-dimensional Fibonacci lattice, are general, although the conducting properties can be different.

## 4. CONCLUSIONS

The results of our investigation show that the electronic spectrum of a two-dimensional Fibonacci lattice possesses the same characteristic features as the spectrum of a Penrose lattice. The spectrum contains a singular part, but it is not self-similar. Most wave functions are "critical," i.e., they
are neither localized nor delocalized, but instead decay with increasing distance according to a power law. The measure of the allowed sections of the spectrum, in contrast to the one-dimensional structure, is finite. It is evident that the general properties of the spectra of different two-dimensional quasiperiodic structures should be similar. The spectrum of the structure studied differs from that of a Penrose lattice exist only with respect to the localization exponents of the wave functions and the measure of the allowed spacings. The wave functions of a two-dimensional Fibonacci lattice are less localized, and the meaure of the allowed spacings with central decoration is close to 1 . The latter indicates that it could be possible to observe Ohm's law experimentally.

In conclusion, we thank D. V. Olenev for his attention to this work and for valuable remarks. This work was supported by the Swedish Royal Academy of Sciences.
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