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Double ionization and excitation ionization in Compton scattering for heliumlike ions in metastable states are investigated. The electron energy distribution for double ionization and the total cross sections for both processes are calculated. The calculations are carried out in the zeroth order of perturbation theory with respect to electron-electron interaction, using Coulomb wave functions as the first approximation. The resulting equations are valid only in the highenergy nonrelativistic range. It is assumed that $Z \gg 1$, but $\alpha Z \ll 1(Z$ is the charge of the nucleus, and $\alpha$ is the fine-structure constant). © 1999 American Institute of Physics.
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## 1. INTRODUCTION

The interaction of electrons with photons is described by a one-particle operator. Consequently, in the absorption or scattering of a single photon the ejection of two electrons from an atom (double ionization) or the ejection of a single electron with transition of the second electron to a higher state (excitation ionization) are possible only through the agency of electron-electron interaction. These processes are currently the subject of extensive theoretical and experimental studies aimed at acquiring information about electron correlations in atoms and ions. ${ }^{1}$ Researchers are devoting considerable attention to the helium atom and the helium isoelectronic sequence as the simplest many-electron systems. Their application as targets provides a relatively simple means of testing various models of the role of electronelectron interaction. In lieu of experimental data, the comparison of calculations utilizing perturbation theory with calculations based on diverse variational functions affords the possibility of choosing correlated wave functions that best describe the behavior of the system in the investigated process.

A great many papers address the ground state of helium. Processes in metastable helium are important as well, because they can be used to gain information about correlations between shells. The first such calculations using multiparameter variational wave functions were carried out for double ionization associated with the absorption of a photon having an energy $\omega$ of the order of several keV (Refs. 2 and 3). However, if $\omega>\eta$ ( $\eta$ is the average momentum of a $1 s$ electron, $\eta \simeq 7 \mathrm{keV}^{1)}$ for He ) the dominant process of electron-photon interaction is not photoabsorption, but the scattering of a photon by an electron (Compton scattering). ${ }^{4}$ Double ionization in Compton scattering (the double Compton effect) in the helium ground $1{ }^{1} S$ state has been investigated in several papers. ${ }^{5-8}$ In the present article we investigate double ionization and excitation ionization in the scattering of high-energy photons in the $2{ }^{1} S$ and $2{ }^{3} S$ states
of heliumlike ions in the nonrelativistic energy range. The calculations are based on perturbation theory with respect to electron-electron interaction, Coulomb wave functions serving as the zeroth approximation. We assume that $Z \gg 1$, but $\alpha Z \ll 1$ ( $Z$ is the charge of the nucleus, and $\alpha$ is the finestructure constant). The equations derived below can also be used to calculate the double ionization of stable multiply charged ions containing more than two electrons.

## 2. DERIVATION OF A GENERAL EQUATION FOR THE AMPLITUDE OF THE PROCESS

We consider the asymptotic nonrelativistic range of photon energies $\eta \ll \omega \ll m$ ( $m$ is the electron mass).

The scattering of a photon by an electron is graphically represented by three Feynman diagrams (Fig. 1). The graphs in Figs. 1a and 1b are called pole diagrams and describe a two-photon transition through intermediate states. In momentum representation, which we shall use from now on, a vertex with an incoming photon line corresponds to the operator $\gamma_{1}$ :

$$
\begin{align*}
& \left\langle\mathbf{f}^{\prime}\right| \gamma_{1}|\mathbf{f}\rangle=\sqrt{\frac{2 \pi \alpha}{\omega_{1}}} \frac{\mathbf{e}_{1}}{m} \\
& \left\langle\mathbf{f}+\frac{i}{2}\left[\boldsymbol{\sigma} \cdot \mathbf{k}_{1}\right]\right)\left\langle\mathbf{f}^{\prime} \mid \mathbf{f}+\mathbf{k}_{1}\right\rangle,  \tag{1}\\
& \left\langle\mathbf{f}^{\prime} \mid \mathbf{f}\right\rangle=(2 \pi)^{3} \delta\left(\mathbf{f}^{\prime}-\mathbf{f}\right),
\end{align*}
$$

and a vertex with an outgoing photon line corresponds to the operator $\gamma_{2}^{*}$ :

$$
\begin{equation*}
\left\langle\mathbf{f}^{\prime}\right| \gamma_{2}^{*}|\mathbf{f}\rangle=\sqrt{\frac{2 \pi \alpha}{\omega_{2}}} \frac{\mathbf{e}_{2}^{*}}{m}\left(\mathbf{f}-\frac{i}{2}\left[\boldsymbol{\sigma} \cdot \mathbf{k}_{2}\right]\right)\left\langle\mathbf{f}^{\prime} \mid \mathbf{f}-\mathbf{k}_{2}\right\rangle \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{1}$ and $\mathbf{k}_{1}\left(\mathbf{e}_{2}\right.$ and $\left.\mathbf{k}_{2}\right)$ are the polarization vector and momentum of the absorbed (emitted) photon, respectively. A vertex with two photon lines [Fig. 1c] corresponds to the operator $Q$ :

$$
\begin{equation*}
\left\langle\mathbf{f}^{\prime}\right| Q|\mathbf{f}\rangle=\frac{2 \pi \alpha}{\sqrt{\omega_{2} \omega_{1}}} \frac{\mathbf{e}_{2}^{*} \cdot \mathbf{e}_{1}}{m}\left\langle\mathbf{f}^{\prime} \mid \mathbf{f}+\mathbf{k}\right\rangle, \quad \mathbf{k}=\mathbf{k}_{1}-\mathbf{k}_{2} \tag{3}
\end{equation*}
$$



FIG. 1. Feynman diagrams for the scattering of a photon by an electron. Photons are represented by dashed lines, electrons are represented by solid lines, and $\mathbf{q}=\mathbf{p}+\mathbf{k}_{2}-\mathbf{k}_{1}$.

For the scattering of a photon by a bound electron the solid lines in Fig. 1 correspond to Coulomb functions.

We now estimate the graphs of Fig. 1 in the investigated energy range. We know ${ }^{9}$ that in scattering by a free electron the energy of the incident photon $\left(\omega_{1}\right)$ is distributed as follows between the scattered photon $\left(\omega_{2}\right)$ and the electron $\left(E_{p}\right)$ :

$$
\begin{equation*}
\omega_{2} \simeq \omega_{1}-\frac{\omega_{1}^{2}}{m}(1-t), \quad E_{p}=\omega_{1}-\omega_{2} \simeq \frac{\omega_{1}^{2}}{m}(1-t) \tag{4}
\end{equation*}
$$

where $t=\cos \theta$, and $\theta$ is the photon scattering angle.
In scattering by a bound electron the main contribution to the cross section of the process is from the kinematic domain where the momentum $q$ transferred to the nucleus is small $(q \sim \eta)$. As a result, the energies of the scattered photon and the ejected electron are also described by Eqs. (4). Accordingly, the momentum of the electron is $p \sim \omega_{1}$, for $\omega_{1} \gg \eta$ the wave function of the ionized electron can be interpreted as a plane wave, and the Coulomb Green's function can be replaced by the free Green's function, because the intermediate electron has high energy $E^{\prime}$ and momentum $p^{\prime}$ :
$E^{\prime}=\omega_{1}+E_{1 s} \approx \omega_{1} \gtrdot I, \quad p^{\prime} \gtrdot \eta, \quad I=\eta^{2} / 2 m, \quad \eta=m \alpha Z$.
Omitting spin terms in the operators $\gamma_{i}$, we obtain the following estimate for the pole diagrams:

$$
\begin{align*}
F_{a} & \simeq\langle\mathbf{p}| \gamma_{2}^{*} G \gamma_{1}|1 s\rangle \sim \frac{\alpha}{\omega_{1}} \frac{\mathbf{e}_{2}^{*} \mathbf{p}}{m} \frac{1}{E^{\prime}-E_{p}} \frac{\mathbf{e}_{1} \mathbf{p}}{m}\langle\mathbf{q} \mid 1 s\rangle \\
& \sim \frac{\alpha}{m^{2}}\langle\mathbf{q} \mid 1 s\rangle,  \tag{5}\\
\mathbf{q} & =\mathbf{p}+\mathbf{k}_{2}-\mathbf{k}_{1}, \\
F_{b} & \simeq\langle\mathbf{p}| \gamma_{1} G \gamma_{2}^{*}|1 s\rangle \sim \frac{\alpha}{m^{2}}\langle\mathbf{q} \mid 1 s\rangle . \tag{6}
\end{align*}
$$

The spin terms of the operators $\gamma_{i}$ provide the same contribution, since $p \sim \omega_{2} \sim \omega_{1}$. The contact diagram in Fig. 1c, calculated under the same conditions, is of the order of magnitude

$$
\begin{equation*}
F_{c} \simeq\langle\mathbf{p}| Q|1 s\rangle \sim \frac{\alpha}{m \omega_{1}}\langle\mathbf{q} \mid 1 s\rangle . \tag{7}
\end{equation*}
$$

Comparing Eqs. (5)-(7),

$$
\begin{equation*}
\frac{F_{a}}{F_{c}} \sim \frac{F_{b}}{F_{c}} \sim \frac{\omega_{1}}{m}, \tag{8}
\end{equation*}
$$

we see that in the energy range $I \ll \omega_{1} \ll m$ the pole diagrams are small and can be discarded. The entire discussion thus far is also valid for the double Compton effect (double ionization in photon scattering). ${ }^{8}$

Inasmuch as the operator $Q$ is a one-electron operator, the amplitude of the two-electron transition with allowance for the symmetry properties of the wave functions can be written in the form

$$
\begin{align*}
M^{++} & =\left\langle\Psi_{f}(1,2)\right| Q(1)+Q(2)\left|\Psi_{i}(1,2)\right\rangle \\
& =2\left\langle\Psi_{f}(1,2)\right| Q(1)\left|\Psi_{i}(1,2)\right\rangle \tag{9}
\end{align*}
$$

Here the numbers in parentheses are abbreviated symbols for the variables of integration associated with electrons 1 and 2, and $\Psi_{i}\left(\Psi_{f}\right)$ is the two-electron wave function of the initial (final) state.

In the nonrelativistic approximation the wave functions can be represented by the product of a spatial function and a spin function. The operator $Q$ does not contain spin matrices, so that the spin part of the wave function in Eq. (9) is invariant and can be dropped from further consideration. Since the total wave function must be antisymmetric with respect to permutation of electrons, the character of the symmetry of the spatial function, being governed by the total electron spin, is left unchanged.

We seek the wave functions $\Psi_{i, f}$ in the lowest perturbation order with respect to electron-electron interaction, using the Coulomb functions $\Psi_{i, f}^{(0)}$ as the zeroth approximation:

$$
\begin{align*}
& \Psi_{i}=\Psi_{i}^{(0)}+G_{i}^{(2)}\left(1-P_{i}\right) V_{12} \Psi_{i}^{(0)}, \\
& \Psi_{f}=\Psi_{f}^{(0)}+G_{f}^{(2)} V_{12} \Psi_{f}^{(0)} . \tag{10}
\end{align*}
$$

Here $V_{12}$ is the electron-electron interaction operator [in coordinate representation $V_{12}=\alpha /\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|, P_{i}=\left|\Psi_{i}^{(0)}\right\rangle\left\langle\Psi_{i}^{(0)}\right|$ is the projection operator, $G_{i, f}^{(2)}$ is the Green's function for two noninteracting electrons situated in the field of the nucleus $Z$ :

$$
\begin{align*}
& G_{i, f}^{(2)}=\left(E_{i, f}^{(0)}-H_{1}-H_{2}+i 0\right)^{-1},  \tag{11}\\
& E_{i}^{(0)}=E_{1 s}+E_{2 s}, \quad E_{f}^{(0)}=E_{p_{1}}+E_{p_{2}},
\end{align*}
$$

and $H_{1}$ and $H_{2}$ are the one-particle Coulomb Hamiltonians acting on the one-electron functions $\psi(i)$ :

$$
H_{i} \psi_{n} \ell(i)=E_{n \ell} \psi_{n \ell}(i), \quad H_{i} \psi_{p}(i)=E_{p} \psi_{p}(i) .
$$

Here the subscripts $n \ell$ refer to the discrete state, and the subscript $p$ refers to the state of the continuous spectrum. The energy $E_{f}^{(0)}$ in Eqs. (11) is written for the case in which both electrons are free in the final state. The normalized zeroth-approximation functions have the form

$$
\begin{align*}
& \Psi_{i}^{(0)}=\frac{1}{\sqrt{2}}\left\{\psi_{1 s}(1) \psi_{2 s}(2) \pm \psi_{1 s}(2) \psi_{2 s}(1)\right\},  \tag{12}\\
& \Psi_{f}^{(0)}=\frac{1}{\sqrt{2}}\left\{\psi_{p_{1}}(1) \psi_{p_{2}}(2) \pm \psi_{p_{1}}(2) \psi_{p_{2}}(1)\right\}, \tag{13}
\end{align*}
$$

where $p_{1}$ and $p_{2}$ are the ionized electron momenta, and the sign $+(-)$ refers to the singlet (triplet) state. Since the sym-


FIG. 2. Feynman amplitudes for double ionization in Compton scattering, taking into account electron-electron interaction in the initial (a) and final ( $\mathrm{a}^{\prime}$ ) states. A wavy line represents electron-electron interaction (exchange by a Coulomb photon). A line between two vertices with a large dot in the middle corresponds to the Coulomb Green's function. Energy, but not momentum, is conserved on this line.
metry of the system is fixed in the investigated process, the same sign-either plus or minus-is used in Eqs. (12) and (13).

Substituting Eqs. (10)-(13) into (9), we obtain

$$
\begin{align*}
M^{++}= & \left\{\left\langle\psi_{p_{1}} \psi_{p_{2}}\right| Q G_{c}\left(E_{i}\right) V_{12}+V_{12} G_{c}\left(E_{f}\right) Q\left|\psi_{1 s} \psi_{2 s}\right\rangle\right. \\
& \pm(1 s \leftrightarrow 2 s)\} \pm\left\{p_{1} \leftrightarrow p_{2}\right\} . \tag{14}
\end{align*}
$$

Here $G_{c}(E)=\left(E-H_{1}\right)^{-1}$ is the one-particle Coulomb Green's function with energy $E$,

$$
\begin{align*}
& E_{i}=E_{i}^{(0)}-E_{p_{2}}=-\frac{5}{4} I-E_{p_{2}}, \\
& E_{f}=E_{f}^{(0)}-E_{2 s}=\omega-I, \quad \omega=\omega_{1}-\omega_{2} . \tag{15}
\end{align*}
$$

Equation (15) takes into account the law of conservation of energy:

$$
\begin{equation*}
E_{p_{1}}+E_{p_{2}}=\omega+E_{1 s}+E_{2 s}=\omega-\frac{5}{4} I . \tag{16}
\end{equation*}
$$

The terms occurring in the amplitude expression (14) and containing the Green's function $G_{c}\left(E_{i}\right)$ take into account electron-electron interaction in the initial state, whereas terms containing $G_{c}\left(E_{f}\right)$ take into account the same interaction in the final state.

The first two terms in Eq. (14) are graphically represented in Fig. 2. The momenta are distributed on the lines for the case in which $\psi_{p_{1}}$ can be replaced by a plane wave.

It is a well-known fact ${ }^{10,11}$ that the energy of the absorbed photon in double photoionization (double photoeffect) is distributed extremely nonuniformly between electrons: one of the electrons carries away almost all the energy, while the other is a low-energy (slow) electron. In the double Compton effect the energy of the incident photon is shared by three particles (two electrons and a photon), so that both electrons in the final state can be slow. As in photoionization, however, the most probable situation is when one electron is slow, and the second acquires large energy in accordance with the laws of kinematics (4) for Compton scattering by a free electron. ${ }^{8}$ Consequently, the main contribution to the cross section is from two extreme ranges of the electron energy spectrum: $E_{p_{1}} \gtrdot E_{p_{2}}$ for the graphs in Figs. 2a and $2 \mathrm{a}^{\prime}$ and $E_{p_{2}} \gtrdot E_{p_{1}}$ for the same graphs with the momenta $p_{1}$ and $p_{2}$ transposed. In determining the total cross section it is
necessary to take into account the identity of the photoelectrons and to introduce a factor of $1 / 2$. However, it is sufficient consider only one extreme range, say $E_{p_{1}} \gtrdot E_{p_{2}}$, and not to divide the cross section by 2 .

Let us compare the amplitude contributions from the graphs in Figs. 2a and $2 a^{\prime}$. Inasmuch as these graphs differ only in their upper lines, we estimate the matrix elements involved in the vertex lines. The estimates are given for the case in which $p_{1} \gg \eta$ and, hence, $\left|\psi_{p_{1}}\right\rangle \approx\left|\mathbf{p}_{1}\right\rangle$. Omitting the common factor for both graphs from the operator $Q$, we obtain

$$
\begin{align*}
F_{a} & =\int\left\langle\mathbf{p}_{1}-\mathbf{k}\right| G_{c}\left(E_{i}\right)\left|\mathbf{f}_{1}\right\rangle\left\langle\mathbf{f}_{1}+\mathbf{f} \mid 1 s\right\rangle \frac{d \mathbf{f}_{1}}{(2 \pi)^{3}} \\
& \sim\langle\mathbf{q}| G_{c}\left(E_{i}\right)|1 s\rangle=\frac{\langle\mathbf{q} \mid 1 s\rangle}{E_{i}-E_{1 s}} \sim \frac{\langle\mathbf{q} \mid 1 s\rangle}{\eta \alpha Z},  \tag{17}\\
F_{a^{\prime}} & =\int\left\langle\mathbf{p}_{1}+\mathbf{f}\right| \frac{1}{E_{f}-H_{0}}\left|\mathbf{f}_{1}+\mathbf{k}\right\rangle\left\langle\mathbf{f}_{1} \mid 1 s\right\rangle \frac{d \mathbf{f}_{1}}{(2 \pi)^{3}} \\
& \sim \frac{\langle\mathbf{q} \mid 1 s\rangle}{E_{f}-E_{a^{\prime}}},  \tag{18}\\
E_{a^{\prime}} & =\frac{\left(\mathbf{p}_{1}+\mathbf{f}\right)^{2}}{2 m}, \quad H_{0}|\mathbf{f}\rangle=\frac{\mathbf{f}^{2}}{2 m}|\mathbf{f}\rangle .
\end{align*}
$$

In estimating the diagrams of Figs. 2 a and $2 \mathrm{a}^{\prime}$, we have assumed that $f \sim \eta$ (the integrals over $f$ are saturated for $f$ $\sim \eta)$. In Fig. 2 $\left(\mathrm{a}^{\prime}\right)$ the momentum of the intermediate electron is $p_{a^{\prime}} \simeq p_{1} \gtrdot \eta$, and the Coulomb Green's function in Eq. (18) is therefore replaced by the free Green's function. Using Eqs. (15) and (4) with $E_{p_{1}}$ in place of $E_{p}$, we obtain

$$
\begin{equation*}
E_{f}-E_{a^{\prime}} \simeq E_{p_{1}}-\left(E_{p_{1}}+\frac{1}{m} \mathbf{p}_{1} \mathbf{f}\right) \approx-\frac{1}{m} \mathbf{p}_{1} \mathbf{f} \sim \alpha Z \omega_{1} \tag{19}
\end{equation*}
$$

because $E_{f} \approx E_{p_{1}} \approx\left(\omega_{1}^{2} / m\right)(1-t)$ and $p_{1} \sim \omega_{1}$. Substituting Eq. (19) into (18), we have

$$
\begin{equation*}
F_{a^{\prime}} \sim \frac{\langle\mathbf{q} \mid 1 s\rangle}{\omega_{1} \alpha Z}, \quad \frac{F_{a^{\prime}}}{F_{a}} \sim \frac{\eta}{\omega_{1}} . \tag{20}
\end{equation*}
$$

If the one-electron final states are transposed $\left(p_{1} \leftrightarrow p_{2}\right)$, the energy $E_{f}(15)$ does not change, but the energy $E_{i}$ becomes large: $\left|E_{i}\right| \sim E_{p_{1}} \sim \omega \gtrdot I$. As a result, graphs with the lines $\psi_{p_{1}}$ and $\psi_{p_{2}}$ transposed have the same order of smallness as the graph in Fig. $2 \mathrm{a}^{\prime}$. All these graphs can be discarded in the investigated photon energy range ( $\eta \ll \omega_{1} \ll m$ ). The amplitude expression (14) then retains only two terms:

$$
\begin{align*}
M^{++}= & \left\langle\psi_{p_{1}} \psi_{p_{2}}\right| Q G_{c}\left(E_{i}\right) V_{12}\left|\psi_{1 s} \psi_{2 s}\right\rangle \\
& \pm(1 s \leftrightarrow 2 s)=M_{a} \pm M_{b}, \tag{21}
\end{align*}
$$

which correspond to the two Feynman diagrams in Fig. 3.


FIG. 3. Feynman diagrams showing the main contribution to the double Compton effect in the $2{ }^{1} S$ and $2{ }^{3} S$ states of heliumlike ions.

## 3. CALCULATION OF THE AMPLITUDE OF THE DOUBLE COMPTON EFFECT

Here we calculate the amplitude $M^{++}$. In momentum representation the electron-electron interaction operator $V_{12}$ corresponds to the photon propagator $D(\mathbf{f})$, which is equal to

$$
\begin{equation*}
D(\mathbf{f})=\frac{4 \pi \alpha}{f^{2}} \tag{22}
\end{equation*}
$$

In the amplitude expression we remove the factor $4 \pi \alpha$ from the photon propagator (22), and the factor $2 \pi \alpha\left(\omega_{1} \omega_{2}\right)^{-1 / 2} \mathbf{e}_{2}^{*} \mathbf{e}_{1} / m$ from the operator $Q$ (3), inserting them into the expression for the cross section. The two extreme ranges provide identical contributions to the cross section; hence, we need consider only one of them, say the one in which $p_{1} \sim \omega_{1} \gtrdot \eta$ and $p_{2} \ll p_{1}$. Using a plane wave as the fast-electron wave function $\psi_{p_{1}}$, we obtain

$$
\begin{align*}
& M_{a}=\int \frac{d \mathbf{f}}{(2 \pi)^{3}} \frac{1}{f^{2}} F_{1}\left(\mathbf{p}_{1}, \mathbf{f}\right) F_{2}\left(\mathbf{p}_{2}, \mathbf{f}\right),  \tag{23}\\
& F_{1}\left(\mathbf{p}_{1}, \mathbf{f}\right)= \int \frac{d \mathbf{f}_{1}}{(2 \pi)^{3}}\langle\mathbf{q}| G_{c}\left|\mathbf{f}_{1}\right\rangle\left\langle\mathbf{f}_{1}+\mathbf{f} \mid 1 s\right\rangle=N_{1}\left(-\frac{\partial}{\partial \eta_{1}}\right) \\
& \times\langle\mathbf{q}| G_{c} V_{i \eta_{1}}|-\mathbf{f}\rangle,  \tag{24}\\
& \mathbf{q}=\mathbf{p}_{1}+\mathbf{k}_{2}-\mathbf{k}_{1}, \quad \eta_{1}=\eta=m \alpha Z, \quad N_{1}^{2}=\eta^{3} / \pi, \\
& F_{2}\left(\mathbf{p}_{2}, \mathbf{f}\right)= \int \frac{d \mathbf{f}_{2}}{(2 \pi)^{3}}\left\langle\psi_{p_{2}} \mid \mathbf{f}_{2}\right\rangle\left\langle\mathbf{f}_{2}-\mathbf{f} \mid 2 s\right\rangle N_{2} \Gamma_{\eta_{2}}\left(-\frac{\partial}{\partial \eta_{2}}\right) \\
& \times\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}|\mathbf{f}\rangle,  \tag{25}\\
& \Gamma_{\eta_{2}}=1+\frac{\eta}{2} \frac{\partial}{\partial \eta_{2}}, \quad \eta_{2}=\frac{\eta}{2}, \quad N_{2}^{2}=\frac{\eta_{2}^{3}}{\pi}, \\
&\left\langle\mathbf{f}^{\prime}\right| V_{i \lambda}|\mathbf{f}\rangle= \frac{4 \pi}{\left(\mathbf{f}^{\prime}-\mathbf{f}\right)^{2}+\lambda^{2}} . \tag{26}
\end{align*}
$$

The calculations require the wave functions of $1 s$ and $2 s$ states in momentum representation, which we borrow from Ref. 12. The energy $E$ of an electron in the intermediate state (energy of the Green's function $G_{c}$ ) is identical for the diagrams in Figs. 3a and 3b and coincide with the energy $E_{i}$ (15):

$$
\begin{equation*}
E=-\left(\frac{5}{4}+\varepsilon_{2}\right) I, \quad \varepsilon_{2}=\frac{E_{p_{2}}}{I}=\frac{p_{2}^{2}}{\eta^{2}} . \tag{27}
\end{equation*}
$$

Substituting Eqs. (24) and (25) into (23), we write $M_{a}$ in the form

$$
\begin{align*}
M_{a}= & \left\langle\psi_{a}\right| G_{c}|\mathbf{q}\rangle  \tag{28}\\
\left\langle\psi_{a}\right|= & N_{1} N_{2} \Gamma_{\eta_{2}} \frac{\partial^{2}}{\partial \eta_{2} \partial \eta_{1}} \\
& \times \int \frac{d \mathbf{f}}{(2 \pi)^{3}} \frac{1}{f^{2}}\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}|\mathbf{f}\rangle\langle-\mathbf{f}| V_{i \eta_{1}} . \tag{29}
\end{align*}
$$

An analogous calculation of the diagram in Fig. 3b gives

$$
\begin{align*}
M_{b}= & \left\langle\psi_{b}\right| G_{c}|\mathbf{q}\rangle \\
\left\langle\psi_{b}\right|= & N_{1} N_{2} \Gamma_{\eta_{2}} \frac{\partial^{2}}{\partial \eta_{2} \partial \eta_{1}} \int \frac{d \mathbf{f}}{(2 \pi)^{3}} \frac{1}{f^{2}} \\
& \times\left\langle\psi_{p_{2}}\right| V_{i \eta_{1}}|\mathbf{f}\rangle\langle-\mathbf{f}| V_{i \eta_{2}} . \tag{31}
\end{align*}
$$

Combining Eqs. (28) and (30), we find the total amplitude $M^{++}$(21):

$$
\begin{equation*}
M^{++}=\langle\psi| G_{c}|\mathbf{q}\rangle, \quad \psi=\psi_{a} \pm \psi_{b} . \tag{32}
\end{equation*}
$$

The sign $+(-)$ is chosen for the singlet (triplet) state.

## 4. CROSS SECTION OF THE DOUBLE COMPTON EFFECT

The cross section of the double Compton effect, averaged and summed over the photon polarizations, is equal to

$$
\begin{align*}
& d \sigma_{C}^{++}=\frac{(4 \pi \alpha)^{4}}{8 m^{2}}\left(1+t^{2}\right)\left|M^{++}\right|^{2} d \Gamma, \quad t=\cos \theta,  \tag{33}\\
& d \Gamma=\frac{d \mathbf{p}_{1} d \mathbf{p}_{2} d \mathbf{k}_{2}}{\omega_{1} \omega_{2}(2 \pi)^{8}} \delta\left(E_{p_{1}}+E_{p_{2}}+\omega_{2}-\omega_{1}-E_{1 s}-E_{2 s}\right) \tag{34}
\end{align*}
$$

If $G_{c}$ is replaced by the free Green's function in Eq. (32), we can readily show that $\left|M^{++}\right|^{2} \sim\left(q^{2}+\eta^{2}\right)^{-4}$ and, hence, the cross section is governed by the range of low transferred momenta $q \leqq \eta$. Replacing $d \mathbf{p}_{1}$ by $d \mathbf{q}$ and integrating over $\omega_{2}$, we obtain an equation for the phase volume $d \Gamma$ in the nonrelativistic domain: ${ }^{8}$

$$
\begin{equation*}
d \Gamma=\frac{d \mathbf{q} d \mathbf{p}_{2}}{(2 \pi)^{8}} d \Omega_{k_{2}} . \tag{35}
\end{equation*}
$$

Extending the integral over $\mathbf{q}$ to all space (this operation is permissible, because the contribution of large momenta $q$ to the integral is small), we find

$$
\begin{equation*}
S\left(p_{2}\right)=\int \frac{d \mathbf{q}}{(2 \pi)^{3}}\left|M^{++}\right|^{2}=\langle\psi| G_{c}^{2}|\psi\rangle=\sum_{N} \frac{|\langle\psi \mid N\rangle|^{2}}{\left(E-E_{N}\right)^{2}} . \tag{36}
\end{equation*}
$$

The summation in Eq. (36) is carried out over all oneelectron Coulomb states of the discrete and continuous spectra, the number $N$ replaces the set of quantum numbers, and the energy $E$ is determined in Eq. (27).

Integrating over the photon emission angle, we obtain

$$
\begin{equation*}
d \sigma_{C}^{++}=\frac{\alpha^{2}}{\pi} \sigma_{C}^{+} S\left(p_{2}\right) d \mathbf{p}_{2}, \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{C}^{+}=2 \sigma_{T}, \quad \sigma_{T}=\frac{8}{3} \pi r_{e}^{2}, \quad r_{e}=\frac{\alpha}{m} . \tag{38}
\end{equation*}
$$

Here $\sigma_{T}$ is the Thomson cross section of photon scattering by a free electron, $\sigma_{C}^{+}$is the single ionization cross section for the scattering of a photon by a two-electron atom (ion).

The exact calculation of $S\left(p_{2}\right)$ poses a difficult problem. It can be simplified considerably on the basis of two essential considerations. First, as will be shown below, the differential cross section decreases rapidly as the slow-electron energy $\varepsilon_{2}$ increases. The total cross section of the process is determined by the range of low energies $\varepsilon_{2}<1$, and for its determination it is sufficient to calculate $S\left(p_{2}\right)$ in this range. Second, the contribution of the lowest state $(N=1)$ in Eq. (36) for small $\varepsilon_{2}$ is substantially greater than the contribution from all other states. Within acceptable error limits Eq. (36) can be restricted to the first term of the sum, i.e., we can set

$$
\begin{equation*}
S\left(p_{2}\right) \simeq \frac{\left|\left\langle\psi_{a} \pm \psi_{b} \mid 1 s\right\rangle\right|^{2}}{\left(E-E_{1 s}\right)^{2}} \tag{39}
\end{equation*}
$$

Using the expression

$$
\begin{equation*}
|1 s\rangle=N_{1}\left(-\frac{\partial}{\partial \eta}\right) V_{i \eta}|0\rangle \tag{40}
\end{equation*}
$$

for the vector state $|1 s\rangle$ and invoking the readily verifiable identity

$$
\begin{equation*}
-\frac{\partial}{\partial \eta} V_{i \eta} V_{i \lambda}=-\frac{\partial}{\partial \eta} V_{i \lambda} V_{i \eta}=V_{i(\lambda+\eta)} \tag{41}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\left\langle\psi_{a} \mid 1 s\right\rangle= & N_{1}^{2} N_{2} \Gamma_{\eta_{2}}\left(-\frac{\partial}{\partial \nu}\right) \frac{1}{\nu^{2}}\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}-V_{i\left(\eta_{2}+\nu\right)}|0\rangle  \tag{42}\\
\left\langle\psi_{b} \mid 1 s\right\rangle= & N_{1}^{2} N_{2} \Gamma_{\eta_{2}}\left(-\frac{\partial}{\partial \eta_{2}}\right) \frac{1}{\left(\eta_{2}+\eta\right)^{2}}\left\langle\psi_{p_{2}}\right| V_{i \eta_{1}} \\
& -V_{i\left(\eta_{2}+\nu\right)}|0\rangle \tag{43}
\end{align*}
$$

where $\nu=2 \eta$, and $|0\rangle$ is the zero-momentum plane wave state. The matrix element in Eqs. (42) and (43) with a Coulomb wave function of the continuous spectrum has been calculated previously: ${ }^{13,14}$

$$
\begin{align*}
& \left\langle\psi_{p_{2}}\right| V_{i \lambda}|0\rangle=4 \pi N_{p_{2}} \frac{\left(\lambda+i p_{2}\right)^{i \xi_{2}-1}}{\left(\lambda-i p_{2}\right)^{i \xi_{2}+1}}, \\
& N_{p_{2}} \approx \sqrt{2 \pi \xi_{2}}, \quad \xi_{2}=\frac{\eta}{p_{2}} \tag{44}
\end{align*}
$$

Substituting Eq. (44) into (42) and (43) and performing the differentiation operations, we arrive at the expressions

$$
\begin{align*}
\left\langle\psi_{a} \mid 1 s\right\rangle= & \frac{N_{p_{2}} N_{2}}{\eta^{2}}\left\{\varphi\left(\frac{1}{2}, 1\right)-\varphi(a, 1)+\frac{1}{2} \varphi\left(\frac{1}{2}, 2\right)\right. \\
& \left.-\frac{5}{2} \varphi(a, 2)+12 \varphi(a, 3)\right\}, \tag{45}
\end{align*}
$$



FIG. 4. Energy distributions of slow electrons ( $\beta_{C}=Z^{2} d \sigma_{C}^{++} / d \varepsilon_{2} \sigma_{C}^{+}$) in the double Compton effect in the $2{ }^{1} S\left(\beta_{C}^{s}\right)$ and $2{ }^{3} S\left(\beta_{C}^{t}\right)$ states of heliumlike ions.

$$
\begin{align*}
& \left\langle\psi_{b} \mid 1 s\right\rangle=\frac{N_{p_{2}} N_{2}}{\eta^{2}} \frac{64}{3} \varphi(a, 3), \quad a=\frac{5}{2},  \tag{46}\\
& \varphi(q, k)=\left(q^{2}+\varepsilon_{2}\right)^{-k} \exp \left(-\frac{2}{\sqrt{\varepsilon_{2}}} \arctan \frac{\sqrt{\varepsilon_{2}}}{q}\right) . \tag{47}
\end{align*}
$$

Inasmuch as the matrix elements (45) and (46) and, hence, $S\left(p_{2}\right)$ do not depend on the angles, slow electrons are emitted isotropically (the angular distribution of fast electrons is analogous to the angular distribution of electrons in the ordinary Compton effect). Replacing $d \Omega_{p_{2}}$ by $4 \pi$ and transforming from $d \mathbf{p}_{2}$ to $d \varepsilon_{2}$, we obtain

$$
\begin{equation*}
N_{p_{2}}^{2} d \mathbf{p}_{2}=(2 \pi)^{2} \eta^{3} d \varepsilon_{2} \tag{48}
\end{equation*}
$$

Substituting Eqs. (45) and (46) into (39), substituting Eq. (39) into (37), and taking Eq. (48) into account, we find the energy distribution of slow electrons in the ionization of singlet ( $s$ ) and triplet ( $t$ ) states of heliumlike ions:

$$
\begin{align*}
& \frac{d \sigma_{C}^{++} / d \varepsilon_{2}}{\sigma_{C}^{+}}=\frac{\beta_{C}^{s, t}\left(\varepsilon_{2}\right)}{Z^{2}}, \quad \beta_{C}^{s, t}\left(\varepsilon_{2}\right)=2\left(\frac{\phi^{s, t}\left(\varepsilon_{2}\right)}{1 / 4+\varepsilon_{2}}\right)^{2},  \tag{49}\\
& \phi^{s, t}\left(\varepsilon_{2}\right)=
\end{aligned} \begin{aligned}
&\left(\frac{1}{2}, 1\right)-\varphi(a, 1) \\
&+\frac{1}{2} \varphi\left(\frac{1}{2}, 2\right)-\frac{5}{2} \varphi(a, 2)+A^{s, t} \varphi(a, 3),  \tag{50}\\
& A^{s}=\frac{100}{3}, \quad A^{t}=-\frac{28}{3} . \tag{51}
\end{align*}
$$

The functions $\beta_{C}^{s, t}\left(\varepsilon_{2}\right)$ are plotted in Fig. 4.
As $\varepsilon_{2}$ increases from 0 to 1 , the values of $\beta_{C}$ decrease more than a hundredfold. In the singlet state both electrons can reside at a single point in space, but this situation is impossible in the triplet state. On the average, the distances between electrons in the singlet state are shorter, and the interaction between them is stronger, than in the triplet state. Consequently, the values of $\beta_{C}^{s}$ are higher than those of $\beta_{C}^{t}$
for all $\varepsilon_{2}$. As $\varepsilon_{2}$ increases, $\beta_{C}^{t}$ decreases much more rapidly than $\beta_{C}^{s}$, because the role of short distances increases as the transferred energy $\left(\varepsilon_{2}\right)$ increases.

The values of $\beta_{C}$ for $\varepsilon_{2}=0$ will be required below. Their exact values are

$$
\begin{equation*}
\beta_{C}^{s}(0)=1.0424, \quad \beta_{C}^{t}(0)=0.3327 \tag{52}
\end{equation*}
$$

Evaluating the integral of (49) over $\varepsilon_{2}$, we obtain the ratio of the total cross sections of double and single ionization in Compton scattering:

$$
\begin{equation*}
R_{C}=\frac{\sigma_{C}^{++}}{\sigma_{C}^{+}}=\frac{B_{C}^{s, t}}{Z^{2}}, \quad B_{C}^{s}=0.132, \quad B_{C}^{t}=0.033 \tag{53}
\end{equation*}
$$

For scattering in the ground state of a two-electron atom we have $R_{C}=0.048 / Z^{2}$ (Refs. 8 and 15), which is equal to $1.2 \%$ for $Z=2$. The recent experimental value of the given quantity for a helium atom, measured at $\omega=97.8 \mathrm{keV}$, is equal to ( $0.98 \pm 0.09$ ) \% (Ref. 16).

## 5. EXCITATION IONIZATION IN COMPTON SCATTERING

Like double ionization, excitation ionization into states with $n>2$ is a two-electron process and in the case of Compton scattering is determined entirely by electron-electron interaction. The amplitude $M^{+*}$ of this process can be represented by Feynman diagrams (Fig. 3), except that now the slow-electron wave function $\psi_{p_{2}}$ must be replaced by the bound-state wave function $\psi_{n \ell m}$. Making use of the relation ${ }^{14}$

$$
\begin{align*}
& \left\langle\psi_{n \ell m}\right| V_{i \lambda}|0\rangle=4 \pi N_{n} \frac{\left(\lambda-\eta_{n}\right)^{n-1}}{\left(\lambda+\eta_{n}\right)^{n+1}} \delta_{<0} \delta_{m 0}, \\
& N_{n}^{2}=\frac{\eta_{n}^{3}}{\pi}, \quad \eta_{n}=\frac{\eta}{n} \tag{54}
\end{align*}
$$

and comparing Eq. (54) with (44), we infer that the amplitude $M^{+*}$ is obtained from the amplitude $M^{++}$by the substitutions $N_{p_{2}} \rightarrow N_{n}$ and $p_{2} \rightarrow i \eta_{n}$. The equation for the ionization excitation cross section then follows from Eq. (37) if the factor $d \mathbf{p}_{2} /(2 \pi)^{3}$ is discarded, and $S\left(p_{2}\right)$ is replaced by

$$
\begin{equation*}
S^{\prime}(n)=\left.\frac{N_{n}^{2}}{N_{p_{2}}^{2}} S\left(p_{2}\right)\right|_{p_{2} \rightarrow i \eta_{n}} \tag{55}
\end{equation*}
$$

This cross section has the form

$$
\begin{align*}
& \frac{\sigma_{C}^{+*}(n)}{\sigma_{C}^{+}}=8 \pi^{2} \alpha^{2} S^{\prime}(n)=\frac{Q_{C}^{s, t}(n)}{Z^{2}}  \tag{56}\\
& Q_{C}^{s, t}(n)=\frac{2}{n^{3}} \beta_{C}^{s, t}\left(\varepsilon_{2} \rightarrow-n^{-2}\right)=\frac{4}{n^{3}}\left(\frac{\phi_{n}^{s, t}}{2^{-2}-n^{-2}}\right)^{2} \tag{57}
\end{align*}
$$

The function $\phi_{n}^{s, t}$ is given by Eq. (50), in which it is now required to make the substitution

$$
\begin{equation*}
\varphi(q, k) \rightarrow \varphi_{n}(q, k)=\frac{\left(q-n^{-1}\right)^{n-k}}{\left(q+n^{-1}\right)^{n+k}} \tag{58}
\end{equation*}
$$

The values of $Q_{C}^{s, t}$ for various $n$ are given in Table I. It is

TABLE I. Values of $Q_{C}^{s, t}$ for various $n$.

| $n$ | $Q_{C}^{s}(n)$ | $Q_{C}^{t}(n)$ | $n$ | $Q_{C}^{s}(n)$ | $Q_{C}^{t}(n)$ |
| :--- | :--- | :--- | ---: | :---: | :---: |
| 3 | 0.3953 | 0.1602 | 8 | $4.889(-3)$ | $1.608(-3)$ |
| 4 | 0.0731 | 0.0265 | 9 | $3.301(-3)$ | $1.079(-3)$ |
| 5 | $2.728(-2)^{*}$ | $0.943(-2)$ | 10 | $2.341(-3)$ | $0.762(-3)$ |
| 6 | $1.347(-2)$ | $0.454(-2)$ | 20 | $2.681(-4)$ | $0.860(-4)$ |
| 7 | $7.736(-3)$ | $2.569(-3)$ | 100 | $2.087(-6)$ | $0.666(-6)$ |

$* A(-n) \equiv A \cdot 10^{-n}$.
evident from Eq. (54) that only $s$ states are excited under the stated assumptions. The probability of excitation of states with a different angular momentum is substantially lower. It can be determined by including higher-order terms of the expansion in Eq. (36).

It follows from Eq. (57) that the following approximate equality holds for large $n$ :

$$
\begin{equation*}
Q_{C}^{s, t}(n \gg 1) \simeq \frac{2}{n^{3}} \beta_{C}^{s, t}(0) \tag{59}
\end{equation*}
$$

Substituting the values (52) into this equation, for $n=10$ and $n=100$ we obtain

$$
\begin{aligned}
& Q_{C}^{s}(10) \simeq 2.085 \cdot 10^{-3}, \quad Q_{C}^{t}(10) \simeq 0.665 \cdot 10^{-3} \\
& Q_{C}^{s}(100) \simeq 2.085 \cdot 10^{-6}, \quad Q_{C}^{t}(100) \simeq 0.665 \cdot 10^{-6}
\end{aligned}
$$

Comparing these numbers with tabulated values, we note that the discrepancies are approximately $10 \%$ for $n=10$, whereas far better agreement is obtained for $n=100$.

The authors are indebted to M. Ya. Amus'ya for suggesting the topic of the paper.

## APPENDIX

Here we obtain numerical estimates of the discarded terms in Eq. (39). The exact value of $S\left(p_{2}\right)$ (36) differs from the approximate value (39) by the amount

$$
\begin{equation*}
\Delta S=\sum_{N=2}^{\infty} \frac{\langle\psi \mid N\rangle\langle N \mid \psi\rangle}{\left(E-E_{N}\right)^{2}} \approx \frac{1}{E^{2}}\left(\langle\psi \mid \psi\rangle-\langle\psi \mid 1 s\rangle^{2}\right) \tag{A1}
\end{equation*}
$$

Since $E=-I\left(5 / 4+\varepsilon_{2}\right)$ and $E_{N}=-I / N^{2}$ (or $E_{N}=E_{p}>0$ ), when $\left(E-E_{N}\right)^{2}$ is replaced by $E^{2}$, the contribution of the discrete spectrum to $\Delta S$ decreases slightly, and the contribution of the continuous spectrum increases. As a result, the approximate estimate (A1) is a little too high; in its derivation we have invoked the completeness condition

$$
\sum_{N=1}^{\infty}|N\rangle\langle N|=1
$$

Taking Eq. (32) into account, we have

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=\left\langle\psi_{a} \mid \psi_{a}\right\rangle+\left\langle\psi_{b} \mid \psi_{b}\right\rangle \pm 2\left\langle\psi_{a} \mid \psi_{b}\right\rangle . \tag{A2}
\end{equation*}
$$

Making use of Eq. (29), we obtain

$$
\begin{align*}
&\left\langle\psi_{a} \mid \psi_{a}\right\rangle= N^{2} D D^{\prime} \int \frac{d \mathbf{f} d \mathbf{f}^{\prime}}{(2 \pi)^{6}} \frac{1}{f^{2}} \\
& \times\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}|\mathbf{f}\rangle \frac{8 \pi \nu}{\left[\left(\mathbf{f}-\mathbf{f}^{\prime}\right)^{2}+\nu^{2}\right]^{2}} \\
& \times\left\langle\mathbf{f}^{\prime}\right| V_{i \eta_{2}^{\prime}}\left|\psi_{p_{2}}\right\rangle \frac{1}{f^{\prime 2}}, \\
& N=N_{1} N_{2}, \quad D=\Gamma_{\eta_{2}} \frac{\partial}{\partial \eta_{2}}, \quad D^{\prime}=\Gamma_{\eta_{2}^{\prime}} \frac{\partial}{\partial \eta_{2}^{\prime}}, \quad \nu=2 \eta . \tag{A3}
\end{align*}
$$

The calculation of (A3) is greatly facilitated by making the substitution $\left[\left(\mathbf{f}-\mathbf{f}^{\prime}\right)^{2}+\nu^{2}\right]^{2} \rightarrow\left(f^{2}+\nu^{2}\right)\left(f^{\prime 2}+\nu^{2}\right)$. As a result, the integrals are uncoupled, and the ensuing calculations become elementary:

$$
\begin{align*}
\left\langle\psi_{a} \mid \psi_{a}\right\rangle \approx & \frac{N^{2} \nu}{2 \pi}\left(D \int \frac{d \mathbf{f}}{(2 \pi)^{3}}\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}|\mathbf{f}\rangle \frac{1}{f^{2}}\langle\mathbf{f}| V_{i \nu}|0\rangle\right)^{2} \\
= & \frac{N^{2}}{2 \pi \nu^{3}}\left(\Gamma_{\eta_{2}}\left\langle\psi_{p_{2}}\right| V_{i \eta_{2}}-V_{i\left(\eta_{2}+\nu\right)}|0\rangle\right)^{2} \\
= & \frac{1}{4 p_{2}}\left[\varphi\left(\frac{1}{2}, 1\right)-\varphi\left(\frac{5}{2}, 1\right)+\frac{1}{2} \varphi\left(\frac{1}{2}, 2\right)\right. \\
& \left.+\frac{3}{2} \varphi\left(\frac{5}{2}, 2\right)\right]^{2} . \tag{A4}
\end{align*}
$$

An analysis has shown (see also Ref. 8) that the indicated substitution yields an insignificant overestimation of the matrix element (A3).

The other matrix elements on the right hand side of Eq. (A2) are calculated analogously. The final expressions for them are as follows:

$$
\begin{align*}
&\left\langle\psi_{b} \mid \psi_{b}\right\rangle= \frac{2}{p_{2}}\left\{F^{2}-F[\varphi(2,2)+6 \varphi(2,3)]+2 \varphi^{2}(2,2)\right\}, \\
& F=\varphi(1,1)-\varphi(2,1),  \tag{A5}\\
&\left\langle\psi_{a} \mid \psi_{b}\right\rangle= \frac{8}{9 p_{2}}\left\{\left[\varphi(1,1)-\varphi\left(\frac{5}{2}, 1\right)\right][\varphi(2,2)\right. \\
&-2 \varphi(2,3)]+\varphi\left(\frac{5}{2}, 2\right)\left[\varphi\left(\frac{1}{2}, 1\right)-\varphi(2,1)\right. \\
&\left.\left.+\frac{1}{2} \varphi\left(\frac{1}{2}, 2\right)+\varphi(2,2)\right]\right\} . \tag{A6}
\end{align*}
$$

We denote by $S_{1}$ the approximate value of (39) for $S\left(p_{2}\right)$. Using Eqs. (A4)-(A6) and (45)-(47), we obtain

$$
\begin{equation*}
\left.\frac{\Delta S}{S_{1}}\right|_{\varepsilon_{2}=0}<2 \%,\left.\quad \frac{\Delta S}{S_{1}}\right|_{\varepsilon_{2}=1 / 4}<8 \%,\left.\quad \frac{\Delta S}{S_{1}}\right|_{\varepsilon_{2}=3 / 4}<25 \% \tag{A7}
\end{equation*}
$$

The relative contribution of the terms discarded in Eq. (39) increases as $\varepsilon_{2}$ increases, but the absolute values of $S_{1}$ and $\Delta S$ decrease rapidly as $\varepsilon_{2}$ increases. For example, for $\varepsilon_{2}$ $=1 / 4$ the quantities $S_{1}$ and $\Delta S$ are an order of magnitude smaller, and for $\varepsilon_{2}=3 / 4$ they are two orders of magnitude smaller than the corresponding quantities for $\varepsilon_{2}=0$. Consequently, the replacement of the infinite sum (36) by its single term (39) introduces an error of $10 \%$ or less in the total cross section (53).
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# Radiative transition mechanisms in metal clusters 
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Experimental data on the absorption of radiation by cold lithium, potassium, and silver clusters and on the emission of radiation by hot niobium and tungsten clusters are analyzed within the scope of two interpretive schemes of radiative transitions in clusters. The first scheme comprises plasmon model of light absorption by valence electrons of metal clusters. The second scheme treats radiative transitions in metal clusters as transitions of valence electrons interacting with surrounding electrons and atomic cores. The experimental data exhibit better agreement with the second interpretation. © 1999 American Institute of Physics. [S1063-7761(99)00212-7]

## 1. INTRODUCTION

The investigation of radiative transitions involving metal clusters can lend insight into the character of the interaction of electromagnetic waves with atomic systems. In this papers we analyze the mechanism of radiative processes involving clusters on the basis of experimental data. The latter have been obtained, for the most part, by two experimental methods. The first method is based on the concept of photoinduced dissociation, ${ }^{1}$ whereby the absorption of a photon causes the cluster to decay and, hence, change its mass. The absorption cross section of a cluster ion is deduced from an analysis of the mass spectrum of its absorption products as a function of the intensity of the incident laser radiation. The absorption cross sections for a number of metal clusters in the visible and ultraviolet regions of the spectrum have been measured on the basis of this method. ${ }^{2-7}$

The second method is based on measurement of the spectral power of radiation from hot clusters. ${ }^{8,9}$ The measured wavelength distribution of the radiation power for clusters of certain sizes can be used determine the radiative temperature of the clusters during their relaxation after excitation by laser radiation or as a result of oxidation. Moreover, various spectroscopic measurements provide additional information about individual aspects of radiative processes involving clusters, ${ }^{10-13}$ and the details of these processes can be learned from theoretical studies. ${ }^{14-20}$ The objective of the present study is to summarize the data on radiative processes involving clusters and to choose a simple concept to describe such processes.

## 2. TWO INTERPRETATIONS OF ABSORPTION BY METAL CLUSTERS

Regarding a metal cluster as a system of bound atoms, we portray a radiative transition in this system as the result of transition of valence electrons. Choosing different bases for the interaction of valence electrons, we can propose two
schemes characterizing the process of absorption by a cluster. In the first scheme interaction between valence electrons is more significant than their interaction with atomic cores, so that radiative transitions are an aftermath of interaction of the radiation field with collective degrees of freedom of the system, which in the given situation are plasmon oscillations of the electronic subsystem. This fact imparts a bell-shaped profile to the absorption spectrum.

In the second case, when the main part of the interaction takes place between valence electrons and their atomic cores, radiative transitions are similar to those occurring in solitary atoms, so that the absorption spectrum consists of individual lines broadened by interaction involving neighboring atoms. The number of broadened lines or bands in the absorption spectrum of metal clusters decreases as the temperature increases (see, e.g., the experiment of Haberland et al. ${ }^{12}$ for sodium clusters), and the explanation of this behavior in the given scheme entails an attendant increase in the number of new cluster atomic configurations, which create the absorption spectrum. Our goal here is to decide which is the more appropriate interpretation for radiative transitions in a cluster from the standpoint of experimental data.

We note that the absorption spectrum of sodium clusters includes several broadened resonances, ${ }^{6}$ lending preference to the second interpretation of interaction of the radiation field with clusters in application to sodium clusters and silver $\mathrm{Ag}_{11}$ and $\mathrm{Ag}_{15}$ clusters. ${ }^{2}$ For lithium, potassium, and silver $\mathrm{Ag}_{9}$ and $\mathrm{Ag}_{21}$ clusters the absorption spectrum is bellshaped, consistent with either interpretation. Consequently, further analysis of these cases will be needed before we can choose the most suitable mechanism of interaction between a radiation field and clusters in the sense of achieving the best fit with measurement data. Such an analysis follows.

## 3. CLUSTER ABSORPTION CROSS SECTION

Initially we treat absorption by a large cluster as by a macroscopic particle, using the liquid-drop model for the

TABLE I. Parameters of the absorption cross section for metal clusters.

| Cluster | $\hbar \omega_{0}, \mathrm{eV}$ | $\Gamma, \mathrm{eV}$ | $\sigma_{\text {max }} / n, \AA^{2}$ | $\omega_{0} \sqrt{3} / \omega_{p}$ | $\xi$ | $f$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Li}_{139}^{+}$ | 2.92 | 0.90 | 4.5 | 0.64 | 2.8 | 0.58 |
| $\mathrm{Li}_{270}^{+}$ | 3.06 | 1.15 | 4.4 | 0.68 | 3.2 | 0.73 |
| $\mathrm{Li}_{440}^{+}$ | 3.17 | 1.32 | 6.4 | 0.70 | 4.9 | 1.20 |
| $\mathrm{Li}_{820}^{+}$ | 3.21 | 1.10 | 5.4 | 0.71 | 3.3 | 0.85 |
| $\mathrm{Li}_{1500}^{+}$ | 3.25 | 1.15 | 5.5 | 0.72 | 3.5 | 0.91 |
| $\mathrm{Li}_{n}$ (average) | $3.1 \pm 0.1$ | $1.10 \pm 0.12$ | $5.2 \pm 0.8$ | $0.69 \pm 0.03$ | $3.5 \pm 0.8$ | $0.85 \pm 0.23$ |
| $\mathrm{~K}_{9}^{+}$ | 1.93 | 0.22 | 2.9 | 0.79 | 2.9 | 0.91 |
| $\mathrm{~K}_{21}^{+}$ | 1.98 | 0.16 | 4.2 | 0.81 | 2.9 | 0.96 |
| $\mathrm{~K}_{500}^{+}$ | 2.03 | 0.28 | 3.5 | 0.84 | 4.0 | 1.40 |
| $\mathrm{~K}_{900}^{+}$ | 2.05 | 0.40 | 2.8 | 0.84 | 4.5 | 1.59 |
| $\mathrm{~K}_{n}^{+}$(average) | $2.00 \pm 0.05$ | $0.26 \pm 0.10$ | $3.4 \pm 0.6$ | $0.82 \pm 0.02$ | $3.6 \pm 0.8$ | $1.2 \pm 0.3$ |
| $\mathrm{Ag}_{9}^{+}$ | 4.02 | 0.62 | 1.0 | 0.82 | 2.6 | 0.87 |
| $\mathrm{Ag}_{21}^{+}$ | 3.82 | 0.56 | 0.9 | 0.78 | 2.1 | 0.64 |
| $\mathrm{Ag}_{n}$ (average) | $3.9 \pm 0.1$ | $0.59 \pm 0.03$ | $0.9 \pm 0.1$ | $0.80 \pm 0.02$ | $2.4 \pm 0.2$ | $0.75 \pm 0.16$ |

cluster; in this model the cluster is a spherical particle of radius $r$, which is small in comparison with the radiation wavelength $\lambda$ :

$$
\begin{equation*}
\lambda \gg r . \tag{1}
\end{equation*}
$$

In this model the density $\rho$ of the given particle is assumed to be the same as in a condensed macroscopic system, so that the number of atoms in the cluster $n$ is related to its radius $r$ by the equation

$$
\begin{equation*}
n=\left(\frac{r}{r_{\mathrm{WS}}}\right)^{3}, \quad r_{\mathrm{WS}}=\left(\frac{3 m}{4 \pi \rho}\right)^{1 / 3} \tag{2}
\end{equation*}
$$

Here $r_{\mathrm{WS}}$ is the Wigner-Seitz radius, $m$ is the mass of a single atom, and $\rho$ is the density of the macroscopic system; this relation shows that the investigated cluster can be extracted from the condensed macroscopic system.

The absorption cross section for the spherical macroscopic particle is expressed in terms of the dielectric permittivity of the particle material $\varepsilon(\omega)=\varepsilon^{\prime}(\omega)+i \varepsilon^{\prime \prime}(\omega)$ by the equation ${ }^{21}$

$$
\begin{equation*}
\sigma_{\mathrm{abs}}(\omega)=\frac{12 \pi \omega}{c} \frac{\varepsilon^{\prime \prime}}{\left(\varepsilon^{\prime}+2\right)^{2}+\varepsilon^{\prime \prime 2}} r^{3}=\frac{12 \pi \omega}{c} r^{3} g(\omega) \tag{3}
\end{equation*}
$$

It follows from this equation that the absorption cross section $\sigma_{\text {abs }}$ is of the order of $(r / \lambda) r^{2}$, i.e., is small in comparison with the transverse cross section of the particle $\pi r^{2}$. Moreover, this quantity is proportional to the cluster volume $r^{3}$ or to the number of atoms in the cluster $n$.

For metal particles interacting with a radiation field we use the Drude-Sommerfeld theory, ${ }^{22,23}$ which postulates that metal electrons are similar to a gas of free electrons, so that the permittivity of this electron gas is equal to

$$
\begin{equation*}
\varepsilon(\omega)=1-\omega_{p}^{2} / \omega^{2} \tag{4}
\end{equation*}
$$

Here $\omega_{p}=\left(4 \pi N_{e} e^{2} / m_{e}\right)^{1 / 2}$ is the frequency of plasma-or Langmuir-waves; accordingly, $N_{e}$ is the density of electrons, $e$ is the electron charge, and $m_{e}$ is the electron mass. The damping of plasma waves is characterized by the imaginary part $\varepsilon^{\prime \prime}$ of the permittivity. The condition $\varepsilon^{\prime \prime} \ll 1$ in conjunction with Eq. (4) transforms Eq. (3) as follows in the vicinity of resonance:

$$
\begin{align*}
\sigma_{\mathrm{abs}}(\omega) & =2 \pi \frac{\hbar \omega^{2}}{c^{2}} r^{3} \frac{\Gamma}{\hbar^{2}\left(\omega-\omega_{0}\right)^{2}+\Gamma^{2}} \\
& =\sigma_{\max } \frac{\Gamma^{2}}{\hbar^{2}\left(\omega-\omega_{0}\right)^{2}+\Gamma^{2}} \tag{5}
\end{align*}
$$

where $\omega_{0}=\omega_{p} / \sqrt{3}$ is the resonance frequency, $\Gamma$ $=\hbar \omega_{0} \varepsilon^{\prime \prime} / 6$ is the width of the resonance peak, and $\sigma_{\max }$ is the maximum absorption cross section,

$$
\begin{equation*}
\sigma_{\max }=2 \pi \frac{\hbar \omega_{0}^{2} r^{3}}{\Gamma c} \tag{6}
\end{equation*}
$$

From Eq. (5) we deduce the integral equation

$$
\begin{equation*}
\int \sigma_{\mathrm{abs}}(\omega) d \omega=\frac{\pi}{2} \frac{\sigma_{\mathrm{max}} \Gamma}{\hbar}=\pi^{2} \frac{\omega_{0}^{2} r^{3}}{c}=\frac{\pi^{2} \omega_{0}^{2} r_{\mathrm{WS}}^{3}}{c} n \tag{7}
\end{equation*}
$$

where $n$ is the number of cluster valence electrons, and the width of the resonance peak is assumed to be relatively small.

Although the given model originally applies to a macroscopic particle and is crude in application to a cluster, it takes into account the character of the interaction of a metal cluster with an electromagnetic wave through valence electrons. The absorption spectrum of a metal cluster is therefore localized in the visible region of the spectrum or close to it, and the far infrared region of the spectrum is nonexistent. In reality, the absorption spectrum of metal clusters can have a more complex form than that described by Eq. (5), and it can contain several resonances. Table I shows the parameters of the absorption cross section of metal clusters for cases in which the spectrum consists of a single resonance. The absorption cross sections have been measured for silver, ${ }^{2}$ potassium, ${ }^{3,4}$ and lithium. ${ }^{5}$ We note that in several cases the absorption spectrum as a function of the photon energy is not a bell-shaped curve. In particular, this is true of certain $\mathrm{Ag}_{n}$ (Ref. 2) and $\mathrm{Na}_{n}$ (Ref. 6) clusters, whose absorption spectra have a more complex form than predicted by plasmon theory.

It follows from Eqs. (3) and (4) that the resonance frequency for plasmon-ty8pe interaction of an electromagnetic wave with a metal cluster is equal to

$$
\begin{equation*}
\omega_{0}=\frac{\omega_{p}}{\sqrt{3}}=\frac{e}{m_{e}^{1 / 2} r_{\mathrm{WS}}^{3 / 2}}, \tag{8}
\end{equation*}
$$

because the density of valence electrons is $N_{e}=3 /\left(4 \pi r_{\mathrm{WS}}^{3}\right)$. It follows from this equation that $\hbar \omega_{0}=4.5 \mathrm{eV}$ for large lithium clusters, $\hbar \omega_{0}=2.4 \mathrm{eV}$ for large potassium clusters, and $\hbar \omega_{0}=4.9 \mathrm{eV}$ for large silver clusters. The Wigner-Seitz radii are $1.65 \AA, 2.65 \AA$, and $1.66 \AA$ for liquid clusters of lithium, potassium, and silver, respectively, at the melting point. Also shown in Table I is the ratio of the observed resonance frequencies $\omega_{0}$ for cluster absorption to the values obtained from Eq. (8). Although these ratios differ from unity, the large-cluster resonance frequency can be corrected by introducing an effective electron mass $m_{\text {eff }}$, which differs from the free-electron mass $m_{e}$. Then, according to the data in Table I, for the average effective mass we have $m_{\text {eff }}$ $=(0.57 \pm 0.10) m_{e}$. Consequently, even though the positions of the resonances in the cluster absorption cross section differ from those determined on the basis of Eq. (8), the difference can be eliminated by introducing an effective mass for electrons in the clusters.

The plasmon absorption mechanism yields Eq. (6) for the maximum absorption cross section. We can test the validity of this relation for the measured parameters of the absorption cross section. We introduce the parameter

$$
\begin{equation*}
\xi=\frac{1}{2 \pi} \frac{\sigma_{\max } \Gamma c}{\hbar \omega_{0}^{2} r^{3}}=\frac{1}{2 \pi} \frac{\sigma_{\max }}{n} \frac{\Gamma c}{\hbar \omega_{0}^{2} r_{\mathrm{WS}}^{3}}, \tag{9}
\end{equation*}
$$

which is equal to unity if Eq. (6) is valid. The values of this parameter for metal clusters with a bell-shaped absorption spectrum are given in Table I. It is evident that the parameter $\xi$ deviates farther from unity than can be attributed to the error of measurement of the parameters. This discrepancy implies that the underlying assumptions are false. They are based on the notion of a macroscopic absorption process in Eq. (3) and on the notion of plasmon-type interaction of the electromagnetic wave with cluster valence electrons, which leads to Eq. (4). Hence we infer that the interpretation of electromagnetic wave absorption by a metal cluster as the result of interaction between the wave and a macroscopic plasmon is unsuitable, even in cases of a proper cluster absorption spectrum.

The foregoing analysis implies a partial analogy between the system of valence electrons in a metal cluster and free electrons in a plasma. This analogy suggests that electrons are responsible for the interaction of the given atomic system with an electromagnetic wave. The nature of the radiation from metal clusters as systems of bound atoms with interacting valence electrons can be depicted on the basis of the second scheme of interaction between the radiation field and electrons. We consider clusters whose atoms have a resonance excited state, which is linked to the ground state of the atom by dipole radiative transition. For the cases in question the lowest resonance state of an atom is characterized by the greatest oscillator strength for transition from the ground
state of the atom. Constructing a cluster of $n$ such atoms and fixing the positions of the nuclei, we obtain a cluster absorption spectrum consisting of $n$ spectral lines. They are obtained from the resonance atomic spectral line, which is split by interaction in the system. Owing to the vibrational motion of the nuclei in a solid cluster, these lines broaden and partially overlap. As a result, the absorption spectrum of the clusters consists of one or several broad resonances. This form of the absorption spectrum follows from calculations of the cluster absorption cross section. ${ }^{14-20}$ From these considerations we infer that the cluster absorption cross section is proportional to the number of atoms in the cluster. The same result is consistent with the macroscopic cluster model (3).

The radiative transitions in metal clusters for the given model are similar to radiative transitions involving resonance-excited atoms. This similarity also follows from an analysis of the emission spectrum of mercury clusters as the transition is made from a single atom to a macroscopic system ${ }^{10,11}$ by increasing the number of atoms in the system. The indicated nature of the cluster absorption spectrum corresponds to the temperature dependence of the absorption spectrum of sodium $\mathrm{Na}_{11}^{-}$clusters. ${ }^{12}$

We now consider the sum rule for a metal cluster, making use of the fact that for fixed nuclei the cluster absorption spectrum in the investigated spectral region consists of individual lines comparable in number with the number of atoms in the cluster. In the single-atom limit this spectrum is transformed into one or more resonance lines of the given atom. We introduce an effective oscillator strength $f$ associated with a single valence electron, so that the sum of the oscillator strengths of the given spectrum comprising individual lines is equal to $n f$, where $n$ is the number of valence electrons in the cluster. As a result of motion of the nuclei, the absorption spectrum acquires the form of several broadened resonances, but the sum rule remains the same. Next we consider the case of a bell-shaped absorption spectrum of the kind encountered for $\mathrm{Ag}, \mathrm{Li}$, and K clusters, for which data are given in Table I.

We invoke the general equation for the absorption spectrum of an atomic system ${ }^{24}$

$$
\begin{equation*}
\sigma_{\mathrm{abs}}(0 \rightarrow k)=\frac{\pi^{2} c^{2}}{\omega^{2}} \frac{a_{\omega}}{\tau_{0 k}} \frac{g_{k}}{g_{0}}=\frac{2 \pi^{2} e^{2}}{m_{e} c} f_{0 k} g_{k} a_{\omega} \tag{10}
\end{equation*}
$$

Here $m_{e}$ is the electron mass, $\omega$ is the frequency of the investigated electron transition between states 0 (the lowest state) and $k$ (the upper state), $g_{0}$ and $g_{k}$ are the statistical weights of the transition states, $\tau_{0 k}$ is the radiative lifetime in relation to this transition, $a_{\omega}$ is the frequency distribution function of emitted photons, $\int a_{\omega} d \omega=1$, and $f_{0 k}$ is the oscillator strength for the given transition; the sum rule for the oscillator strengths of dipole radiative transitions for valence electrons in the investigated spectral region, including resonance transitions, has the form

$$
\sum_{k} f_{0 k}=n f
$$

For definiteness we consider clusters consisting of atoms with a single valence electron, as is the case for $\mathrm{Ag}, \mathrm{Li}$, and

K clusters (see Table I). Assuming that the investigated spectral region contains two dipole resonance transitions of electrons, integrating over frequencies in the vicinity of the cluster resonance, and summing over all resonance transitions, we obtain an integral equation for the cluster absorption cross section:

$$
\begin{equation*}
\int \sigma_{\mathrm{abs}}(\omega) d \omega=\frac{2 \pi^{2} e^{2}}{m_{e} c} n f . \tag{11}
\end{equation*}
$$

If the absorption cross section of the clusters is bell-shaped, as in the cases of $\mathrm{Ag}, \mathrm{Li}$, and K clusters (see Table I), the integral equation (7) is valid. We then obtain the following equation from Eqs. (7) and (11):

$$
\begin{equation*}
f=\frac{1}{4 \pi} \frac{\sigma_{\max } \Gamma m_{e} c}{e^{2} n \hbar} . \tag{12}
\end{equation*}
$$

Table I gives the oscillator strengths $f$ for metal clusters at a single valence electron when the absorption cross section is approximated by a bell-shaped curve. The scatter of values for each element is clearly dictated by the error limits of the cited data. On the average, the values of $f$ for each element correspond to the oscillator strengths for the lowest resonance ${ }^{2} S_{1 / 2} \rightarrow{ }^{2} P_{1 / 2},{ }^{2} P_{3 / 2}$ transitions of the corresponding atom. These oscillator strengths are equal to ${ }^{25} 0.74$ for the lithium atom, 1.05 for the potassium atom, and 0.77 for the silver atom. The agreement between the cluster and singleatom oscillator strengths within the error limits of the cluster oscillator strengths confirms the validity of the interpretation that treats the cluster absorption spectrum as the result of transformation of the atomic spectral lines under the influence of their interaction. Radiative transitions in clusters can therefore be regarded as radiative transitions of single valence electrons participating in interaction in the cluster, where these transitions are broadened by the motion of the nuclei.

## 4. RADIATION FROM HOT CLUSTERS

The width of the spectral absorption band of a cluster is governed by the scattering of single electrons in the field of the atomic cores for both mechanisms of interaction between clusters and the radiation field or is attributable to different configurations of the nuclei in the second interpretation. Additional information about this interaction can be obtained from the temperature dependence of the absorption spectrum and the absorption cross section. In particular, the variation of the absorption spectrum for $\mathrm{Na}_{11}^{-}$clusters ${ }^{12}$ as their temperature varies from low to room temperature can be attributed to new configurations of the cluster nuclei at elevated temperatures. In this paper we use data on the absorption of cold lithium, potassium, and silver clusters at close to room temperature (Table I) and data on the absorption cross sections of hot niobium and tungsten clusters, ${ }^{26}$ which follow from an experimental study of the evolution of the spectrum of these clusters ${ }^{8,9}$ at high temperatures.

In the experiments ${ }^{8,9}$ the emission spectra of $\mathrm{Nb}, \mathrm{Hf}$, and W clusters were measured after the cluster beams had been irradiated by a laser pulse. The resultant signal was obtained by summing many pulses, which limited the accuracy of the

TABLE II. Radiation parameters for the lowest atomic states.

| Atom | Transition <br> electron shell | Energy <br> range, eV | Transition <br> time, ns |
| :--- | :---: | :---: | :---: |
| Li | $2 p \rightarrow 2 s$ | 1.85 | 27 |
| K | $4 p \rightarrow 4 s$ | 1.61 | 27 |
| Ag | $5 p \rightarrow 5 s$ | $3.6-3.8$ | $7-8$ |
| Nb | $4 d^{3} 5 s 5 p \rightarrow 4 d^{4} 5 s$ | $2.5-2.6$ | $100-1000$ |
| Nb | $4 d^{4} 5 p \rightarrow 4 d^{4} 5 s$ | $3.1-3.3$ | 8 |
| W | $5 d^{4} 6 s 6 p \rightarrow 5 d^{4} 6 s^{2}$ | $2.7-3.8$ | $60-800$ |

measurements. These measurements were used to determine the emission spectrum at different times after irradiation, and it was approximated by the emission spectrum of a perfectly black particle having a definite temperature. An analysis ${ }^{26}$ shows that the cooling of the irradiated cluster is determined by its radiation, so that the rate of change of the radiation intensity can be used to find the absorption cross section for the hot cluster.

The assumption that the absorption cross section is independent of the wavelength yields an absorption cross section per atom of $(5.2 \pm 0.8) \cdot 10^{-18} \mathrm{~cm}^{2}$ for tungsten clusters if they emit in the temperature interval $T=3170-3550 \mathrm{~K}$, corresponding to wavelengths $\lambda_{\max }=0.68-0.76 \mu \mathrm{~m}$ for the maximum spectral power of the radiation. In the case of niobium clusters the absorption cross section per atom is equal to $(5.9 \pm 1.0) \cdot 10^{-18} \mathrm{~cm}^{2}$ if the clusters emit at temperatures $T=3200-3600 \mathrm{~K}$, corresponding to wavelengths $\lambda_{\max }=0.67-0.75 \mu \mathrm{~m}$ for the maximum spectral power of the radiation. We note the following relation between the radiative temperature $T$ and the radiation wavelength $\lambda_{\text {max }}$ at the maximum spectral power of the radiation: $\lambda_{\max } T$ $=0.24 \mathrm{~cm} \cdot \mathrm{~K}$. It refers to the dependence of the absorption cross section on the radiation frequency $\sigma(\omega) \propto \omega$, which corresponds to $g(\omega)=$ const in Eq. (3) for the absorption cross section of a small macroscopic particle.

A significant discrepancy is evident in the specific absorption cross sections of cold and hot metal clusters. We analyze this discrepancy on the basis of the second mechanism of interaction between the electronic subsystem and the radiation field, so that the main radiation parameters of the cluster are atomic, which are transformed by interaction in the cluster. Table II shows the parameters of radiative transitions involving the lowest excited states of the atoms comprised in the investigated clusters. If we assume that radiative transition in a niobium cluster begins with the atomic $5 p \rightarrow 5 s$ transition, we can discern an analogy between niobium and silver clusters. The maximum spectral powers of niobium cluster radiation, which correspond to the investigated cluster temperatures and have been used to determine the specific absorption cross sections of these clusters, refer to photon energies in the interval $\hbar \omega=1.4-1.5 \mathrm{eV}$. Using Eq. (5) for the absorption cross section of a cluster with the parameters of silver clusters in Table I, we obtain the specific absorption cross section in the investigated range of photon energies $\sigma / n=(5.1 \pm 1.7) \cdot 10^{-18} \mathrm{~cm}^{2}$, corresponding to the above-indicated specific absorption cross section of a niobium cluster. Consequently, the small specific absorption
cross section of niobium clusters can be attributed to the low typical photon energies associated with the tail of the absorption spectrum.

The small specific absorption cross section for tungsten clusters can also be identified with low oscillator strengths for transitions to lower excited states, owing to the long radiative lifetimes of these states (Table II). We note that the high temperature associated with the above cluster absorption cross sections correspond to increased widths of the absorption spectrum, because at high temperatures the nuclei in the cluster acquire contributions that are inadmissible at low temperatures. The broadening of the spectrum can be expected to be of the order of the nuclear thermal energy, and since this amount is small in comparison with the lowtemperature width of the spectrum, the broadening effect does not fundamentally change the width of the cluster absorption spectrum at high temperatures. It follows from the foregoing analysis, therefore, that the small specific absorption cross sections for niobium and tungsten clusters, determined from the radiation of hot clusters, can be attributed to the location of the emitted photons in the tail of the cluster emission spectrum and to the weaker interaction of these clusters with the radiation field in comparison with alkali and silver clusters.

## 5. CONCLUSION

Our analysis of the measured parameters associated with the absorption and emission of radiation by metal clusters and the analysis of other papers show that the model of plasma electrons for the electronic subsystem can lead to conflict with experimental data. In contrast, the metal-cluster spectrum model based on an atomic spectrum containing lines broadened by the interaction of valence electrons with surrounding atomic particles is consistent with various experimental data. It must be emphasized that the noted discrepancy between the two models applies to the mathematical description of the process of light absorption by metal clusters and not to the nature of this process, which is the same for both absorption mechanisms. In fact, light is absorbed by valence electrons in both cases, and the parameters of the absorption spectrum and cross section are dictated by the character of the interaction of these electrons with their surrounding electrons and atomic cores. However, in the plasmon absorption model the width of the absorption spectrum and the maximum absorption cross section are bound by a definite relation, but the experimental data do not corroborate this relation. On the other hand, in the case of weak interaction between valence electrons of the cluster atoms a simple relation exists between the cluster oscillator strength integrated over the spectrum and the oscillator strength in the atom. Even though the interaction between valence electrons
in the cluster is not weak, this relation holds for metal clusters for which the absorption cross sections have been measured. It is useful to take these considerations into account in analyzing the radiative parameters of systems containing clusters.
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#### Abstract

The multiple scattering of light from an inhomogeneous medium occupying a half-space is investigated on the basis of the Bethe-Salpeter equation. The latter is integrated over the spatial variables to obtain an identity having the significance of the energy balance of the incident and scattered radiations. This relation is then used to derive a length parameter that plays the role of the Milne interpolation length. The use of this parameter in the method of mirror images for describing the shape of the coherent backscattering peak in isotropic single scattering yields results in almost perfect agreement with the predictions of the Milne theory. The application of the given approach for an anisotropic single-scattering diagram yields quantitative agreement of the theory with experiments on the angular dependence of coherent backscattering. The new approach is generalized to an electromagnetic (vector) field, and backscattering polarization effects are investigated. © 1999 American Institute of Physics. [S1063-7761(99)00312-1]


## 1. INTRODUCTION

The study of multiple scattering of light in strongly inhomogeneous media has led to the discovery of a whole series of phenomena caused by coherence and correlation effects (see Refs. 1-5). Work continues today on coherent backscattering, ${ }^{6-9}$ angular and frequency correlations between reflected and transmitted light, ${ }^{10,11}$ and memory and universality effects in the behavior of the time correlation function. ${ }^{12}$ Wave propagation in strongly inhomogeneous media especially began to elicit major interest once it had been established that techniques of correlation spectroscopy and, specifically, techniques of the spectroscopy of diffusing photon-density waves ${ }^{1,2,13}$ could be used to solve the problem of imaging ordered structures and macroscopic inhomogeneities in opaque media. ${ }^{14-17}$ In particular, this realization launched a new trend in medical technology: diagnostics utilizing visible and infrared radiation. ${ }^{18}$

To adequately reproduce the structure of opaque media and achieve a more accurate description of coherence and correlation effects, a concerted effort is underway at the present time to develop a theory of multiple scattering. A major problem in this area is the systematic treatment of boundaries and interfaces. ${ }^{19-23}$ The method of mirror images fits quite naturally into the diffusion approximation. However, because the diffusion approximation is valid far from any boundary, a certain leeway is encountered in the choice of an effective boundary. Alternative choices of this kind are discussed in Ref. 19. The position of the effective boundary is usually determined by means of the Milne interpolation length, which is obtained from the exact solution for the scalar field in the model of point scatterers. This choice was
first adopted in Ref. 23. However, the method of mirror images itself does not require that the effective boundary coincide with the Milne interpolation length.

In this paper we propose a self-consistent method for choosing the effective boundary in the description of multiple scattering from a half-space. The solution is constructed for scalar and vector fields. For the scalar field in isotropic single scattering we show that in describing the coherent backscattering peak the result obtained by the approach developed here essentially coincides with the result obtained from the exact Milne solution. The application of the given approach to systems with an anisotropic angular scattering function yields good agreement of the theory with experimental coherent backscattering data.

The paper is structured as follows. In Sec. 2 general expressions are given for the intensity of multiply scattered radiation due to the contributions of ladder and cyclic diagrams. The scalar field is discussed in Sec. 3, including a general analysis of the system of equations with zeroth- and first-degree terms included in the expansion in Legendre polynomials. In Sec. 4 an identity having the significance of an energy balance equation for the incident and scattered light is derived for the scalar field by integrating the BetheSalpeter equation. A length parameter analogous to the Milne interpolation length is obtained self-consistently from this equation. It is used to calculate the angular dependence of coherent backscattering, and the results of the calculations are compared with experiment. In Sec. 5 the new approach is extended to the case of an electromagnetic field, and the polarized and depolarized components of coherent backscattering are calculated.

## 2. MULTIPLE LIGHT SCATTERING IN A STRONGLY INHOMOGENEOUS MEDIUM

We consider the propagation of light in a random dielectric medium. Assuming that variations of the inhomogeneities of the medium are negligible during wave propagation, ${ }^{24}$ we can write the wave equation for the spectral field component $\mathbf{E}(\mathbf{r}, \omega)$

$$
\begin{align*}
& \text { curl } \operatorname{curl} \mathbf{E}(\mathbf{r}, \omega)-\left(\frac{\omega}{c}\right)^{2} \varepsilon(\omega) \mathbf{E}(\mathbf{r}, \omega) \\
& \quad=\left(\frac{\omega}{c}\right)^{2} \delta \varepsilon(\mathbf{r}, \omega) \mathbf{E}(\mathbf{r}, \omega) \tag{2.1}
\end{align*}
$$

where $\delta \varepsilon(\mathbf{r}, \omega)=\varepsilon(\mathbf{r}, \omega)-\varepsilon(\omega)$ is the fluctuation of the dielectric permittivity, $\varepsilon(\omega)=\langle\varepsilon(\mathbf{r}, \omega)\rangle$ is the average permittivity at the frequency $\omega, c$ is the light velocity in empty space. From now on we shall drop the argument $\omega$ for brevity. The intensity of multiple scattering of radiation at a point $\mathbf{r}$ can be written in the form

$$
\begin{align*}
\left.\left.\langle | \delta E_{s}(\mathbf{r})\right|^{2}\right\rangle= & \int d \mathbf{r}_{1} d \mathbf{r}_{1}^{\prime} d \mathbf{r}_{2} d \mathbf{r}_{2}^{\prime} A_{s j} \\
& \times\left(\mathbf{r}-\mathbf{r}_{2}\right) A_{s l}^{*}\left(\mathbf{r}-\mathbf{r}_{2}^{\prime}\right) \Gamma_{j l, i i}\left(\mathbf{r}_{2}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{1}, \mathbf{r}_{1}^{\prime}\right) \\
& \times\left\langle E_{i}\left(\mathbf{r}_{1}\right)\right\rangle\left\langle E_{i}^{*}\left(\mathbf{r}_{1}^{\prime}\right)\right\rangle . \tag{2.2}
\end{align*}
$$

Here $\delta \mathbf{E}_{s}(\mathbf{r})=\mathbf{E}(\mathbf{r})-\langle\mathbf{E}(\mathbf{r})\rangle$ is the fluctuation of the field in the medium, $\langle\mathbf{E}(\mathbf{r})\rangle$ is the average incident field, which we assumed to be a monochromatic plane wave, $\langle\mathbf{E}(\mathbf{r})\rangle$ $=\mathbf{E} \exp \left(i \mathbf{k}_{i} \cdot \mathbf{r}\right), \mathbf{k}_{i}$ is the incident wave vector, and $\hat{A}(\mathbf{r}$ $-\mathbf{r}_{2}$ ) is the Green's function of the wave equation. In the far field at large distances $\mathbf{r}$ from the scattering volume this function has the form

$$
\begin{equation*}
\hat{A}\left(\mathbf{r}-\mathbf{r}_{2}\right)=\frac{1}{r}\left(\hat{I}-\frac{\mathbf{k}_{s} \cdot \mathbf{k}_{s}}{k^{2}}\right) e^{-i \mathbf{k}_{s} \cdot \mathbf{r}_{2}}, \tag{2.3}
\end{equation*}
$$

where $\hat{I}$ is the unit matrix, $\mathbf{k}_{s}=k \mathbf{r} / r$ is the unit vector of the scattered wave, $k=\varepsilon^{1 / 2} k_{0}, k_{0}=\omega / c=2 \pi / \lambda$, and $\lambda$ is the light wavelength. Summation over repeated subscripts is tacitly understood from now on, except for the subscripts $i$ and $s$, which designate the polarizations of the incident and scattered light, respectively.

The function $\hat{\Gamma}\left(\mathbf{r}_{2}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{1}, \mathbf{r}_{1}^{\prime}\right)$, which characterizes the scattered field, is represented in general by a power series in the permittivity fluctuations $\delta \varepsilon$. This series is summed and leads to the Bethe-Salpeter equation. In the weak scattering approximation $\lambda \ll l$ ( $l$ is the extinction length) this equation assumes the form

$$
\begin{align*}
& \Gamma_{l j, m n}\left(\mathbf{r}_{2}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{1}, \mathbf{r}_{1}^{\prime}\right) \\
&= k_{0}^{4} G\left(\mathbf{r}_{2}-\mathbf{r}_{2}^{\prime}\right)\left[\delta\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \delta\left(\mathbf{r}_{2}^{\prime}-\mathbf{r}_{1}^{\prime}\right) \delta_{l m} \delta_{j n}\right. \\
&+\int d \mathbf{r}_{3} d \mathbf{r}_{3}^{\prime} A_{l a}\left(\mathbf{r}_{2}-\mathbf{r}_{3}\right) A_{j b}^{*}\left(\mathbf{r}_{2}^{\prime}-\mathbf{r}_{3}^{\prime}\right) \\
&\left.\times \Gamma_{a b, m n}\left(\mathbf{r}_{3}, \mathbf{r}_{3}^{\prime}, \mathbf{r}_{1}, \mathbf{r}_{1}^{\prime}\right)\right] \tag{2.4}
\end{align*}
$$

where

$$
\begin{equation*}
G\left(\mathbf{r}_{2}-\mathbf{r}_{2}^{\prime}\right)=\frac{1}{(4 \pi)^{2}}\left\langle\delta \varepsilon\left(\mathbf{r}_{2}\right) \delta \varepsilon\left(\mathbf{r}_{2}^{\prime}\right)\right\rangle \tag{2.5}
\end{equation*}
$$

is the correlation function of the permittivity fluctuations. Equation (2.4) is written in the ladder approximation on the assumption that the fluctuations $\delta \varepsilon$ are essentially Gaussian. This equation is derived on the assumption of smallness of the parameter $\delta n r_{c}^{3} \rho$, where $\delta n$ is the inhomogeneity of the refractive index of the medium, $r_{c}$ is the correlation length of the inhomogeneities, or radius of the scatterers, as defined by the function (2.5), and $\rho$ is the density of inhomogeneities, or scatterers, in unit volume, $\rho \sim a^{-3}$ ( $a$ is the average distance between scatterers).

In the function $\hat{\Gamma}\left(\mathbf{r}_{2}, \mathbf{r}_{2}^{\prime}, \mathbf{r}_{1}, \mathbf{r}_{1}^{\prime}\right)$ it is useful to transform to "center of gravity" coordinates $\mathbf{R}_{j}=\left(\mathbf{r}_{j}+\mathbf{r}_{j}^{\prime}\right) / 2$ and relative coordinates $\mathbf{r}_{j}^{\prime \prime}=\mathbf{r}_{j}-\mathbf{r}_{j}^{\prime}$. For the function $\widetilde{\Gamma}_{l j, m n}\left(\mathbf{R}_{2}, \mathbf{R}_{2}^{\prime} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)$, which represents the Fourier transform in the relative coordinates,

$$
\begin{align*}
\tilde{\Gamma}_{l j, m n}\left(\mathbf{R}_{2}, \mathbf{R}_{1} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \int d \mathbf{r}_{1}^{\prime \prime} \mathbf{r}_{2}^{\prime \prime} \Gamma_{l j, m n}\left(\mathbf{R}_{2}+\frac{\mathbf{r}_{2}^{\prime \prime}}{2}, \mathbf{R}_{2}\right. \\
& \left.-\frac{\mathbf{r}_{2}^{\prime \prime}}{2}, \mathbf{R}_{1}+\frac{\mathbf{r}_{1}^{\prime \prime}}{2}, \mathbf{R}_{1}-\frac{\mathbf{r}_{1}^{\prime \prime}}{2}\right) \\
& \times \exp \left(i \mathbf{k}_{i} \mathbf{r}_{1}^{\prime \prime}-i \mathbf{k}_{s} \dot{\mathbf{r}}_{2}^{\prime \prime}\right), \tag{2.6}
\end{align*}
$$

Eq. (2.4) can be written in the form

$$
\begin{align*}
\widetilde{\Gamma}_{l j, m n}\left(\mathbf{R}_{2}, \mathbf{R}_{1} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & k_{0}^{4} \widetilde{G}\left(\mathbf{k}_{i}-\mathbf{k}_{s}\right) \delta\left(\mathbf{R}_{21}\right) \delta_{l m} \delta_{j n} \\
& +k_{0}^{4} \int d \mathbf{R}_{3} \widetilde{G}\left(\mathbf{k}_{23}-\mathbf{k}_{s}\right) \\
& \times \Lambda_{l j, a b}\left(\mathbf{R}_{23}\right) \widetilde{\Gamma}_{a b, m n} \\
& \times\left(\mathbf{R}_{3}, \mathbf{R}_{1} ; \mathbf{k}_{23}, \mathbf{k}_{i}\right) \tag{2.7}
\end{align*}
$$

Here

$$
\begin{equation*}
\widetilde{G}(\mathbf{q})=\int d \mathbf{r} G(\mathbf{r}) e^{-i \mathbf{q} \cdot \mathbf{r}} \tag{2.8}
\end{equation*}
$$

is the Fourier transform of the correlation function,

$$
\begin{equation*}
\Lambda_{l j ; a b}(\mathbf{R})=\frac{e^{-R / l}}{R^{2}}\left(\delta_{l a}-\frac{R_{l} R_{a}}{R^{2}}\right)\left(\delta_{j b}-\frac{R_{j} R_{b}}{R^{2}}\right) \tag{2.9}
\end{equation*}
$$

and $\mathbf{k}_{i j}=k \mathbf{R}_{i j} / R_{i j}$ is the wave vector of the wave propagating between points $\mathbf{R}_{i}$ and $\mathbf{R}_{j}$.

We now consider scattering from the half-space $z>0$, where $z$ is the Cartesian coordinate directed along the inward normal to the boundary $z=0$ for angles of incidence close to $180^{\circ}$ and for normal incidence. In the far field, taking Eq. (2.3) into account, we can write the mean-square field in the form

$$
\begin{equation*}
\left.\left.\langle | \delta \mathbf{E}_{s}(\mathbf{r})\right|^{2}\right\rangle=\frac{1}{r^{2}} I_{s i}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right), \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
I_{s i}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \int d \mathbf{R}_{1} d \mathbf{R}_{2} \exp \left(-\frac{Z_{1}+Z_{2}}{l}\right) \\
& \times\left(\hat{I}-\frac{\mathbf{k}_{s} \cdot \mathbf{k}_{s}}{k^{2}}\right)_{s j}\left(\hat{I}-\frac{\mathbf{k}_{s} \cdot \mathbf{k}_{s}}{k^{2}}\right)_{s l} \\
& \times \hat{\Gamma}_{j l, i i}\left(\mathbf{R}_{2}, \mathbf{R}_{1} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)\left|\mathbf{E}_{i}\right|^{2} . \tag{2.11}
\end{align*}
$$

The axial symmetry of the problem reduces the dependence on $\mathbf{R}_{2}$ and $\mathbf{R}_{1}$ to a dependence on the relative transverse variable $\boldsymbol{\rho}_{21}=\left[\left(X_{2}-X_{1}\right),\left(Y_{2}-Y_{1}\right)\right]$ and the coordinates $Z_{2}$ and $Z_{1}$.

It is evident from Eq. (2.11) that for scattering problems at normal incidence it is sufficient to consider the function

$$
\begin{align*}
\hat{\Gamma}\left(\boldsymbol{\rho}_{21}, Z_{2} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \int_{0}^{\infty} \tilde{\hat{\Gamma}}\left(\mathbf{R}_{2}, \mathbf{R}_{1} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right) \\
& \times \exp \left(-Z_{1} / l\right) d Z_{1} \tag{2.12}
\end{align*}
$$

According to Eq. (2.7), this function satisfies the equation

$$
\begin{align*}
\Gamma_{l j, m n}\left(\boldsymbol{\rho}_{21}, Z_{2} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & k_{0}^{4} \widetilde{G}\left(\mathbf{k}_{i}-\mathbf{k}_{s}\right) \theta\left(Z_{2}\right) \delta\left(\boldsymbol{\rho}_{21}\right) \\
& \times \exp \left(-Z_{2} / l\right) \delta_{l m} \delta_{j n}+k_{0}^{4} \\
& \times \int \widetilde{G}\left(\mathbf{k}_{23}-\mathbf{k}_{s}\right) \Lambda_{l j, a b}\left(\mathbf{R}_{23}\right) \\
& \times \Gamma_{a b, m n}\left(\boldsymbol{\rho}_{31}, Z_{3} ; \mathbf{k}_{23}, \mathbf{k}_{i}\right) d \mathbf{R}_{3} . \tag{2.13}
\end{align*}
$$

In the given geometry we have $\mathbf{k}_{i}=(0,0, k)$ and $\mathbf{k}_{s}=\left(k_{0} \theta_{s}, 0,-k\right)$, where $\theta_{s}$ is the scattering angle measured relative to the true backward direction. Equation (2.11) now assumes the form

$$
\begin{align*}
I_{s i}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \left|\mathbf{E}_{i}\right|^{2} S \int d \boldsymbol{\rho}_{21} \int_{0}^{\infty} d Z_{2} \Gamma_{s s, i i}\left(\boldsymbol{\rho}_{21}, Z_{2} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right) \\
& \times \exp \left(-Z_{2} / l\right) \tag{2.14}
\end{align*}
$$

where $S$ denotes the illuminated region.
For small angles $\theta_{s}$, together with the contribution of ladder diagrams, it is also necessary to include an interference term of the form ${ }^{19}$

$$
\begin{align*}
I_{s i}^{(c)}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \left|\mathbf{E}_{i}\right|^{2} S \int d \boldsymbol{\rho}_{21} \int_{0}^{\infty} d Z_{2}\left[\Gamma_{s i, i s}\left(\boldsymbol{\rho}_{21}, Z_{2} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)\right. \\
& \left.-\delta\left(\boldsymbol{\rho}_{21}\right) \delta_{s i} k_{0}^{4} \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right) \exp \left(-Z_{2} / l\right)\right] \\
& \times \exp \left(-Z_{2} l^{-1}+i k_{0} \theta_{s}\left(X_{2}-X_{1}\right)\right) \tag{2.15}
\end{align*}
$$

Equation (2.15) represents the contribution of cyclic diagrams. In its derivation from the contribution of ladder diagrams it is required, in particular, to permute subscripts and subtract the single-scattering contribution (see, e.g., Ref. 4).

The anisotropy of single scattering makes the function $\hat{\Gamma}\left(\boldsymbol{\rho}, Z_{2} ; \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ dependent on the orientation of the wavevectors. Owing to the structure of Eq. (2.13), we can fix the orientation of the incident wave vector $\mathbf{k}_{i}$ and consider only the dependence on the orientation of $\mathbf{k}_{s}$. In the general case this dependence on $\mathbf{k}_{s}$ can be written as an expansion in
spherical harmonics. We confine the discussion to the zerothand first-degree Legendre polynomials, which correspond to the diffusion approximation

$$
\begin{align*}
\hat{\Gamma}\left(\boldsymbol{\rho}_{21}, Z_{2}, \mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \frac{1}{4 \pi l}\left[\hat{\gamma}_{0}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)+\hat{\gamma}_{n}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)\right. \\
& \left.\times \cos \theta+\hat{\gamma}_{t}\left(\boldsymbol{\rho}_{21}, Z_{2}\right) \cos \theta_{t}\right] \tag{2.16}
\end{align*}
$$

where

$$
\cos \theta=\left(\mathbf{k}_{s} \cdot \mathbf{e}_{3}\right) k^{-1}, \quad \cos \theta_{t}=\left(\mathbf{k}_{s} \cdot \boldsymbol{\rho}_{21}\right) k^{-1} \rho_{21}^{-1}
$$

and $\mathbf{e}_{3}$ is the unit vector along the $Z$ axis. Here we have also made use of the fact that $\mathbf{k}_{i} \| \mathbf{e}_{3}$.

Invoking the orthogonality property of the Legendre polynomials, we can reduce Eq. (2.13) to a system of integration equations for the functions $\hat{\gamma}_{0}, \hat{\gamma}_{n}$, and $\hat{\gamma}_{t}$ :

$$
\begin{align*}
\hat{\gamma}_{0}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)= & \frac{3}{2} \theta\left(Z_{2}\right) \exp \left(-\frac{Z_{2}}{l}\right) \delta\left(\boldsymbol{\rho}_{21}\right) \hat{I} \\
& +\frac{3}{8 \pi l} \int d \mathbf{R}_{3} \hat{\Lambda}\left(R_{23}\right) \\
& \times\left[\hat{\gamma}_{0}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)+\left(\frac{\mathbf{k}_{23} \cdot \boldsymbol{\rho}_{31}}{k \rho_{31}}\right) \hat{\gamma}_{t}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)\right. \\
& \left.+\left(\frac{\mathbf{k}_{23} \cdot \mathbf{e}_{3}}{k}\right) \hat{\gamma}_{n}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)\right], \\
\hat{\gamma}_{t}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)= & \frac{9 \mu}{8 \pi l} \int d \mathbf{R}_{3} \frac{\boldsymbol{\rho}_{21} \cdot \mathbf{R}_{23}}{\rho_{21} R_{23}} \hat{\Lambda}\left(R_{23}\right) \\
& \times\left[\frac{\hat{\gamma}_{0}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)+\left(\frac{\mathbf{k}_{23} \cdot \boldsymbol{\rho}_{31}}{k \rho_{31}}\right) \hat{\gamma}_{t}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)}{\hat{\mathbf{k}}_{23} \cdot \mathbf{e}_{3}} \hat{\gamma}_{n}\left(\hat{\rho}_{31}, Z_{3}\right)\right], \\
\hat{\gamma}_{n}\left(\boldsymbol{\rho}_{21}, Z_{2}, t\right)= & \frac{9}{2} \mu \theta\left(Z_{2}\right) \exp \left(-Z_{2} / l\right) \delta\left(\boldsymbol{\rho}_{21}\right) \hat{I} \\
& +\frac{9 \mu}{8 \pi l} \int d \mathbf{R}_{3} \frac{\mathbf{R}_{23} \cdot \mathbf{e}_{3}}{R_{23}} \hat{\Lambda}\left(R_{23}\right) \\
& \times\left[\hat{\gamma}_{0}\left(\boldsymbol{\rho}_{31}, Z_{3}, t\right)+\left(\frac{\mathbf{k}_{23} \cdot \boldsymbol{\rho}_{31}}{k \rho_{31}}\right) \hat{\gamma}_{t}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)\right. \\
& \left.+\left(\frac{\mathbf{k}_{23} \cdot \mathbf{e}_{3}}{k}\right) \hat{\gamma}_{n}\left(\boldsymbol{\rho}_{31}, Z_{3}\right)\right],
\end{align*}
$$

where $\theta(Z)$ is the Heaviside theta function, $\mu=\overline{\cos \theta}$ is the cosine of the scattering angle, averaged over the singlescattering angular diagram. In the derivation of Eqs. (2.17) we have relied on the optical theorem

$$
\begin{equation*}
l^{-1}=\frac{2}{3} k_{0}^{4} \int d \Omega_{s} \widetilde{G}\left(\mathbf{k}_{s}-\mathbf{k}_{i}\right) \tag{2.18}
\end{equation*}
$$

We now consider a medium in which light attenuation is attributable to scattering rather than to absorption, i.e., the extinction length $l$ is much shorter than the attenuation length.

The system (2.17) is a generalization of the Milne equation to the case of an electromagnetic field. Here the anisotropy of single scattering is taken into account in the $P_{1}$-approximation. The solution of this system of equations can be used to find the function $\hat{\Gamma}\left(\boldsymbol{\rho}_{21}, Z_{2}, \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ and, hence, to determine the scattering intensity, which is given by Eq. (2.11).

The substitution of the solution for an unbounded medium in place of the function $\hat{\Gamma}$ in Eq. (2.11), of course, yields a divergent expression. The standard procedure used to remove the divergence, by analogy with electrostatic problems, is based on the method of mirror images. The solution of the system of equations (2.17) does not result in divergence, because the boundedness of the medium is taken into account explicitly here. However, this system of equations is complex and difficult to solve, even numerically. ${ }^{20,25}$ In contrast with an electromagnetic field, for the scalar case an exact solution exists for a system of point scatterers. Inasmuch as the existence of an exact solution can be used to analyze the degree of validity of approximate approaches, we first discuss the case of a scalar field.

## 3. SCALAR FIELD

In the scalar analog of the system of equations (2.17) we can readily transform to the Fourier spectrum in transverse variables. We have

$$
\begin{align*}
\tilde{\gamma}_{0}\left(\mathbf{Q}, Z_{2}\right)= & \theta\left(Z_{2}\right) \exp \left(-\frac{Z_{2}}{l}\right)+\frac{1}{4 \pi l} \\
& \times \int_{0}^{\infty} d Z_{3}\left\{\tilde{\Lambda}\left(\mathbf{Q}, Z_{23}\right) \tilde{\gamma}_{0}\left(\mathbf{Q}, Z_{3}\right)+\tilde{\Lambda}_{1}\left(\mathbf{Q}, Z_{23}\right)\right. \\
& \left.\times\left[\tilde{\boldsymbol{\gamma}}_{t}\left(\mathbf{Q}, Z_{3}\right)+\mathbf{e}_{3} \tilde{\gamma}_{n}\left(\mathbf{Q}, Z_{3}\right)\right]\right\} \\
\tilde{\gamma}_{t}\left(\mathbf{Q}, Z_{2}\right)= & \frac{3 \mu}{4 \pi l} \int_{0}^{\infty} d Z_{3}\left\{\tilde{\Lambda}_{1}\left(\mathbf{Q}, Z_{23}\right) \tilde{\gamma}_{0}\left(\mathbf{Q}, Z_{3}\right)\right. \\
& \left.+\hat{\Lambda}_{2}\left(\mathbf{Q}, Z_{23}\right)\left[\tilde{\gamma}_{t}\left(\mathbf{Q}, Z_{3}\right)+\mathbf{e}_{3} \tilde{\gamma}_{n}\left(\mathbf{Q}, Z_{3}\right)\right]\right\} \\
\tilde{\gamma}_{n}\left(\mathbf{Q}, Z_{2}\right)= & 3 \mu\left\{\theta\left(Z_{2}\right) \exp \left(-\frac{Z_{2}}{l}\right)+\frac{1}{4 \pi l}\right. \\
& \times \int_{0}^{\infty} d Z_{3} \mathbf{e}_{3}\left\{\tilde{\Lambda}_{1}\left(\mathbf{Q}, Z_{23}\right) \tilde{\gamma}_{0}\left(\mathbf{Q}, Z_{3}\right)\right. \\
& \left.\left.+\hat{\Lambda}_{2}\left(\mathbf{Q}, Z_{23}\right)\left[\tilde{\gamma}_{t}\left(\mathbf{Q}, Z_{3}\right)+\mathbf{e}_{3} \tilde{\gamma}_{n}\left(\mathbf{Q}, Z_{3}\right)\right]\right\}\right\} \tag{3.1}
\end{align*}
$$

From now on we denote quantities with a tilde by the corresponding two-dimensional Fourier transforms

$$
\begin{equation*}
f(\boldsymbol{\rho}, Z)=\int \frac{d^{2} \mathbf{Q}}{(2 \pi)^{2}} \widetilde{f}(\mathbf{Q}, Z) \exp (i \mathbf{Q} \cdot \boldsymbol{\rho}) \tag{3.2}
\end{equation*}
$$

of the unknown functions $\gamma_{0}(\boldsymbol{\rho}, Z), \gamma_{t}(\boldsymbol{\rho}, Z)=\boldsymbol{\rho} \gamma_{t}(\boldsymbol{\rho}, Z) / \rho$, $\gamma_{n}(\boldsymbol{\rho}, Z)$ and the integral kernels $\Lambda(R), \Lambda_{1}(R)=\mathbf{R} \Lambda(R) / R$ and $\hat{\Lambda}_{2}(R)=\mathbf{R} \cdot \mathbf{R} \Lambda(R) / R^{2}$. The quantity

$$
\begin{equation*}
\Lambda(R)=\exp (-R / l) / R^{2} \tag{3.3}
\end{equation*}
$$

is the scalar analog of the tensor (2.8).
For convenience we transform to the dimensionless variables $z=Z / l$ and $\mathbf{q}=l \mathbf{Q}$. In the system of equations (3.1) we go over to the Laplace transform in the variable $z$. We determine the Laplace transforms in the form

$$
\begin{equation*}
g_{m}(\mathbf{q}, s)=\int_{0}^{\infty} d z \tilde{\gamma}_{m}(\mathbf{q}, z) e^{-z s}, \quad m=0, n, t \tag{3.4}
\end{equation*}
$$

Here the function $\tilde{\gamma}_{t}$ has been parametrized in the form $\tilde{\gamma}_{t}$ $=\mathbf{q} \gamma_{t}(\mathbf{q}, z)$ by virtue of its orthogonality to the $z$ axis. For the Laplace transforms the system (3.1) assumes the form

$$
\begin{aligned}
{[1-} & \left.p_{0}(w)\right] g_{0}(\mathbf{q}, s)-q^{2} p_{1}(w) g_{t}(\mathbf{q}, s) \\
& +s p_{1}(w) g_{n}(\mathbf{q}, s)=a_{0}(\mathbf{q}, s)
\end{aligned}
$$

$$
\begin{align*}
& 3 \mu p_{1}(w) g_{0}(\mathbf{q}, s) \\
& \quad+\left\{1-\frac{3 \mu}{2} \frac{s^{2}\left[p_{0}(w)-p_{1}(w)\right]-2 q^{2} p_{1}(w)}{w^{2}}\right\} g_{t}(\mathbf{q}, s) \\
& \quad+\frac{3 \mu s}{w^{2}}\left[p_{0}(w)-3 p_{1}(w)\right] g_{n}(\mathbf{q}, s)=a_{t}(\mathbf{q}, s), \\
& 3 \mu s p_{1}(w) g_{0}(\mathbf{q}, s)-\frac{3 \mu q^{2} s\left[p_{0}(w)-3 p_{1}(w)\right]}{w^{2}} g_{t}(\mathbf{q}, s) \\
& \quad+\left\{1-\frac{3 \mu}{2} \frac{2 s^{2} p_{1}(w)-q^{2}\left[p_{0}(w)-p_{1}(w)\right]}{w^{2}}\right\} g_{n}(\mathbf{q}, s) \\
& \quad=a_{n}(\mathbf{q}, s), \tag{3.5}
\end{align*}
$$

where

$$
\begin{align*}
& w^{2}=s^{2}-q^{2}, \quad p_{0}(w)=\frac{1}{2 w} \ln \frac{1+w}{1-w}, \quad p_{1}(w)=\frac{p_{0}(w)-1}{w^{2}}, \\
& a_{0}(\mathbf{q}, s)= \frac{1}{1+s}-\frac{1}{4 \pi} \int_{0}^{2 \pi} d \phi \int_{1}^{\infty} \frac{d r}{r} \frac{1}{\chi-s}\left[g_{0}(\mathbf{q}, \chi)\right. \\
&\left.-\frac{1}{r} g_{n}(\mathbf{q}, \chi)+\frac{q^{2}}{r^{2}} g_{t}(\mathbf{q}, \chi)\right], \\
& a_{t}(\mathbf{q}, s)= \frac{3 \mu}{2} \int_{1}^{\infty} \frac{d r}{r} \frac{1}{r-s}\left[\frac{1}{r^{2}} g_{0}(\mathbf{q}, r)\right. \\
&\left.-\frac{1}{2}\left(1-\frac{1}{r^{2}}\right) g_{t}(\mathbf{q}, r)-\frac{1}{2}\left(\frac{3}{r^{3}}-\frac{1}{r}\right) g_{n}(\mathbf{q}, r)\right], \\
& a_{n}(\mathbf{q}, s)= \frac{3 \mu}{1+s}+\frac{3 \mu}{4 \pi} \int_{0}^{2 \pi} d \phi \int_{1}^{\infty} \frac{d r}{r} \frac{1}{\chi^{-s}}\left[g_{0}(\mathbf{q}, \chi)\right. \\
&\left.+\frac{q^{2}}{4}\left(\frac{3}{r^{2}}-1\right) g_{t}(\mathbf{q}, \chi)-\frac{1}{r} g_{n}(\mathbf{q}, \chi)\right], \tag{3.6}
\end{align*}
$$

and $\chi=r+i q l \sqrt{r^{2}-1} \cos \phi$. The system of equations (3.5) is an extension of the Milne equation to anisotropic scattering
$(\mu \neq 0)$ and includes an interference contribution $(q \neq 0)$. We note that the functions $g_{n}(\mathbf{q}, s)$ and $g_{t}(\mathbf{q}, s)$ are firstorder in $\mu$.

According to Eqs. (2.13)-(2.15), the scattering intensity is the Laplace transform of (2.13) with respect to $z$ for $s=1$ and the Fourier transform with respect to the transverse variables for $q=l k_{0} \theta_{s}$. In the given situation of almost pure backscattering we have $\cos \theta=\cos \left(\pi-\theta_{s}\right) \approx-1, \cos \theta_{t} \approx 0$, and the interference contribution has the form

$$
\begin{align*}
I_{s i}^{(c)}\left(\mathbf{k}_{s}, \mathbf{k}_{i}\right)= & \left|E_{i}\right|^{2} A\left\{\frac{1}{4 \pi}\left[g_{0}(q, 1)-g_{n}(q, 1)\right]\right. \\
& \left.-\frac{1}{2} k_{0}^{4} l \widetilde{G}(2 k)\right\} . \tag{3.7}
\end{align*}
$$

Consequently, to solve the backscattering problem, it is sufficient to find combinations of the components $g_{0}(\mathbf{q}, s)$ $-s^{-1} g_{n}(\mathbf{q}, s)$.

For isotropic scattering $(\mu=0)$ the system of equations (3.5) reduces to the single equation

$$
\begin{align*}
{\left[1-p_{0}(w)\right] g_{0}(\mathbf{q}, s)=} & \frac{1}{1+s}-\frac{1}{4 \pi} \\
& \times \int_{0}^{2 \pi} d \phi \int_{1}^{\infty} \frac{d r}{r} \frac{g_{0}(\mathbf{q}, \chi)}{\chi-s} . \tag{3.8}
\end{align*}
$$

In solving Eq. (3.8) (see Ref. 26), it is essential to utilize its following properties. The right-hand side is regular for $\operatorname{Re} s$ $<0$, the unknown function $g_{0}(\mathbf{q}, s)$ by definition is regular for $\operatorname{Re} s>0$, and the function $1-p_{0}(w)$ is even in $s$ and analytic in the complex plane of $s$, with two cuts $(-\infty$, $-1)$ and $(1, \infty)$. These properties can be used to find a solution of the given equation by a method analogous to the Wiener-Hopf method. The solution has the form ${ }^{21}$

$$
\begin{align*}
g_{0}(\mathbf{q}, s)= & \frac{1}{p_{1}(i q)(1+s)(1+q)(s+q)} \\
& \times \exp \left\{\frac { 1 } { 2 \pi i } \int _ { - i \infty } ^ { i \infty } \frac { d s ^ { \prime } } { s ^ { \prime } } \left(\frac{s}{s^{\prime}-s}\right.\right. \\
& \left.\left.+\frac{1}{s^{\prime}-1}\right) \ln \left[\frac{p_{1}\left(w^{\prime}\right)}{p_{1}(i q)}\right]\right\}, \tag{3.9}
\end{align*}
$$

where $w^{\prime}=\sqrt{s^{\prime 2}-q^{2}}$.
Setting $s=1$ in Eq. (3.9) and transforming to the real variable of integration $s^{\prime}=i q_{z}$, we can write the angular dependence of the coherent backscattering intensity for $\mu=0$, according to (3.7), in the form

$$
\begin{align*}
I_{\text {Milne }}^{(c)}(q) \sim & \frac{1}{2(1+q)^{2} p_{1}(i q)} \\
& \times \exp \left\{-\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{d q_{z}}{q_{z}^{2}+1} \ln \left[\frac{p_{1}(i \mathrm{v})}{p_{1}(i q)}\right]\right\}-\frac{1}{2}, \tag{3.10}
\end{align*}
$$

where $\mathrm{v}=\sqrt{q_{z}^{2}+q^{2}}$. We now compare the angular dependence of coherent backscattering according to the exact

TABLE I. Coherent backscattering intensity, normalized to the height of the peak, for a scalar field, $\overline{\cos \theta}=0$, at various scattering angles $\left(q=k l \sin \theta_{s}\right)$.

|  | $I_{\text {mir }}^{(c)}$ <br> $I_{\text {Milne }}^{(c)}$ | $z^{*}=0.74$ | $I_{\text {mir }}^{(c)}$ <br> $z^{*}=0.71$ | $I_{\text {dif }}^{(c)}$ <br> $z^{*}=0.71$ |
| :--- | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 |
| 0.1 | 0.806 | 0.806 | 0.808 | 0.793 |
| 0.2 | 0.663 | 0.664 | 0.667 | 0.642 |
| 0.3 | 0.556 | 0.556 | 0.560 | 0.527 |
| 0.4 | 0.473 | 0.473 | 0.478 | 0.439 |
| 0.5 | 0.409 | 0.409 | 0.413 | 0.374 |

equation (3.10) with the angular dependence obtained by the well-known method of mirror images according to the equation ${ }^{4,27}$

$$
\begin{equation*}
I_{\operatorname{mir}}^{(c)}(q) \sim \int_{0}^{\infty} d q_{z} \frac{(1 / \mathrm{v}) \arctan \mathrm{v}}{1-(1 / \mathrm{v}) \arctan \mathrm{v}} f\left(q_{z}\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(q_{z}\right)=\frac{1+q_{z}^{2}-\left(1-q_{z}^{2}\right) \cos \left(2 z^{*} q_{z}\right)+2 q_{z} \sin \left(2 z^{*} q_{z}\right)}{\left(1+q_{z}^{2}\right)^{2}} . \tag{3.12}
\end{equation*}
$$

Notice that Eq. (3.12) contains the parameter $z^{*}$, which can only be evaluated on the basis of additional considerations. In the general case the position of the mirror image plane is usually chosen as follows in accordance with the Milne solution: $z^{*} z^{*}=0.7104(1-\mu)^{-1}$ (Ref. 23).

We have calculated $I^{(c)}(q)$ for $\mu=0$ according to the exact equation (3.10) and according to Eqs. (3.11) and (3.12) with $z^{*}=0.7104$. The results of the calculations are given in Table I (columns 2 and 4). Clearly, the results obtained from these equations differ by approximately one percent, at least up to values of $q \leqslant 1$. If only the diffusion pole is included in the integrand of Eq. (3.11), so that

$$
\begin{equation*}
\frac{\mathrm{v}^{-1} \arctan \mathrm{v}}{1-\mathrm{v}^{-1} \arctan \mathrm{v}} \rightarrow \frac{3}{\mathrm{v}^{2}} \tag{3.13}
\end{equation*}
$$

the discrepancy with the exact result increases to $10 \%$ (see column 5 in Table I).

## 4. SELF-CONSISTENT DETERMINATION OF THE INTERPOLATION LENGTH FROM THE ENERGY BALANCE

In general, setting $z^{*}$ equal to $z^{*}=0.7104$ in the abovedescribed scheme is not an exclusive choice. For its evaluation we use an exact integral relation deduced from the Bethe-Salpeter equation. We consider Eqs. (3.1) for $q=0$. These equations are also formally valid outside the medium, i.e., at $Z<0$. Integrating the first equation (3.1) over $Z_{2}$, i.e., evaluating the integral of $\gamma_{0}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)$ over the entire volume, we obtain
$\int_{-\infty}^{\infty} \tilde{\gamma}_{0}\left(0, Z_{2}\right) d Z_{2}=l+\frac{1}{4 \pi l} \int d \mathbf{R}_{2} \int_{0}^{\infty} d Z_{3} \Lambda\left(\mathbf{R}_{23}\right) \tilde{\gamma}_{0}\left(0, Z_{3}\right)$.

The integral of the vector function $\boldsymbol{\Lambda}_{1}$ over the volume vanishes by virtue of symmetry considerations. From Eq. (4.1), taking the relation $\int d \mathbf{R} \Lambda(\mathbf{R})=4 \pi l$ into account, we obtain

$$
\begin{equation*}
\int_{-\infty}^{0} \tilde{\gamma}_{0}(0, Z) d Z=l . \tag{4.2}
\end{equation*}
$$

Equation (4.2) is an exact relation. It has the significance of the energy balance of the incident and scattered radiations. We demonstrate this interpretation for point scatterers, $\mu=0$. According to Eq. (2.2), the total intensity of multiple scattering of a plane wave with wave vector $\mathbf{k}_{i}$ at a point $\mathbf{r}$ is written as follows in the ladder approximation:

$$
\begin{equation*}
\left.\left.\langle | \delta E(\mathbf{R})\right|^{2}\right\rangle=\tilde{\gamma}_{0}(0, Z)|E|^{2} . \tag{4.3}
\end{equation*}
$$

We note that in the given geometry the average intensity of the scattered field depends only on the distance from the boundary of the medium,

$$
\left.\left.\left.\langle | \delta E(\mathbf{R})\right|^{2}\right\rangle=\left.\langle | \delta E(Z)\right|^{2}\right\rangle .
$$

Integrating Eq. (4.3) over the region $-\infty<Z<0$, i.e., outside the scattering medium, and taking Eq. (4.2) into account, we obtain

$$
\begin{equation*}
\left.l|E|^{2}=\left.\int_{-\infty}^{0}\langle | \delta E(Z)\right|^{2}\right\rangle d Z \tag{4.4}
\end{equation*}
$$

The right-hand side represents the total backscattered radiation energy per unit area. The expression on the left-hand side can be written in the form

$$
\begin{equation*}
l|E|^{2}=\int_{-\infty}^{0} E^{2} \exp \left[i\left(\mathbf{k}_{i}-\mathbf{k}_{i}^{*}\right) \cdot \mathbf{R}\right] d Z \tag{4.5}
\end{equation*}
$$

This integral has the significance of the energy of radiation that is incident on the interface $Z=0$ and is effectively damped out in a layer of thickness $l$. Consequently, Eq. (4.4) actually represents the balance of the incident and scattered radiations, because according to (4.4), the entire radiation energy incident on unit area is returned in the backward direction as diffusing radiation energy in the given situation of elastic scattering.

We use the identity (4.2) to evaluate the parameter $z^{*}$. We proceed from the first equation of the system (2.17) as written for the scalar case:

$$
\begin{align*}
\gamma_{0}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)= & \frac{1}{2} \theta\left(Z_{2}\right) \exp \left(-\frac{Z_{2}}{l}\right) \delta\left(\boldsymbol{\rho}_{21}\right)+\frac{1}{4 \pi l} \\
& \times \int d \mathbf{R}_{3} \Lambda\left(R_{23}\right) \Gamma\left(\boldsymbol{\rho}_{31}, Z_{3}, \mathbf{k}_{23}, \mathbf{k}_{i}\right) . \tag{4.6}
\end{align*}
$$

We interpret the function $\Gamma$ in the integrand as the wellknown solution given by the method of mirror images. In this method the function $\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1}, \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ is replaced by the difference ${ }^{27}$

$$
\begin{align*}
& \Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1}, \mathbf{k}_{s}, \mathbf{k}_{i}\right) \rightarrow \Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1}\right)=\Gamma_{0}\left(\left|\mathbf{R}_{1}-\mathbf{R}_{2}\right|\right) \\
& \quad-\Gamma_{0}\left(\left|\mathbf{R}_{1}-\mathbf{R}_{2}^{\text {mir) }}\right|\right), \tag{4.7}
\end{align*}
$$

where $\mathbf{R}_{2}^{(\text {mir })}=\left(X_{2}, Y_{2},-Z_{2}-2 Z^{*}\right)$ is the mirror image of the point $\mathbf{R}_{2}\left(X_{2}, Y_{2}, Z_{2}\right)$ about the plane $Z=-z^{*} l$, and the function $\Gamma_{0}(R)=3(1-\mu) / 4 \pi l^{3} R$ is the solution of the

Bethe-Salpeter equation for an unbounded medium. Terms describing the anisotropy of multiple scattering in the unbounded medium are omitted from this solution. As a result, also taking the single-scattering contribution into account, we can write

$$
\begin{align*}
\Gamma\left(\mathbf{R}_{2}, \mathbf{R}_{1}\right)= & \frac{3(1-\mu)}{4 \pi l^{3}}\left[\frac{1}{\left|\mathbf{R}_{1}-\mathbf{R}_{2}\right|}-\frac{1}{\left|\mathbf{R}_{1}-\mathbf{R}_{2}^{(\mathrm{mir})}\right|}\right] \\
& +\frac{1}{l} \delta\left(\mathbf{R}_{1}-\mathbf{R}_{2}\right) . \tag{4.8}
\end{align*}
$$

Integrating Eq. (4.6) over the transverse variables and over $Z_{2}$ in the interval $(-\infty, 0)$, we have

$$
\begin{align*}
\int_{-\infty}^{0} \tilde{\gamma}_{0}\left(0, Z_{2}\right) d Z_{2}= & l=\frac{1}{4 \pi l} \int_{-\infty}^{0} d Z_{2} \\
& \times \int_{0}^{\infty} d Z_{3} \widetilde{\Lambda}\left(0, Z_{23}\right) \widetilde{\gamma}_{0}^{(\operatorname{mir})}\left(0, z_{3}\right), \tag{4.9}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\gamma}_{0}^{(\operatorname{mir})}\left(0, z_{3}\right)=\int d \boldsymbol{\rho}_{31} \int_{0}^{\infty} d Z_{1} e^{-Z_{1} / l} \Gamma\left(\mathbf{R}_{3}, \mathbf{R}_{1}\right) \tag{4.10}
\end{equation*}
$$

Substituting Eq. (4.8) into (4.10), we obtain

$$
\begin{equation*}
\tilde{\gamma}_{0}^{(\operatorname{mir})}(0, z)=3(1-\mu)\left[1+z^{*}-\exp (-z)\right]+\exp (-z) \tag{4.11}
\end{equation*}
$$

As a result, from Eq. (4.9) we find

$$
\begin{align*}
z^{*} & =\frac{1}{1-\mu}\left[\frac{1}{3}(5-4 \ln 2)+(2 \ln 2-1) \mu\right] \\
& \approx \frac{0.7425+0.3863 \mu}{1-\mu} \tag{4.12}
\end{align*}
$$

Equation (4.12) is essentially a consequence of the selfconsistency of the diffusion approximation with an identity deduced from the law of conservation of energy.

We have calculated the angular dependence of coherent backscattering for an isotropic scattering diagram, $\mu=0$, according to Eq. (3.11), using the above-determined value $z^{*}$ $=0.7425$. The results are given in column 3 of Table I. Note the almost perfect agreement of the given self-consistent approach with the exact results (to within $\sim 0.1 \%$ error limits), encouraging hope that this approach to the determination of $z^{*}$ will be equally effective for finite values of $\mu$.

It is important to note that the value of $z^{*}$ obtained for $\mu=0$ is fairly close to the Milne interpolation length. For large values of $\mu$, however, $z^{*}$ is appreciably higher than the value $0.71(1-\mu)^{-1}$ given by the pure diffusion approach.

We have used Eq. (4.12) to draw a comparison with experimental data from measurements of the angular dependence of coherent backscattering by particles of finite size. ${ }^{28,29}$ We choose the results of measurements in two systems for which the values of the parameter $\mu$ are given. In particular, measurements for an aqueous suspension of latex particles of diameter $d=1.091 \mu \mathrm{~m}$ are reported in Ref. 28, where the wavelength of the incident radiation is


FIG. 1. Comparison of the results of calculations of the coherent backscattering intensity with experimental results for an aqueous suspension of latex particles of diameter $1.091 \mu \mathrm{~m}$ (Ref. 28) (a) and $0.46 \mu \mathrm{~m}$ (Ref. 29) (b). The dashed curves represent the results of calculations for $\mu=0.93$ (a) and $\mu$ $=0.85(\mathrm{~b})$.
$\lambda=0.633 \mu \mathrm{~m}$, and the refractive index of the medium is $n=1.33$. For this system the authors have measured the extinction length $l=2.6 \mu \mathrm{~m}$ and from multiple light-scattering data have obtained the value $\mu=0.93$. The measured full width at half maximum (FWHM) of the coherent backscattering peak is $W_{\exp }=1.58 \mathrm{mrad}$. Our calculations for this value of $\mu$ indicate that the height of the peak calculated from Eqs. (3.11) and (4.12) decreases by one half for a value of the parameter $q=k l \theta_{s}=0.0525$. For the given values of $k=2 \pi n / \lambda$ and $l$ we obtain $W_{\text {theor }}=1.53 \mathrm{mrad}$, which is reasonably consistent with experiment.

In Ref. 29 the FWHM of the peak determined for a suspension of latex particles of diameter $d=0.46 \mu \mathrm{~m}$ and parameters $\lambda=0.515 \mu \mathrm{~m}, n=1.33$, and $l=2.8 \mu \mathrm{~m}$ is $2 W_{\exp }$ $=4.9 \mathrm{mrad}$. The values of the parameters $l^{*}$ and $\mu$ for this system are given in Ref. 27: $l^{*}=19 \mu \mathrm{~m}, \mu=0.85$. Our calculations for these values of $l^{*}$ and $\mu$ give $2 W_{\text {theor }}=4.4$ mrad.

The experimental and calculated data for these two systems are shown in Fig. 1 in a unified scale. It is evident that the theoretical and experimental results are in good agreement. Our comparison with experiment demonstrates the potential interest of measurements over a wider range of angles with a simultaneous determination of the parameters describing the single-scattering diagram. In particular, such an endeavor could reveal how the shape of the coherent backscattering peak is influenced not only by $\overline{\cos \theta}$, but also by higher-order moments $\overline{\cos ^{n} \theta}$ (Ref. 30). These contributions can become significant at large angles, where it is evident from Fig. 1 that the theoretical curves are well above the experimental.

## 5. ELECTROMAGNETIC FIELD

Here we generalize the above-developed approach to find the analog of the Milne interpolation length $z^{*}$ in an electromagnetic field. Integrating the equation for the tensor $\hat{\gamma}^{(0)}\left(\boldsymbol{\rho}_{21}, Z_{2}\right)$ in the system (2.17) over the volume, we obtain

$$
\begin{align*}
& \int_{0}^{\infty} \tilde{\gamma}_{s s, 11}^{(0)}(0, z) d z+\int_{-\infty}^{0} \tilde{\gamma}_{s s, 11}^{(0)}(0, z) d z \\
& \quad=\frac{3}{2} \delta_{s 1} l+\frac{3}{8 \pi l} \int d \mathbf{R}_{1} \\
& \quad \times \int_{0}^{\infty} d Z_{2} \Lambda_{s s, j j}\left(\mathbf{R}_{12}\right) \tilde{\gamma}_{j j, 11}^{(0)}\left(0, Z_{2}\right) . \tag{5.1}
\end{align*}
$$

The integrals of the components of the tensor $\Lambda_{j j, l l}$ over the total volume are readily calculated. We have

$$
\begin{equation*}
\int \Lambda_{j j, i i}(\mathbf{R}) d \mathbf{R}=\frac{1}{8} \int \Lambda_{j j, j j}(\mathbf{R}) d \mathbf{R}=\frac{4 \pi l}{15} \tag{5.2}
\end{equation*}
$$

Substituting Eq. (5.2) into (5.1) and summing over the subscripts, we obtain

$$
\begin{equation*}
\sum_{s} \int_{-\infty}^{0} \tilde{\gamma}_{s s, 11}^{(0)}(0, Z) d Z=\frac{3}{2} l . \tag{5.3}
\end{equation*}
$$

Equation (5.3) is an extension of the integral identity (4.2) to an electromagnetic field. Here the equivalence of this relation to the balance equation is also easily confirmed for isotropic scattering. In the ladder approximation we can write the following equation for $Z<0$ on the basis of Eq. (2.2):

$$
\begin{equation*}
\left.\left.\langle | \delta E_{s}(Z)\right|^{2}\right\rangle=\frac{1}{l k_{0}^{4} \int \widetilde{G}\left(\mathbf{k}_{i}-\mathbf{k}_{s}\right) d \Omega_{s}} \tilde{\gamma}_{s s, 11}^{(0)}(0, Z)|E|^{2} \tag{5.4}
\end{equation*}
$$

Integrating this relation in the interval $-\infty<z<0$, summing over the polarizations of the scattered radiation, and making use of the optical theorem (2.18) and Eq. (5.3), we obtain

$$
\begin{equation*}
\left.\left.\sum_{s} \int_{-\infty}^{0}\langle | \delta E_{s}(Z)\right|^{2}\right\rangle d Z=l|E|^{2} . \tag{5.5}
\end{equation*}
$$

Equation (5.5) signifies that the energy of polarized incident radiation is completely returned from the medium in the form of scattered radiation of all polarizations.

We integrate the first of the three equations (2.17) over the half-space $Z_{2}<0$ and sum over the exit polarizations. On the basis of Eq. (5.3) we obtain

$$
\begin{equation*}
\frac{3}{2} l=\frac{3}{8 \pi l} \sum_{s} \int_{-\infty}^{0} d Z_{2} \int_{Z_{3}>0} d \mathbf{R}_{3} \Lambda_{s s, j j}\left(\mathbf{R}_{23}\right) \tilde{\gamma}_{j j, 11}^{(0)}\left(0, Z_{3}\right) . \tag{5.6}
\end{equation*}
$$

As in the scalar case, we replace $\hat{\gamma}^{(0)}$ on the right-hand side with the expression obtained by the method of mirror images

$$
\begin{equation*}
\tilde{\gamma}_{j j, 11}^{(0) \operatorname{mir}}(0, z)=\frac{3}{2}(1-\mu)\left(1+z^{*}-e^{-z}\right)+\frac{3}{2} \delta_{1 j} e^{-z} . \tag{5.7}
\end{equation*}
$$

Direct integration gives

$$
\begin{align*}
& \frac{3}{4 \pi l^{2}} \int_{-\infty}^{0} d Z_{2} \int_{Z_{3}>0} d \mathbf{R}_{3} \Lambda_{s s, 11}\left(\mathbf{R}_{23}\right) \exp \left(-z_{3}\right) \\
& \quad=\left\{\begin{array}{c}
0.18394, \quad s=1, \\
0.01458, \quad s=2, \\
0.025, \quad s=3,
\end{array}\right.  \tag{5.8}\\
& M_{11,11}=M_{22,22}=3 \pi l\left(0.12856+\frac{5}{16} z^{*}\right), \\
& M_{11,22}=M_{22,11}=3 \pi l\left(0.00625+\frac{1}{48} z^{*}\right), \\
& M_{11,33}=M_{33,11}=M_{22,33}=M_{33,22}=3 \pi l\left(0.01666+\frac{1}{24} z^{*}\right), \\
& M_{33,33}=M_{22,11}=3 \pi l\left(0.07648+\frac{1}{6} z^{*}\right), \tag{5.9}
\end{align*}
$$

where we have introduced the notation

$$
\begin{align*}
M_{s s, j j}= & \frac{3}{2} \int_{-\infty}^{0} d z_{2} \int_{0}^{\infty} d z_{3} \tilde{\Lambda}_{s s, j j}\left(0,\left|z_{23}\right|\right) \\
& \times\left[1+z^{*}-\exp (-z)\right] . \tag{5.10}
\end{align*}
$$

Substituting Eqs. (5.8)-(5.10) into (5.6), we have

$$
\begin{equation*}
z^{*}=\frac{1}{1-\mu}(0.697+0.4127 \mu) \tag{5.11}
\end{equation*}
$$

The value $z^{*}=0.697$ is very close to the Milne interpolation length $z^{*}=0.7104$, so that the result (5.11) can be regarded as justification for applying to electromagnetic fields the Milne interpolation length obtained for scalar fields.

We have used Eq. (5.11) to calculate the polarized and depolarized components of the backscattering of light for various values of $\mu$.

When the boundary conditions are taken into account by the method of mirror images, the polarized and depolarized components of coherent backscattering have the form ${ }^{4,31}$

$$
\begin{align*}
& I_{V V}^{(c)}(q) \sim \int_{-\infty}^{\infty} d q_{z} f\left(q_{z}\right) \gamma_{11,11}(\mathrm{v}),  \tag{5.12}\\
& I_{V H}^{(c)}(q) \sim \int_{-\infty}^{\infty} d q_{z} f\left(q_{z}\right)\left(\gamma_{12,21}(\mathrm{v}) \frac{q_{z}^{2}}{\mathrm{v}^{2}}+\gamma_{13,31}(\mathrm{v}) \frac{q^{2}}{\mathrm{v}^{2}}\right),
\end{align*}
$$

where

$$
\begin{align*}
\gamma_{11,11}= & \frac{1}{2}\left\{\frac{\widetilde{\Lambda}_{11,11}-\widetilde{\Lambda}_{11,22}}{1-\xi\left[\widetilde{\Lambda}_{11,11}+\widetilde{\Lambda}_{11,22}\right]}\right. \\
& \left.+\frac{\left(1-\xi \widetilde{\Lambda}_{33,33}\right)\left(\widetilde{\Lambda}_{11,11}+\widetilde{\Lambda}_{11,22}\right)+2 \xi \widetilde{\Lambda}_{11,33}^{2}}{\left(1-\xi \widetilde{\Lambda}_{33,33}\right)\left[1-\xi\left(\widetilde{\Lambda}_{11,11}+\widetilde{\Lambda}_{11,22}\right)\right]-2 \xi^{2} \widetilde{\Lambda}_{11,33}^{2}}\right\}, \\
\gamma_{1 j, 1 j} & =\frac{\widetilde{\Lambda}_{11, j j}}{\left(1-\xi \widetilde{\Lambda}_{1 j, 1 j}\right)^{2}-\xi^{2} \widetilde{\Lambda}_{11, j j}^{2}}, \quad j=2,3,  \tag{5.13}\\
\xi= & \frac{3}{8 \pi l} .
\end{align*}
$$

The functions $\widetilde{\Lambda}_{i j, k l}$ are the Fourier transforms of the components of the tensor (2.9) and have the form

$$
\begin{align*}
& \tilde{\Lambda}_{11,11}=\frac{\pi l}{2}\left(3 m_{0}+2 m_{1}+3 m_{2}\right) \\
& \tilde{\Lambda}_{11,22}=\frac{1}{8} \tilde{\Lambda}_{33,33}=\frac{\pi l}{2}\left(m_{0}-2 m_{1}+m_{2}\right) \\
& \tilde{\Lambda}_{12,12}=\frac{\pi l}{2}\left(m_{0}+6 m_{1}+m_{2}\right)  \tag{5.14}\\
& \tilde{\Lambda}_{11,33}=\frac{\pi l}{2}\left(m_{1}-m_{2}\right) \\
& \tilde{\Lambda}_{13,13}=\frac{\pi l}{2}\left(m_{0}-m_{2}\right)
\end{align*}
$$

where

$$
\begin{align*}
& m_{0}(\mathrm{v})=\frac{1}{\mathrm{v}} \arctan \mathrm{v}, \quad m_{1}(\mathrm{v})=\frac{1}{\mathrm{v}^{2}}\left[1-m_{0}(\mathrm{v})\right] \\
& m_{2}(\mathrm{v})=\frac{1}{\mathrm{v}^{2}}\left[\frac{1}{3}-m_{1}(\mathrm{v})\right] \tag{5.15}
\end{align*}
$$

The quantities $\hat{\gamma}(\mathrm{v})$ result from the Fourier transformation of the tensor $\hat{\Gamma}\left(\mathbf{R}_{1}, \mathbf{R}_{2} \mid \mathbf{k}_{s}, \mathbf{k}_{i}\right)$ (2.6) in the unbounded medium.

The results of calculations of the polarized and depolarized components of coherent backscattering for various values of the parameter $\mu$ are shown in Fig. 2. It is a wellknown fact that only the polarized component has a triangular peak. It is evident from Fig. 2a that, as in the scalar case, the steepness of the peak increases sharply as the single-scattering anisotropy increases, consistent with experiment and theoretical predictions. The angular dependence for a scalar field is shown in the same figure.

The linear slope of the peak is known to be attributable to the presence of a diffusion pole. For an electromagnetic field it is evident from Fig. 2a that the slope of the normalized polarized components is somewhat smaller than the slope calculated for a scalar field with the same values of $\mu$. This disparity indicates that the relative contribution of nondiffusion terms increases for a vector field.

The diffusion pole contributes absolutely nothing to the depolarized component, and it is evident from Fig. 2b that this fact leads to a peak of the Lorentzian type.


FIG. 2. (a) Coherent backscattering intensity of the polarized component, normalized to the height of the peak, as a function of the angle $q=k l \sin \theta_{s}$, calculated for various values of $\mu$ according to Eqs. (5.11) and (5.12): (1) $\mu=0$; (2) 0.5 ; (3) 0.93 . Also shown for comparison are the results of calculations (dashed curves) for a scalar field according to Eqs. (3.11) and (4.12) using the same values of the scattering parameter: (4) $\mu=0$; (5) 0.5 ; (6) 0.93 . (b) Angular dependence of the depolarized component: (1) $\mu=0$; (2) 0.5 ; (3) 0.93 .

We have not compared the results of the calculations according to Eqs. (5.11) and (5.12) with experiment, because the values of the numerical parameters for $z^{*}$ in the scalar problem (4.12) and the vector problem (5.11) are close and, taking the experimental error limits into account, essentially yield identical results for the polarized component.

## 6. CONCLUSION

We have investigated the Bethe-Salpeter equation for a strongly inhomogeneous medium with an anisotropic singlescattering diagram. For a medium occupying a half-space this equation reduces to a system of equations for the coefficients of an expansion in Legendre polynomials. By convolution on the spatial variables we have obtained an integral equation that can be interpreted as the energy balance of the incident and scattered radiations. The application of the method of mirror images in this integral identity yields a simple expression for the parameter characterizing the position of the effective boundary of the mirror image in the general case of anisotropic single scattering.

We have compared these results quantitatively, on the one hand, with the exact theoretical results of Milne for isotropic scattering and, on the other, with existing experimental data on the angular dependence of coherent backscattering in systems with a large parameter $\mu$, which accounts for the anisotropy of single scattering.

In our description of the peak for isotropic scattering we have obtained agreement with the predictions of Milne theory to within fractions of one percent. A rigorous theory does not yet exist for anisotropic scattering, and we have drawn on the good agreement with experiment as a criterion of the final results.

We have generalized the newly developed approach to an electromagnetic field. We have calculated and angular and polarization dependences of coherent backscattering for various values of $\mu$. We have compared the predictions of the theory for the backscattering peak in the model of scalar waves and for an electromagnetic field in order to discern the influence of the vectorial nature of the latter field on coherence effects in multiple scattering. We have found that allowance for the vectorial nature of an electromagnetic field produces a relative decrease in the contribution of the diffusion pole responsible for coherent backscattering effects.

The foregoing discussion is valid in the weak scattering approximation, $\lambda<l l$. However, the parameter $l$ also has an upper bound imposed by currently existing experimental accuracy. The width of the coherent backscattering peak $\theta_{w}$ is determined from the relation $k l^{*} \theta_{w} \sim 1$. Assuming that the error of the angular measurements is of the order of $10^{-3}$, we obtain $l^{*}<\left(10^{2}-10^{3}\right) \lambda$, i.e., $l<(1-\mu)\left(10^{2}-10^{3}\right) \lambda$. This condition significantly restricts the choice of systems in which the backscattering peak is accessible to observation and, in particular, excludes systems in which the multiple scattering regime is achieved only at the expense of large sample thicknesses.

The results obtained in this study can be generalized to more complex scattering system geometries. The method developed here is also applicable for calculations of time correlation functions and for the solution of problems of visualizing the structure of opaque systems in diffusing wave spectroscopy.
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#### Abstract

A solution of the three-dimensional time-dependent Schrödinger equation, describing the ionization dynamics of the hydrogen atom in a circular state in an electromagnetic field, is obtained by direct numerical integration. It is shown that the observed stabilization effect can be interpreted on the basis of the Kramers-Henneberger approach. A simple analytical model is proposed, which qualitatively describes the basic laws of the ionization process under the conditions of the reported calculations and laboratory experiments on ionization of the circular hydrogenlike $5 \mathrm{~g}, m=4$ state of the Ne atom. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

The stabilization of atomic systems in the presence of ionization by an electromagnetic field, predicted earlier ${ }^{1,2}$ and observed recently in experimental work, ${ }^{3,4}$ is one of the most fascinating phenomena in the physics of interaction between a high-intensity laser beam and matter. The crux of the phenomenon is that when the laser intensity is increased above a certain critical value, called the stabilization threshold, the ionization probability does not increase (or it even decreases). From the theoretical point of view two principal stabilization mechanisms are discerned at the present time: interference stabilization ${ }^{2,5-7}$ and stabilization in the Kramers-Henneberger (KH) regime. ${ }^{1,8-11}$ However, major difficulties are encountered in proving experimentally the prevalence of one mechanism or the other in a specific situation.

The swift progress of computer technology in recent times has set the stage for computer experiments based on direct numerical integration of the time-dependent Schrödinger equation for a three-dimensional quantum system in an electromagnetic field without any simplifying assumptions. ${ }^{12-22}$ Calculations of this kind in application to the dynamics of the hydrogen atom in a strong electromagnetic field have made it possible to observe stabilization in the KH regime, ${ }^{13}$ to corroborate the basic postulates of the theory of interference stabilization, ${ }^{19,20}$ and to investigate salient characteristics of resonance multiphoton ionization of the ground state of the hydrogen atom. ${ }^{21}$

In this paper we discuss the results of calculations of the dynamics of ionization of a Rydberg hydrogen atom existing initially in a circular state. We determine the probabilities of ionization and population of various atomic states toward the end of the laser pulse. We disclose saturation of the ionization probability at a level much lower than unity. We construct an analytical model, which integrates the resulting data based on the KH approach and can be used to describe with qualitative correctness the results of the calculations, along with those of laboratory experiments on the ionization of the
hydrogenlike neon atom in the circular $5 g$ state. We discuss the interpretation of the observed dynamics of the atomic system in a wave field in the basis of free-atom states.

## 2. NUMERICAL MODEL

When a laser pulse with linear polarization of the field is incident on an atom, electromagnetic transitions take place without any change in the projection of the electron orbital momentum onto the direction of the electric field vector $\varepsilon$. If the quantization axis ( $z$ axis) of the initial state is directed along the field vector $\varepsilon(t)$ (as is the case in laboratory experiments ${ }^{4}$ ), the electron wave function is written as follows in cylindrical coordinates:

$$
\Psi(\rho, z, \phi, t)=\psi(\rho, z, t) \exp (\operatorname{im} \phi),
$$

where $m$ is the magnetic quantum number governing the projection of the orbital momentum onto the quantization axis. The function $\psi(\rho, z, t)$ satisfies the two-dimensional timedependent Schrödinger equation

$$
\begin{align*}
i \hbar \frac{\partial \psi}{\partial t}= & -\frac{\hbar^{2}}{2 \mu}\left(\frac{1}{\rho} \frac{\partial}{\partial \rho} \rho \frac{\partial \psi}{\partial \rho}+\frac{\partial^{2} \psi}{\partial z^{2}}\right) \\
& +V_{\mathrm{eff}}^{(m)}(\rho, z) \psi(\rho, z, t)-e z \varepsilon(t) \cos (\omega t) \psi(\rho, z, t) \tag{1}
\end{align*}
$$

with the effective potential

$$
\begin{equation*}
V_{\mathrm{eff}}^{(m)}(\rho, z)=V_{C}(\rho, z)+\frac{\hbar^{2} m^{2}}{2 \mu \rho^{2}} \tag{2}
\end{equation*}
$$

which takes into account the presence of a centrifugal barrier for an electron for which the projection of its momentum onto the $z$ axis is equal to $m \hbar$. Here $V_{C}$ is the Coulomb potential.

As in Refs. 19 and 20, in the calculations we use the smoothed Coulomb potential


FIG. 1. Distribution of the probability density function in the $3 d$ and $4 d$ states for a magnetic quantum number $m=2$. Level lines: (1) $10^{-3}$; (2) $10^{-4}$; (3) $10^{-4}$; (4) $10^{-5}$.

$$
\begin{equation*}
V_{C}=-\frac{e^{2}}{\sqrt{a^{2}+\rho^{2}+z^{2}}} \tag{3}
\end{equation*}
$$

with the smoothing parameter $a=0.5 a_{0}$, where $a_{0}$ is the Bohr radius. It has been shown ${ }^{19}$ that this potential preserves the structure of the energy spectrum and the wave functions of the hydrogen atom, so that for all states with a smooth quantum number $n \geqslant 3$ the difference in the energies of stationary states in the real and smoothed Coulomb potentials does not exceed one percent.

We note that the circular state characterized by an orbital quantum number $l=m$ and a principal quantum number $n=m+1$ is the ground state in the potential (2). All lower states of the hydrogen spectrum are eigenstates of a Hamiltonian with the effective potential (2) for smaller values of the magnetic quantum number; transitions to these states are forbidden in the presence of a linearly polarized radiation field.

Many of the calculations discussed in this paper are carried out for an initial circular $3 d, m=2$ state. The structures of this state and of the lowest excited $4 d, m=2$ state are shown in Fig. 1. The procedure used to calculate the wave functions of stationary states of the hydrogen atom are similar to those in Ref. 19.

The ionization dynamics calculations are carried out for radiation with a photon energy $\hbar \omega=5.0 \mathrm{eV}$ in the range $P=5 \times 10^{11}-1 \times 10^{16} \mathrm{~W} / \mathrm{cm}^{2}$. Here the initial $3 d$ state is associated with a one-photon transition continuum. The envelope of the pulse is assigned a trapezoidal profile with smoothed edges of duration $\tau_{f}=5 T$ and a plateau $\tau_{\mathrm{pl}}=10 T$ ( $T=2 \pi / \omega$ is the duration of the optical cycle):

$$
\varepsilon(t)= \begin{cases}\varepsilon_{0} \sin ^{2} \frac{\pi t}{2 t_{f}}, & t \leqslant t_{f},  \tag{4}\\ \varepsilon_{0}, & t_{f} \leqslant t \leqslant t_{f}+t_{\mathrm{pl}}, \\ \varepsilon_{0} \sin ^{2} \frac{\pi\left[t-\left(2 t_{f}+t_{\mathrm{pl}}\right)\right]}{2 t_{f}}, & t_{f}+t_{\mathrm{pl}} \leqslant t \leqslant 2 t_{f}+t_{\mathrm{pl}}\end{cases}
$$

Some of the calculations are also carried out for an initial


FIG. 2. Dependence of the ionization probability of a hydrogen atom existing initially in the circular $3 d, m=2$ state on the radiation intensity within the limits of a trapezoidal pulse with smoothed leading edges of duration $\tau_{f}=5 T$ and a plateau $\tau_{\mathrm{pl}}=10 \mathrm{~T}$.
$5 g, m=4$ state and a photon energy $\hbar \omega=2.0 \mathrm{eV}$ to model conditions similar to those encountered in experiment. ${ }^{4}$

The procedure used to solve the time-dependent Schrödinger equation numerically and to calculate the probabilities of ionization and population of bound atomic $|n l m\rangle$ states is described in Ref. 19. For a given $m$ all possible $n l(l \geqslant m)$ states are taken into account for $(l+1) \leqslant n \leqslant n_{\max }=13$.

## 3. DISCUSSION OF THE RESULTS

We begin with an analysis of the ionization dynamics of the circular $3 d$ state of the hydrogen atom. The main numerical simulation result is the dependence of the ionization probability of the hydrogen atom in the $3 d, m=2$ state on the radiation intensity within the limits of a smoothed trapezoidal pulse; this dependence is shown in Fig. 2. Clearly, the ionization probability as a function of the intensity, $W_{i}(P)$, is linear in the weak-field range, attains a maximum at $P^{*}=6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, and becomes a decreasing function of the intensity up to values of the latter $\sim 10^{16} \mathrm{~W} / \mathrm{cm}^{2}$. The distribution of the electron density in the continuum, calculated at the end of the laser pulse and shown in Fig. 3 for an intensity $P=10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, indicates that ionization is a onephoton process in the given range of the parameters.

We have obtained a similar $W_{i}(P)$ curve in calculations for the initial $5 \mathrm{~g}, \mathrm{~m}=4$ state. Here the qualitative form of the curve and the value of the stabilization threshold agree with the data of laboratory experiments ${ }^{4}$ and computer calculations. ${ }^{22}$ However, detailed investigations of the causes of stabilization are not reported in these papers. Another issue that has not been fully explained is the sizable deviation, even in comparatively weak fields, of the $W_{i}(P)$ curve from the result of perturbation theory.


FIG. 3. Distribution of the electron density in the continuum at termination of a laser pulse having an intensity on the lasing "shelf" $10^{15} \mathrm{~W} / \mathrm{cm}^{2}$. The level lines correspond to Fig. 1.

A distinctive feature of circular states is their "squeezing out'" from the Coulomb center by the centrifugal potential, a phenomenon that diminishes the matrix element characterizing the ionization probability, $d_{n E}=\langle n, l=n-1$, $\left.m=l\left|d_{z}\right| E, l+1\right\rangle$. In effect, for pulse durations $\tau$ such that

$$
\begin{equation*}
\Gamma_{i} \tau \ll 1 \tag{5}
\end{equation*}
$$

(where $\Gamma_{i}$ is the ionization width of the initial state, calculated by Fermi's golden rule) and

$$
\begin{equation*}
\Gamma_{i} / \Delta E_{n} \ll 1 \tag{6}
\end{equation*}
$$

(where $\Delta E_{n}=E_{n+1}-E_{n}$ is the energy distance between consecutive levels), perturbation theory should be valid for calculating the ionization probability and linear dependence of the ionization probability on the intensity and duration of the laser pulse:

$$
\begin{equation*}
W_{i} \propto\left|V_{n E}\right|^{2} \tau \propto\left|d_{n E}\right|^{2} P \tau . \tag{7}
\end{equation*}
$$

The above-stated criteria of the validity of perturbation theory yield estimates of the radiation intensity taking into account the known value of the matrix element for the $3 d, m=2$ state, $\hbar \omega=5 \mathrm{eV}\left(d_{n E} \simeq 0.32\right.$ a.u.; Ref. 23): $P \ll 4 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ and $P \ll 5 \times 10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, respectively. In the calculations, however, saturation of the ionization is observed for $P>P^{*}=6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, and the linear dependence (7) is observed only in the range of intensities $P<3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. In this case the slope of the $W_{i}(P)$ curve in the weak-field range can be used to calculate the matrix element $d_{n E}$ and yields a value $d_{n E} \simeq 0.27$ a.u., which is in good agreement with previously reported computational data. ${ }^{23}$ Consequently, the data obtained here begin to deviate from the results of perturbation theory in the range of comparatively weak laser intensities $P>3 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$. This conclusion is further corroborated by the results of calculations of the dynamics of population of the ground state in the given effective potential $V_{\text {eff }}^{(m=2)}$ during the laser pulse $W_{0}(t)$ for various laser intensities.

The validity of perturbation theory rests on the assumption that during the active period of the laser pulse the system resides predominantly in the $\left|n_{0} l_{0}\right\rangle$ state, i.e.,

$$
W_{0}(t)=\left|\left\langle\psi(t) \mid n_{0} l_{0}\right\rangle\right|^{2} \simeq 1,
$$

and the population probabilities of all other states of the discrete and continuous spectra of the atomic Hamiltonian are small. For intensities $P \leqslant 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ the total population of all states except the ground $3 d$ state is indeed small, and perturbation theory is valid. For $P \geqslant 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ the population of the ground state during the entire period of the pulse is a rapidly oscillating function of time with a period equal to half the duration of the optical cycle. During the entire optical cycle the population of the ground state is close to zero, and only at times corresponding to the classical turning points of a free electron oscillating in an electromagnetic field does it increase to values close to unity. This dynamics of the process clearly rejects perturbation theory and indicates the occurrence of strong electromagnetic transitions in the system, even though the ionization probability is small in the final state after termination of the incident laser pulse. We note that the observed ionization probability toward the
end of the laser pulse is substantially lower than predicted by perturbation theory, evincing stabilization of the investigated system.

One possible explanation for the observed stabilization could be an interference mechanism. ${ }^{2,5-7}$ However, significant interference of the amplitudes of transition to the continuum, describing transitions of the form

$$
\begin{aligned}
& n \rightarrow E, \\
& n \rightarrow E^{\prime} \rightarrow n^{\prime} \rightarrow E,
\end{aligned}
$$

occurs only under the condition

$$
\Gamma_{i} / \Delta E_{n} \sim 1
$$

which corresponds to intensities $P \geqslant 5 \times 10^{15} \mathrm{~W} / \mathrm{cm}^{2}$. Consequently, interference of the amplitudes of the given transitions to the continuum is insignificant over essentially the entire range of our calculations.

According to various estimates, on the other hand, the threshold wave field corresponding to the overbarrier ionization regime for the $3 d$ state does not exceed an intensity $\sim 10^{11} \mathrm{~W} / \mathrm{cm}^{2}$ (Refs. 24 and 25), i.e., over the entire investigated range an atomic electron does in fact execute almost free oscillations. In terms of the populations of states of the atomic basis these oscillations are described as transitions between the initial $3 d$ state and the continuum with allowance for free-free transitions between different states of the continuum and, under the stated conditions, cannot be described in the first order of perturbation theory.

The presence of almost free oscillations of an electron wave packet, corresponding to the overbarrier ionization regime, suggests that the computational data could be interpreted within the framework of the Kramers-Henneberger method. ${ }^{16}$ Indeed, it has been shown ${ }^{26}$ that, given the condition $\hbar \omega>I_{\text {at }}$ ( $I_{\text {at }}$ is the zero-field ionization potential of an atom), the basis of KH states is preferable from the physical standpoint over the basis of field-unperturbed states for any values of the radiation intensity. Under the stated conditions, therefore, the dynamics of population of states of the discrete spectrum and the continuum within the period of the laser pulse should in fact be investigated in the basis of KH states. In this case stationary states of the system can be sought in the KH potential

$$
\begin{equation*}
V_{\mathrm{KH}}=\frac{1}{2 \pi} \int_{0}^{2 \pi} V_{C}\left(\rho, z-\alpha_{e} \cos \xi\right) d \xi \tag{8}
\end{equation*}
$$

where $\alpha_{e}=e \varepsilon_{0} / m \omega^{2}$ is the amplitude of the free-electron oscillations in an electromagnetic field of strength $\varepsilon_{0}$.

Over the entire investigated range of intensities up to $P=10^{16} \mathrm{~W} / \mathrm{cm}^{2}$ the amplitude $\alpha_{e}$ of the free-electron oscillations in the electromagnetic field is found to be smaller than the characteristic localization length of the wave function $a_{0} n^{2}=9 a_{0}$ for $3 d, m=2$ states in the potential $V_{C}(\rho, z)$. In this case we can form a series expansion of the integrand in Eq. (8):

$$
\begin{aligned}
V_{C}\left(\rho, z-\alpha_{e} \cos \xi\right)= & V_{C}(\rho, z)-\alpha_{e} \cos \xi \frac{\partial V_{C}}{\partial z} \\
& +\frac{\alpha_{e}^{2}}{2} \cos ^{2} \xi \frac{\partial^{2} V_{C}}{\partial z^{2}}+\ldots
\end{aligned}
$$

Then, evaluating the integral (8), we obtain ${ }^{1)}$

$$
\begin{equation*}
V_{\mathrm{KH}}(\rho, z) \simeq-\frac{e^{2}}{r}-\frac{\alpha_{e}^{2}}{2} \frac{e^{2}}{r^{3}} P_{2}(\cos \theta), \tag{9}
\end{equation*}
$$

where $\quad r=\sqrt{\rho^{2}+z^{2}}, \quad P_{2}(\cos \theta)=(1 / 2)\left(3 \cos ^{2} \theta-1\right) \quad$ is a Legendre polynomial, and $\cos \theta=z / r$.

Regarding the second term in Eq. (9) as a perturbation, we find the difference between the energy of the KH state and the energy of the initial atomic state:

$$
\begin{align*}
\Delta E_{n l}^{\mathrm{KH}} & =\langle n l, m=2|-\frac{\alpha_{e}^{2}}{2} \frac{e^{2}}{r^{3}} P_{2}(\cos \theta)|n l, m=2\rangle \\
& =\frac{\alpha_{e}^{2}}{2} e^{2}\left\langle\frac{1}{r^{3}}\right\rangle \frac{l}{2 l+3} . \tag{10}
\end{align*}
$$

Making use of the relation

$$
\left\langle\frac{1}{r^{3}}\right\rangle=\frac{1}{a_{0}^{3} n^{3} l(l+1 / 2)(l+1)}
$$

we obtain the following expression for the energy levels in the KH potential:

$$
\begin{equation*}
E_{n l}^{\mathrm{KH}}=-\frac{e^{2}}{2 a_{0}} \frac{1}{n^{2}}-\frac{\alpha_{\mathrm{KH}} \varepsilon_{0}^{2}}{4}, \tag{11}
\end{equation*}
$$

where

$$
\alpha_{\mathrm{KH}}=-\frac{e^{4}}{m^{2} \omega^{4} a_{0}^{3}} \frac{1}{n^{3}(l+1 / 2)(l+1)(l+3 / 2)} .
$$

It is instructive to compare the resulting expression for the energy of stationary states in the KH potential in the weakfield range ( $\alpha_{e} \ll a_{0} n^{2}$ ) with the Stark shift of the levels of a hydrogenlike atom

$$
\begin{equation*}
\Delta E_{n l}=-\beta \varepsilon_{0}^{2} / 4 \tag{12}
\end{equation*}
$$

Calculations of this kind have been carried out previously. ${ }^{27}$ The following equation (in atomic units) was obtained for states with $n \simeq l \gg 1$ :

$$
\begin{equation*}
\beta=-\frac{1}{\omega^{2}}-\frac{2 l}{2 l+3} \frac{l}{\omega^{4}}\left\langle\frac{1}{r^{3}}\right\rangle+\ldots \tag{13}
\end{equation*}
$$

Here the first term of the expansion $\left(-1 / \omega^{2}\right)$ corresponds to the vibrational energy of a free electron in an electromagnetic field. This term vanishes upon transition to a Kramers oscillating coordinate system. The next term of the expansion gives the deviation of the Stark shift of Rydberg levels from the shift of the continuum boundary. It is evident from a comparison of Eqs. (10), (11) and (12), (13) that under the conditions of small-amplitude oscillations of the wave packet the electron energy spectrum in the KH potential coincides


FIG. 4. Dependence of the energy of stationary $(3 d)_{\mathrm{KH}}(1),(4 d)_{\mathrm{KH}}(2)$, $(5 g)_{\mathrm{KH}}(3)$, and $(5 d)_{\mathrm{KH}}(4)$ states in the KH potential on the laser intensity.
with the atomic spectrum adjusted for the Stark shift of levels. This result is important from the general physical point of view and encourages a new look at the modification of the atomic spectrum in the presence of a radiation field: In weak fields the Kramers-Henneberger approach is merely a more practical method for calculating the shift of the atomic levels. Moreover, this approach provides a means for visualizing directly how the atomic potential is distorted under the influence of an electromagnetic field.

Direct numerical calculations of the energy levels (Fig. 4) and the wave functions of stationary states in the KH potential in the investigated range of intensities confirm the stated conclusions. The wave functions of the ground stationary state in the atomic potential, $3 d, m=2$, and the corresponding KH states with the same projection of the orbital momentum onto the direction of the electric field, $(3 d)_{\mathrm{KH}}, m=2$, for various intensities are close to one another, and the energies of stationary KH states in the range of intensities corresponding to the stabilization threshold differ at most by $10 \%$ from the corresponding free-atom values. In addition, for $P \leqslant 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$ the dependence of $E_{n l}^{\mathrm{KH}}$ on the intensity is linear, i.e., agrees with Eq. 11. The determination of the polarizability $\alpha_{\mathrm{KH}}$ from the slope of the $E_{n l}^{\mathrm{KH}}(P)$ curve for the $(3 d)_{\mathrm{KH}}$ state (Fig. 4, curve 1) yields a value that agrees, within $5 \%$ error limits, with the value of $\alpha_{\mathrm{KH}}$ calculated from Eq. (11).

Again we note that the stabilization regime emerges even in weak fields when $\alpha_{e} \ll a_{0} n^{2}$, the KH potential has a single well and differs only somewhat from the atomic potential, and the energy levels in it coincide with those in the atomic potential adjusted for the Stark shift. In this situation the causes underlying the onset of stabilization require further careful study.

In the KH approach the transition of an electron from a bound state to the continuum takes place under the influence of harmonics of the KH potential:

$$
\begin{equation*}
V_{\mathrm{KH}}^{(j)}(\rho, z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} V_{C}\left(\rho, z-\alpha_{e} \cos \xi\right) \exp (-i j \xi) d \xi, \tag{14}
\end{equation*}
$$

where the $j$ th harmonic describes transitions in the system with an energy increment equal to $j \hbar \omega$.

From the physical standpoint the onset of stabilization in the KH regime is attributable to a decrease in the probability of transition from a bound KH state to the KH continuum

TABLE I. Squares of the overlap integrals $\left|\left\langle n l, m=2 \mid(3 d)_{\mathrm{KH}}, m=2\right\rangle\right|^{2}$ of the wave functions of stationary Kramers-Henneberger states and the corresponding states of the unperturbed atom.

| $P, \mathrm{~W} / \mathrm{cm}^{2}$ | $3 d$ | $4 d$ | $5 g$ | $5 d$ |
| :--- | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 |
| $10^{13}$ | 0.995 | $2.3 \times 10^{-3}$ | $1.4 \times 10^{-4}$ | $6.1 \times 10^{-4}$ |
| $10^{14}$ | 0.990 | $4.5 \times 10^{-3}$ | $1.1 \times 10^{-4}$ | $1.2 \times 10^{-3}$ |
| $6 \times 10^{14}$ | 0.957 | $2.02 \times 10^{-2}$ | $4.0 \times 10^{-6}$ | $5.5 \times 10^{-3}$ |
| $10^{15}$ | 0.926 | $3.31 \times 10^{-2}$ | $2.0 \times 10^{-5}$ | $9.3 \times 10^{-3}$ |
| $3 \times 10^{15}$ | 0.786 | $8.25 \times 10^{-2}$ | $8.3 \times 10^{-4}$ | $2.68 \times 10^{-2}$ |
| $10^{16}$ | 0.500 | 0.147 | $6.90 \times 10^{-3}$ | $6.00 \times 10^{-2}$ |

under the influence of harmonics of the potential $V_{\mathrm{KH}}^{(j)}(\rho, z)$. This transition probability is described by matrix elements of the form

$$
\left\langle V_{\mathrm{KH}}^{(j)}\right\rangle=\left\langle(3 d)_{\mathrm{KH}}\right| V_{\mathrm{KH}}^{(j)}\left|E_{\mathrm{KH}}\right\rangle,
$$

where $\left|(n l)_{\mathrm{KH}}\right\rangle$ and $\left|E_{\mathrm{KH}}\right\rangle$ are the wave functions of the discrete and continuous spectra of the KH potential. In weak fields it is sufficient to restrict the discussion to transitions occurring only under the influence of the lowest harmonic $V_{\mathrm{KH}}^{(1)}(\rho, z)$. Allowing for the fact that stabilization is observed in our calculations for $\alpha_{e} \ll a_{0} n^{2}$, we write $V_{\mathrm{KH}}^{(1)}$ in the form

$$
\begin{align*}
V_{\mathrm{KH}}^{(1)}(\rho, z)= & -\frac{1}{2} \frac{\alpha_{e} e^{2}}{r^{2}} P_{1}(\cos \theta) \\
& -\frac{3}{8} \frac{\alpha_{e}^{3} e^{2}}{r^{4}} P_{3}(\cos \theta)+\ldots \tag{15}
\end{align*}
$$

Rewriting Eq. (15) in the form

$$
\begin{equation*}
V_{\mathrm{KH}}^{(1)}(\rho, z) \simeq-e \varepsilon_{0} z f(\rho, z), \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\rho, z)=\frac{e^{2}}{2 m \omega^{2}}\left\{\frac{1}{r^{3}}-\frac{9}{8} \frac{\alpha_{e}^{2}}{r^{5}}+\frac{15}{8} \frac{\alpha_{e}^{2} z^{2}}{r^{7}}+\ldots\right\} \tag{17}
\end{equation*}
$$

we note that the interaction operator $V_{\mathrm{KH}}^{(1)}$ can be represented by a product of two factors, one of which, $-e z \varepsilon_{0}$, corresponds to the operator of interaction with an electromagnetic field in $d \varepsilon$ gauge in the atomic basis. Stabilization in the KH regime sets in because the matrix element $\left\langle V_{\mathrm{KH}}^{(1)}\right\rangle$ does not increase as the field increases. This behavior is possible when the increase in the ionization probability with increasing intensity, characterized by the operator $-e z \varepsilon_{0}$, is compensated by the contribution of the second factor $f(\rho, z)$. The onset of stabilization is also conducive to an increase in the region of localization of a bound KH state in comparison with the corresponding atomic state and (or) an increase in the photoelectron energy in the continuum as a result of the decrease in the electron binding energy in the KH potential as the intensity is increased. However, the overlap integrals of the wave functions of the atomic state and the KH $\left|\left\langle(3 d)_{\mathrm{KH}} \mid n l\right\rangle\right|^{2}$ states, shown in Table I for various intensities, and the curves representing the energies of stationary states of the KH potential in the interval of onset of stabilization $P=10^{14}-10^{15} \mathrm{~W} / \mathrm{cm}^{2}$ (see Fig. 4) show that these
two factors can be disregarded in our situation. Estimating the amplitude of the probability of transition from the discrete spectrum to the continuum as

$$
\begin{aligned}
C_{i} \sim & \left\langle E_{\mathrm{KH}}\right| V_{\mathrm{KH}}^{(1)}\left|(n l)_{\mathrm{KH}}\right\rangle \simeq-e \varepsilon_{0} \sum_{n^{\prime}, l^{\prime}}\left\langle E_{\mathrm{KH}}\right| z\left|\left(n^{\prime} l^{\prime}\right)_{\mathrm{KH}}\right\rangle \\
& \times\left\langle\left(n^{\prime} l^{\prime}\right)_{\mathrm{KH}}\right| f\left|(n l)_{\mathrm{KH}}\right\rangle
\end{aligned}
$$

and ignoring the difference between the wave functions of stationary states in the atomic and KH potentials, we obtain

$$
\begin{equation*}
C_{i} \sim-e \varepsilon_{0}\langle E| z|n l\rangle\langle f\rangle, \tag{18}
\end{equation*}
$$

where

$$
\langle f\rangle=\langle n l| f(\rho, z)|n l\rangle
$$

is the average value of $f$ over the initial quantum $|n l\rangle$ state. Invoking the explicit expression for the radial wave function of the circular $|n l\rangle=|n, n-1\rangle$ state,

$$
\begin{equation*}
R_{n, n-1}(r)=\sqrt{\frac{8}{(2 n)!n^{3} a_{0}^{3}}}\left(\frac{2 r}{n a_{0}}\right)^{n-1} \exp \left(-\frac{r}{n a_{0}}\right), \tag{19}
\end{equation*}
$$

for $l \geqslant 2$ we obtain

$$
\begin{align*}
\left\langle V_{\mathrm{KH}}^{(1)}\right\rangle \approx & -e \varepsilon_{0} z_{n E} \frac{e^{2}}{2 m \omega^{2} a_{0}^{3}} \frac{1}{n^{4}(n-1 / 2)(n-1)} \\
& \times\left\{1-\frac{9}{8} \frac{\alpha_{e}^{2}}{a_{0}^{2} n^{2}(n-2)(n-3 / 2)}\right\} . \tag{20}
\end{align*}
$$

Making use of the fact that the ionization probability $W_{1}$ $\sim\left|\left\langle V_{\mathrm{KH}}^{(1)}\right\rangle\right|^{2}$, from Eq. (20) we estimate the circular state stabilization threshold:

$$
\begin{equation*}
\alpha_{e}^{2} \approx(4 / 9) a_{0}^{2} n^{2}(n-2)(n-3 / 2) \tag{21}
\end{equation*}
$$

Estimates of the stabilization threshold by means of Eq. (21) for the circular $3 d, m=2$ state with $\hbar \omega=5 \mathrm{eV}$ give $\alpha_{e}^{2} \approx 6 a_{0}^{2}$, so that $P^{*} \cong 3.5 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, in good agreement with the results of our calculations. We also note that under the conditions of experiments ${ }^{4}$ on the ionization of the hydrogenlike Ne atom in the circular $5 g, m=4$ state by laser radiation with $\hbar \omega=2 \mathrm{eV}$, from Eq. (21) we obtain $\alpha_{e}^{2} \approx 100 a_{0}^{2}$ and $P^{*} \simeq 8 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$, which are also close to the data of laboratory ${ }^{4}$ and computer ${ }^{22}$ experiments.

The most conclusive proof of the validity of the Kramers-Hennebergen picture under the conditions of our calculations lies in the data shown in Fig. 5. This figure shows the total population of all bound KH states $W_{\mathrm{KH}}^{\sum}$ (only the two KH states corresponding to restructured $3 d$ and $4 d$ states of the atomic potential contribute perceptibly to this sum in the investigated range of the parameters) during the active period of the laser pulse for various radiation intensities on the lasing "shelf." The plotted curves are smooth time functions and do not undergo the typical sharp oscillations, with a period equal to half the duration of the optical cycle, of the kind exhibited by the projection of the wave function $\psi(\rho, z, t)$ onto states of the unperturbed atom. Here the time rate of decay of KH states is a monotonic function of the laser intensity. The rate of decay of KH states is ob-


FIG. 5. Dynamics of the total population of bound KH states within the time limits of the laser pulse for various laser intensities: (1) $10^{14} \mathrm{~W} / \mathrm{cm}^{2}$; (2) $6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$; (3) $10^{15} \mathrm{~W} / \mathrm{cm}^{2}$; (4) $3 \times 10^{15} \mathrm{~W} / \mathrm{cm}^{2}$. The arrows indicate the beginning and end of the 'shelf' of the laser pulse. The KH states correspond to the laser intensity on the lasing "shelf."
served to increase as the intensity is increased to $P^{*}$ $=6 \times 10^{14} \mathrm{~W} / \mathrm{cm}^{2}$, and then with a further increase in the intensity the KH states become increasingly stable against ionization, i.e., the stabilization effect is observed. This dynamics of the total population of KH states is completely consistent with our analytical estimates.

## 4. CONCLUSION

In summary, the stabilization of circular states observed in our computer calculations and in the experiments reported in Ref. 4 can be interpreted on the basis of the KramersHennebergen approach. An essential consideration here is the saturation of ionization when the amplitude of the freeelectron oscillations is much smaller than the characteristic length of the atomic potential, and the stationary states in the KH potential are close to those of the free atom. The interpretation of the results in the basis of free-atom states is interesting in this situation. Under conditions such that $\Lambda$-type two-photon transitions linking different states of the discrete spectrum cannot inaugurate the interference mechanism, ${ }^{2,5-7}$ the only possible cause of saturation of the ionization probability at a level much lower than unity is transitions between states of the continuous spectrum of the system, such transitions being manifested in almost free oscillations of the electron wave packet. This interpretation of the process justifies the contemplation of a new stabilization mechanism, which would probably have an interference character, viz.: stabilization sets in as a result of coherent repopulating of the continuum by free-free transitions and interference of the amplitudes of one-photon and threephoton transitions to the continuum:

$$
\begin{aligned}
& |n\rangle \rightarrow|E\rangle, \\
& |n\rangle \rightarrow\left|E^{\prime}\right\rangle \rightarrow\left|E^{\prime \prime}\right\rangle \rightarrow|E\rangle .
\end{aligned}
$$

We also note that a further increase in the radiation intensity, on the one hand, will increase the probability of mul-
tiphoton transitions, resulting in interference stabilization, and, on the other hand, will form a KH potential, which differs significantly from the atomic potential. In this situation we are confronted with the conceptual issues of whether it is possible for the known stabilization mechanisms to exist and whether there is competition between them.
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#### Abstract

Stimulated Brillouin scattering (STBS) and phase conjugation of $\mathrm{CO}_{2}$ laser radiation have been demonstrated experimentally for the first time in compressed xenon ( 59 atm at $21^{\circ} \mathrm{C}$ ) located inside the low-Q cavity of this laser. The nonlinear medium was exposed to the action of counterpropagating focused multimode radiation beams. The difference between the frequencies of the longitudinal cavity modes was set at the frequency of the acoustic wave ( $\nu_{s}$ $=32.2 \pm 0.3 \mathrm{MHz})$ excited as a result of STBS by $9.584 \mu \mathrm{~m}$ radiation. The duration of the radiation pulse $\tau_{L}$ was close to the acoustic phonon lifetime ( $\left.\tau_{L}<\tau_{\mathrm{ph}} \approx 3 \times 10^{-6} \mathrm{~s}\right)$. The excitation of STBS was manifested experimentally as the locking of longitudinal modes, an increase in power and energy, and also an increase in the duration of the lasing pulse and a reduction in the divergence to the diffraction limit. © 1999 American Institute of Physics.


[S1063-7761(99)00512-0]

Stimulated Brillouin scattering (STBS) is presently used for the phase conjugation of laser radiation over almost the entire wavelength range of high-power modern lasers, ranging from excimer $\left(\lambda_{L}=0.2-0.3 \mu \mathrm{~m}\right)$ to chemical lasers $\left(\lambda_{L}=2.5-4.5 \mu \mathrm{~m}\right)$ (Refs. 1-4). In the range of $\mathrm{CO}_{2}$ laser radiation the main and most comprehensively studied method of obtaining phase conjugation is still four-wave mixing in nonlinear media. Compared with four-wave mixing, the use of low-threshold STBS would substantially simplify the technical problem of developing phase-conjugation devices for $\mathrm{CO}_{2}$ laser radiation and would extend the possibilities for forming the spatial structure of laser beams. However, although STBS has been thoroughly studied in this particular spectral range, STBS in the ten micron range has only been achieved experimentally in a hydrogen plasma at high intensity $10^{11}-10^{13} \mathrm{~W} / \mathrm{cm}^{2}$ (Refs. 5 and 6 ). The possibilities for using this STBS in a plasma for phase conjugation have not yet been clarified. No reliable information is available on the excitation of STBS in condensed or gaseous media. This may be attributable to competition from other nonlinear phenomena, such as optical breakdown and absorption of radiation. ${ }^{7,8}$ In the present paper we report results of an experimental investigation of the STBS of $\mathrm{CO}_{2}$ laser radiation in compressed xenon ( 59 atm at $T=21^{\circ} \mathrm{C}$ ).

Compressed xenon is a fairly universal STBS medium because of its transparency over a wide wavelength range, high Stokes radiation gain, and small Stokes shift. At the selected pressure the velocity of sound in xenon has a minimum ( $\mathrm{V}_{s}=1.44 \times 10^{4} \mathrm{~cm} / \mathrm{s}$, acoustic wave frequency $\nu_{s}$ $=32.2 \mathrm{MHz}$ ), whereas the steady-state Stokes radiation gain has a maximum ( $g \approx 1.15 \times 10^{-7} \mathrm{~cm} / \mathrm{W}$ ) (Ref. 9). However, on transition to the middle infrared and high gas pressures, the acoustic phonon lifetime increases proportionately with the density and the square of the wavelength $\left(\tau_{\mathrm{ph}} \propto \rho \lambda^{2}\right)$. As a result, for pulsed $\mathrm{CO}_{2}$ lasers at the selected xenon pressure the acoustic phonon lifetime is longer than the radiation
pulse duration $\tau_{L}$. For $\tau_{\mathrm{ph}}>\tau_{L}$ the excitation of STBS is essentially a nonsteady-state process and in order to excite STBS, the pump intensity must be increased compared with the steady-state regime which causes some deterioration in the optical breakdown situation. The threshold intensity for the excitation of essentially nonsteady-state STBS as a result of pulsed pumping of a nonlinear medium by a focused Gaussian beam (cf. Ref. 10) is given by:

$$
I_{\mathrm{thr}} \geqslant \frac{M^{2}}{8 \pi g l_{d}} \frac{\tau_{\mathrm{ph}}}{\tau_{L}}, \quad M \approx \ln \frac{I_{L}}{I_{n}}, \quad l_{d}=\frac{\lambda}{\pi}\left(\frac{F}{r_{0}}\right)^{2}
$$

where $I_{L}$ and $I_{n} \propto 1 / \lambda^{4}$ are the intensities of the pump and the noise Stokes radiation, respectively, $\lambda$ is the pump wavelength, $F$ is the focal length of the focusing lens, and $r_{0}$ is the radius of the Gaussian beam at the lens. In this case for $M=36, \quad \tau_{L} \approx \tau_{\mathrm{ph}}, \quad F=146 \mathrm{~cm}, \quad r_{0}=2.5 \mathrm{~cm}, \quad$ and $g=1.15$ $\times 10^{-7} \mathrm{~cm} / \mathrm{W}$, the threshold intensity is $I_{\mathrm{thr}} \approx 4$ $\times 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$. The optical breakdown intensity of xenon estimated using the results of Refs. 11 and 12 is $10^{7}-10^{8} \mathrm{~W} / \mathrm{cm}^{2}$. When the nonlinear medium is pumped by a focused beam, STBS of $\mathrm{CO}_{2}$ laser radiation cannot be achieved. Quite clearly, the condition for which the threshold STBS excitation intensity is lower than the optical breakdown intensity of compressed xenon cannot be satisfied in experiments using conventional systems. We succeeded in lowering the probability of optical breakdown by significantly reducing the STBS excitation threshold. This was accomplished by increasing the input Stokes signal (reducing $M$ ) by pumping the nonlinear medium with focused counterpropagating polychromatic beams, with the frequency difference between the monochromatic components being equal to the acoustic wave frequency, achieved by placing the nonlinear medium inside the laser cavity. ${ }^{13}$ This method of exciting STBS can reduce the threshold intensity by almost two orders of magnitude to $I_{\mathrm{thr}} \approx 5 \times 10^{6} \mathrm{~W} / \mathrm{cm}^{2}$.


FIG. 1. Optical diagram of $\mathrm{CO}_{2}$ laser with STBS intracavity nonlinearity: 1 - active medium, 2 - STBS cell filled with xenon to 59 atm at $21^{\circ} \mathrm{C}, 3-$ lens of 146 cm focal length, $4-2 \mathrm{~cm}$ thick plane-parallel $\mathrm{BaF}_{2}$ plate mounted at Brewster angle, 5 - copper mirrors, 6 - plane cavity mirror, 7 - system to record radiation power and energy, and 8 - system to record radiation power, energy, divergence, and spectral composition.

The experiment is shown schematically in Fig. 1. The laser radiation source was a chemical $\mathrm{CO}_{2}$ laser where the excitation was transferred from $\mathrm{DF}^{*}$ molecules to $\mathrm{CO}_{2}$ molecules. The laser operated on a single vibrational-rotational transition $[P(24),(001-020)$ vibrational transition]. The half-height width of the active-medium gain profile for our laser is $\approx 700 \mathrm{MHz}$. The duration of the radiation pulse $\tau_{L}$ was close to the phonon lifetime ( $\tau_{L}<\tau_{\mathrm{ph}} \approx 3 \times 10^{-6} \mathrm{~s}$ ). The STBS cell was a 760 mm long metal cylinder having an inner diameter of 40 mm and 40 mm thick $\mathrm{BaF}_{2}$ windows. The windows were sealed with indium. The cell was filled with
xenon via a filter with a $99.99999 \%$ filtration efficiency for impurity particles larger than $0.1 \mu \mathrm{~m}$.

The $\mathrm{CO}_{2}$ laser cavity was formed by a mirror 6 and a Sagnac ring interferometer. The interferometer was formed by a beam splitter 4 , in our case a plane-parallel $\mathrm{BaF}_{2}$ plate mounted at the Brewster angle, and copper mirrors 5. The STBS cell was installed in the focal plane of the lens 3. The initial Q factor of the cavity was set by varying the reflection coefficient of the mirror 6 . This mirror was formed by planeparallel $\mathrm{BaF}_{2}, \mathrm{ZnSe}$, and NaCl plates with a dielectric coating having a reflection coefficient of 0.28 . In order to achieve efficient excitation of STBS, the optical length of the cavity $L_{R}$ (length of a circular round trip) was determined from the condition that the frequency difference between the cavity longitudinal modes should be equal to the acoustic wave frequency, i.e., $L_{R}=L_{\mathrm{SBS}}=c / \nu_{s} \approx(931 \pm 1) \mathrm{cm}$. Any difference between the frequency difference of the longitudinal modes and the acoustic wave frequency should be less than the half-width of the spontaneous scattering frequency profile, i.e., the cavity length should have an accuracy better than $\Delta L_{\mathrm{SBS}} \approx L_{\mathrm{SBS}}^{2} / 2 c \tau_{\mathrm{ph}}=c / 2 \tau_{\mathrm{ph}} \nu_{s}^{2} \approx 5 \mathrm{~cm}$. It should be noted that by varying the cavity length, the value of $\tau_{\mathrm{ph}}$ can be estimated from this last relationship by noting whether STBS is excited or not. When STBS is excited, the coefficient of reflection of radiation in the direction of the Sagnac interferometer will increase and consequently the cavity Q factor will increase, which should be evident from the character of the $\mathrm{CO}_{2}$ laser radiation.

The energy, power, spectral composition, and divergence of the radiation were recorded experimentally. The
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FIG. 2. Time profile of $\mathrm{CO}_{2}$ laser radiation power with STBS excited (a) and fine structure of pulse at the beginning (b) and end of lasing (c).



FIG. 3. Time profile of $\mathrm{CO}_{2}$ laser radiation power in the absence of STBS (a) ( $\left.L_{R}=L_{\mathrm{SBS}}-18 \mathrm{~cm}\right)$ and fine structure of pulse at the beginning (b) and end of lasing (c).
energy was recorded using IMO-2 calorimeters and the power was recorded using an FP-1 photodetector $(\approx 0.7 \mathrm{~ns}$ time resolution) (Ref. 14). The photodetector signal was fed to a 500 MHz Tektronix TDS-540B oscilloscope. The divergence of the radiation was recorded using a $50 \%$ mirror wedge at the focus of the lens $(F=146 \mathrm{~cm})$.

In experiments satisfying the condition for resonance of the Stokes radiation with the longitudinal cavity modes $L_{R}$ $=L_{\text {SBS }}$ we always observed the excitation of STBS regardless of the initial cavity Q-factor. No STBS was excited in the absence of resonance when the cavity length was $L_{R}$ $=L_{\mathrm{SBS}}-18 \mathrm{~cm}$, or $L_{R}=L_{\mathrm{SBS}}+80 \mathrm{~cm}$. When the xenon was removed from the STBS cell, no effects associated with the excitation of STBS were recorded regardless of the cavity length.

When STBS is excited, an increase in the number of modes (from four to ten) is observed during the lasing pulse
and these gradually become phase-locked until complete locking is achieved. Whereas at the beginning of the pulse (Fig. 2) four-mode beats with arbitrary phases are observed, by the end of the pulse we observe a regular series of highpower 6 ns peaks with a repetition period $1 / \nu_{s}=31 \mathrm{~ns}$, i.e., we observe the locking of approximately ten modes. Selfmode locking at STBS nonlinearity is energetically favorable ${ }^{15}$ since in this case all the modes are involved in creating a single acoustic grating which enhances the cavity Q factor. As a result, the increase in the Q factor with time increases the power and duration of the radiation (compare Figs. 2 and 3). The radiation energy of the $\mathrm{CO}_{2}$ laser was doubled as a result of the excitation of STBS.

In the absence of STBS, the beginning of the pulse was also modulated by four modes with arbitrary phases but subsequently the beats diminish and the pulse profile is


FIG. 4. Traces of far-field zone at the focus of $F=146 \mathrm{~cm}$ lens obtained using a $50 \%$ wedge: upper trace - in the presence of STBS ( $L_{R}$ $=L_{\mathrm{SBS}}$ ), radiation energy 1.6 J ; lower trace - in the absence of STBS $\left(L_{R}=L_{\mathrm{SBS}}\right.$ +80 cm ), radiation energy 0.6 J .
smoothed as a result of an increase in the number of modes and the absence of locking, i.e., the pulse has the normal profile for a free-running $\mathrm{CO}_{2}$ laser (Fig. 3).

The excitation of STBS and the onset of phase conjugation can be seen particularly clearly in the change in the divergence of the laser radiation (Fig. 4). Whereas in the absence of STBS the divergence of the radiation was equal to eight diffraction limits, in the presence of STBS and phase conjugation the divergence decreased almost to the diffraction limit and the brightness of the laser radiation increased 64 times. It is also important to note that when STBS is excited, the selected optical cavity system could deliver diffraction-quality radiation with a high Fresnel number ( $N$ $\approx 10$ ).

In this study we have demonstrated that a low-threshold STBS mirror can be developed for long-wavelength radiation where the influence of competing processes is particularly strong. However, the range of application of these results is not confined to $\mathrm{CO}_{2}$ lasers. In particular, this laser system may prove useful for CO and oxygen-iodine lasers, and for studying various types of stimulated Rayleigh scattering processes. For lasers having a uniformly broadened gain profile the mode locking dynamics can be used to obtain additional information on the temperature of the inverted medium, the kinetics of the processes leading to the lasing effect, and also to achieve longitudinal mode selection using STBS nonlinearity.
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Instability of the propagation of nonlinear nonmonochromatic relativistic-intensity electromagnetic waves in a cold subcritical-density plasma is analyzed in three-dimensional geometry. Angular diagrams of their scattering are presented. The calculations show that forward and backward scattering may occur. The radiation in a specific direction is a set of harmonics, propagating against a continuum background, whose frequencies depend on the angle. Radiation at a specific frequency propagates in a set of scattering cones. The azimuthal cone angles depend on frequency. © 1999 American Institute of Physics. [S1063-7761(99)00612-5]

## 1. INTRODUCTION

Recently an increasing number of studies have been devoted to plasma electrodynamics ${ }^{1}$ and in particular to the propagation of relativistic-intensity laser radiation in matter (see, for example, Refs. 2-8).

The focusing of ultrashort laser pulses gives rise to ultrahigh electromagnetic radiation intensities $I \geqslant 10^{18} \mathrm{~W} / \mathrm{cm}^{2}$. A characteristic feature of these fields is the appearance of relativistic effects in the electron motion caused by an increase in their mass. In addition, in such strong fields the material is frequently converted to a completely ionized state. Under these conditions nonlinear currents of free electrons make the main contribution to the polarization of the material $^{2}$ (a wider range of phenomena associated with the interaction between high-power electromagnetic radiation and matter was considered in Ref. 3).

Below, we consider the scattering of laser radiation in a plasma caused by the formation of nonlinear currents of free electrons. Corresponding instabilities of the electromagnetic field are already manifest in a spatially one-dimensional geometry. The scattering of radiation at relativistic intensities was analyzed in Refs. $9-13$ and also by the present authors. ${ }^{14-16}$

The scattering of laser radiation in matter has been studied in broad terms for more than forty years but nevertheless it is extremely difficult to achieve quantitative agreement between theory and experiment, evidently because of the following circumstances. First, in an incompletely ionized material several mechanisms contribute simultaneously to the scattering process. Second, a spectral device receives radiation from different points in the scattering volume, i.e., we are dealing with an integral effect. Third, the laser radiation entering the plasma is transformed. The monochromatic photon flux emits and absorbs plasmons with the result that it is converted into a sum of monochromatic fluxes at frequencies shifted by multiples of the plasma frequency $\omega_{p}$. The plasma frequency then depends on the intensity of the strong electromagnetic wave. This transformation process takes a certain time. The transformed wave is scattered which intro-
duces an additional element of indeterminacy into the theoretical interpretation of the scattering. In the present study we consider the scattering of a transformed relativistic-intensity electromagnetic wave (Akhiezer-Polovin wave) in a completely ionized material by nonlinear currents of the plasma electron current. As in Ref. 14, we shall study the most interesting case of the scattering of a linearly polarized electromagnetic wave.

The local characteristics of the field-plasma system are studied in detail by determining the temporal instability growth rates of the electromagnetic radiation and constructing angular diagrams of its scattering. In some cases, for instance in the focal spot where the integral and local characteristics differ only slightly, the angular diagrams can be used to interpret the experimental data.

The present paper is also a continuation of Ref. 15 and 16, in which the authors analyzed a three-dimensional theory of the scattering of a circularly polarized, relativisticintensity, monochromatic electromagnetic wave in a cold subcritical-density plasma. Below, we consider the scattering of a linearly polarized strong electromagnetic wave which is the case most frequently encountered experimentally. First, a rigorous linear analysis of this problem is made in threedimensional geometry. Until recently the description of the scattering of relativistic-intensity electromagnetic radiation was confined to using various approximations. These include: (1) the one-dimensional approximation (see, for example, Ref. 9), (2) an approximation using a monochromatic linearly polarized reference wave which does not strictly satisfy a system of relativistic Maxwell and hydrodynamic equations; (3) searching for the growth rates assuming that one of the transverse components of the wave vector is zero; (4) resonance approximations which involve using exact phase-matching conditions for various wave processes (see, for instance, Ref. 17).

In experiments, nearly monochromatic laser radiation forms a plasma and is transformed in this plasma to give a nonlinear electromagnetic wave (nonmonochromatic Akhiezer-Polovin wave ${ }^{18,16}$ ). This nonlinear electromag-
netic wave is naturally considered as the reference solution when analyzing scattering. The results presented below show that a nonlinear Akhiezer-Polovin wave describes a regime with the establishment of a doubly-periodic solution.

Hence, this analysis is complex first, because it involves selecting a rigorous reference solution which is nonmonochromatic for a linearly polarized wave (as opposed to monochromatic for a circularly polarized wave) and second, because of the extreme strictness of the linear analysis of the growth rates performed for a system of partial differential equations with oscillating coefficients, unlike previous approximate analyses. The use of a universal approach allowed us (as for a circularly polarized wave, see Ref. 15) to describe the generation of stimulated Raman scattering (STRS) harmonics, the hydrodynamic analog of Compton scattering, continuum generation, and also the interaction of these processes for the case of a linearly polarized wave.

We note some characteristic features of this theoretical method of analysis. The temporal growth rate of this instability is defined as the maximum eigenvalue of the matrix of the linear system of ordinary differential equations being solved. This system is obtained by introducing a traveling variable along the propagation axis, taking the Fourier transform with respect to the spatial coordinates, and converting from an infinite to a finite number of coupled ordinary differential equations. In particular, this approach can avoid the conventional procedure of writing out and analyzing cumbersome dispersion equations. The periodicity of the growth rate with respect to the longitudinal component of the wave vector is substantiated below for periodic reference solutions. In an earlier study we merely drew attention to the quasiperiodicity of the numerically determined growth rates ${ }^{18}$.

Thus, we present results of a rigorous linear analysis of a system of Maxwell and relativistic electron hydrodynamic equations for a linearly polarized reference wave of arbitrary amplitude in three-dimensional geometry. It is shown that the periodicity of the reference solution generates periodicity of the growth rate in the corresponding perturbation wave vector space and that the maximum period of the doublyperiodic rigorous reference solution determines the period of the growth rate.

## 2. INITIAL EQUATIONS

The propagation of relativistic-intensity laser radiation in a plasma is described by a system of Maxwell and relativistic electron hydrodynamic equations:

$$
\begin{align*}
& \left(\Delta-\partial_{t}^{2}\right) \mathbf{A}=\boldsymbol{\nabla} \varphi_{t}+\frac{n}{\gamma}(\mathbf{A}+\boldsymbol{\nabla} \psi),  \tag{1}\\
& \Delta \varphi=n-1  \tag{2}\\
& \boldsymbol{\nabla} \mathbf{A}=0  \tag{3}\\
& \psi_{t}=\varphi-\gamma  \tag{4}\\
& n_{t}+\left(\boldsymbol{\nabla} \frac{n}{\gamma}(\mathbf{A}+\boldsymbol{\nabla} \psi)\right)=0  \tag{5}\\
& \gamma=\sqrt{1+|\mathbf{A}+\boldsymbol{\nabla} \psi|^{2}} \tag{6}
\end{align*}
$$

Here $\mathbf{A}$ and $\varphi$ are the vector and scalar potentials of the electromagnetic field, $\psi$ is the potential of the generalized momentum of the field-plasma system, and $n$ is the electron density. The expression (6) determines the relativistic mass factor $\gamma$. The subscript $t$ indicates a partial time derivative. The system (1)-(6) is normalized as follows: $\mathbf{A}$ and $\varphi$ are normalized to $m c^{2} / e, n$ is normalized to the unperturbed value of the electron density $n_{0}$, the momentum of the electron liquid is normalized to $m c$, the time is normalized to $\omega_{p}^{-1}$ (where $\omega_{p}$ is the unperturbed plasma frequency), and the spatial coordinates are normalized to $c / \omega_{p}$.

Note that when deriving this system of equations we assumed that the generalized electron momentum has no vortex component $(\boldsymbol{\nabla} \times(\mathbf{p}-\mathbf{A}) \equiv 0)$ (the law of frozen curl of the generalized momentum applies: if this condition is satisfied initially, it is then satisfied at all subsequent times).

The initial system of equations (1)-(6) satisfies the conservation laws for the material and the field (see, for instance, Ref. 6).

## 3. LINEARLY POLARIZED RELATIVISTIC-INTENSITY REFERENCE WAVE

### 3.1. Relativistic theory

We shall analyze the Maxwell and relativistic hydrodynamic equations for the plasma electron component (1)-(6) for $x_{1}=x_{2}=0$. As was shown by Akhiezer and Polovin, ${ }^{19}$ the search for solutions of these equations

$$
\begin{aligned}
& \mathbf{A}(\mathbf{x}, t)=\mathbf{e}_{1} A_{1}(\xi)+\mathbf{e}_{2} A_{2}(\xi), \quad \varphi=\varphi(\xi), \\
& n=n(\xi), \quad \psi=\psi(\xi),
\end{aligned}
$$

which depend on the single variable $\xi=x_{3}-q t, q$ $=\sqrt{1+\epsilon^{2}}$, where $q$ is the phase velocity and $\varepsilon$ is the parameter, can be reduced to solving the following problem:

$$
\begin{align*}
& \epsilon^{2} \mathbf{A}_{\xi \xi}+F(\mathbf{A}, \varphi, \epsilon) \mathbf{A}=0,  \tag{7}\\
& \epsilon^{2} \varphi_{\xi \xi}+F(\mathbf{A}, \varphi, \epsilon) \varphi-1=0,  \tag{8}\\
& F(\mathbf{A}, \varphi, \epsilon)=\sqrt{\frac{1+\epsilon^{2}}{\varphi^{2}+\epsilon^{2}\left(1+|\mathbf{A}|^{2}\right)}} . \tag{9}
\end{align*}
$$

In this case, the momentum and electron density are expressed in terms of the vector and scalar potentials of the electromagnetic field ${ }^{19}$ (see also Refs. 18 and 16).

In general, solutions of this problem can be obtained numerically. Analytic approximations were obtained in Ref. 19 for specific cases such as small-amplitude oscillations, purely longitudinal oscillations, monochromatic circularly polarized electromagnetic waves, and monochromatic oscillations having a small longitudinal component. In addition, approximate solutions were constructed in Ref. 19 for the case of greatest practical interest, when the phase velocity of the propagating electromagnetic radiation is close to the velocity of light. However, in that study the authors only analyzed the particular case when the transverse component of the electromagnetic wave is monochromatic. In this case, no nonlinear amplitude-phase modulation occurs. Claire and Perkins ${ }^{20}$ report an analytic investigation of plane linearly polarized electromagnetic waves whose phase velocity con-


FIG. 1. Results of a numerical solution of the Akhiezer-Polovin problem (7)-(9). Initial conditions: $A_{1}(0)=1.2, A_{1_{\xi}}(0)=5, \varphi(0)=2, \varphi_{\xi}(0)=-1$, and $\epsilon=0.1$.
siderably exceeds the velocity of light. Kaw et al. ${ }^{21}$ describe results of a detailed numerical investigation of solutions of the Akhiezer-Polovin equations on the phase plane. Chian and Clemmow ${ }^{22}$ also consider small-amplitude waves corresponding to solutions of the Akhiezer-Polovin equations and in addition construct solutions of these equations in the high amplitude limit.

In previous papers ${ }^{18,16}$ we studied the nonlinear amplitude-phase self-modulation of nonmonochromatic Akhiezer-Polovin waves. Figure 1 gives results of a numerical solution of the Akhiezer-Polovin problem ${ }^{18,16}$ (7)-(9) using the following conditions: $A_{1}(0)=1.2, A_{1_{\xi}}(0)=5$, $\varphi(0)=2, A_{2}(0)=0, A_{2_{\xi}}(0)=0$ (linear polarization), $\varphi_{\xi}(0)$ $=0$, and $\epsilon=0.1$. Concentration of electromagnetic radiation is observed between the crests of the electrostatic potential (amplitude modulation) and the entire pattern is shifted with the phase velocity $q$. The oscillation frequency of the vector potential also varies between the crests and the minimum of the scalar potential (phase modulation).

### 3.2. Asymptotic theory of nonlinear self-modulation of linearly polarized rf electromagnetic waves in plasma

An analytic theory of nonmonochromatic, rf, linearly polarized, relativistic-intensity electromagnetic waves in plasma (in terms of the Akhiezer-Polovin problem) was developed in Refs. 18 and 16. When the frequency of the propagating laser radiation is much higher than the plasma frequency, the phase velocity of the electromagnetic waves $q$ is close to the velocity of light and the parameter $\epsilon$ is small. In Refs. 18 and 16 the authors used the following representation to obtain approximate asymptotic solutions for a particular parameter:

$$
\begin{aligned}
& A_{1}=\sum_{m=0}^{\infty} \epsilon^{m} U_{m}(\xi, \Theta(\xi)), \quad \varphi=\sum_{m=0}^{\infty} \epsilon^{m} \phi_{m}(\xi, \Theta(\xi)), \\
& \Theta_{\xi}=\epsilon^{-1} \mu(\xi) .
\end{aligned}
$$

Here $\mu(\xi)$ is an additional unknown function. As was shown in these studies, the function $\phi_{0}$ only depends on $\xi$ and is a solution of the equation

$$
\begin{equation*}
\phi_{0_{\xi \xi}}=\frac{1}{2}\left(\frac{1+(1 / 2) g^{2} \phi_{0}^{1 / 2}}{\phi_{0}^{2}}-1\right), \tag{10}
\end{equation*}
$$

and the following relations are also satisfied:

$$
\begin{align*}
& U_{0}(\xi)=g \phi_{0}^{1 / 4}(\xi) \sin \Theta,  \tag{11}\\
& \mu(\xi)=\phi_{0}^{-1 / 2} \tag{12}
\end{align*}
$$

The constant $g$ is the coupling parameter between the electromagnetic wave and the Langmuir response of the plasma.

For Eq. (10) the following conservation law is satisfied:

$$
\begin{align*}
& \phi_{0_{\xi}}^{2}+V\left(\phi_{0}\right)=E,  \tag{13}\\
& V\left(\phi_{0}\right)=V_{p}\left(\phi_{0}\right)+V_{l}\left(\phi_{0}\right),  \tag{14}\\
& V_{p}\left(\phi_{0}\right)=\phi_{0}+\phi_{0}^{-1},  \tag{15}\\
& V_{l}\left(\phi_{0}\right)=g^{2} \phi_{0}^{-1 / 2} . \tag{16}
\end{align*}
$$

In Refs. 18 and 16 the authors also give the corresponding principal terms of the asymptotic forms for the density and the longitudinal component of the electron momentum.

Calculations of higher-order approximations in terms of the small parameter yield the following results:

$$
\begin{aligned}
& U_{1}(\xi, \Theta)=a_{1}(\xi) \cos \Theta, \\
& a_{1}(\xi)=\frac{\phi_{0}^{1 / 4}}{2} \int \frac{g\left(g^{2} \phi_{0}^{1 / 2}-3\left(E \phi_{0}-3 \phi_{0}^{2}+1\right)\right)}{16 \phi_{0}^{5 / 2}} d \xi, \\
& \phi_{1} \equiv 0, \\
& U_{2}(\xi, \Theta)=\frac{g^{3}}{128 \phi_{0}^{5 / 4}(\xi)} \sin 3 \Theta+a_{2}(\xi) \cos (\Theta+\text { const }), \\
& \phi_{2}(\xi, \Theta)=\frac{g^{2}}{16 \phi_{0}^{1 / 2}(\xi)} \cos 2 \Theta,
\end{aligned}
$$

where the last term in the equation for $U_{2}$, which corresponds to a small correction to the solution "at the fundamental frequency', should be determined from the following approximations for $\epsilon$. Thus, the second-order corrections describe second and third harmonic generation at the local frequency of the propagating electromagnetic wave.

An integral expression for the period of the slow oscillations generated by the propagating electromagnetic radiation follows explicitly from the relationships (13)-(16):

$$
T(E, g)=\oint \frac{d \phi}{\sqrt{E-V(\phi)}} .
$$

We can also introduce the concept of the average wave number for the rf electromagnetic wave::

$$
k_{0}=(T \epsilon)^{-1} \oint \phi_{0}^{-1 / 2} d \xi
$$

In this case, as was shown earlier, ${ }^{18,16}$ we obtain the simple dispersion relationship:

$$
k_{0}=N k_{p}, \quad k_{p}=\frac{2 \pi}{T}
$$

The normalized intensity of an Akhiezer-Polovin wave averaged over the rf oscillations of the electromagnetic field and the plasmon period, is given by: ${ }^{18,16}$

$$
\bar{I}=\frac{g^{2} k_{0}}{2 \epsilon}
$$

### 3.3. Quasirelativistic approximation

It is possible to have a situation where the electromagnetic waves are such that their propagation in a plasma may be described using a quasirelativistic approximation: when relativistic corrections to the masses of the oscillating electrons are taken into account, we can confine our analysis to an expansion of the gamma factor in powers of the ratio of the electron momentum to $m c$ (in equations which have not been reduced to dimensionless form) and we can neglect corrections of the fourth order or higher (it should then be borne in mind that in this particular case, the phase velocity of the electromagnetic radiation is higher than the velocity of light). The mathematically most rigorous implementation of this approach can be found in Ref. 23, where the authors introduce a small parameter associated with the deviation of the electromagnetic field and plasma parameters from the equilibrium values and by means of expansions in terms of this small parameter, they derive a corresponding nonsteadystate nonlinear problem (see also Ref. 24). Below we consider the steady-state particular case, the quasirelativistic analog of the Akhiezer-Polovin problem, which is obtained assuming that the partial time derivatives in the problem described in Refs. 23 and 24 are zero.

Mori et al. ${ }^{25}$ used a quasirelativistic approximation to study the instabilities of circularly polarized monochromatic electromagnetic radiation in a plasma.

A quasirelativistic analog of the Akhiezer-Polovin problem (considered below for the case of a linearly polarized electromagnetic wave) is also obtained from the "complete" relativistic problem (7)-(9) if the nonlinearities in these equations are expanded in terms of $\varepsilon$, which corresponds to the propagation of rf electromagnetic waves, the scalar potential is expressed in the form

$$
\begin{equation*}
\varphi=1+f, \tag{17}
\end{equation*}
$$

it is assumed that $f \sim A_{1}^{2}$, and corrections of the order $A_{1}^{4}$ are neglected. The corresponding problem has the form

$$
\begin{aligned}
& \epsilon^{2} A_{1_{\xi \xi}}+(1-f) A_{1}=0, \\
& f_{\xi \xi}+f=\frac{1}{2} A_{1}^{2} .
\end{aligned}
$$

For a given external field the second of these equations becomes a linear problem to determine the scalar potential and is solved ${ }^{4}$ using the Green function (provided that the integral converges):

$$
f(\xi)=\int_{-\infty}^{\infty} \sin \left|\xi-\xi^{\prime}\right| \frac{A_{1}^{2}\left(\xi^{\prime}\right)}{2} d \xi^{\prime}
$$

An expansion in terms of the small parameter $\varepsilon$, performed as for the relativistic problem considered in the previous section, yields the following results:

$$
\begin{align*}
& A_{1}=g(1-f)^{-1 / 4} \sin \left(\epsilon^{-1} \int(1-f)^{1 / 2} d \xi\right)+O\left(\epsilon^{2}\right)  \tag{18}\\
& f_{\xi \xi}+f=\frac{1}{4} g^{2}(1-f)^{-1 / 2}
\end{align*}
$$

The second of these equations corresponds to the conservation law

$$
\begin{align*}
& f_{\xi}^{2}+V_{q r}(f)=E^{\prime}  \tag{19}\\
& V_{q r}(f)=f^{2}+g^{2}(1-f)^{1 / 2} \tag{20}
\end{align*}
$$

These approximate relationships can be obtained from the corresponding expressions in relativistic theory. Then, substituting (17) into the expressions (11), and (12) for the vector-potential obtained in Sec. 3.2 of this study we obtain, after making an elementary transformation:

$$
A_{1}=g\left(\frac{1-f^{2}}{1-f}\right)^{1 / 4} \sin \left(\epsilon^{-1} \int\left(\frac{1-f^{2}}{1-f}\right)^{-1 / 2} d \xi\right)+O(\epsilon)
$$

Neglecting the value of $f^{2}$ in accordance with the quasirelativistic approximation, we quite clearly arrive at the relationship (18). We then expand

$$
V_{p}(\varphi)=V_{p}(1+f) \approx 2+f^{2}
$$

and use the obvious representation

$$
V_{l}(\varphi)=V_{l}(1+f)=g^{2} \sqrt{\frac{1-f}{1-f^{2}}}
$$

Again neglecting $f^{2}$ in this last equation, from the relativistic conservation law (13)-(16) for the average vector-potential we obtain the quasirelativistic conservation law (19) and (20).

## 4. SCATTERING EQUATIONS FOR A LINEARLY POLARIZED WAVE

As the reference solution we take an arbitrary linearly polarized Akhiezer-Polovin wave (see Fig. 1). This is an exact numerical solution of the system (1)-(6) described by the functions $\mathbf{A}_{0}, \varphi_{0}, n_{0}, \mathbf{p}_{0}=\mathbf{e}_{3} p_{3,0}$ (we give these the subscript ' 0 ''). Let us assume that the small perturbations $\delta \mathbf{A}, \delta \varphi, \delta n$, and $\delta \mathbf{p}=\boldsymbol{\nabla} \delta \psi$ propagate against the background of this reference wave. The system of linearized equations for the perturbations has the form

$$
\begin{aligned}
& \begin{aligned}
& \mathbf{A}=\mathbf{A}_{0}+\delta \mathbf{A}, \quad \varphi=\varphi_{0}+\delta \varphi, \\
& n=n_{0}+\delta n, \quad \mathbf{p}=\mathbf{p}_{0}+\delta \mathbf{p}, \\
&\left(\Delta-\partial_{t}^{2}\right) \delta \mathbf{A}= \boldsymbol{\nabla} \delta \varphi_{t}+\frac{n_{0}}{\gamma_{0}}(\delta \mathbf{A}+\delta \mathbf{p})+\frac{1}{\gamma_{0}}\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \delta n \\
& \quad-\frac{n_{0}}{\gamma_{0}^{3}}\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right)\left(\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \cdot(\delta \mathbf{A}+\delta \mathbf{p})\right), \\
& \boldsymbol{\nabla} \mathbf{A}=0, \quad \Delta \delta \varphi=\delta n,
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
\delta \mathbf{p}_{t} & =\boldsymbol{\nabla}\left(\delta \varphi-\gamma_{0}^{-1}\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \cdot(\delta \mathbf{A}+\delta \mathbf{p})\right) \\
\delta n_{t} & +\boldsymbol{\nabla}\left(\frac{n_{0}}{\gamma_{0}}(\delta \mathbf{A}+\delta \mathbf{p})+\frac{1}{\gamma_{0}}\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \delta n\right. \\
& \left.-\frac{n_{0}}{\gamma_{0}^{3}}\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \cdot\left(\left(\mathbf{A}_{0}+\mathbf{p}_{0}\right) \cdot(\delta \mathbf{A}+\delta \mathbf{p})\right)\right)=0
\end{aligned}
$$

We introduce the notation for the functions appearing in these equations:

$$
\begin{aligned}
& f^{1}(\xi)=\frac{n_{0}(\xi)}{\gamma_{0}(\xi)}, \quad f^{2}(\xi)=\frac{A_{1,0}(\xi)}{\gamma_{0}(\xi)}, \quad f^{3}(\xi)=\frac{p_{3,0}(\xi)}{\gamma_{0}(\xi)} \\
& f^{4}(\xi)=\frac{n_{0}(\xi) A_{1,0}(\xi)}{\gamma_{0}^{2}(\xi)}, \quad f^{5}(\xi)=\frac{n_{0}(\xi) p_{3,0}(\xi)}{\gamma_{0}^{2}(\xi)}
\end{aligned}
$$

These functions are periodic and can be expanded as Fourier series:

$$
\begin{align*}
& f^{j}(\xi)=\sum_{m} f_{m}^{j} \exp \left(i m k_{p} \xi\right)  \tag{21}\\
& f_{m}^{4}=\sum_{j} f_{j}^{1} f_{m-j}^{2}, \quad f_{m}^{5}=\sum_{j} f_{j}^{1} f_{m-j}^{3}
\end{align*}
$$

Substituting Eq. (21) into the linearized equations given above and using the Fourier transformation:

$$
\begin{aligned}
(\delta \mathbf{A}, \delta \varphi, \delta n, \delta \mathbf{p})^{T}= & (2 \pi)^{-3 / 2} \int \exp \left(-i \mathbf{k},\left(x_{1}, x_{2}, \xi\right)\right) \\
& \times(\delta \mathbf{A}, \delta \varphi, \delta n, \delta \mathbf{p})_{\mathbf{k}}^{T} d^{3} k
\end{aligned}
$$

we obtain the following system of equations to describe the instability: $\left(\mathbf{k}==\left(k_{1}, k_{2}, \chi\right)\right)$ :

$$
\begin{align*}
-\left(|\mathbf{k}|^{2}+\left(\partial_{t}+i q \chi\right)^{2}\right) \delta A_{1_{0}}= & \sum_{m}\left(a_{m}^{1} \delta A_{1_{-m}}+a_{m}^{2} \delta A_{2_{-m}}\right. \\
& \left.+a_{m}^{3} \delta \psi_{-m}+a_{m}^{4} \delta n_{-m}\right),  \tag{22}\\
-\left(|\mathbf{k}|^{2}+\left(\partial_{t}+i q \chi\right)^{2}\right) \delta A_{2_{0}}= & \sum_{m}\left(b_{m}^{1} \delta A_{1_{-m}}+b_{m}^{2} \delta A_{2_{-m}}\right. \\
& \left.+b_{m}^{3} \delta \Psi_{-m}+b_{m}^{4} \delta n_{-m}\right), \tag{23}
\end{align*}
$$

$$
\begin{align*}
\left(\partial_{t}+i q \chi\right) \delta n_{0}= & \sum_{m}\left(c_{m}^{1} \delta A_{1_{-m}}+c_{m}^{2} \delta A_{2_{-m}}\right. \\
& \left.+c_{m}^{3} \delta \Psi_{-m}+c_{m}^{4} \delta n_{-m}\right)  \tag{24}\\
\left(\partial_{t}+i q \chi\right) \delta \psi_{0}= & \sum_{m}\left(d_{m}^{1} \delta A_{1_{-m}}+d_{m}^{2} \delta A_{2_{-m}}\right. \\
& \left.+d_{m}^{3} \delta \Psi_{-m}+d_{m}^{4} \delta n_{-m}\right) \tag{25}
\end{align*}
$$

where

$$
\begin{aligned}
& a_{m}^{1}=\left(1-\frac{k_{1}^{2} m k_{p}}{|\mathbf{k}|^{2}\left(\chi+m k_{p}\right)}\right) f_{m}^{1}-\sum_{l}\left(\left(1-\frac{k_{1}^{2}}{|\mathbf{k}|^{2}}\right) f_{l}^{4}\right. \\
& \left.-\frac{k_{1} \chi}{|\mathbf{k}|^{2}} f_{l}^{5}\right)\left(f_{m-l}^{2}-\frac{k_{1}}{\chi+m k_{p}} f_{m-l}^{3}\right), \\
& a_{m}^{2}=-\frac{k_{1} k_{2} m k_{p}}{|\mathbf{k}|^{2}\left(\chi+m k_{p}\right)} f_{m}^{1}+\sum_{l}\left(\left(1-\frac{k_{1}^{2}}{|\mathbf{k}|^{2}}\right) f_{l}^{4}\right. \\
& \left.-\frac{k_{1} \chi}{|\mathbf{k}|^{2}} f_{l}^{5}\right) \frac{k_{2}}{\chi+m k_{p}} f_{m-l}^{3}, \\
& a_{m}^{3}=-\frac{i k_{1} \chi m k_{p}}{|\mathbf{k}|^{2}} f_{m}^{1}+i \sum_{l}\left(\left(1-i \frac{k_{1}^{2}}{|\mathbf{k}|^{2}}\right) f_{l}^{4}-i \frac{k_{1} \chi}{|\mathbf{k}|^{2}} f_{l}^{5}\right) \\
& \times\left(k_{1} f_{m-l}^{2}-\left(\chi+m k_{p}\right) f_{m-l}^{3}\right), \\
& a_{m}^{4}=f_{m}^{2}-\frac{k_{1}}{|\mathbf{k}|^{2}}\left(k_{1} f_{m}^{2}+\chi f_{m}^{3}\right), \\
& b_{m}^{1}=-\frac{k_{1} k_{2} m k_{p}}{|\mathbf{k}|^{2}\left(\chi+m k_{p}\right)} f_{m}^{1}+\sum_{l} \frac{k_{2}}{|\mathbf{k}|^{2}}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right) \\
& \times\left(f_{m-l}^{2}-\frac{k_{1}}{\chi+m k_{p}} f_{m-l}^{3}\right), \\
& b_{m}^{2}=\left(1-\frac{k_{2}^{2} m k_{p}}{|\mathbf{k}|^{2}\left(\chi+m k_{p}\right)}\right) f_{m}^{1} \\
& -\sum_{l} \frac{k_{2}^{2}}{|\mathbf{k}|^{2}\left(\chi+m k_{p}\right)}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right) f_{m-l}^{3}, \\
& b_{m}^{3}=i \frac{k_{2} \chi m k_{p}}{|\mathbf{k}|^{2}} f_{m}^{1}-i \frac{k_{2}}{|\mathbf{k}|^{2}} \sum_{l}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right)\left(k_{1} f_{m-l}^{2}\right. \\
& \left.+\left(\chi+m k_{p}\right) f_{m-l}^{3}\right), \\
& b_{m}^{4}=-\frac{k_{2}}{|\mathbf{k}|^{2}}\left(k_{1} f_{m}^{2}+\chi f_{m}^{3}\right), \\
& c_{m}^{1}=i \frac{k_{1} m k_{p}}{\chi+m k_{p}} f_{m}^{1}-i \sum_{l}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right) \\
& \times\left(f_{m-l}^{2}-\frac{k_{1}}{\chi+m k_{p}} f_{m-l}^{3}\right), \\
& c_{m}^{2}=i \frac{k_{2} m k_{p}}{\chi+m k_{p}} f_{m}^{1}+i \sum_{l} \frac{k_{2}}{\chi+m k_{p}}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right) f_{m-l}^{3}, \\
& c_{m}^{3}=\left(|\mathbf{k}|^{2}+\chi m k_{p}\right) f_{m}^{1}-\sum_{l}\left(k_{1} f_{l}^{4}+\chi f_{l}^{5}\right)\left(k_{1} f_{m-l}^{2}\right. \\
& \left.+\left(\chi+m k_{p}\right) f_{m-l}^{3}\right), \\
& c_{m}^{4}=i\left(k_{1} f_{m}^{2}+\chi f_{m}^{3}\right), \\
& d_{m}^{1}=-f_{m}^{2}+\frac{k_{1}}{\chi+m k_{p}} f_{m}^{3}, \quad d_{m}^{2}=\frac{k_{2}}{\chi+m k_{p}} f_{m}^{3}, \\
& d_{m}^{3}=i\left(k_{1} f_{m}^{2}+\left(\chi+m k_{p}\right) f_{m}^{3}\right), \quad d_{m}^{4}=-|\mathbf{k}|^{-2} \delta_{m, 0} .
\end{aligned}
$$

After being converted to the standard form, the equation to determine the eigenvalues of the matrix $B$ of the system of ordinary differential equations obtained from the equations presented above has the form

$$
\operatorname{det}|B-G I|=0
$$

and remains unchanged when the argument $\chi$ shifts by $k_{p}$ since the unbounded matrix $B$ transforms back to itself. Consequently, all the eigenvalues

$$
G_{m}=\operatorname{Re} G_{m}+i \operatorname{Im} G_{m}
$$

of the matrix $B$ are periodic functions of the argument $\chi$ with the period $k_{p}$. The growth rate of the problem is defined as the maximum positive real part of the eigenvalues of the matrix $B$ :

$$
G=\max \operatorname{Re} G_{m}
$$

## 5. SCATTERING OF A LINEARLY POLARIZED WAVE IN THE ONE-DIMENSIONAL CASE

Borovskiŭ et al. ${ }^{14}$ investigated the instability of a linearly polarized wave using the system given above in the spatially one-dimensional case, i.e., when $k_{1}=k_{2}=0$. These authors established that a linearly polarized nonmonochromatic wave is unstable with respect to forward-backward scattering in the relativistic intensity range. Calculations of specific variants showed that the scattering spectrum in the wave vector space consists of a periodic set of lines comprising STRS harmonics shifted relative to one another by multiples of $k_{p}$. The profile of a particular growth rate line is also influenced by a relativistic hydrodynamic analog of the Compton scattering of photons by electron propagating in the field of the reference wave at velocities close to the velocity of light. The profile of the line wings is attributed to the generation of Langmuir noise by the propagating reference wave.

Thus, a plane wave in a plasma is unstable even in onedimensional geometry.

A comparison between the results of a rigorous linear analysis of the propagation instability of plane (nonmonochromatic) linearly polarized and (monochromatic) circularly polarized strong waves in a cold plasma reveals substantial differences in the growth rate lines. Both the period between the neighboring harmonics in $\mathbf{k}$ space ( $k_{0}$ for circular and $k_{p}$ for linear polarizations) and the structure of the lines differ. For circular polarization the hydrodynamic analog of the Compton effect does not have a significant influence in onedimensional geometry whereas for linear polarization, this effect forms the line center. In the nonrelativistic range the growth rate line splits into the Stokes and anti-Stokes components for the circular polarization whereas for the linear polarization all the STRS harmonics are represented.

## 6. ANGULAR SCATTERING DIAGRAMS FOR A LINEARLY POLARIZED WAVE

The maximum growth rate for the problem (22)-(25) was investigated as a function of three components of the perturbation wave vector $\mathbf{k}$. Only a graph of the growth rate as a function of two variables can give a clear representation. It is interesting to examine the dependence of the growth rate


FIG. 2. Distribution of the growth rate $G$ as a function of $(\cos \theta, \alpha)$ for $k=3.5 k_{p}$ and the reference wave shown in Fig. 1.
on the variables in a spherical coordinate system. In Cartesian coordinates $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ the reference wave propagates along the $\mathbf{e}_{3}$ axis and is polarized along the $\mathbf{e}_{1}$ axis. The vector $\mathbf{k}$ of the scattered wave forms the angle $\theta$ with the $\mathbf{e}_{3}$ axis and has the modulus $k$. The vector $\mathbf{k}_{\perp}$, being the projection of the vector $\mathbf{k}$ on the plane $\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right)$, forms the angle $\alpha$ with the $\mathbf{e}_{1}$ axis. The angles $\alpha, \theta$ are the polar and azimuthal angles in spherical coordinates. We shall analyze the distributions of the growth rate with a fixed radius $k$ as a function of the angles $\theta$ and $\alpha$. The value of $k$ determines the frequency of the scattered radiation $\omega=k / c$ and the angles $\theta$ and $\alpha$ determine the direction of scattering in spherical coordinates. Since the experimental measurements are made at different angles $\theta$ and $\alpha$ using spectral devices tuned to a specific frequency $\omega$, the diagrams calculated below can be used directly to interpret the experimental data.

Figure 2 shows the distribution of $G$ as a function of $\cos \theta$ and $\alpha$ for $k=3.5 k_{p}$ and the reference wave shown in Fig. 1. The scattering structure has the following characteristic features. The scattering takes place in a discrete range of nested cones. Within each cone the scattering is anisotropic in terms of the polar angle. The scattering angle is symmetric with respect to $\theta=\pi / 2$ (forward-backward) and with respect to the polarization plane $\alpha=0$ (right-left).

Figure 3 gives dependences of $G$ on $\alpha$ for two fixed scattering cones $\cos \theta=m k_{p} / k$, where $m=1,8$ and $k=8.5 k_{p}$ (the reference wave is the same as for Fig. 2). This diagram gives an idea of the azimuthal scattering anisotropy: the scattering predominates for $\alpha=0, \pi$, i.e., in the direction of polarization of the reference wave.

Figure 4 gives $G$ as a function of $\cos \theta$ for the polar


FIG. 3. Dependence of the growth rate $G$ on $\alpha$ for two fixed scattering cones $\cos \theta=m k_{p} / k$, where $m=1,8$ and $k=8.5 k_{p}$ (the reference wave is the same as that for Fig. 2).
angle $\alpha=0$ corresponding to the scattering maximum for various values of $k / k_{p}=0.5$ (a), 1.0 (b), 3.5 (c), and 8.5 (d). This figure shows the change in the structure of the angular scattering diagram as $k$ increases (scattered radiation frequencies). For values of $k$ which are multiples of $k_{p}$ (Fig. 4b) narrow cones of scattered radiation appear in the direction of the angles $\theta=0, \pi$ (forward-backward), which correspond to the hydrodynamic analog of Compton scattering. A further increase in $k$ shifts the spikes toward the center (on the scale in Fig. 4) and leads to the formation of a pair of new spikes each time $k$ passes through a value which is a multiple of $k_{p}$.

As a result, in Fig. 4d we have eight pairs of spikes and one central one. The coordinates of the maxima of all the spikes are given by

$$
\cos \theta=m k_{p} / k, \quad m=0, \pm 1, \pm 2, \ldots
$$

We note that the structure of the growth rate is a continuous background which provides evidence of continuum generation, with a set of discrete spikes. These are attributable to STRS at plasmons and the hydrodynamic analog of Compton scattering.

## 7. CONCLUSIONS

A spatially three-dimensional geometry has been used to make a rigorous linear analysis of the propagation instability of a plane linearly polarized strong electromagnetic wave in a plasma. The nature of this wave is described: this wave is not monochromatic which significantly complicates the analysis. The wave is a doubly periodic solution of relativistic Maxwell and electron hydrodynamic equations (an Akhiezer-Polovin wave). From the physical point of view, this amplitude-phase modulated wave is a set of photon fluxes at frequencies shifted by multiples of the plasma frequency.

An Akhiezer-Polovin wave was used as the reference solution to analyze the scattering problem. The theory describes the following wave processes: generation of STRS harmonics of the propagating reference radiation in the nonlinear medium, a hydrodynamic analog of Compton scattering as a result of an electron recoil effect, electromagnetic wave interaction in the plasma, and also continuum genera-


FIG. 4. Dependences of the growth rate $G$ on $\cos \theta$ for the polar angle $\alpha=0$ corresponding to the scattering maximum, for various values of $k / k_{p}: 0.5$ (a), 1.0 (b), 3.5 (c), and 8.5 (d).
tion as a result of the scattering of laser radiation. The combination of these wave processes was studied in the relativistic case.

In the present study we used a relativistic hydrodynamic model of a cold plasma in an electromagnetic field. This model is valid when the energy of the electron oscillations in the field substantially exceeds their thermal energy. We can use $I \geqslant 2 \times 10^{16} \mathrm{~W} / \mathrm{cm}^{2}$ (see Ref. 6) as an estimate of the validity of the model.

The 'model', nature of the analysis also involves excessive allowance for long-wavelength perturbations, which leads to the appearance of divergence in the spectral lines of the STRS harmonics. The overall scattering pattern (the frequencies and directions of the scattered waves, the position of the scattering cones, and the scattering anisotropy) are almost independent of this circumstance. This model cannot be used to calculate the narrow region of spectral profiles near the maxima. In order to eliminate the contribution of long-wavelength perturbations, we can propose several procedures: allowance for thermal effects, including shielding of the potential, allowance for the bounded length of the laser radiation pulse, and thus the dimensions of the plasma region, and so on. In the numerical investigations the presence of characteristic features was taken into account using special nonuniform grids.

The calculations show that forward and backward scattering may occur. Each radiation flux can be expanded as an angular spectrum. The radiation in a specific direction is a set of harmonics propagating against a continuum background, whose frequencies depend on the angle. However, the radiation flux has a continuous frequency spectrum. Radiation at a specific frequency propagates in a set of scattering cones. The polar angles of the cones depend on frequency.

Calculations of the angular distributions show that the scattering growth rate is symmetrical relative to the polarization plane $\left(\mathbf{e}_{1}, \mathbf{e}_{3}\right)$ of the reference wave and relative to the plane perpendicular to the direction of propagation of the reference wave. Despite the symmetry of the growth rate under the experimental conditions the backscattering intensity is low because of the short interaction time of the radiation traveling in opposite directions ${ }^{26}$. At the same time, the growth rate exhibits polar anisotropy. The preferential directions of scattering lie in the plane of polarization of the reference wave.

The theory also describes a hydrodynamic analog of Compton scattering. This scattering predominates in the forward-backward directions and is a set of harmonics at frequencies which are multiples of the plasma frequency. An electron rotating along a relativistic figure-eight in the plane of polarization of the reference wave possesses a momentum parallel and anti-parallel to the momentum of the field as it passes through the upper and lower "tips" of the figureeight. In the corresponding time intervals, effective scattering takes place where the electron loses or acquires momentum.

Since linearly polarized radiation is predominantly used in experiments with relativistic-intensity pulses, the angular distributions obtained in this study can be used to interpret the experimental data.

To sum up, the instability of an Akhiezer-Polovin wave has been investigated for the first time in multidimensional geometry. Note that the results presented are naturally converted to the results of the one-dimensional theory. ${ }^{14}$ It is shown that the growth rate is periodic with respect to the longitudinal component of the perturbation wave vector. The condition for periodicity of the growth rate can be applied to any other periodic reference wave, including an approximate one.
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#### Abstract

It is shown that when an optically allowed transition is coherently excited in an impurity atom in a photonic crystal under conditions where one of the normal relaxation channels is suppressed by the spectral characteristics of the photonic crystal, new relaxation mechanisms are activated involving a coherent field quantum. These mechanisms substantially alter the dynamics of the atomic system, leading to filling of levels of the impurity atom which do not belong to the coherently excited atomic transition. Under certain conditions this leads to population inversion as a result of an optically allowed transition which does not interact with the coherent pump and at a frequency where no photonic band gaps can exist. © 1999 American Institute of Physics. [S1063-7761(99)00712-X]


## 1. INTRODUCTION

The fabrication technology being developed for photonic crystals, ${ }^{1-3}$ i.e., media having forbidden bands in photonic states, has stimulated interest in the dynamics of excited impurity atoms whose radiative transition frequencies lie in forbidden bands. Media have now been obtained in which the width of the photonic band gap is of the order of $30 \%$ of the gap-center frequency and the gaps are situated in ranges between the microwave and the visible. Some of the main examples of photonic crystals are periodic dielectric structures. The specific characteristics of the propagation of electromagnetic radiation in periodic dielectric structures find applications in various important devices such as microlasers, ${ }^{1,4,5}$ various types of optical fibers, ${ }^{6}$ and so on. In addition, from the general physical point of view, photonic crystals provide a unique possibility of controlling the "switching on" or "switching off"' of various fundamental electromagnetic interactions. Thus, photonic crystals not only have various technical applications but are also of enormous interest for fundamental research, including studies of the dynamics of impurity atoms in which photonic crystals can achieve various scenarios where the frequency of a particular atomic transition falls within the photonic band gap. As a result, some interaction channels are suppressed and others are activated.

Some work on the dynamics of impurity atoms in photonic crystals ${ }^{7-13}$ has been devoted to mechanisms for the relaxation of impurity atoms whose transition frequencies lie in the photonic band gap. Sohn and Wang ${ }^{7}$ studied a quadrupole mechanism for the radiative relaxation of excited impurity atoms. In Refs. 7-9 the authors studied a mechanism for resonant dipole-dipole interaction of impurity atoms and the concept of localized photons. Rupasov and Singh ${ }^{10}$ proposed a model for spontaneous emission from impurity atoms which can be solved analytically. In a series of studies, Rupasov and Singh ${ }^{11,12}$ consider the influence of dipoledipole interaction between impurity atoms on the appearance of the photonic band gap and on the superradiance of an
ensemble of like impurity atoms. Basharov ${ }^{13}$ discusses an electric-dipole diatomic mechanism for the spontaneous emission of an impurity atom.

Other studies have considered the interaction between coherent radiation and impurity atoms at whose transition frequency no photons occur. John and Quang ${ }^{14}$ investigated optical bistability and phase transitions when the carrier frequency of the coherent wave and the excited level of the impurity atoms were situated far (in both directions) from the edge of the photonic band gap. Quang et al. ${ }^{15}$ studied the spontaneous emission of a three-level system in which the frequency of one optically allowed transition was located in the photonic band gap and a neighboring optically forbidden transition was pumped by a coherent wave. In these and other studies the coherent pumping 'operated'" under conditions where particular relaxation processes discussed earlier ${ }^{7-12}$ played a dominant role.

In the present study the author discusses the situation where coherent excitation of an impurity atom in a photonic crystal with a wide photonic band gap leads to the appearance of new relaxation channels. It is shown that, as a result of coherent excitation of a transition at whose frequency no photons occur, these new relaxation channels may under certain conditions form a population inversion on a normal transition whose frequency does not fall within the photonic band gap and other characteristics of the doped crystal. In addition, these same relaxation mechanisms may also be responsible for filling an impurity atomic level situated in the photonic band gap as a result of the normal coherent excitation of a neighboring atomic transition lying outside the spectral characteristics of the photonic crystal.

The essential features of the relaxation mechanism forming the basis of the new relaxation channels under coherent excitation of an atomic transition in a photonic crystal are illustrated in Fig. 1. In addition to coherent excitation of an optically allowed transition $E_{a} \rightarrow E_{b}$ by an electromagnetic wave of frequency $\Omega_{\text {coh }}$ (Fig. 1a), spontaneous two-photon processes take place in the field of this wave: the absorption of a coherent field photon $\hbar \Omega_{\text {coh }}$ is accompanied by the


FIG. 1. Two-quantum mechanism for level filling in the photonic band gap.
emission of a photon $\hbar \omega_{q}, \omega_{q}-\Omega_{\text {coh }} \approx\left(E_{a}-E_{c}\right) / \hbar$ (Fig. 1b) such that a two-quantum transition $E_{a} \rightarrow E_{c}$ takes place. ${ }^{16}$ The rate of this transition is proportional to the intensity of the coherent wave although under normal conditions it is still lower than the rate of a spontaneous single-photon optically allowed transition. Hence, this two-quantum relaxation does not generally appear in normal media. The situation is different in photonic crystals. Despite its smallness this twoquantum relaxation process leads to filling of the $E_{c}$ level, from which it is difficult to depart by the usual relaxation channels since it is situated in the photonic band gap. A similar process involving the absorption of a photon $\hbar \Omega_{\mathrm{coh}}$ and the simultaneous emission of a photon $\hbar \omega_{p}, \Omega_{\text {coh }}-\omega_{p}$ $\approx\left(E_{a}-E_{c}\right) / \hbar$ leads to depopulation of this level (Fig. 1c). The competition between these processes will determine the real population of the $E_{c}$ level. If the impurity atom is sufficiently isolated, its level $E_{c}$ is some distance from the edges of the photonic band gap, and the intensity of the coherent wave is sufficiently high, other relaxation channels ${ }^{7-13}$ may be neglected. In this case, however, the gradual depopulation of the $E_{c}$ level accompanied by the emission of a photon $\hbar \omega_{p}$ is also insignificant because the frequencies of these photons fall within the photonic band gap since

$$
\begin{aligned}
\omega_{p} \approx & \Omega_{\mathrm{coh}}-\left(E_{a}-E_{c}\right) / \hbar \approx\left(E_{a}-E_{b}\right) / \hbar \\
& -\left(E_{a}-E_{c}\right) / \hbar=\left(E_{c}-E_{b}\right) / \hbar .
\end{aligned}
$$

Nevertheless, this process must be taken into account when going beyond the representation of the energy structure of an impurity atom using the three levels $E_{a}, E_{b}$, and $E_{c}$. Note that when selecting the notation for a particular energy level, we adhere to the convention whereby the pair of levels $E_{a}$ and $E_{b}$ or $E_{c}$ and $E_{b}$ forms optically allowed transitions, whereas the levels $E_{a}$ and $E_{c}$ belong to the optically forbidden (two-quantum) transition.

The filling of the $E_{c}$ level situated in the photonic band gap and the establishment of population inversion for the $E_{c} \rightarrow E_{b}$ transition is not the only manifestation of twoquantum relaxation in photonic crystals. Another process accompanying the coherent excitation of the $E_{c} \rightarrow E_{b}$ transition is also extremely interesting in our opinion. In the present paper we consider the coherent excitation of the optically


FIG. 2. Relaxation processes as a result of three-photon excitation of an impurity level located in the photonic band gap.
allowed $E_{c} \rightarrow E_{b}$ transition as a result of three-photon resonant interaction with a coherent wave of frequency $\Omega \approx\left(E_{c}\right.$ $\left.-E_{b}\right) / 3 \hbar$ which does not fall within the photonic band gap. Then, the two-quantum mechanism described above leads to filling of the $E_{a}$ excited level of the neighboring optically allowed $E_{a} \rightarrow E_{b}$ transition (Fig. 2). In this case, no constraints are imposed on the subsequent relaxation from the $E_{a}$ level. Under certain conditions, population inversion may occur as a result of the $E_{a} \rightarrow E_{b}$ transition, but its appearance and magnitude are strictly related to the relaxation parameters of the problem. Quite clearly, other variants of the coherent excitation of an impurity atom and two-quantum relaxation processes leading to population inversion for any transition are also possible.

The effects discussed in the present paper are of a fairly general nature for problems involving the coherent excitation of impurity atoms in photonic crystals since for any other configurations of neighboring transitions, it is always possible to select those frequencies of the exciting coherent field for which the corresponding ${ }^{16}$ two-quantum relaxation processes take place efficiently provided that some of the usual relaxation channels are suppressed by the spectral characteristics of photonic crystals.

The present paper is constructed as follows. The formulation of the problem and the effective Hamiltonian are given in Sec. 2. Kinetic equations for a $V$-configuration three-level impurity atom are derived in Sec. 3 for cases when one of the excited levels lies in the photonic band gap and one of the optically allowed transitions interacts resonantly with the coherent wave. The dynamics of the coherent excitation of an impurity atom are studied in Secs. 4 and 5 and population inversion conditions are determined for a neighboring optically allowed transition for various configuration of impurity atomic levels and various positions of the photonic band gap. A bleaching effect induced by two-quantum relaxation and coherent pumping of an optically allowed transition is described in Sec. 5. In the Conclusions we briefly discuss the case of a $\Lambda$-configuration of impurity atomic levels where the coherent wave interacts resonantly with an optically allowed transition which is not related to the ground atomic level and a neighboring optically allowed transition is ex-
posed to the action of the spectral characteristics of the photonic crystal. It is shown that in this case, the two-quantum mechanism can be considered as an additional relaxation channel for the level in the photonic band gap.

## 2. FORMULATION OF THE PROBLEM AND EFFECTIVE HAMILTONIAN

We shall first consider the situation where electromagnetic radiation having the electric field intensity $\mathbf{E}$

$$
\begin{equation*}
\mathbf{E}=\mathscr{C} e^{-i \Phi}+\mathscr{E}^{*} e^{i \Phi}, \quad \Phi=\Omega t+\varphi_{0} \tag{1}
\end{equation*}
$$

is in three-photon resonance $\left(\Omega \approx\left(E_{c}-E_{b}\right) / 3 \hbar\right)$ with an optically allowed transition $E_{c} \rightarrow E_{b}$ of an impurity atom whose excited level $E_{c}$ lies in the photonic band gap and $E_{b}$ is the ground level. For the other atomic levels we shall assume that the field (1) only forms two-quantum resonances with a certain level $E_{a}$ belonging to the neighboring optically allowed $E_{a} \rightarrow E_{b}$ transition: the two-photon resonance ( $\Omega$ $\left.+\omega_{\theta} \approx\left(E_{c}-E_{a}\right) / \hbar\right)$ involving quanta $\omega_{\theta}$ of the photon thermostat $H_{\theta}$ and the Raman resonance $\left(\omega_{q}-\Omega \approx\left(E_{c}\right.\right.$ $\left.-E_{a}\right) / \hbar$ ) involving quanta of the other photon thermostat $H_{q}$ (Fig. 2).

We write the initial Hamiltonian of the system in the form

$$
\begin{align*}
H= & H_{0}+V_{\mathrm{coh}}+V_{\mathrm{v}}+V_{c a}^{\theta}+V_{c a}^{q}+V_{a b} \\
& +H_{\Omega}+H_{l}+H_{\theta}+H_{q} \tag{2}
\end{align*}
$$

where $H_{0}$ is the Hamiltonian of an isolated impurity atom, $V_{c o h}, V_{\mathrm{v}}, V_{a b}, V_{c a}^{\theta}$, and $V_{c a}^{q}$ are the operators of the interaction between an impurity atom and the coherent field (1), quanta of the photon thermostat with the central frequency $\Omega$, quanta of photon thermostats in resonance with the optically allowed transition $E_{a} \rightarrow E_{b}$, and quanta of the photon thermostat in two-photon resonance [jointly with the wave (1)] with the optically forbidden transition $E_{c} \rightarrow E_{a}$, respectively:

$$
\begin{aligned}
& V_{\mathrm{coh}}=-\mathscr{E} e^{-i \Phi} \sum_{\alpha, \alpha^{\prime}} d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}}+\text { H.c. }, \\
& V_{\mathrm{v}}=-i \sum_{\alpha, \alpha^{\prime}} \int d \omega_{\Omega} K\left(\omega_{\Omega}\right) d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}} b_{\omega_{\Omega}}+\text { H.c. }, \\
& V_{a b}=-i \sum_{\alpha, \alpha^{\prime}=a, b} \int d \omega_{l} K\left(\omega_{l}\right) d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}} b_{\omega_{l}}+\text { H.c. }, \\
& V_{c a}^{\theta}=-i \sum_{\alpha, \alpha^{\prime}} \int d \omega_{\theta} K\left(\omega_{\theta}\right) d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}} b_{\omega_{\theta}}+\text { H.c. } \\
& V_{c a}^{q}=-i \sum_{\alpha, \alpha^{\prime}} \int d \omega_{q} K\left(\omega_{q}\right) d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}} b_{\omega_{q}}+\text { H.c. }
\end{aligned}
$$

Here $H_{\Omega}, H_{l}, H_{\theta}$, and $H_{q}$ are the Hamiltonians of the corresponding photon thermostats, which, in accordance with Ref. 17, can be considered to be independent and which we shall also assume to be Markovian, assuming that their central frequencies do not fall within the photonic band gap and are located at some distance from the edges of this gap [see
also the conditions (7)]. We shall use the index 'th" to indicate that some quantity belongs to the thermostat characteristics:

$$
H_{\mathrm{th}}=\int d \omega_{\mathrm{th}} \hbar \omega_{\mathrm{th}} b_{\omega_{\mathrm{th}}}^{+} b_{\omega_{\mathrm{th}}}, \quad \mathrm{th}=\Omega, l, \theta, q
$$

The other quantities are the creation $a_{\alpha}^{+}$and annihilation $a_{\alpha}$ operators of an atom in the quantum state $\alpha$, the creation $b_{\omega_{\text {th }}}^{+}$ and annihilation operators $b_{\omega_{\mathrm{th}}}$ of thermostat photons, the coupling constants $K(\omega)$, and the matrix elements $d_{\alpha \alpha^{\prime}}$ of the atomic operator of the dipole moment $d$. We shall neglect polarization and spatial effects.

We stress that the role of the photonic band gap can be seen in that the initial Hamiltonian (2) contains no interaction operator with a photon thermostat whose central frequency matches the $E_{c} \rightarrow E_{b}$ transition frequency. The assumption that the $E_{c}$ level is some distance from the edges of this gap and that the density of impurity atoms is low (in our case, we only consider a single impurity atom) means that we can neglect relaxation mechanisms based on resonant dipole-dipole interaction between like atoms, interaction with a non-Markovian thermostat, and so on. ${ }^{7-12}$ Quadrupole ${ }^{7}$ and diatomic ${ }^{13}$ mechanisms can be neglected because of their smallness compared with those included in Eq. (2).

By means of a unitary transformation, ${ }^{16,18}$ we obtain the effective Hamiltonian of the problem from Eq. (2). For this purpose we transform the density matrix of the system using the transformation $\tilde{\rho}=e^{-i S} \rho e^{i S}$. The new density matrix will satisfy the equation

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \tilde{\rho}=[\widetilde{H}, \tilde{\rho}], \tag{3}
\end{equation*}
$$

where the transformed Hamiltonian

$$
\begin{align*}
\widetilde{H}= & e^{-i S}\left(H_{0}+V_{\mathrm{coh}}+V_{\mathrm{v}}+V_{c a}^{\theta}+V_{c a}^{q}+V_{a b}+H_{\Omega}+H_{l}\right. \\
& \left.+H_{\theta}+H_{q}\right) e^{i S}-i \hbar e^{-i S} \frac{\partial}{\partial t} e^{i S}, \tag{4}
\end{align*}
$$

and the Hermitian operator $S$, which determines the transformation, are expanded as a series in terms of the coherent and vacuum fields

$$
\begin{aligned}
& S=S^{(10)}+S^{(01)}+S^{(11)}+\ldots \\
& \widetilde{H}=\widetilde{H}^{(00)}+\widetilde{H}^{(10)}+\widetilde{H}^{(01)}+\widetilde{H}^{(11)}+\ldots
\end{aligned}
$$

where the left-hand index in each pair $(m, n)$ refers to the coherent field and the right-hand index refers to the vacuum field. For $n \geqslant 1$ we divide $S^{(m, n)}$ and $\hat{H}^{(m, n)}$ into four terms

$$
\begin{aligned}
& S^{(m, n)}=S_{\Omega}^{(m, n)}+S_{l}^{(m, n)}+S_{\theta}^{(m, n)}+S_{q}^{(m, n)}, \\
& \widetilde{H}^{(m, n)}=\widetilde{H}_{\Omega}^{(m, n)}+\widetilde{H}_{l}^{(m, n)}+\widetilde{H}_{\theta}^{(m, n)}+\widetilde{H}_{q}^{(m, n)},
\end{aligned}
$$

corresponding to the contributions of each of the photon thermostats taken into account. Since

$$
\begin{aligned}
\widetilde{H}= & H-i[S, H]-\frac{1}{2}[S,[S, H]] \\
& +\frac{i}{6}[S,[S,[S, H]]]+\ldots-i \hbar e^{-i S} \frac{\partial}{\partial t} e^{i S},
\end{aligned}
$$

we have

$$
\begin{aligned}
\widetilde{H}^{(0,0)}= & H_{0}+H_{l}+H_{\theta}, \\
\widetilde{H}^{(1,0)}= & V_{\mathrm{coh}}-i\left[S^{(1,0)}, \widetilde{H}^{(0,0)}\right]+\hbar \frac{\partial}{\partial t} S^{(1,0)}, \\
\widetilde{H}_{\mathrm{th}}^{(0,1)}= & V_{\mathrm{th}}-i\left[S_{\mathrm{th}}^{(0,1)}, \widetilde{H}^{(0,0)}\right]+\hbar \frac{\partial}{\partial t} S_{\mathrm{th}}^{(0,1)}, \\
\widetilde{H}_{\mathrm{th}}^{(1,1)}= & -\frac{i}{2}\left[S_{\mathrm{th}}^{(0,1)}, V_{\mathrm{coh}}\right]-\frac{i}{2}\left[S_{\mathrm{th}}^{(1,0)}, V_{\mathrm{th}}\right] \\
& -\frac{i}{2}\left[S_{\mathrm{th}}^{(0,1)}, \widetilde{H}^{(1,0)}\right]-\frac{i}{2}\left[S^{(1,0)}, \widetilde{H}_{\mathrm{th}}^{(0,1)}\right] \\
& -i\left[S_{\mathrm{th}}^{(1,1)}, \widetilde{H}^{(0,0)}\right]+\hbar \frac{\partial}{\partial t} S_{\mathrm{th}}^{(1,1)}, \\
\widetilde{H}^{(2,0)}= & -\frac{i}{2}\left[S^{(1,0)}, V_{\mathrm{coh}}\right]-\frac{i}{2}\left[S^{(1,0)}, \widetilde{H}^{(1,0)}\right] \\
& -i\left[S^{(2,0)}, H_{0}\right]+\hbar \frac{\partial}{\partial t} S^{(2,0)}, \\
\widetilde{H}^{(3,0)}= & -\frac{i}{2}\left[S^{(2,0)}, V_{\mathrm{coh}}\right]-\frac{i}{2}\left[S^{(1,0)}, \widetilde{H}^{(2,0)}\right] \\
& -\frac{i}{2}\left[S^{(2,0)}, \widetilde{H}^{(1,0)}\right]-\frac{1}{12}\left[S^{(1,0)},\left[S^{(1,0)}, V_{\mathrm{coh}}\right]\right] \\
+ & \frac{1}{12}\left[S^{(1,0)},\left[S^{(1,0)}, \widetilde{H}^{(1,0)}\right]\right]-i\left[S^{(3,0)}, H_{0}\right] \\
+ & \hbar \frac{\partial}{\partial t} S^{(3,0)} .
\end{aligned}
$$

Here the subscript 'th'' indicates one of the photon thermostats.

We impose the constraint that the following conditions corresponding to the resonance processes in the problem and the approximation of slowly varying amplitudes are satisfied:

$$
\begin{aligned}
\widetilde{H}^{(1,0)} & =\widetilde{H}_{\Omega}^{(0,1)}=\widetilde{H}_{\theta}^{(0,1)}=\widetilde{H}_{q}^{(0,1)}=0 \\
\widetilde{H}_{l}^{(0,1)} & =-i \int d \omega_{l} K\left(\omega_{l}\right) d_{a b} a_{a}^{+} a_{b} b_{\omega_{l}}+\text { H.c. } \\
\widetilde{H}^{(2,0)} & =\sum E_{\alpha}^{(2)} a_{\alpha}^{+} a_{\alpha} \\
\widetilde{H}^{(3,0)} & =u_{c b} a_{c}^{+} a_{b} e^{-3 i \Phi}+\text { H.c. }+\sum E_{\alpha}^{(3)} a_{\alpha}^{+} a_{\alpha}
\end{aligned}
$$

where $E_{\alpha}^{(2)}, E_{\alpha}^{(3)}$, and $u_{c b}$ contain no oscillating exponential functions $e^{i s \Phi}, s= \pm 1, \pm 2, \ldots$ The validity of these conditions is confirmed by the absence of any resonant denominators in $S^{(m, n)}$ :

$$
\begin{align*}
& S^{(10)}=-i \sum \frac{d_{\alpha \alpha^{\prime}} \mathscr{E} e^{-i \Phi} a_{\alpha}^{+} a_{\alpha^{\prime}}}{\hbar\left(\omega_{\alpha \alpha^{\prime}}-\Omega\right)}+\text { H.c., } \\
& S_{l}^{(01)}=-\int d \omega_{l} \frac{K\left(\omega_{l}\right) d_{b a} a_{b}^{+} a_{a} b_{\omega_{l}}}{\hbar\left(\omega_{a b}+\omega\right)}+\text { H.c. } \\
& S_{\mathrm{th}}^{(01)}=\sum_{\alpha \alpha^{\prime}} \int d \omega_{\mathrm{th}} \frac{K\left(\omega_{\mathrm{th}}\right) d_{\alpha \alpha^{\prime}} a_{\alpha}^{+} a_{\alpha^{\prime}} b_{\omega_{\mathrm{th}}} \theta\left(E_{\alpha^{\prime}}-E_{\alpha}\right)}{\hbar\left(\omega_{\alpha \alpha^{\prime}}-\omega_{\mathrm{th}}\right)}+\text { H.c. } \tag{5}
\end{align*}
$$

th $=\Omega, \theta, q, \quad S^{(2,0)}=\frac{i}{4 \hbar \Omega} \sum_{\alpha} \Pi_{\alpha}(\Omega)$

$$
\times\left(\mathscr{E}^{2} e^{-2 i \Phi}-\mathscr{E}^{* 2} e^{2 i \Phi}\right) a_{\alpha}^{+} a_{\alpha}
$$

where $\omega_{\alpha \alpha^{\prime}}=\left(E_{\alpha}-E_{\alpha^{\prime}}\right) / \hbar$ and the usual notation ${ }^{18}$ is used for the parameter determining the Stark level shift:

$$
\Pi_{\alpha}(\Omega)=\sum_{\alpha^{\prime}} \frac{\left|d_{\alpha \alpha^{\prime}}\right|^{2}}{\hbar}\left(\frac{1}{\omega_{\alpha \alpha^{\prime}}+\Omega}+\frac{1}{\omega_{\alpha \alpha^{\prime}}-\Omega}\right)
$$

After various simple calculations, we obtain the effective Hamiltonian of the problem in the following form:

$$
\begin{align*}
H^{\mathrm{eff}}= & H_{0}+H^{\mathrm{St}}+V^{(3)}+V_{\Omega}+V_{l}+V_{\theta} \\
& +V_{q}+H_{\Omega}+H_{l}+H_{\theta}+H_{q}, \tag{6}
\end{align*}
$$

where $H^{\text {St }}$ describes the dynamic Stark effect, $V^{(3)}$ determines the three-photon coherent excitation of the $E_{c} \rightarrow E_{b}$ transition, $V_{l}$ determines the $E_{a} \leftrightarrow E_{b}$ relaxation transitions, $V_{\theta}$ and $V_{q}$ determine the $E_{c} \leftrightarrow E_{a}$ relaxation transitions in an impurity atom as a result of interaction with the thermostat, and $V_{\Omega}$ is responsible for the additional broadening of the spectral lines when allowance is made for quantum fluctuations in the Stark effect:

$$
\begin{aligned}
H^{\mathrm{St}}= & \sum|\mathscr{E}|^{2} \Pi_{\alpha}(\omega) a_{\alpha}^{+} a_{\alpha}, \\
V^{(3)}= & u_{c b} a_{c}^{+} a_{b} \mathscr{E}^{3} e^{-3 i \Phi}+\text { H.c. }, \\
u_{c b}= & \frac{d_{c b}}{8 \hbar \Omega}\left(\Pi_{b}(\Omega)-\Pi_{c}(\Omega)\right)+\frac{1}{12 \hbar^{2}} \\
& \times \sum_{\alpha \beta} d_{c \alpha} d_{\alpha \beta} d_{\beta b}\left(\frac{2}{\left(\omega_{c \alpha}-\Omega\right)\left(\omega_{\beta b}-\Omega\right)}\right. \\
& \left.-\frac{1}{\left(\omega_{c \alpha}-\Omega\right)\left(\omega_{\alpha \beta}-\Omega\right)}-\frac{1}{\left(\omega_{\alpha \beta}-\Omega\right)\left(\omega_{\beta b}-\Omega\right)}\right), \\
V_{\mathrm{th}}= & -i \hbar \int d \omega_{\mathrm{th}} K\left(\omega_{\mathrm{th}}\right)\left[f_{\mathrm{th}}(t) R_{\mathrm{th}}^{+} b_{\omega_{\mathrm{th}}}-f_{\mathrm{th}}^{*}(t) R_{\mathrm{th}} b_{\omega_{\mathrm{th}}^{+}}^{+}\right] \\
R_{l}= & a_{b}^{+} a_{a}, \quad f_{l}(t)=d_{b a} / \hbar, \\
R_{\Omega}= & \sum a_{\alpha}^{+} a_{\alpha} \Pi_{\alpha}(\Omega), \quad f_{\Omega}(t)=-\mathscr{E}^{*} e^{i \Phi} / \hbar, \\
R_{\theta}= & a_{a}^{+} a_{c}, \quad f_{\theta}(t)=\mathscr{E} e^{-i \Phi} \Pi_{a c}(\Omega) / \hbar, \\
R_{q}= & a_{a}^{+} a_{c}, \quad f_{q}(t)=\mathscr{E}^{*} e^{i \Phi} \Pi_{c a}(-\Omega) / \hbar .
\end{aligned}
$$

The parameter $\Pi_{a c}(\Omega)$ introduced determines the twophoton interaction operator: ${ }^{18}$

$$
\Pi_{a c}(\Omega)=\sum_{\beta} \frac{d_{a \beta} d_{\beta c}}{\hbar}\left(\frac{1}{\omega_{\beta a}+\Omega}+\frac{1}{\omega_{\beta c}-\Omega}\right)
$$

Note that the subscripts $\alpha, \alpha^{\prime}$, and $\beta$ number all the energy levels of the impurity atom.

The effective Hamiltonian (6) can be used to isolate the relaxation operator by standard methods and obtain definitive kinetic equations describing the dynamics of an impurity atom in a photonic crystal during its coherent excitation process.

## 3. KINETIC EQUATION FOR AN IMPURITY ATOM

We shall list the main initial assumptions for the photon thermostats $H_{\Omega}, H_{l}$, and $H_{\theta}$ introduced in the analysis and the coupling constants:

$$
\begin{align*}
& \left\langle b_{\mathrm{th}}^{+}(t) b_{\mathrm{th}}\left(t^{\prime}\right)\right\rangle=N_{\mathrm{th}} \delta\left(t-t^{\prime}\right), \\
& \left\langle b_{\mathrm{th}}(t) b_{\mathrm{th}}^{+}\left(t^{\prime}\right)\right\rangle=\left(1+N_{\mathrm{th}}\right) \delta\left(t-t^{\prime}\right), \\
& \left\langle b_{\mathrm{th}}^{+}(t) b_{\mathrm{th}}^{+}\left(t^{\prime}\right)\right\rangle=\left\langle b_{\mathrm{th}}(t) b_{\mathrm{th}}\left(t^{\prime}\right)\right\rangle=0, \\
& b_{\mathrm{th}}(t)=\frac{1}{\sqrt{2 \pi}} \int d \omega_{\mathrm{th}} \exp \left[-i \omega_{\mathrm{th}}\left(t-t_{0}\right)\right] b_{\omega_{\mathrm{th}}},  \tag{7}\\
& K\left(\omega_{\mathrm{th}}\right)=\sqrt{\kappa_{\mathrm{th}} / 2 \pi},
\end{align*}
$$

where $N$ is the photon density of the corresponding thermostat and $t_{0}$ is a certain initial time to which the photon operators $b_{\omega_{\mathrm{th}}}$ and $b_{\omega_{\mathrm{th}}}^{+}$refer. Thus, the photon thermostats of the problem are considered to be wide-band and the coupling constants satisfy the Markov approximation, i.e., they do not depend on frequency and are determined by the central frequency of the corresponding photon thermostat. We shall subsequently assume that the operators of the photon thermostats evolve as the operators of noninteracting systems and determine the Wiener processes

$$
\begin{aligned}
& B_{\mathrm{th}}\left(t, t_{0}\right)=\int_{t_{0}}^{t} d t^{\prime} b_{\mathrm{th}}\left(t^{\prime}\right), \\
& {\left[B_{\mathrm{th}}\left(t, t_{0}\right), B_{\mathrm{th}^{\prime}}^{+}\left(t, t_{0}\right)\right]=\left(t-t_{0}\right) \delta_{\mathrm{th} \mathrm{th}^{\prime}},}
\end{aligned}
$$

whose growth rates satisfy ordinary Ito algebra:

$$
\begin{aligned}
d B_{\mathrm{th}}^{+}(t) d B_{\mathrm{th}}(t) & =N_{\mathrm{th}} d t \delta_{\mathrm{th} \mathrm{th}}, \\
d B_{\mathrm{th}}(t) d B_{\mathrm{th}^{\prime}}^{+}(t) & =\left(1+N_{\mathrm{th}}\right) d t \delta_{\mathrm{th} \mathrm{th}}, \\
d B_{\mathrm{th}}(t) d B_{\mathrm{th}^{\prime}}(t) & =d B_{\mathrm{th}}^{+}(t) d B_{\mathrm{th}^{\prime}}^{+}(t)=d B_{\mathrm{th}}(t) d t \\
& =d t d B_{\mathrm{th}}(t)=d B_{\mathrm{th}}^{+}(t) d t=d t d B_{\mathrm{th}}^{+}(t) \\
& =d t d t=0,
\end{aligned}
$$

where the subscripts 'th'" and 'th" denote the photon thermostats, i.e., have values of $\Omega, l, q$, and $\theta$.

Subject to these assumptions we can use the usual methods ${ }^{16,19,20}$ to write the kinetic equation for the density matrix of an impurity atom in the form

$$
\begin{equation*}
\frac{d}{d t} \rho+\hat{\mathscr{T}} \rho=\frac{i}{\hbar}\left[\rho, H_{0}+H^{\mathrm{St}}+V^{(3)}\right] \tag{8}
\end{equation*}
$$

with the relaxation operator in the standard Lindblad form

$$
\begin{align*}
\tilde{\mathscr{T}} \rho= & -\sum_{\mathrm{th}=\Omega, \mathrm{l}, \theta} \frac{\kappa_{\mathrm{th}}}{2}\left|f_{\mathrm{th}}(t)\right|^{2}\left(1+N_{\mathrm{th}}\right)\left(2 R_{\mathrm{th}} \rho R_{\mathrm{th}}^{+}-\rho R_{\mathrm{th}}^{+} R_{\mathrm{th}}\right. \\
& \left.-R_{\mathrm{th}}^{+} R_{\mathrm{th}} \rho\right)-\sum_{\mathrm{th}=\Omega, 1, \theta} \frac{\kappa_{\mathrm{th}}}{2}\left|f_{\mathrm{th}}(t)\right|^{2} N_{\mathrm{th}}\left(2 R_{\mathrm{th}}^{+} \rho R_{\mathrm{th}}\right. \\
& \left.-\rho R_{\mathrm{th}} R_{\mathrm{th}}^{+}-R_{\mathrm{th}} R_{\mathrm{th}}^{+} \rho\right) . \tag{9}
\end{align*}
$$

Here and subsequently we neglect the tilde over the transformed density matrix. It should be stressed that the unitary transformation method gives a far clearer and more complete physical picture of the various types of relaxation processes, including two-quantum ones, ${ }^{16}$ compared with derivations of the relaxation operator from the Bloch equations ${ }^{21,22}$ or using the quantum jump technique. ${ }^{23}$

The off-diagonal matrix elements of the density matrix of an impurity atom can be conveniently expressed in the form

$$
\begin{aligned}
& \rho_{c b}=r_{c b} \exp (-3 i \Phi), \quad \rho_{c a}=r_{c a} \exp \left(-i \omega_{c a} t\right), \\
& \rho_{a b}=r_{a b} \exp \left(-i \omega_{a b} t\right)
\end{aligned}
$$

and then the following system of equations is obtained from Eqs. (8) and (9):

$$
\begin{align*}
& \frac{d}{d t} r_{c b}-i\left(\Delta-\Delta_{c b}|\mathscr{E}|^{2}\right) r_{c b} \\
& =\frac{i}{\hbar}\left(\rho_{c c}-\rho_{b b}\right) u_{c b} \mathscr{E}^{3}-\gamma_{c b}|\mathscr{E}|^{2} r_{c b}, \\
& \frac{d}{d t} \rho_{b b}=\gamma_{a}^{(0)} \rho_{a a}+\frac{i}{\hbar}\left(r_{c b}^{*} u_{c b} \mathscr{C}^{3}-r_{c b} u_{c b}^{*} \mathscr{C}^{* 3}\right), \\
& \frac{d}{d t} \rho_{c c}=-\gamma_{c}|\mathscr{E}|^{2} \rho_{c c}-\frac{i}{\hbar}\left(r_{c b}^{*} u_{c b} \mathscr{E}^{3}-r_{c b} u_{c b}^{*} \mathscr{E} * 3\right), \\
& \frac{d}{d t} \rho_{a a}=-\gamma_{a}^{(0)} \rho_{a a}+\gamma_{c}|\mathscr{E}|^{2} \rho_{c c}, \\
& \frac{d}{d t} r_{c a}+i \Delta_{c a}|\mathscr{E}|^{2} r_{c a}=-\left(\gamma_{c a}^{(0)}+\gamma_{c a}|\mathscr{E}|^{2}\right) r_{c a}, \\
& \frac{d}{d t} r_{a b}+i \Delta_{a b}|\mathscr{E}|^{2} r_{a b}=-\left(\gamma_{a b}^{(0)}+\gamma_{a b}|\mathscr{E}|^{2}\right) r_{a b} . \tag{10}
\end{align*}
$$

Here we use the notation

$$
\begin{align*}
& \Delta=3 \Omega-\omega_{c b}, \quad \Delta_{c b}=\Pi_{c}(\Omega)-\Pi_{b}(\Omega), \\
& \Delta_{c a}=\Pi_{c}(\Omega)-\Pi_{a}(\Omega), \quad \Delta_{a b}=\Pi_{a}(\Omega)-\Pi_{b}(\Omega), \\
& \gamma_{c b}=\kappa_{\Omega}\left(\Pi_{c}(\Omega)-\Pi_{b}(\Omega)\right)^{2} / 2 \hbar^{2}+\gamma_{c} / 2, \\
& \gamma_{a b}^{(0)}=\gamma_{c a}^{(0)}=\gamma_{a}^{(0)} / 2=\kappa_{l}\left|d_{a b}\right|^{2} / 2 \hbar^{2}, \\
& \gamma_{c a}=\kappa_{\Omega}\left(\Pi_{c}(\Omega)-\Pi_{a}(\Omega)\right)^{2} / 2 \hbar^{2}+\gamma_{c} / 2, \\
& \gamma_{a b}=\kappa_{\Omega}\left(\Pi_{a}(\Omega)-\Pi_{b}(\Omega)\right)^{2} / 2 \hbar^{2}, \\
& \gamma_{c}=\kappa_{q}\left|\Pi_{c a}(-\Omega)\right|^{2} / \hbar^{2}+\kappa_{\theta}\left|\Pi_{c a}(\Omega)\right|^{2} / \hbar^{2} . \tag{11}
\end{align*}
$$

We recall that for a three-dimensional spontaneous emission geometry

$$
\gamma_{a}^{(0)}=\frac{4\left|d_{a b}\right|^{2} \omega_{a b}^{3}}{3 \hbar c^{3}\left(2 J_{a}+1\right)},
$$

where $d_{a b}$ is the reduced dipole moment of the $E_{a} \rightarrow E_{b}$ transition and $J_{a}$ is the angular momentum of the $E_{a}$ level.

When writing the equations (10), we assumed that the photon thermostats are vacuum ones containing no photons with $N_{\text {th }}=0$.

We now write the equations for the density matrix for the case where the wave (1) is in one-photon resonance with the $E_{a} \rightarrow E_{b}$ transition, $\Omega \approx\left(E_{a}-E_{b}\right) / \hbar$, and the spectral characteristics of the photonic crystal impose no constraints on this transition (Fig. 1). Let us assume that the $E_{c}$ energy level lies in a photonic band gap some distance from its edges so that the relaxation mechanisms ${ }^{7-13}$ are small compared with the two-quantum mechanism being discussed. For $r_{a b}=\rho_{a b} \exp (i \Phi), \rho_{a a}, \rho_{b b}$, and $\rho_{c c}$ we then have the equations

$$
\begin{align*}
\begin{aligned}
\frac{d}{d t} r_{a b}- & i\left(\Delta-\Delta_{a b}|\mathscr{E}|^{2}\right) r_{a b}= \\
& -\frac{i}{\hbar}\left(\rho_{a a}-\rho_{b b}\right) d_{a b} \mathscr{E} \\
& -\left(\left.\gamma_{a}^{(0)}\left|2+\gamma_{a b}\right| \mathscr{E}\right|^{2}\right) r_{a b} \\
\frac{d}{d t} \rho_{b b}= & \gamma_{a}^{(0)} \rho_{a a}-\frac{i}{\hbar}\left(r_{a b}^{*} d_{a b} \mathscr{E}-r_{a b} d_{a b}^{*} \mathscr{E}^{*}\right) \\
\frac{d}{d t} \rho_{a a}= & -\left(\gamma_{a}^{(0)}+\gamma_{a}|\mathscr{E}|^{2}\right) \rho_{a a} \\
& +\frac{i}{\hbar}\left(r_{a b}^{*} d_{a b} \mathscr{E}-r_{a b} d_{a b}^{*} \mathscr{E}^{*}\right) \\
\frac{d}{d t} \rho_{c c}= & \gamma_{a}|\mathscr{E}|^{2} \rho_{a a} .
\end{aligned}
\end{align*}
$$

Here the quantities introduced have different values [unlike Eq. (11)]:

$$
\begin{align*}
& \Delta=\Omega-\omega_{a b}, \quad \Delta_{a b}=\Pi_{a}(\Omega)-\Pi_{b}(\Omega), \\
& \gamma_{a b}=\kappa_{\Omega}\left(\Pi_{a}(\Omega)-\Pi_{b}(\Omega)\right)^{2} / 2 \hbar^{2}+\gamma_{a} / 2, \\
& \gamma_{a}=\kappa_{q}\left|\Pi_{a c}(-\Omega)\right|^{2} / \hbar^{2}, \quad \gamma_{a}^{(0)}=\kappa_{l}\left|d_{a b}\right|^{2} / \hbar^{2} . \tag{13}
\end{align*}
$$

## 4. FILLING DYNAMICS OF THE $E_{a}$ LEVEL. POPULATION INVERSION

In this section we consider the situation shown schematically in Fig. 2. The system of equations (10) and (11) describing the three-photon excitation of the $E_{c} \rightarrow E_{b}$ transition under conditions where two-quantum relaxation channels play a role, can be used to analyze various effects such as optical nutations, inductions, echo phenomena, ${ }^{24}$ accompanying the coherent pumping of the $E_{c} \rightarrow E_{b}$ transition. At this point we merely discuss the excitation of the $E_{a}$ level.

The system of equations (10) and (11) has a steady-state solution from which we write the quantities relating to the $E_{a} \rightarrow E_{b}$ : transition:

$$
\begin{aligned}
& \rho_{a a}=\frac{\gamma_{c}|\mathscr{E}|^{2} \Gamma}{\gamma_{a}^{(0)} \gamma_{c}|\mathscr{E}|^{2}+\gamma_{c}|\mathscr{E}|^{2} \Gamma+2 \gamma_{a}^{(0)} \Gamma}, \\
& \rho_{b b}=\frac{\gamma_{a}^{(0)} \Gamma+\gamma_{a}^{(0)} \gamma_{c}|\mathscr{E}|^{2}}{\gamma_{a}^{(0)} \gamma_{c}|\mathscr{E}|^{2}+\gamma_{c}|\mathscr{E}|^{2} \Gamma+2 \gamma_{a}^{(0)} \Gamma}, \\
& \rho_{a b}=0, \quad \Gamma=\frac{2 \gamma_{c b}\left|u_{c b}\right|^{2}|\mathscr{E}|^{8} / \hbar^{2}}{\gamma_{c b}^{2}|\mathscr{E}|^{4}+\left(\Delta-\left.\left.\Delta_{c b}\right|_{\mathscr{E}}\right|^{2}\right)^{2}} .
\end{aligned}
$$

It should be noted that pumping of the $E_{a}$ level as a result of coherent excitation of the $E_{c} \rightarrow E_{b}$ transition takes place without any coherence appearing for the $E_{a} \rightarrow E_{b}$ transition. This distinguishes this situation from any other schemes for excitation of the $E_{a} \rightarrow E_{b}$ transition by coherent fields.

We shall assess the possibility of a steady-state inversion for the $E_{a} \rightarrow E_{b}$ transition. It can be seen that this is mainly determined by the relationship between the parameters $\gamma_{c}|\mathscr{E}|^{2}$ and $\gamma_{a}^{(0)}$. In the most favorable case we have the estimate

$$
\frac{\gamma_{c}|\mathscr{E}|^{2}}{\gamma_{a}^{(0)}} \sim\left(\frac{\omega_{q}}{\omega_{a b}}\right)^{3} \frac{\Lambda^{2}}{\delta^{2}}
$$

where $\Lambda \sim \mathscr{E} d / \hbar$ is the characteristic interaction energy and $\delta$ is the smallest detuning from the nonresonant level. This analysis of resonance processes imposes the constraint $\Lambda^{2}$ $\ll \delta^{2}$. By selecting the frequencies and dipole moments of the impurity atom this constraint can be reduced but we must assume that $\gamma_{c}|\mathscr{E}|^{2}<\gamma_{a}^{(0)}$. From this it follows that in the steady-state regime no inversion is established for the $E_{a} \rightarrow E_{b}$ transition although for an ensemble of impurity atoms the fraction of atoms excited to the $E_{a}$ level is fairly high, of the order of

$$
\frac{\gamma_{c}|\mathscr{E}|^{2}}{\gamma_{c}|\mathscr{E}|^{2}+2 \gamma_{a}^{(0)}}
$$

which may account for $10 \%$ of the total number of impurity atoms.

We consider the nonsteady-state excitation of the $E_{a}$ level for the simplest case where the field (1) is switched on at time $t=0$ assuming that $\mathscr{E}(t)=0$ for $t<0$ and $\mathscr{E}(t)=\mathscr{E}$ $=$ const for $t \geqslant 0$. As the initial conditions we take those corresponding to the equilibrium state of the impurity atom:

$$
\begin{aligned}
& \left.\rho_{a a}\right|_{t=0}=\left.\rho_{c c}\right|_{t=0}=\left.\rho_{c b}\right|_{t=0}=\left.\rho_{c a}\right|_{t=0}=\left.\rho_{a b}\right|_{t=0}=0 \\
& \left.\rho_{b b}\right|_{t=0}=1
\end{aligned}
$$

It follows from Eqs. (10) and (11) that the population of the $E_{a}$ level behaves as shown in Fig. 3.

The fluctuations of the $E_{a}$ level population reflect the Rabi oscillations of the pumped $E_{c} \rightarrow E_{b}$ transition. It can be seen that for typical values of the parameters the level population reaches a steady-state regime with an $E_{a}$ level population of the order of $10 \%$.

Unlike the steady-state regime, the overpopulation $\rho_{a a}$ $-\rho_{b b}$ of the levels during a certain time interval may have a population inversion, as shown in Fig. 4.


FIG. 3. Filling of the $E_{a}$ level in the nonsteady-state regime assuming that $\gamma_{c}|\mathscr{E}|^{2}=2 \gamma_{c b}|\mathscr{E}|^{2}=0.2 \gamma_{a}^{(0)}, u_{c b}|\mathscr{E}|^{3} / \hbar=\gamma_{a}^{(0)}, \Delta=\Delta_{c b}|\mathscr{E}|^{2}$.

It can be seen that inversion of the $E_{a} \rightarrow E_{b}$ transition occurs at the first oscillation maximum. As the amplitude of the electric field intensity of the wave increases, the number of "'spikes," during which inversion of the $E_{a} \rightarrow E_{b}$ transition occurs, increases. The effect becomes clearer if the ratio $\gamma_{c}|\mathscr{E}|^{2} / \gamma_{a}^{(0)}$ increases for some reason. We stress that in the absence of two-quantum relaxation, the inequality $\rho_{a a}-\rho_{b b}$ $\leqslant 0$. is always satisfied. Moreover, the population of the $E_{a}$ level is always zero (for these initial conditions).

Thus, during short time intervals under conditions of nonsteady-state coherent pumping of the $E_{c} \rightarrow E_{b}$ transition at the frequency of the neighboring $E_{a} \rightarrow E_{b}$ transition a medium consisting of impurity atoms in a photonic crystal becomes active (amplifying). No coherence is observed for this transition.

## 5. POPULATION DYNAMICS OF THE $E_{c}$ LEVEL. BLEACHING EFFECT

We shall consider the situation when an electromagnetic wave interacts coherently with the $E_{a} \rightarrow E_{b}$ transition: $\Omega$ $\approx\left(E_{a}-E_{b}\right) / \hbar$, and the $E_{c}$ level ascribed to a neighboring optically allowed transition is located in the photonic band gap. In the absence of two-quantum relaxation the system of equations (12) and (13) yields the ordinary Bloch equations for one-photon resonance. However, the presence of the $E_{c}$ level whose normal gradual depopulation is impeded because of the spectral characteristics of a photonic crystal makes it necessary to allow even for weak two-quantum relaxation processes since this level acts as a particular trap for these processes, i.e., on reaching this level an impurity atom remains in this state for a fairly long time. Equations (12) and (13) can be used to analyze all the characteristic features of


FIG. 4. Behavior of the population inversion for the $E_{a} \rightarrow E_{b}$ transition in the nonsteady-state regime. The values of the parameters are the same as in Fig. 3.


FIG. 5. Dynamics of overpopulation of the $E_{c} \rightarrow E_{b}$ transition, assuming $\Lambda=\left|\mathscr{E} d_{a b} / \hbar\right|==10 \gamma_{a}^{(0)}=50 \gamma_{a}=100 \gamma_{a b}, \Delta=\Delta_{a b}|\mathscr{E}|^{2}$.
the dynamics of ordinary optically allowed transitions associated with the presence of these "traps." At this point we shall discuss some of these features.

The steady-state solution of the system (12) and (13) has the extremely simple form

$$
\rho_{c c}=1, \quad \rho_{b b}=0, \quad \rho_{a a}=0, \quad \rho_{a b}=0, \quad \rho_{b c}=0,
$$

which confirms the term "trap'" for the level of an impurity atom located in the photonic band gap. It can be seen that the $E_{c} \rightarrow E_{b}$ transition becomes completely inverted. However, the emission as a result of this transition is completely suppressed by the spectral characteristics of the photonic crystal. Figure 5 illustrates the attainment of this steady state when the field (1) is switched on at time $t=0: \mathscr{E}(t)=0$ for $t<0$ and $\mathscr{E}(t)=\mathscr{E}=$ const for $t \geqslant 0$ The oscillations reflect the Rabi oscillations of the $E_{a} \rightarrow E_{b}$ transition. The time taken to reach the steady-state regime in a fairly high-intensity field (1) is of the order of

$$
\frac{\hbar^{2}}{\kappa_{q}\left|\mathscr{E} \Pi_{a c}(-\Omega)\right|^{2}} .
$$

Thus, if an impurity atom in a photonic crystal has at least one level coupled to the ground level by an optically allowed transition and falling within the photonic band gap, coherent pumping of any optically allowed transition containing the ground energy level will be accompanied by "bleaching' of this transition, i.e., depletion of the energy levels of this transition and filling of the level situated in the photonic band gap. This directly influences the propagation of the coherent wave (1) in the medium, i.e., after a certain time required to transfer the excitation to the $E_{c}$ level, the impurity atoms become 'transparent'' for the wave (1) since they cease to interact with it. However, after a certain time interval, relaxation mechanisms come into play ${ }^{7-13}$ which we neglected compared with two-quantum relaxation channel but which must be taken into account over a fairly long time interval. Such an analysis should be made separately. For the simplest quadrupole ${ }^{7}$ or diatomic ${ }^{13}$ mechanisms for relaxation of the $E_{c} \rightarrow E_{b}$ transition these can be taken into account by adding to the right-hand sides of the equations (12) terms proportional to the rate constant $\gamma_{c}^{(2)}$ of these processes:

$$
\begin{equation*}
\frac{d}{d t} \rho_{b b} \propto \gamma_{c}^{(2)} \rho_{c c}, \quad \frac{d}{d t} \rho_{c c} \propto-\gamma_{c}^{(2)} \rho_{c c} \tag{14}
\end{equation*}
$$

The steady-state solution of the system (12)-(14) is then altered slightly:
$\rho_{c c} \simeq 1-\varepsilon\left(2+\gamma_{a}^{(0)} / \Gamma\right), \quad \rho_{b b} \simeq \varepsilon\left(1+\gamma_{a}^{(0)} / \Gamma\right), \quad \rho_{a a} \simeq \varepsilon$,
where

$$
\begin{aligned}
& \varepsilon=\frac{\gamma_{c}^{(2)}}{\gamma_{a}|\mathscr{E}|^{2}} \ll 1, \\
& \Gamma=2 \frac{\left.\left|d_{a b} \mathscr{E}\right| \hbar\right|^{2}\left(\gamma_{a}^{(0)} / 2+\gamma_{a b}|\mathscr{E}|^{2}\right)}{\left(\gamma_{a}^{(0)} / 2+\gamma_{a b}|\mathscr{\delta}|^{2}\right)^{2}+\left(\Delta-\left.\left.\Delta_{a b}\right|_{\mathscr{E}}\right|^{2}\right)^{2}} .
\end{aligned}
$$

Hence, even when the relaxation of the $E_{c} \rightarrow E_{b}$ transition is taken into account, the neighboring transition has a negligibly small overpopulation:

$$
\begin{aligned}
& \rho_{a a}-\rho_{b b}=-\varepsilon \gamma_{a}^{(0)} / \Gamma \sim \varepsilon \gamma_{a}^{(0) 2} / 4 \Lambda^{2} \\
& \Lambda=\left.\left|d_{a b} \mathscr{E}\right| \hbar\right|^{2} \gg \gamma_{a}^{(0)}
\end{aligned}
$$

and the bleaching effect predominates. We stress that in the proposed system for bleaching of the medium the electromagnetic wave interacts resonantly with impurity atoms in the photonic crystal and propagates outside the photonic band gap, unlike in Ref. 25 where a different bleaching mechanism was discussed when $\Lambda$-configuration atoms of the photonic crystal interact with a high-power electromagnetic field whose frequency fell within the band gap. The differences between the bleaching mechanism described and the familiar bleaching effect caused by saturation of a resonant transition ${ }^{26}$ are also obvious and do not require separate discussion.

## 6. CONCLUSIONS

In the present paper we have demonstrated how the suppression of the ordinary relaxation channels in impurity atoms in photonic crystals brings new relaxation channels to the forefront, based on two-quantum relaxation mechanisms accompanying the action of coherent fields on impurity atoms. In these examples two-quantum relaxation resulted in the filling of levels inside and outside the photonic band gap. We confined our analysis to the $V$ configuration of impurityatom energy levels involved in the resonant pumping and two-quantum relaxation processes, although all the energy levels of the impurity atom were formally taken into account in the parameters of the resonant processes. However, the dominant role of two-quantum relaxation should also appear in other situations. Depending on the specific conditions, two-quantum relaxation channels can either lead to filling or deactivation of a level in the photonic band gap.

An example may be the situation considered by Quang et al. ${ }^{15}$ where the frequency of the $E_{b} \rightarrow E_{a}$ transition assigned to the $\Lambda$ configuration of impurity levels $E_{a}<E_{c}$ $<E_{b}$, fell within the zone of action of the spectral characteristics of the photonic crystal and the $E_{b} \rightarrow E_{c}$ transition was pumped by a coherent wave. These authors ${ }^{15}$ suggested that the frequency of the $E_{b} \rightarrow E_{a}$ transition should lie near the edge of the photonic band gap so that the rate of relaxation of the $E_{b} \rightarrow E_{a}$ transition is not too suppressed. The action of the coherent field in Ref. 15 is considered as co-
herent control of the relaxation mechanism for the $E_{b} \rightarrow E_{a}$ transition. Nevertheless, in this situation we need to allow for two-quantum relaxation channels which, unlike those considered in the present article, lead to additional deactivation of the $E_{b}$ level. Depending on the parameters in the case considered in Ref. 15, the role of two-quantum relaxation may be very substantial and may compete with the processes taken into account in the present study. However, this situation requires separate analysis. We shall illustrate the importance of allowing for two-quantum relaxation in a situation similar to that considered in Ref. 15 when the $E_{b}$ level falls far from the edges of a wide photonic band gap. This assumption means that relaxation of the $E_{b} \rightarrow E_{a}$. transition can generally be neglected. Then, for the initially excited level $E_{b}$ the ground level $E_{a}$ would remain empty in this approach ${ }^{15}$ and the coherent-wave excitation would be transferred from level $E_{b}$ to level $E_{c}$ and back. However, when allowance is made for two-quantum relaxation in the case $E_{b}-E_{c}<E_{c}-E_{a}$, the impurity atom will be transferred from the $E_{c}$ state to the ground level $E_{a}$. This has the result that as a result of the depletion of the $E_{c}$ level, the population of the $E_{b}$ level will also decrease and within a time of the order of

$$
\tau_{\text {rel }}=\frac{\hbar^{2}}{\kappa_{\theta}\left|\mathscr{E} \Pi_{c a}\left(\omega_{b c}\right)\right|^{2}}
$$

an impurity atom from the excited state $E_{b}$ located in the photonic band gap will be transferred to the $E_{a}$ ground state. Here $\mathscr{E}$ is the amplitude of the coherent field in one-photon resonance with the $E_{b} \rightarrow E_{c}$ transition and $\kappa_{\theta}$ is the coupling constant with the photon thermostat having the central frequency $\omega_{\theta}=\omega_{c a}-\omega_{b c}$. For estimates we can use the formulas

$$
\kappa_{\theta}=\frac{2 \hbar \omega_{\theta}^{3}}{c^{3}}, \quad \tau_{\mathrm{rel}}=\frac{\hbar c^{4}}{4 \pi I \omega_{\theta}^{3}\left|\Pi_{c a}\left(\omega_{b c}\right)\right|^{2}},
$$

where $I$ is the intensity of the coherent wave averaged over the period $2 \pi / \omega_{b c}$ of the fast oscillations.
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#### Abstract

Experimental results are presented of a study of the magnetic and electric dipole absorption of microwave radiation by a laser plasma which accompanying the evaporation of various metals. An analysis is made of the influence of the finely dispersed fraction on the absorption and it is shown that the model of a percolation cluster provides a good explanation for the entire set of experimental results. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

In a pioneering study of a laser jet using microwave methods, Ageev et al. ${ }^{1}$ observed the total reflection (cutoff) of a microwave from the plasma region in which the electron density exceeds a critical value. This cutoff occurred above the breakdown threshold of air and the time taken for the transparency to recover did not depend on the target material. It was shown in Ref. 2 that at moderate optical flux densities (which do not cause breakdown of the vapor-gas medium) it is possible to measure the microwave conductivity of a laser plasma. The conductivity is determined by the target material and is fairly high when both metals and dielectrics evaporate. By placing the jet in the antinode of the electric or magnetic field of a standing microwave, it is fairly easy to separate and measure the conduction current and eddy current losses. ${ }^{3}$

When various materials are evaporated by laser radiation, the material flux almost always contains a finely dispersed condensed phase: small droplets of melt expelled from the crater, ${ }^{4}$ condensate microclusters, ${ }^{5}$ and fractal structures ${ }^{6}$ formed as a result of the cooling of the plasma as it expands. In addition, as the density of the metal vapor or its oxide increases in the plasma of the laser jet, a percolation transition takes place. ${ }^{2}$ In the classical percolation model a critical cluster is formed by contacting conducting microparticles. In the microscopic model a percolation cluster appears as a result of the overlap of the wave functions of atoms and molecules for which the density of the material must be close to the critical point. ${ }^{7}$ In a plasma containing a finely dispersed phase a percolation cluster may be formed on a chaotic lattice of noncontacting compact microclusters. Being a heat source in a laser radiation field, a microcluster is a center of spatial inhomogeneity in the temperature distribution and the electron density. Additional conductivity appears in the structure when the average distance between the lattice points is comparable with the characteristic spatial inhomogeneity scale of the plasma, for instance, the thickness of the electric double layer surrounding an isolated microcluster. According to our estimates, ${ }^{8}$ this situation is achieved for a laser jet.

In the present paper we report results of an experimental
investigation of the electric-dipole and magnetic-dipole absorption of a microwave in a low-temperature laser plasma and we analyze the role of the dispersed phase in the microwave absorption. This analysis is based on the conclusions drawn in theoretical studies ${ }^{9,10}$ which investigated the optical properties of conducting particles in a dielectric matrix.

## 2. EXPERIMENT

### 2.1. Experimental method

Figure 1 shows an experimental apparatus which can be used to study microwave absorption at two frequencies and the optical flash from the laser jet. Heating $1.06 \mu \mathrm{~m}$ laser radiation, having a quasi-cw pulse duration of 10 ms and a power density in the range $10^{5}-10^{6} \mathrm{~W} / \mathrm{cm}^{2}$, was focused onto the surface of the target in a 0.5 mm diameter spot. The laser radiation and the counterpropagating flux of evaporated material from the surface of the target (laser jet) were passed through 5 mm diameter apertures positioned at the center of the wide walls of two waveguide sections having cross sections of $8 \times 17$ and $10 \times 23 \mathrm{~mm}^{2}$. The sections were in contact with one another, having a single common wide wall. The directions of propagation of the 2 cm and 3 cm waves were orthogonal. By measuring the microwave absorption at two frequencies, we were able to compare the signals obtained in different experiments more accurately than in Ref. 3 by using one of the signals as a reference.

In order to study the microwave absorption signals, we used a reflection scheme in which the antinode of the electric or magnetic field of a standing microwave could be positioned in the plane of the jet by changing the position of a short-circuiting plunger in the corresponding waveguide cross section. Typical profiles of the laser pulse, the optical flash, and the microwave absorption signals in the antinodes of the electric and magnetic fields were given in Ref. 3 for a 3 cm wave. The coefficients of microwave absorption in the different antinodes cannot be compared directly since the signals, particularly the initial evaporation time, vary from one pulse to another. We used the $\lambda \approx 2 \mathrm{~cm}$ microwave absorption signal as the reference signal.

The reference signal can be used to normalize the absorption signal observed when the jet is located in the anti-


FIG. 1. Schematic of experiment: 1-laser beam, 2-target, 3-jet, 4 -focusing lens $(f=17 \mathrm{~cm}), 5-2 \mathrm{~cm}$ waveguide section, $6-3 \mathrm{~cm}$ waveguide section (turned through $90^{\circ}$ about the axis of the laser beam relative to section 5), 7-short-circuiting plungers, 8-microwave radiation generators, 9 -circulators, and 10-microwave radiation detectors.
node of the electric or magnetic fields of the 3 cm wave relative to the absorption signal in the 2 cm waveguide where the position of the jet coincided with the antinode of the magnetic field and remained constant.

The shape and size of the jet are determined by the selfinteraction effect in the laser-beam-plasma system and depends on the target material. ${ }^{3}$ The time taken for the material to pass through the waveguide was much shorter than the duration of the laser pulse and did not exceed 0.5 ms . After a quasisteady-state evaporation regime had been established $(\leqslant 1 \mathrm{~ms})$ neither the transit time nor the transverse dimension of the jet depended on the irradiation time. According to Anisimov et al., ${ }^{4}$ in the quasisteady-state regime the density of the evaporated material is determined by the density of the heating laser radiation and the buffer gas pressure. It should be noted that at fairly high optical fluxes the dispersed phase in the plasma may be destroyed. In our experiments, when the laser pulse power was increased to $10^{7} \mathrm{~W} / \mathrm{cm}^{2}$, a reduction in the luminescence intensity and the microwave conductivity of the jet is observed for some media (e.g. copper)
and this can naturally be attributed to the breakup of the absorbing micro- and macroformations in the jet.

When we switched off the 3 cm klystron during the laser pulse, we did not detect any significant transfer of microwave energy from the 2 cm to the 3 cm waveguide channel. The fraction of the microwave radiation scattered by the jet material and escaping through the apertures in the waveguides was also negligible. Replacing the shortcircuited 3 cm waveguide section with a transfer section having suitable facilities for detecting the transmitted radiation yields results in good agreement with those obtained for the standing wave. All the control experiments were carried out for the laser jet plasma and for various absorbing (conducting) samples having the same shape and size as the jet. Aqueous solutions of sodium chloride and binary powder mixtures were selected as the calibration media. The latter contained graphite or metal impurities to provide conductivity.

### 2.2. Plasma parameters

When material is evaporated by moderate-intensity laser pulses, the vapor pressure is equal to the buffer gas pressure. In earlier studies we measured the absolute values of the microwave conductivity and the brightness temperature in the visible part of the spectrum of a laser jet near the surface of various single-component media (including metals) ${ }^{3}$ and their binary mixtures. ${ }^{8}$ At normal pressure the microwave conductivity of single-component media is comparatively high ( $>10^{2} \mathrm{~S} / \mathrm{cm}$ ) and the brightness temperature is close to the boiling point of the material. According to the Drude formula, this conductivity could be provided by an electron density in excess of $10^{15} \mathrm{~cm}^{-3}$. Since the concentration of neutral particles in the jet is $\sim 10^{18} \mathrm{~cm}^{-3}$, under conditions of ionization equilibrium at the boiling point of metals the electron density in the plasma is between 1.5 and two orders of magnitude lower than that required by the Drude formula.


FIG. 2. Evolution of the ratio $P_{H} / P_{E}$ during laser irradiation of metals: 1-dysprosium and 2-vanadium. Buffer gas-air.

Estimates ${ }^{8}$ show that at normal pressure in the lowtemperature plasma of a laser jet the concentration of compact microclusters may reach $\sim 10^{15} \mathrm{~cm}^{-3}$.

In the plasma of a jet having transverse dimensions of the order of 1 mm , such high values of the conductivity lead to effective skinning of the microwave radiation and substantial mismatch of the waveguide channel. Thus, in the present study the measurements were made at gas pressures and optical flux densities for which the microwave power absorbed and reflected by the plasma is much lower than the power in the waveguide and distortions of the microwave field by the jet can be neglected. In the present experiments this condition was satisfied as long as the conductivity of the jet did not exceed $1 \mathrm{~S} / \mathrm{cm}$. The level of conductivity (absorption) for each material was selected by varying the buffer gas pressure in the range $10^{-4}-1 \mathrm{~atm}$. These measurements show that as the pressure is reduced, the brightness temperature decreases in accordance with the saturation curve. Whereas the concentration of neutral particles can be assessed from the change in pressure and temperature, at reduced pressures the other plasma parameters of the laser jet require further study which we did not undertake.

Note that at reduced pressures simples estimates of the electron density using the Drude and Saha formulas yield an even larger mismatch than that obtained at normal pressure.

### 2.3. The ratio $P_{H} / P_{E}$ for a laser jet plasma

Figure 2 shows typical behavior of the ratio of the magnetic-dipole to the electric-dipole absorption (subsequently denoted as $P_{H} / P_{E}$ ) during the establishment of advanced evaporation. For each metal the kinetics are obtained from the ratio of the 3 cm wave absorption signals in two successive laser pulses. The initial evaporation times were matched by using the absorption signals recorded in the 2 cm waveguide. After the beginning of evaporation $(t=0)$, the ratio $P_{H} / P_{E}$ usually increases monotonically and stabilizes at a certain level after quasisteady-state evaporation has been established. The initial stage of the kinetics clearly reflects an increase in the vapor density. Table I gives the average values of this level together with the error arising from the fact that the fluctuations of the magnetic-dipole and electricdipole signals recorded in two successive shots differ. These fluctuations are several times the spread of the average level in different series of measurements of the microwave absorption. The error associated with the fluctuations can be minimized by calculating the ratio, not for the instantaneous time, but for the integral absorption in the steady-state section of the kinetics normalized to the absorption in the 2 cm waveguide. Figure 3 gives the ratio $P_{H} / P_{E}$ as a function of the composition of a vanadium-iron mixture obtained by this method. A small change in the conductivity (approximately twofold) is accompanied by threshold behavior of the ratio $P_{H} / P_{E}$ which may be attributed to percolation in the vanadium subsystem. It should be noted that the size of the jet varies negligibly with the mixture composition. Table I gives the transverse dimensions of the jet ( $r_{\text {air }}$ ) for the various materials studied using air as the buffer gas. The radius was determined by a densitometric method using photographic

TABLE I. Values of the ratio $P_{H} / P_{E}$.

|  |  | Buffer gas |  |  |
| :--- | ---: | :---: | :---: | :---: |
| Target | Torr. | Ar |  | Air |
| Graphite | 30 | $1.5 \pm 0.5$ | $2 \pm 1$ | $r_{\text {air }}, \mathrm{mm}$ |
| Mg | 70 | $0.5 \pm 0.1$ | $0.5 \pm 0.1$ | 1.8 |
| Al | 55 | $0.85 \pm 0.15$ | $0.8 \pm 0.3$ | 3.9 |
| Si | 55 | $0.6 \pm 0.3$ | $0.6 \pm 0.6$ | 3.2 |
| Ti | 25 | $1.0 \pm 0.5$ | $1.0 \pm 0.6$ | 2.2 |
| V | 22 | $2.0 \pm 0.5$ | $1.7 \pm 0.5$ | 1.1 |
| Cr | 33 | $1.0 \pm 0.2$ | $0.45 \pm 0.25$ | 1.0 |
| Fe | 45 | $0.20 \pm 0.05$ | $0.23 \pm 0.05$ | 1.1 |
| Co | 80 | $0.3 \pm 0.1$ | $0.3 \pm 0.1$ | 2.1 |
| Ni | 80 | $0.05 \pm 0.02$ | $0.05 \pm 0.02$ | 2.1 |
| Cu | 160 | $0.3 \pm 0.2$ | $0.1 \pm 0.1$ | 4.7 |
| Y | 30 | $0.50 \pm 0.25$ | $1.5 \pm 0.5$ | 1.2 |
| Zr | 30 | $0.75 \pm 0.25$ | $1.00 \pm 0.25$ | 1.3 |
| Nb | 100 | $2.0 \pm 0.5$ | $2.5 \pm 0.5$ | 1.0 |
| Mo | 70 | $1.75 \pm 0.50$ | $1.5 \pm 0.5$ | 1.2 |
| La | 5 | $1.0 \pm 0.2$ | $10 \pm 1$ | 1.2 |
| Sm | 5 | $4.0 \pm 0.5$ | $13 \pm 2$ | 1.1 |
| Gd | 5 | $0.75 \pm 0.25$ | $0.2 \pm 0.1$ | 1.1 |
| Dy | 5 | $2.5 \pm 0.5$ | $6 \pm 1$ | 1.2 |
| Ho | 6 | $6 \pm 2$ | $12 \pm 2$ | 1.4 |
| Hf | 30 | $0.2-2$ | $0.2-1.0$ | 1.45 |
| Ta | 55 | $2.0 \pm 0.2$ | $2.0 \pm 0.5$ | 0.9 |
| W | 80 | $1.2 \pm 0.6$ | $1.0 \pm 0.5$ | 1.2 |
| Re | 22 | $0.7 \pm 0.1$ | $1.0 \pm 0.1$ | 1.2 |
| $\mathrm{Al} \mathrm{O}_{3}$ | 15 | $4 \pm 2$ | $4 \pm 1$ | 1.65 |

images of the jet integrated over the visible part of the spectrum and the irradiation time, in the cross section corresponding to the center of the 3 cm waveguide. The measurement error did not exceed $10 \%$.

### 2.4. Model experiment

Since percolation occurs in an optical discharge plasma, it is interesting to study the behavior of the ratio $P_{H} / P_{E}$ near the percolation threshold for condensed composites conventionally used to study the metal-nonmetal transition. We present results of an investigation of microwave absorption in mixtures of graphite and magnesium oxide having a characteristic particle size of $\sim 1 \mu \mathrm{~m}$. Cylindrical samples with $r=1 \mathrm{~mm}$ (or 1.5 mm ) and $l=3-30 \mathrm{~mm}$ were drawn through the waveguides in the experimental system used to study the plasma jet.

Figure 4 gives the results of an experimental study of microwave absorption when the sample is placed in the antinodes of the electric and magnetic fields. As we predicted, the percolation threshold in the powder mixture corresponds to a volume fraction of the percolating component $\left(p_{\mathrm{v}}\right)$ of approximately 0.3 . Experiments carried out using the same mixtures at dc current give the same value for the threshold. It can be seen from Fig. 4 that as the concentration of the percolating component (graphite) increases above the percolation threshold, the ratio $P_{H} / P_{E}$ increases, approaching 0.3. In the range of concentrations where absorption takes place at isolated graphite particles, the ratio $P_{H} / P_{E}$ is approximately 0.01 . For concentrations greater than 0.5 this ratio is distorted by the skin effect which reduces the microwave


FIG. 3. Dependence of the ratio $P_{H} / P_{E}$ on the composition of a vanadium-iron mixture. Buffer gas-air and $x$ is the weight fraction of vanadium in the sample.
absorption in the electric and magnetic fields of the standing wave. Note that the skin effect weakly influences the ratio $P_{H} / P_{E}$.

## 3. DISCUSSION OF RESULTS

The powers dissipated by the material in the antinodes of the electric $E$ and magnetic $H$ fields of the standing microwave are respectively given by

$$
\begin{equation*}
P_{E}=\int \sigma(r)|E(r)|^{2} d^{3} r, \quad P_{H}=\omega \int \chi^{\prime \prime}(r)|H(r)|^{2} d^{3} r . \tag{1}
\end{equation*}
$$

Here $\sigma$ is the real part of the conductivity, $\chi^{\prime \prime}$ is the imaginary part of the polarizability of the sample, and $E$ and $H$ are the intensities of the electric and magnetic fields of a microwave at frequency $\omega$, respectively.

We shall analyze these results using the model of a homogeneous plasma and a plasma containing a dispersed phase.

### 3.1. Homogeneous electron-ion plasma flux

When the skin effect can be neglected, the ratio of the eddy current losses $P_{H}$ (see Ref. 11) to the power $P_{E}$ dissi-
pated by the conduction currents in the plasma flux crossing the waveguide between the wide walls can be expressed in the following form:

$$
\begin{equation*}
\frac{P_{H}}{P_{E}}=\frac{\omega \chi^{\prime \prime}|H|^{2} V}{\sigma^{\prime}|E|^{2} V}=\varepsilon_{0} \mu_{0} \omega^{2} \rho^{2} k, \tag{2}
\end{equation*}
$$

where $V$ is the volume occupied by a plasma of cross section $\pi \rho^{2}$ in the waveguide, $\varepsilon_{0}$ is the dielectric constant, and $\mu_{0}$ is the magnetic constant. The coefficient $k=2.5$ allows for the change in the magnetic polarizability on changing from a sphere to a cylinder whose axis is perpendicular to the field. ${ }^{12}$ It follows from Eq. (2) that the eddy current losses predominate over the conduction current losses if the transverse dimension of the jet is $\rho>0.3 \mathrm{~cm}$. In our case, the radius of the jet in the waveguide is approximately 1 mm and the ratio $P_{H} / P_{E}$ should be less than 0.1. Control experiments using a column of aqueous electrolyte $(\mathrm{NaCl})$ of the same size yielded $P_{H} / P_{E} \approx 0.03$. A similar value was obtained for the thermionic flux from copper and aluminum targets heated by an optical beam before the onset of evaporation and also at the initial stage of the evaporation process (see Fig. 2). It can be seen from Table I and Fig. 3, which give the ratios $P_{H} / P_{E}$, that in the advanced evaporation regime this ratio


FIG. 4. Power absorbed by sample as a function of the volume fraction of graphite $\left(p_{\mathrm{v}}\right)$ in a graphite -MgO composite: 1 -electricdipole and 2-magnetic-dipole absorption in arbitrary units, 3-the ratio $P_{H} / P_{E}$. The relative error in the determination of $P_{H} / P_{E}$ is $20 \%$.
may be substantially higher. It changes from one material to another and does not correlate with the size of the jet. These variations in the ratio are clearly related to the internal structure of the plasma and in particular, to the presence of a finely dispersed phase. Note that fairly large droplets ( $\geqslant 10 \mu \mathrm{~m}$ ) removed by the vapor-gas flux from the melt make no significant contribution to the microwave absorption because of the skin effect of the field in these droplets, nor to the optical luminescence because of their comparatively low temperature.

### 3.2. Role of compact microclusters

We know that composites comprising a dielectric impregnated with small metal particles exhibit anomalously high absorption in the infrared. ${ }^{13}$ In this case, the ratio $P_{H} / P_{E}$ is equal to the ratio of the coefficients of magneticdipole and electric-dipole absorption ${ }^{9}$ and may be expressed in the following form:

$$
\begin{equation*}
\frac{P_{H}}{P_{E}}=\frac{8 \pi^{2} \bar{a}^{2} \sigma_{m}^{2}}{45 c^{2} \varepsilon_{i}} \tag{3}
\end{equation*}
$$

where $\varepsilon_{i}$ is the dielectric constant of the dielectric, $\sigma_{m}$ is the active conductivity of the metal, $\bar{a}$ is the average radius of the compact particles, and $c$ is the velocity of light. Formula (3) was obtained in the approximation of long wavelengths $(\lambda \gg a)$ and low frequencies $(\omega \tau \ll 1$, where $\tau$ is the relaxation time of the conduction electrons over the pulse). For particles whose conductivity is close to metallic, the eddy current losses predominate over the conduction losses if the radius of the metal particles is $a>50 \AA$. Since the characteristic size of the compact clusters formed in a laser plasma as a result of condensation does not exceed this value, ${ }^{8}$ the existence of merely spherical compact metallic clusters cannot explain the maximum experimental values of the ratio $P_{H} / P_{E}$ given in Table I. In addition, the transition from metallic to poorly conducting clusters (such as $\mathrm{Al}_{2} \mathrm{O}_{3}, \mathrm{Si}$, or C) should lead to a sharp drop in the ratio $P_{H} / P_{E}$.

### 3.3. Role of an absorbing transition layer

The electric-dipole absorption of metal particles increases if these are surrounded by a thin poorly conducting layer ( $\bar{a} \sigma_{c} t^{-1} \ll \sigma_{m}$, where $t$ is the thickness of a layer having the conductivity $\sigma_{c}$ ). In this case, in the coefficient of electric-dipole absorption the metal conductivity $\sigma_{m}$ is replaced by $\sigma_{c} \bar{a} / t$ (Ref. 9). Hence, for metal particles with a poorly conducting coating we can predict that the absorption will increase by five orders of magnitude if $\sigma_{c}=1 \mathrm{~S} / \mathrm{cm}$ and $t \sim 0.1 \bar{a}$. Such a poorly conducting layer could be formed by oxides or nitrides on the surface of microclusters or particles. Thus, when an inert buffer gas is replaced by air, we should expect a significant increase in the electric-dipole absorption compared with the magnetic-dipole absorption, particularly since the formation of poorly conducting layers should reduce the magnetic dipole absorption. The results presented in Table I do not support this assumption. In most cases, such a replacement is accompanied by a relative increase in the eddy current losses.

### 3.4. Role of filamentary and annular structures

When conducting particles coagulate to form filamentary structures, the electric-dipole absorption increases. First, the conductivity of the filament ( $\sigma_{f}$ ) will be substantially lower than the conductivity of the particles themselves because of the presence of poorly conducting contacts. Second, an increase in the electric-dipole absorption is promoted by the absence of any polarization shielding if the filaments are oriented in the direction of the electric field. For a filament of length $b$ the depolarization factor $L$ has the form ${ }^{12}$

$$
\begin{equation*}
L=\left(\frac{a}{b}\right)^{2}\left[\ln \left(\frac{2 b}{a}\right)-1\right] \tag{4}
\end{equation*}
$$

which leads to an increase in the coefficient of electric-dipole absorption by the factor $\alpha_{f}=L^{-2} W_{f} \sigma_{m} / \sigma_{f}$ (Ref. 9), where $W$ is the probability that a conducting particle is incorporated in the filament.

The eddy losses increase when large closed conducting loops appear in the system. For randomly oriented rings of radius $R \ll \lambda$, from Ref. 9 we have (to within a constant of the order of unity) the factor $\alpha_{r}=(R / a)^{2} W_{r}$ in the coefficient of magnetic-dipole absorption, where $W_{r}$ is the probability that a conducting particle is incorporated in the ring.

If the probability is $W \approx 1$, i.e., all the conducting particles are involved in forming filaments or rings, then for $R / a \approx 10$ (or $b / a \approx 10$ ) the corresponding coefficients are increased by two orders of magnitude. However, the formation of these structures with any appreciable probability was not observed in the laser jet. Note that the filamentary structures appearing after the action of the laser pulse are the result of the directional aggregation of cooled particles. ${ }^{14}$

### 3.5. Role of fractal structures

Quite clearly, branched fractal structures, in particular percolation structures which form at fairly high microparticle concentrations in a laser jet, can substantially influence the electric- and magnetic-dipole absorption since both linear and annular fragments exist in these structures. The nature of the material distribution in a fractal cluster leads to an effective decrease in the conductivity as the radius increase and consequently increases the electric-dipole absorption whereas the magnetic-dipole absorption in a fractal cluster is increased as a result of the dominant influence of a factor which depends on its size.

In accordance with Ref. 10, for a three-dimensional fractal cluster the amplification factors for electric-dipole and magnetic-dipole absorption are respectively given by

$$
\begin{equation*}
\left(\frac{R_{f}}{a}\right)^{5\left(3-d_{f}\right) / 2} \quad \text { and }\left(\frac{R_{f}}{a}\right)^{\left(1+d_{f}\right) / 2} \tag{5}
\end{equation*}
$$

where $R_{f}$ is the cluster size and $d_{f}$ is its fractal dimensionality. Hence, the ratio $P_{H} / P_{E}$ will increase if the fractal dimensionality exceeds $7 / 3$ which is satisfied in the threedimensional case for a percolation cluster $\left(d_{f}=2.5\right)$.

Note that the presence of percolation structures in the laser jet is indicated by characteristic threshold dependences of the microwave absorption and the optical luminescence of the laser jet on the composition of the target. ${ }^{2,8}$

### 3.6. Role of percolation structures

Percolation models are widely used to interpret the metal-nonmetal transition in disordered condensed media. ${ }^{15,16}$ The most comprehensive experiments in this direction have been carried out for island films and composites. We know that as the percolation threshold is approached, the real part of the permittivity diverges. ${ }^{17,9}$ According to Bowman and Stroud, ${ }^{18}$ close to a threshold with an even larger critical index, the diamagnetic susceptibility diverges.

For two-dimensional objects, an anomalous absorption peak near the percolation threshold was observed experimentally in the infrared. ${ }^{19}$ Generally various percolation models ${ }^{17,19-21}$ use the electric-dipole absorption mechanism to interpret the peak parameters while reference is only made to the magnetic-dipole mechanism as a possible source of discrepancy between theory and experiment.

No theoretical analyses or numerical experiments to study absorption by a percolation cluster have been reported for the three-dimensional case. In this context, the results of our experiments to study microwave absorption in objects whose composition can be varied so they approach the percolation threshold are of particular interest (see Fig. 4). In accordance with formula (5) for a three-dimensional percolation cluster $\left(d_{f}=2.5\right.$ and $\left.R_{f}=2 \mathrm{~mm}\right)$ the ratio $P_{H} / P_{E}$ increases by a factor of 45 compared with the case of isolated $\sim 1 \mu \mathrm{~m}$ particles which shows good agreement with the experimental results plotted in Fig. 4. It may be predicted that by reducing the particles sizes to around $0.01 \mu \mathrm{~m}$ this ratio will increase another ten times provided that $R_{f}$ remains constant. Note that in a laser plasma the typical size of the compact clusters does not exceed $\sim 1 \mathrm{~nm}$ (Refs. 5 and 8). Consequently, the high experimental values for the ratio $P_{H} / P_{E}$ given in Table I can be explained quite satisfactorily by assuming that percolation clusters are present in a laser plasma.

## 4. CONCLUSIONS

Magnetic- and electric-dipole microwave absorption has been measured experimentally in the low-temperature plasma of a laser jet and in a condensed graphite -MgO composite. It has been established that the magnetic-dipole absorption increases more rapidly than the electric-dipole ab-
sorption as the laser jet evolves and their ratio may have values of the order of unity in the advanced evaporation regime. High values of the ratio $P_{H} / P_{E}$ were also obtained for the condensed composite above the percolation threshold. A good qualitative explanation of these results can be provided by assuming that percolation structures exist in the lowtemperature laser plasma.
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# Exact solution of the problem of the equilibrium configuration of the charged surface of a liquid metal 
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A broad class of exact solutions is obtained for the problem of the equilibrium configuration of the charged surface of a conducting liquid allowing for capillary forces. An analysis of the solutions showed that when the amplitudes of the perturbations reached certain critical values, the region occupied by the liquid ceases to be singly connected, which corresponds to the formation of liquid metal droplets. It is shown that a steady-state liquid metal profile may exist for which appreciable local amplification of the electric field can be achieved. © 1999 American Institute of Physics. [S1063-7761(99)00912-9]

## 1. INTRODUCTION

As we know, ${ }^{1,2}$ the plane surface of a conducting liquid (liquid metal) becomes unstable in a fairly strong electric field. A characteristic feature of this instability which is of considerable interest for the physics of the evolution of vacuum discharges and the operation of liquid-metal charged-particle emitters (see, for example, Refs. 3-5) is that nonlinearity does not saturate linear instability but is, in contrast, a destabilizing factor. ${ }^{6,7}$ Consequently, even if the surface is stable in the linear approximation, a fairly largeamplitude perturbation can remove the system from equilibrium. The simplest problem which can be used to assess the role of nonlinearity, and in particular to find the threshold amplitudes of the surface perturbations for the hard excitation of instability, is the problem of the steady-state profile of a liquid metal surface in an external electric field. Of considerable interest also is the problem of the equilibrium configuration of a charged liquid-metal droplet which plays a key role in understanding the conditions for its breakup. ${ }^{8}$

A considerable number of studies (see, for example, Refs. 9-11 and the literature cited therein) have considered a dielectric liquid in an electric field using the approximation of small surface perturbations (the case of a liquid metal of interest to us is obtained in the limit of infinite permittivity). Significantly nonlinear liquid configurations have either been analyzed by numerical methods ${ }^{12}$ or qualitatively. ${ }^{13}$ As regards exact analytical solutions of the problem of the steadystate profile of a charged-liquid metal surface, we are presently only aware of a single particular nontrivial solution, the so-called Taylor cone. ${ }^{14}$ However, the force balance condition for a Taylor cone is violated at the singularity, i.e., its vertex, so that this solution is of a formal nature.

In the present study we obtain a broad class of exact analytical solutions for the problem of the equilibrium configuration of a charged liquid-metal surface, taking into account surface tension forces, for the case of planar geometry when all the quantities depend on the pair of independent variables $x$ and $y$. The approach used to solve the problem is based to a considerable extent on the method used by

Crapper to solve the problem of the capillary wave profile at the free surface of an ideal liquid. ${ }^{15}$ With a correction for the known analogy between the distributions of a planar electric field in the absence of space charge and the velocity field for the two-dimensional potential flow of an ideal liquid, this method is based on changing from Cartesian coordinates $\{x, y\}$ to new variables $\{\varphi, \psi\}$, where $\varphi$ satisfies the equation for the Laplace potential of the electric field, and $\psi$ is a function harmonically conjugate to $\varphi$ (in Ref. 15 these functions had the meaning of the current function and the velocity potential, respectively). Since the surface of a conducting liquid is equipotential, and all the important quantities can be expressed in terms of the harmonic function $f=\ln |\nabla \varphi|$, the initial problem with an unknown boundary reduces to an analysis of a nonlinear boundary-value problem on the halfplane for the Laplace equation for the function $f(\varphi, \psi)$.

A similar procedure was applied to the problem of the equilibrium configuration of a two-dimensional charged liquid-metal droplet. It was found that the nonlinear equations obtained can be completely integrated. The short-wavelength limit of the exact solutions constructed by us (the solutions for this limit are the same as those obtained by Crapper for a capillary wave) corresponds to another important electrostatics problem, i.e., the steady-state profile of a liquid metal in an external electric field.

The article is made up as follows. In Sec. 2 we give the equations defining the equilibrium configuration of a charged liquid-metal surface for the case of plane symmetry. By analogy with Ref. 15, we show that using a conformal mapping method can reduce the investigation to solving a nonlinear boundary-value problem on the half-plane for the Laplace equation. In Sec. 3 we put forward an additional assumption on the distribution of the electric field outside the conducting liquid and we determine the necessary conditions for its compatibility with the initial equations. In Sec. 4 we obtain exact solutions for the problem of the equilibrium configuration of a charged two-dimensional liquid-metal droplet and also for the steady-state profile of a liquid metal in an external electric field. In Sec. 5 we construct and investigate the
equilibrium surfaces corresponding to these exact solutions. In the concluding section we discuss their stability with respect to small perturbations.

## 2. INITIAL EQUATIONS

1. We first consider the equilibrium configuration of a charged two-dimensional conducting droplet. Let us assume that a liquid having the free surface $S$ occupies a certain bounded, singly-connected region in the plane $\{x, y\}$ (in the direction perpendicular to this plane the conductor is unbounded, i.e., it occupies a volume bounded by a right cylindrical surface in three-dimensional space). The distribution of the electric field potential $\varphi$ (the field intensity is given by $\mathbf{E}=-\nabla \varphi$ ) in the absence of space charge is described by the Laplace equation:

$$
\begin{equation*}
\varphi_{x x}+\varphi_{y y}=0, \tag{1}
\end{equation*}
$$

which should be considered jointly with the condition for an equipotential conductor surface:

$$
\begin{equation*}
\left.\varphi\right|_{S}=0, \tag{2}
\end{equation*}
$$

and also the condition that at some appreciable distance from the surface, the field of the charged conductor will be the same as the field generated by an infinite, charged, straight filament: ${ }^{16}$

$$
\begin{equation*}
\varphi \rightarrow-2 q \ln r, \quad E=|\mathbf{E}| \rightarrow 2 q / r, \quad r \rightarrow \infty, \tag{3}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}}$, and $q$ is the electric charge per unit length of the conductor perpendicular to the plane $\{x, y\}$.

The equilibrium relief of the liquid metal boundary is determined by the balance condition for the forces acting on the surface: ${ }^{16}$

$$
\begin{equation*}
p+\left.\frac{E^{2}}{8 \pi}\right|_{S}+\frac{\alpha}{R}=0 \tag{4}
\end{equation*}
$$

where $\alpha$ is the surface tension, $p$ is the difference between the liquid pressure and the external pressure, and $R$ is the radius of curvature of the surface.

For convenience we now go over to the dimensionless variables:

$$
\begin{aligned}
& \mathbf{E} \rightarrow 4 \pi \alpha q^{-1} \mathbf{E}, \quad \mathbf{r} \rightarrow q^{2}(2 \pi \alpha)^{-1} \mathbf{r} \\
& \varphi \rightarrow 2 q \varphi, \quad p \rightarrow 2 \pi \alpha^{2} q^{-2} p
\end{aligned}
$$

Expressions (3) and (4) are then rewritten in the form

$$
\begin{align*}
& \varphi \rightarrow-\ln r, \quad E \rightarrow 1 / r, \quad r \rightarrow \infty,  \tag{5}\\
& p+\left.E^{2}\right|_{S}+R^{-1}=0, \tag{6}
\end{align*}
$$

and Eqs. (1) and (2) remain as before.
By analogy with Ref. 15, we introduce the auxiliary function $\psi$ for which

$$
\mathbf{E}=\{\partial \psi / \partial y,-\partial \psi / \partial x\}
$$

(the condition $\psi=$ const defines the electric field lines). The complex expression $w=\varphi-i \psi$ (the so-called complex potential) is an analytic function of the complex variable $z$ $=x+i y$ (Ref. 16). Then

$$
\begin{equation*}
\ln (-d w / d z)=f-i \theta \tag{7}
\end{equation*}
$$

will also be an analytic function, this being the analog of the Zhukovskiĭ function in the theory of the plane potential flow of an incompressible fluid, where

$$
f=\ln E, \quad \theta=\arctan \left(E_{y} / E_{x}\right) .
$$

The function $\theta$ has the meaning of the angle of inclination of the electric field intensity to the direction of the $x$ axis. Since the intensity vector is normal to the surface of the conductor, we can assume that $\left.\theta\right|_{S}$ defines the angle of inclination of the vector of the external normal to the surface $S$ relative to the abscissa. Then, in accordance with the definition, the curvature of the surface $S$ is given by: $R^{-1}$ $=\left.(\partial \theta / \partial s)\right|_{S}$, where $\partial s$ is the elementary arc of the surface. As a result of the Cauchy-Riemann conditions for the functions $f$ and $\theta$ we obtain: $R^{-1}=\left.(\partial f / \partial n)\right|_{S}$, where $\partial / \partial n$ denotes the normal derivative. Converting to the function $E$, we find on the surface $S$

$$
R^{-1}=\frac{1}{E} \frac{\partial E}{\partial n}=-\frac{\partial E / \partial n}{\partial \varphi / \partial n}=-\frac{\partial E}{\partial \varphi}
$$

That is to say, we have shown that curvature of the liquid metal surface is given by $R^{-1}=-\left.(\partial E / \partial \varphi)\right|_{S}$. In this case, Eq. (6) is rewritten in the form

$$
\begin{equation*}
\frac{\partial E}{\partial \varphi}=p+E^{2}, \quad \varphi=0 \tag{8}
\end{equation*}
$$

For the following analysis it is convenient to convert to a system of coordinates where $\varphi$ and $\psi$ play the role of independent variables. As a result of the analytic nature of Eq. (7), the function $f$ in terms of the new variables will satisfy the Laplace equation

$$
\begin{equation*}
f_{\varphi \varphi}+f_{\psi \psi}=0 \tag{9}
\end{equation*}
$$

with the condition at the conductor boundary derived from formula (8):

$$
\begin{equation*}
\frac{\partial f}{\partial \varphi}=p e^{-f}+e^{f}, \quad \varphi=0 \tag{10}
\end{equation*}
$$

and also the condition at infinity:

$$
\begin{equation*}
f \rightarrow \varphi, \quad \varphi \rightarrow-\infty \tag{11}
\end{equation*}
$$

obtained from the expressions (5) by eliminating the spatial variable $r$. Bearing in mind that in the limit $|z| \rightarrow \infty$ for the complex potential we have ${ }^{16} w \rightarrow-\ln z$ and consequently a closed surface corresponds to changing $\psi$ by $2 \pi$, we add the condition for periodicity of $f$ with respect to the variable $\psi$ :

$$
\begin{equation*}
f(\varphi, \psi)=f(\varphi, \psi+2 \pi) \tag{12}
\end{equation*}
$$

Thus, the problem of finding the steady-state profile of a charged liquid-metal two-dimensional droplet involves analyzing the boundary-value problem (9)-(12) on the halfplane $\varphi \leqslant 0$. Note that in order for the solutions of this problem to be physically meaningful, the corresponding surfaces must not allow self-intersection. However, using the conformal mapping method cannot ensure that this condition is satisfied at this stage.
2. We shall now consider the problem of the equilibrium configuration of the free surface of a conducting liquid in an external electric field $E_{0}$. We shall assume that the vector of
the external field intensity is directed along the $y$ axis. The distribution of the electric field potential is described by the Laplace equation (1) combined with the condition for an equipotential liquid surface (2) and also the condition at infinity:

$$
\begin{equation*}
\varphi \rightarrow-E_{0} y, \quad y \rightarrow \infty, \tag{13}
\end{equation*}
$$

which means that the perturbations introduced in the field distribution by the surface decay over distance. The force balance condition for this problem has the form:

$$
\begin{equation*}
-\frac{E_{0}^{2}}{8 \pi}+\left.\frac{E^{2}}{8 \pi}\right|_{S}+\frac{\alpha}{R}=0 \tag{14}
\end{equation*}
$$

which corresponds to the pressure difference $p$ $=-E_{0}^{2} /(8 \pi)$. The conditions (13) and (14) have the simpler form:

$$
\begin{aligned}
& \varphi \rightarrow-y, \quad E \rightarrow 1, \quad y \rightarrow \infty, \\
& \frac{\partial E}{\partial \varphi}=E^{2}-1, \quad \varphi=0,
\end{aligned}
$$

if we convert to dimensionless variables by substituting:

$$
\mathbf{E} \rightarrow E_{0} \mathbf{E}, \quad \mathbf{r} \rightarrow 8 \pi \alpha E_{0}^{-2} \mathbf{r}
$$

Introducing the function $f=\ln E$ as before in coordinates where $\varphi$ and $\psi$ are the independent variables we obtain:

$$
\begin{align*}
& f_{\varphi \varphi}+f_{\psi \psi}=0,  \tag{15}\\
& \frac{\partial f}{\partial \varphi}=-e^{-f}+e^{f}, \quad \varphi=0,  \tag{16}\\
& f \rightarrow 0, \quad \varphi \rightarrow-\infty \tag{17}
\end{align*}
$$

As far as the conditions for $\psi$ are concerned, we shall assume that the function $f$ is periodic:

$$
\begin{equation*}
f(\varphi, \psi)=f(\varphi, \psi+\lambda) \tag{18}
\end{equation*}
$$

where $\lambda$ is the wavelength in Cartesian coordinates $(w \rightarrow i z$ for $y \rightarrow \infty$ and thus, changing $\psi$ to $\lambda$ will correspond to changing the $x$ coordinate to $-\lambda$ ).

We have therefore shown that the problem of determining the steady-state profile of a liquid-metal surface in an external electric field taking into account capillary forces can be reduced to an analysis of the nonlinear boundary-value problem (15)-(18). It should be noted that apart from the transformations, these equations are the same as those derived by Crapper, ${ }^{15}$ who analyzed the steady-state profile of a progressive capillary wave. The analogy arises because from the mathematical point of view, the equations describing the two-dimensional electric field distribution in the absence of space charge are identical to the equations for the plane potential flow of an ideal fluid.

## 3. ADDITIONAL ASSUMPTIONS; COMPATIBILITY CONDITIONS

In order to find solutions of the nonlinear boundaryvalue problems (9)-(12) and (15)-(18), it is convenient to make the assumption that, in addition to the Laplace equation, the function $f$ for $\varphi<0$ satisfies the equation

$$
\begin{equation*}
\frac{\partial f}{\partial \varphi}=P(\varphi) e^{-f}+Q(\varphi) e^{f} \tag{19}
\end{equation*}
$$

where $P$ and $Q$ are certain functions of the variable $\varphi$, which satisfy the conditions

$$
\begin{equation*}
P(0)=p, \quad Q(0)=1 \tag{20}
\end{equation*}
$$

to agree with condition (10) or

$$
\begin{equation*}
P(0)=-1, \quad Q(0)=1 \tag{21}
\end{equation*}
$$

to agree with (16). We shall subsequently show that by using this assumption, we can reduce the solution of the initial boundary-value problems to the successive integration of ordinary differential equations.

We now explain the meaning of this additional relationship. Using the function $E$, Eq. (19) has the form of an ordinary Riccati differential equation with the independent variable $\varphi$ :

$$
\begin{equation*}
\frac{\partial E}{\partial \varphi}=P(\varphi)+Q(\varphi) E^{2} \tag{22}
\end{equation*}
$$

or, reverting to dimensional quantities

$$
p P(\varphi)+\frac{E^{2} Q(\varphi)}{8 \pi}+\frac{\alpha}{R^{\prime}}=0
$$

where $R^{\prime}$ is the radius of curvature of the equipotential surface passing through this point. This implies that on the equipotential surface $\varphi=\varphi_{1}<0$ the following relationship must be satisfied

$$
\tilde{p}+\frac{E^{2}}{8 \pi}+\frac{\tilde{\alpha}}{R^{\prime}}=0
$$

where we have introduced the notation

$$
\tilde{\alpha}=\alpha / Q\left(\varphi_{1}\right), \quad \tilde{p}=p P\left(\varphi_{1}\right) / Q\left(\varphi_{1}\right),
$$

which has the same structure as the force balance condition (4). In this case, our assumption implies that if all the necessary equilibrium conditions are satisfied on a certain surface (corresponding to $\varphi=0$ ), any other surface $\varphi=\varphi_{1}$ will also be a solution of this problem for new values of the surface tension $\tilde{\alpha}\left(\varphi_{1}\right)$ and the difference between the internal and external pressures $\tilde{p}\left(\varphi_{1}\right)$.

Quite clearly, in the general case the systems of equations (9)-(12) and (15)-(18) combined with condition (19) are overdetermined. We find the values of $P$ and $Q$ for which the Laplace equation (9) or (15) will be compatible with the additional condition. Knowing the specific form of these functions we can solve Eq. (19) or, which amounts to the same thing, the Riccati equation (22) which for arbitrary values of $P(\varphi)$ and $Q(\varphi)$ is not integrable in quadratures. For this purpose we consider the general equation

$$
\begin{equation*}
\frac{\partial f}{\partial \varphi}=G(f, \varphi) \tag{23}
\end{equation*}
$$

and we determine the dependence of the function $G$ on the variables $f$ and $\varphi$ required for compatibility with the Laplace
equation. We first differentiate Eq. (23) with respect to $\varphi$ and substitute the expression obtained into Eq. (9), which gives:

$$
f_{\psi \psi}=-G_{\varphi}-G G_{f} .
$$

Multiplying both sides by $f_{\psi}$ and then integrating with respect to $\psi$, we find:

$$
\begin{equation*}
\frac{1}{2} f_{\psi}^{2}=A(\varphi)-\int\left(G_{\varphi}+G G_{f}\right) d f \tag{24}
\end{equation*}
$$

where $A$ is a certain function of the variable $\varphi$. Differentiating this expression with respect to $\varphi$ gives:

$$
\begin{equation*}
f_{\varphi \psi} f_{\psi}=A_{\varphi}-2 G G_{\varphi}-G^{2} G_{f}-\int G_{\varphi \varphi} d f . \tag{25}
\end{equation*}
$$

The cross derivative $f_{\varphi \psi}$ can be obtained by differentiating expression (23) directly with respect to $\psi: f_{\varphi \psi}=G_{f} f_{\psi}$. Substituting this relationship into Eq. (25) and then eliminating $f_{\psi}$ using Eq. (24), we finally obtain the following integrodifferential equation for the function $G$ considered as a function of the independent variables $f$ and $\varphi$ :

$$
\begin{equation*}
2 A G_{f}-2 G_{f} \int G_{\varphi} d f=A_{\varphi}-2 G G_{\varphi}-\int G_{\varphi \varphi} d f \tag{26}
\end{equation*}
$$

This expression is a necessary condition for the compatibility of Eqs. (23) and (9).

We now substitute into the compatibility criterion (26) the function $G$ in the form:

$$
G(f, \varphi)=P(\varphi) e^{-f}+Q(\varphi) e^{f}
$$

which corresponds to Eq. (19). We find:

$$
\begin{gathered}
\left(Q_{\varphi \varphi}+2 A Q\right) e^{f}-\left(P_{\varphi \varphi}+2 A P\right) e^{-f} \\
=A_{\varphi}-4 P_{\varphi} Q-4 P Q_{\varphi}
\end{gathered}
$$

This condition is clearly satisfied if

$$
\begin{aligned}
& Q_{\varphi \varphi}+2 A Q=0 \\
& P_{\varphi \varphi}+2 A P=0 \\
& A_{\varphi}-4 P_{\varphi} Q-4 P Q_{\varphi}=0
\end{aligned}
$$

Integrating this last equation gives: $A=4 P Q+s$, where $s$ is a certain constant. Eliminating the function $A$ from our equations by using this relationship, we finally obtain:

$$
\begin{align*}
& Q_{\varphi \varphi}=-2 s Q-8 P Q^{2}  \tag{27}\\
& P_{\varphi \varphi}=-2 s P-8 Q P^{2} \tag{28}
\end{align*}
$$

Thus, we have shown that in order to achieve compatibility between Eqs. (9) $-(12)$ and (15) $-(18)$ and the auxiliary condition (19), the functions $P$ and $Q$ must satisfy the linear ordinary differential equations (27) and (28).

## 4. CONSTRUCTION OF EXACT SOLUTIONS

1. We shall now directly solve the boundary-value problem (9)-(12). Equations (27) and (28) can be integrated completely, although in order to obtain an exact solution of the problem of the equilibrium configuration of a charged liquid-metal two-dimensional droplet it is sufficient to analyze its particular solutions obtained by substituting:

$$
\begin{equation*}
P(\varphi)=-(1+X(\varphi)) X_{0} e^{\varphi}, \quad Q(\varphi)=X(\varphi) X_{0}^{-1} e^{-\varphi} \tag{29}
\end{equation*}
$$

where we have introduced the notation $X_{0}=(l-1) / 2$ and $l=\sqrt{1-4 p}$.

Using the representation (29) for $P$ and $Q$, we obtain from Eqs. (27) and (28)

$$
\begin{aligned}
& X_{\varphi \varphi}-2 X_{\varphi}+(1+2 s) X-8 X^{2}(1+X)=0 \\
& X_{\varphi \varphi}+2 X_{\varphi}+(1+2 s)(1+X)-8 X(1+X)^{2}=0
\end{aligned}
$$

It is readily seen that the condition for compatibility of these equations will be

$$
\begin{equation*}
X_{\varphi}=2 X+2 X^{2}-1 / 4-s / 2 \tag{30}
\end{equation*}
$$

In order to satisfy condition (20) this equation must be solved jointly with the condition $X(0)=X_{0}>0$. For convenience we rewrite condition (30) in the form

$$
X_{\varphi}=2\left(X-X_{1}\right)\left(X-X_{2}\right)
$$

using the notation $X_{1,2}=-(1 \pm k) / 2$ and $k=\sqrt{s+3 / 2}$. We assume that $X_{1}<X_{0}<X_{2}$ and therefore $1<l<k$ (an analysis of other possible cases does not yield a solution of the initial problem). Integrating this ordinary differential equation then gives
$X=\frac{X_{2}+X_{1} \exp \left\{2 k\left(\varphi+\varphi_{0}\right)\right\}}{1+\exp \left\{2 k\left(\varphi+\varphi_{0}\right)\right\}}, \quad \varphi_{0}=\frac{1}{2 k} \ln \left(\frac{X_{2}-X_{0}}{X_{0}-X_{1}}\right)$.
These relationships combined with the expressions (29) for the functions $P$ and $Q$ ensure that the necessary compatibility conditions are satisfied for Eq. (19) and the boundary-value problem (9)-(12).

We now use Eq. (19), which may be considered to be an ordinary differential equation with the independent variable $\varphi$ (the variable $\psi$ appears in it implicitly), to determine the dependence of $f$ on $\varphi$. Substituting the expressions (29) into Eq. (19) and introducing the new function

$$
F(\varphi, \psi)=\frac{X_{0}-e^{f-\varphi}}{X_{0}+e^{f-\varphi}}
$$

we obtain the following linear differential equation:

$$
\frac{\partial F}{\partial \varphi}=2 X F+F+1
$$

Its solution is:
$F=\frac{Z(\varphi)-Y(\psi)}{Z_{\varphi}}, \quad Z(\varphi)=\int \exp \left\{-\int(2 X+1) d \varphi\right\} d \varphi$,
where $Y$ is a certain function of the variable $\psi$. Substituting Eq. (31) into the expression for the function $Z$ and adopting some arbitrariness in the choice of integration constants, we find

$$
\begin{equation*}
Z=\sinh \left(k \varphi+k \varphi_{0}\right) \tag{32}
\end{equation*}
$$

Returning to the initial function $f$, we find that the solution of Eq. (19) can be written in the form

$$
\begin{equation*}
f(\varphi, \psi)=\varphi+\ln X_{0}+\ln \left(\frac{Z_{\varphi}-Z+Y}{Z_{\varphi}+Z-Y}\right) \tag{33}
\end{equation*}
$$

Bearing in mind the expression for $Z$ (32), we observe that for $\varphi \rightarrow-\infty$ we have $f \rightarrow \varphi$, i.e., the necessary conditions at infinity (11) are naturally satisfied.

We now find the unknown function $Y$. Substituting expression (33) into the Laplace equation (9), we obtain

$$
\begin{aligned}
& \frac{Z_{\varphi \varphi \varphi}-Z_{\varphi \varphi}+Y_{\psi \psi}}{Z_{\varphi}-Z+Y}-\frac{\left(Z_{\varphi \varphi}-Z_{\varphi}\right)^{2}+Y_{\psi}^{2}}{\left(Z_{\varphi}-Z+Y\right)^{2}} \\
& \quad=\frac{Z_{\varphi \varphi \varphi}+Z_{\varphi \varphi}-Y_{\psi \psi}}{Z_{\varphi}+Z-Y}-\frac{\left(Z_{\varphi \varphi}+Z_{\varphi}\right)^{2}+Y_{\psi}^{2}}{\left(Z_{\varphi}+Z-Y\right)^{2}} .
\end{aligned}
$$

After simple transformations we arrive at:

$$
F_{1}(\psi)+Z(\varphi) F_{2}(\psi)+Z^{2}(\varphi) F_{3}(\psi)=0
$$

where

$$
\begin{aligned}
& F_{1}=\left(Y^{2}-k^{2}\right)\left(Y_{\psi \psi}-k^{2} Y\right)-2 Y\left(Y_{\psi}^{2}+k^{2}\right), \\
& F_{2}=-2\left(Y Y_{\psi \psi}-Y_{\psi}^{2}-k^{2}+k^{4}\right), \\
& F_{3}=\left(1-k^{2}\right)\left(Y_{\psi \psi}+k^{2} Y\right) .
\end{aligned}
$$

This becomes an identity provided that $F_{1}=F_{2}=F_{3}=0$, i.e., if the function $Y$ satisfies three equations simultaneously:

$$
\begin{align*}
& \left(Y^{2}-k^{2}\right)\left(Y_{\psi \psi}-k^{2} Y\right)=2 Y\left(Y_{\psi}^{2}+k^{2}\right),  \tag{34}\\
& Y Y_{\psi \psi}=Y_{\psi}^{2}+k^{2}-k^{4},  \tag{35}\\
& Y_{\psi \psi}=-k^{2} Y . \tag{36}
\end{align*}
$$

We show that the set of solutions of this overdetermined system of ordinary differential equations is not empty. The solution of this last equation will then clearly be given by

$$
Y=A \cos \left(k \psi-k \psi_{0}\right) .
$$

Without any loss of generality the integration constant $\psi_{0}$ can then be set to zero. Substituting this expression into Eqs. (34) and (35), we observe that this satisfies these equations when the following condition is satisfied for the amplitude $A$ :

$$
A^{2}=k^{2}-1
$$

Hence the solution of Eqs. (34)-(36) is given by

$$
\begin{equation*}
Y(\psi)=\sqrt{k^{2}-1} \cos (k \psi) \tag{37}
\end{equation*}
$$

Thus, by using the additional relationship (19), we have obtained a solution of the Laplace equation (9) satisfying the conditions (10) and (11), i.e., formula (33) combined with expressions (32) and (37).

In order to construct the equilibrium surfaces corresponding to our solution (32), (33), and (37) in the coordinates $\{x, y\}$ in Sec. 5, we require expressions for the absolute electric field intensity $\left.E\right|_{\varphi=0}$ relative to the conductor boundary and also for the angle of inclination of the electric field intensity vector to the direction of the abscissa $\left.\theta\right|_{\varphi=0}$. Substituting the expressions for $Y$ and $Z$ into formula (33) and bearing in mind that $E=\exp f$, we obtain

$$
\begin{equation*}
\left.E\right|_{\varphi=0}=X_{0} \frac{1+a^{2} d^{2}+2 a d \cos (k \psi)}{a^{2}+d^{2}-2 a d \cos (k \psi)}, \tag{38}
\end{equation*}
$$

where we have introduced the notation:

$$
a=\sqrt{\frac{k-1}{k+1}}, \quad d=\sqrt{\frac{k-l}{k+l}} .
$$

Then, assuming that $f$ and $\theta$ are conjugate harmonic functions and thus the Cauchy-Riemann condition $\partial \theta / \partial \psi$ $=\partial f / \partial \varphi$ is satisfied, we obtain from Eq. (10):

$$
\frac{\partial \theta}{\partial \psi}=p e^{-f}+e^{f}=\frac{p}{E}+E, \quad \varphi=0
$$

Then substituting expression (38), integrating with respect to $\psi$, and selecting the integration constant such that $\theta(0,0)$ $=\pi / 2$, we find

$$
\begin{align*}
\left.\theta\right|_{\varphi=0}= & \frac{\pi}{2}+\psi+2 \arctan \left(\frac{a+d}{a-d} \tan \left(\frac{k \psi}{2}\right)\right) \\
& -2 \arctan \left(\frac{1-a d}{1+a d} \tan \left(\frac{k \psi}{2}\right)\right) . \tag{39}
\end{align*}
$$

We analyze expressions (38) and (39) for the functions $E$ and $\theta$. Since the function $E$ is periodic with the period $2 \pi / k$ with respect to the variable $\psi$, a closed curve evidently corresponds to a change in $\psi$ by an integer number of periods $n$, i.e., the value of $\psi$ should vary in the range $0 \leqslant \psi<2 \pi n / k$. On the other hand, a closed surface corresponds to a change in $\psi$ by $2 \pi$, i.e., condition (12). In fact, it is readily observed [see Eq. (39)] that as $\psi$ increases by $2 \pi$, the angle $\theta$ changes (not necessarily monotonically) by the same amount, i.e., the curve plotted in Cartesian coordinates has a single complete revolution. This means that the condition $k=n$ should be satisfied, where $n \neq 1$ is a natural number. In other words, the solutions of this problem will correspond to a series of numbers $k=2,3,4 \ldots$, which define the number of branches of the corresponding curve in the coordinates $\{x, y\}$.
2. We shall now construct an exact solution for the problem of an equilibrium configuration of the free surface of a conducting liquid in an external electric field. Following Ref. 15 , we shall seek a solution in the form

$$
\begin{equation*}
f(\varphi, \psi)=\ln \left(\frac{Z(\varphi)+Y(\psi)}{Z(\varphi)-Y(\psi)}\right), \tag{40}
\end{equation*}
$$

where $Y$ and $Z$ are unknown functions of the variables $\psi$ and $\varphi$, respectively. This representation corresponds to the particular case when the condition $P(\varphi)=-Q(\varphi)$, which does not contradict condition (21), holds for the functions $P$ and $Q$ in Eq. (19). Substituting expression (40) into Eqs. (15) -(18), we observe that the following conditions should be satisfied:

$$
\begin{aligned}
& Z(\varphi)=(k / 2+1) e^{-k \varphi}+(k / 2-1) e^{k \varphi}, \\
& Y(\psi)=\sqrt{k^{2}-4} \cos (k \psi), \\
& k=2 \pi / \lambda, \quad k \geqslant 2,
\end{aligned}
$$

in conjunction with expression (40), which define the exact solutions of this boundary-value problem. Note that the pa-
rameter $s$ in the compatibility conditions (27) and (28) is related to the wave number by the simple relationship: $k=\sqrt{s}$.

We then require the dependences of the functions $E$ and $\theta$ on the variable $\psi$ at the conductor surface. Substituting the expressions obtained for $Z$ and $Y$ into Eq. (40) and assuming that $E=\exp f$, we obtain for the absolute value of the electric field intensity:

$$
\begin{equation*}
\left.E\right|_{\varphi=0}=\frac{1+c(k) \cos (k \psi)}{1-c(k) \cos (k \psi)}, \tag{41}
\end{equation*}
$$

where we introduce the notation $c(k)=\sqrt{1-4 / k^{2}}$. For the angle $\left.\theta\right|_{\varphi=0}$, using the condition $\partial \theta / \partial \psi=\partial f / \partial \varphi$, we obtain from Eq. (16) after integrating with respect to $\psi$

$$
\begin{equation*}
\left.\theta\right|_{\varphi=0}=\frac{\pi}{2}+2 \arctan \left(\frac{k c(k)}{2} \sin (k \psi)\right) . \tag{42}
\end{equation*}
$$

It should be noted that similar expressions can be obtained from Eqs. (38) and (39) if the values of $k$ and $l$ are made to tend to infinity so that their ratio $\widetilde{k}=2 k / l$ remains finite. In fact, assuming that $\tilde{\psi}=\psi l / 2$, and also $\tilde{c}(\widetilde{k})$ $=\sqrt{1-4 / \widetilde{k}^{2}}$, we obtain in the fundamental order:

$$
\begin{aligned}
& \left.E\right|_{\varphi=0} \rightarrow \frac{l}{2} \frac{1+\widetilde{c}(\widetilde{k}) \cos (\widetilde{k} \widetilde{\psi})}{1-\widetilde{c}(\widetilde{k}) \cos (\widetilde{k} \widetilde{\psi})}, \\
& \left.\theta\right|_{\varphi=0} \rightarrow \frac{\pi}{2}+2 \arctan \left(\frac{\tilde{k} \widetilde{c}(\widetilde{k})}{2} \sin (\widetilde{k} \widetilde{\psi})\right),
\end{aligned}
$$

which agrees with Eqs. (41) and (42), apart from the constant factors whose appearance is related to the various methods of dedimensionalizing the quantities. This is because in the short-wavelength limit the problem of the equilibrium configuration of a charged liquid-metal droplet is identical to the problem of the steady-state profile of a liquid metal in an external electric field.

## 5. STEADY-STATE SURFACE PROFILES

1. We construct equilibrium profiles of the free surface of a liquid metal in the coordinates $\{x, y\}$ using Eq. (7), where the right-hand side is the function $w$. Taking this as an ordinary differential equation for the unknown function $z$, we obtain after integration

$$
z=-\int \exp (-f+i \theta) d w
$$

Bearing in mind that at the boundary $\varphi=0$ and therefore $w=-i \psi$, we obtain the expression

$$
z=z_{0}+i \int_{0}^{\psi} \frac{\exp \left(\left.i \theta\right|_{\varphi=0}\right)}{\left.E\right|_{\varphi=0}} d \psi
$$

where $z_{0}=x_{0}+i y_{0}$ is the integration constant. Having separated the real from the imaginary part we observe that the unknown surfaces are defined parametrically as follows:


FIG. 1. Equilibrium configuration of charged two-dimensional liquid-metal droplet for $n=2$ and the critical value of the parameter $l=l_{c}(2) \approx 1.86$. Also plotted are typical equipotential surfaces corresponding to three different values of the parameter $\varphi\left(\varphi_{1}=-0.08, \varphi_{2}=-0.16\right.$, and $\left.\varphi_{3}=-0.24\right)$. These surfaces may be considered to be a family of exact solutions of the problem, mapped in different scales and corresponding to different $l$.
$y=y_{0}+\int_{0}^{\psi \cos \left(\left.\theta\right|_{\varphi=0}\right)} \frac{\left.E\right|_{\varphi=0}}{} d \psi, \quad x=x_{0}-\int_{0}^{\psi} \frac{\sin \left(\left.\theta\right|_{\varphi=0}\right)}{\left.E\right|_{\varphi=0}} d \psi$.

When formulas (38) and (39) are used in the integrand expressions, these equations define the equilibrium configuration of a two-dimensional, liquid-metal droplet; the closed surface corresponds to a change in the parameter $\psi$ in the range $0 \leqslant \psi<2 \pi$. The constants $y_{0}$ and $x_{0}$ can be conveniently taken so that the geometric center of the curve coincides with the origin.

It is easy to see that in the limit $l \rightarrow k=n$ expressions (38), (39), and (43) define circles of radius $2 /(n+1)$. A reduction in the parameter $l$ leads to an increase in the amplitude of the surface perturbations and it was found that for certain $n$-dependent critical values of the parameter $l=l_{c}(n)$, the region occupied by the liquid ceases to be singly connected and isolated liquid-metal droplets form. For $1<l<l_{c}$ the solutions are physically meaningless so that for fixed $n$ the set of solutions of this problem corresponds to the interval $l_{c}(n) \leqslant l \leqslant n$.

Figures 1-3 show steady-state configurations of charged


FIG. 2. Equilibrium configuration of a charged liquid-metal droplet for $n=3$ and the critical value of the parameter $l=l_{c}(3) \approx 2.53$. Also plotted is a family of equipotential surfaces corresponding to three different values of the parameter $\varphi\left(\varphi_{1}=-0.1, \varphi_{2}=-0.3\right.$, and $\left.\varphi_{3}=-0.6\right)$.


FIG. 3. Equilibrium configuration of a charged liquid-metal droplet for $n=4$ and the critical value of the parameter $l=l_{c}(4) \approx 3.19$. Also plotted are equipotential surfaces corresponding to three different values of the parameter $\varphi\left(\varphi_{1}=-0.1, \varphi_{2}=-0.3\right.$, and $\left.\varphi_{3}=-0.6\right)$.
two-dimensional liquid-metal droplets for critical $l$ and $n=2, n=3$, and $n=4$. Also shown are typical equipotential surfaces corresponding to different values of $\varphi=$ const (we recall that at the liquid metal boundary $\varphi=0$ ). It was noted in Sec. 3 that these surfaces are also solutions of the problem of an equilibrium droplet configuration which refer only to those system parameters such as the surface tension and the difference between the internal and external pressures, which differ from the given ones. Thus, these curves not only give some idea of the electric field distribution outside a charged conducting droplet but also of its possible equilibrium configurations for various $l$ and shown in different scales.

We introduce the characteristic of these solutions as the ratio of the maximum and minimum electric field intensities at the equilibrium surface $\gamma=\left.\left(E_{\max } / E_{\min }\right)\right|_{S}$. Quite clearly, for fixed $n$ the highest possible amplification of the field is achieved for $l=l_{c}(n)$. For example, using Eq. (38) we obtain $\gamma_{\text {max }} \approx 6.25$ for $n=2, \gamma_{\text {max }} \approx 13.5$ for $n=3$, and $\gamma_{\max } \approx 18.5$ for $n=4$ ( $\gamma_{\text {max }}$ increases monotonically with any further increase in the integer-value parameter $n$ ). This demonstrates that a charged liquid-metal surface may have a steady-state profile which can ensure appreciable local amplification of the electric field, by more than an order of magnitude.
2. We now construct the steady-state profile of the free surface of a liquid metal in an external electric field for which expressions (41) and (42) should be substituted into the relationships (43) obtained above where we set: $y_{0}=0$ and $x_{0}=\pi / k$. Integration yields

$$
\begin{align*}
& y=1-c(k)-\frac{4 k^{-2}}{1+c(k) \cos (k \psi)}  \tag{44}\\
& x=\frac{\pi}{k}-\psi+\frac{2 c(k) k^{-1} \sin (k \psi)}{1+c(k) \cos (k \psi)}, \tag{45}
\end{align*}
$$

which, apart from the substitutions $x \rightarrow-x$ and $y \rightarrow-y$, agrees with the expressions obtained by Crapper ${ }^{15}$ as the exact solution of the problem of the capillary wave profile in coordinates moving with the wave (the liquid metal in our case corresponds to the space above the liquid surface in Ref. 15).


FIG. 4. Dependence of the amplitude $A$ of the steady-state profile of the free surface of a liquid metal in an external electric field on the wave number $k$. The solid curve gives the stable branches of the solutions and the dashed curve gives the unstable branches.

The parametric equations for the equilibrium surface (44) and (45) can be used to determine the dependence of the perturbation amplitude of the liquid-metal surface, defined as the difference between the maximum and minimum values of $y$ per period $\left(A=y_{\max }-y_{\min }\right)$, on the wave number $k$ :

$$
\begin{equation*}
A=2 \sqrt{1-4 / k^{2}} \tag{46}
\end{equation*}
$$

Thus, in addition to the trivial solution $A=0$ of this problem for $k>k_{0}=2$, another nontrivial solution also appears, shown by the side branch in Fig. 4. It should be noted that a wave number of two in the initial dimensional variables corresponds to $k=k_{0}=E_{0}^{2} /(4 \pi \alpha)$. It follows from the capillary wave dispersion law that at the plane surface of an ideally conducting fluid in an external electric field in the absence of a gravitational field ${ }^{16}$

$$
\omega^{2}=\frac{\alpha}{\rho} k^{3}-\frac{E_{0}^{2}}{4 \pi \rho} k^{2},
$$

where $\rho$ is the density of the medium, this wave number is the threshold value: the trivial solution of the problem is stable with respect to small perturbations for $k>k_{0}$ whereas for $k<k_{0}$, aperiodic instability may develop (see Fig. 4).

It can be seen from Eq. (46) that as $k$ increases, the amplitude $A$ increases monotonically. When the wave number exceeds the critical value $k \approx k_{c} \approx 3.042$, the curve corresponding to expressions (44) and (45) becomes self-intersecting. ${ }^{15}$ Consequently, the solutions of the boundary-value problem (15)-(18) given in the previous section are only physically meaningful when

$$
k_{0} \leqslant k \leqslant k_{c} \simeq 1.52 k_{0},
$$

and the largest possible amplitude of the surface perturbations will correspond to $k=k_{c}$. Figure 5 shows the equilibrium surface for this wave number. It can be seen that the region occupied by the liquid metal ceases to be singly connected and isolated liquid-metal droplets are formed, connected to the bulk of the metal by infinitely thin necks. Clearly, an arbitrarily small increase in the perturbation amplitude can lead to detachment of the droplets.

We give several figures characterizing the solution plotted in Fig. 5. The ratio of the amplitude of the surface perturbation to the wavelength is


FIG. 5. Single period of the steady-state profile of the free surface of a liquid metal in an external electric field for the critical value of the wave number $k=k_{c} \approx 3.042$.

$$
A_{\max } / \lambda=\pi^{-1} \sqrt{k_{c}^{2}-4} \approx 0.730
$$

The ratio of the maximum and minimum electric field per period, the parameter $\gamma$ introduced above, has the highest possible value for $k=k_{c}$ :

$$
\gamma\left(k_{c}\right)=\gamma_{\max }=\left(\frac{2+A_{\max }}{2-A_{\max }}\right)^{2} \approx 50.64 .
$$

Moreover, the absolute value of the electric field at the equilibrium surface may exceed the external field $E_{0}$ by a factor of $\gamma^{1 / 2}$, i.e., $E_{\max } \approx 7.116 E_{0}$. At the tip the curvature of the surface is more than fifty times its minimum value per period.

## 6. CONCLUDING REMARKS

As a result of analyzing the force balance conditions at the free surface of a conducting liquid with plane symmetry, we have obtained a broad class of exact solutions for two of the most interesting problems, i.e., the problem of the equilibrium configuration of a two-dimensional charged liquidmetal droplet and also the problem of the steady-state profile of a liquid metal in an external electric field. The question naturally arises as to whether these solutions are stable with respect to small perturbations. A comprehensive study of this aspect is outside the scope of the present paper in which we have not investigated the surface dynamics as such. Nevertheless, we have put forward several arguments which indicate that the liquid metal configurations plotted in Figs. 1-3 and 5 are unstable.

We consider the equilibrium surface of a liquid metal in an external electric field defined by expressions (44)-(45). The dependence of the amplitude of the perturbation of the free surface on the parameters of the problem is given by the relationship

$$
A(k)=\frac{4}{k}\left(\frac{16 \pi^{2} \alpha^{2} k^{2}}{E_{0}^{4}}-1\right)^{1 / 2}
$$

obtained from Eq. (46) by converting to dimensional quantities. It can be seen that for fixed $k$ the amplitude of the steady-state solution increases as the external electric field decreases. Conversely, if we increase the amplitude of the surface perturbation, the force balance condition can only be satisfied when the external field is slightly reduced. For the previous value of the field the capillary forces will not be able to compensate for the destabilizing influence of the electrostatic forces, which leads to a further increase in amplitude, i.e., to the development of instability. The same may also apply to liquid-metal droplets.

This reasoning also indicates that the plane surface of a liquid metal in an external electric field is globally unstable with respect to perturbations having wave numbers $k>k_{0}$, i.e., when the condition for its linear stability is satisfied. The instability can increase without bound if the amplitude of the surface perturbation exceeds the equilibrium value of $A(k)$ determined by us. A similar condition may well serve as the simplest criterion for the hard loss of stability by the plane surface of a conducting liquid.
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#### Abstract

A molecular dynamics method is used to study the influence of a heavy dispersed particle on a liquid-solid phase transition in a molecular system of solid spheres. It is shown that the presence of a dispersed particle shifts the transition toward higher densities and pressures. In addition, in the liquid state the heterogeneous system has a lower pressure, whereas in the solid state the pressure is higher than that in the corresponding states of a homogeneous medium. It is established that the pressures of the heterogeneous mixture in the regions before and after the phase transition can be converted to the pressure of the single-component system by introducing various scaling factors (effective densities of the medium). © 1999 American Institute of Physics. [S1063-7761(99)01012-4]


## 1. INTRODUCTION

In their pioneering work Alder and Wainwright ${ }^{1}$ used a molecular dynamics method to establish that a liquid-solid phase transition exists in a homogeneous system of solid spheres. However, characteristic features of this phase transition in an inhomogeneous system have not yet been studied. The widespread occurrence of heterogeneous media in nature and in various technological applications makes their study a topical and important issue. This particularly applies to studies of the phase transition. The present paper is devoted to studying the influence of small dispersed particles on the liquid-solid phase transition.

We consider the evolution of a heterogeneous system of solid spheres comprising a homogeneous molecular system of solid spheres of radius $r$ and mass $m$ in which is immersed a dispersed particle of radius $R$ and mass $M$. We studied the evolution of the system by a molecular dynamics method. ${ }^{2}$ The mass ratio was taken to be $M / m=100$. The model was a cell in the form of a rectangular parallelepiped which contained a single particle surrounded by molecules. Initially the molecule was located at the points of a hexagonal closepacked lattice (this structure is typical, for example, of crystalline helium ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$ ). The ratio of the particle and molecular radii varied experimentally in the range $R / r$ $=2-4$. In order to create an empty region in which the particle was located, $N_{m}^{*}$ molecules were removed from the cell. In order to compensate for the finite number of molecules studied in this cell, we used periodic boundary conditions. All the numerical experiments were carried out using a 533 MHz DEC-Alpha computer. Between 200 and 5800 molecules were used for the calculations. The time taken to calculate a single point on the isotherm diagrams with $N_{m}$ $\sim 2500$ molecules in the cell near the phase transition zone (the time taken for relaxation of the system to the liquid state is particularly long here) is around 10 h .

## 2. RESULTS OF CALCULATIONS

The phenomenon of a liquid-solid phase transition in a system of solid spheres is illustrated clearly in Fig. 1. Here
the solid curve shows a typical isotherm of a single-phase liquid. This isotherm is the dependence of the compressibility $\kappa=\left(p-p_{0}\right) / p_{0}$ on the packing density of the molecules in the system

$$
\begin{equation*}
\alpha_{f}=\frac{V}{V_{0}}=\frac{V \sqrt{2}}{8 r^{3} N_{m}^{0}}, \tag{1}
\end{equation*}
$$

where $p$ is the pressure in the system, $p_{0}=n k T$ is the ideal gas pressure, and $N_{m}^{0}=N_{m}+N_{m}^{*}$. The temperature $T$ is determined by the mean squared molecular velocity $3 k T$ $=m\left\langle\mathrm{~V}^{2}\right\rangle$. The molecular dynamics method is used to calculate the coordinates and velocities of all the molecules. These calculated dynamic variables of the system are then used to determine the thermodynamic variables. In particular, the virial theorem (see, for example, Ref. 3) is used to calculate the pressure in the system.

In a pure single-phase liquid, as the density of the system increases the compressibility has a discontinuity at a certain density $\alpha_{f}^{*} \approx 1.472$ (see Fig. 1) and at higher densities it goes over to a new branch corresponding to the solid state. This phenomenon is interpreted as a first-order phase transition.

In physical terms, the phase transition in the solid sphere model can be explained as follows. Initially the molecules are situated at points in a hexagonal close-packed lattice. This packing corresponds to the maximum average distance between neighboring molecules for a given density. In this case, the correction to the pressure caused by the molecular interaction is minimal. If the density of the system is fairly high, the molecule remains near the lattice point for the entire time. This medium is an analog of a solid. As the molecular concentration decreases, the ordered structure is destroyed and the system is converted to the "liquid" state, whereupon the pressure increases abruptly.

If one of the molecules in this particular molecular system is replaced by its "heavy isotope" (for example, the mass of the substituted molecule may be 100 m , but the radii of the heavy and light molecules are the same), the character


FIG. 1. Dependences of the compressibility factors of a "pure liquid"' on $\alpha_{f}$ (solid curve) and of a binary mixture ( $R=4 r, N_{m}=2637$ ) on $\alpha_{f p}$ (dashed curve), $\alpha_{f p}^{s}$ (squares), and $\alpha_{f p}^{l}$ (circles).
of the observed phase transition changes little. The compressibility is again described by the solid curve in Fig. 1.

However, the nature of the phase transition changes substantially if a large dispersed particle is added to the homogeneous liquid. For the calculations the ratio of the particle and molecular masses was taken as $M / m=100$ and the ratio of their radii was taken to be $R / r=2,3,4$. The parameters of this heterogeneous system are the ratios of the volume $n_{p} / n_{f}$ and mass $\rho_{p} / \rho_{f}$ concentrations. Here and subsequently the subscripts " $p$ '" and ' $f$ '" refer to the dispersed particles and molecules of the carrier medium, respectively. Thus, for instance, we have $n_{f}=N_{m} / V$, where $V$ is the total volume of the cell. The density of this mixture is determined by the parameter [cf. Eq. (1)]

$$
\begin{equation*}
\alpha_{f p}=\frac{V \sqrt{2}}{8 r^{3} N_{m}+8 R^{3}}, \quad N_{m}+N_{m}^{*}=N_{m}^{0} . \tag{2}
\end{equation*}
$$

In the calculations plotted in Fig. 1 the dashed curve gives the isotherm for this heterogeneous system (liquid + dispersed particle). Here the radius of the dispersed particle is $R=4 r$ and the cell contains $N_{m}=2637$ molecules. When a dispersed particle is present in the system, the phase transition takes place at higher densities and pressures. The density at which the phase transition takes place increases which corresponds to a decrease in the parameter $\alpha_{f p}$ to 1.43. In this case, the compressibility $\kappa$ increases from 11.9 to 12.95 .

In addition, in the liquid state the pressure in the mixture is lower than that in a single-phase liquid of the same density. This is because in the liquid state the entire region around the particle is accessible to molecules. The addition of a dispersed particle to the homogeneous molecular liquid reduces the accessible volume of the cell for the molecular carrier medium by the particle volume $V_{p}=4 \pi R^{3} / 3$ and therefore reduces the number of molecules. The effective density parameter of the mixture in the liquid state can thus be written as

$$
\begin{equation*}
\alpha_{f p}^{l}=\frac{\left(V-V_{p}\right) \sqrt{2}}{8 r^{3} N_{m}} \tag{3}
\end{equation*}
$$

It is easy to establish that $\alpha_{f p}<\alpha_{f p}^{l}$, and so a dispersed system in the liquid state has a lower pressure than a homogeneous system, as shown in Fig. 1 (right-hand branch of the isotherm for $\alpha_{f p}>1.43$ ).

Conversely, if the mixture remains in the solid state shielded empty regions form around the particle. The effective particle volume increases in the solid state. Quantitatively this is equal to the volume which would be occupied by $N_{m}^{*}$ removed molecules. The corresponding density parameter is given by

$$
\begin{equation*}
\alpha_{f p}^{s}=\frac{V \sqrt{2}}{8 r^{3}\left(N_{m}+N_{m}^{*}\right)} . \tag{4}
\end{equation*}
$$

Since $\alpha_{f p}^{s}<\alpha_{f p}$, a dispersed system in the solid state is effectively denser than a homogeneous system (left-hand branch of the isotherm for $\alpha_{f p}<1.43$ in Fig. 1).

Note that if the branches of the isotherms in the liquid and solid states of a heterogeneous liquid are plotted as functions of the parameters $\alpha_{f p}^{l}$ and $\alpha_{f p}^{s}$, respectively, we arrive at the branches of the isotherms for a homogeneous liquid. These branches are indicated by the circles and squares, respectively, in Fig. 1. Thus, we can say that the parameters $\alpha_{f p}^{l}$ and $\alpha_{f p}^{s}$ are scaling factors which can be used to construct the isotherms of a homogeneous liquid if we know the isotherms of the heterogeneous system.

The increase in the density $\alpha_{f p}$, at which a phase transition is observed is also related to shielding effects. The critical density $\alpha_{f p}^{*}$ for a heterogeneous system, i.e., the density at which the isotherm may have a discontinuity, may be obtained from the critical density $\alpha_{f}^{*}$ for a homogeneous liquid:

$$
\begin{equation*}
\alpha_{f p}^{*}=\alpha_{f}^{*} \frac{\alpha_{f}}{\alpha_{f p}^{l}} \tag{5}
\end{equation*}
$$

An analysis of the data plotted in Fig. 1 indicates that the presence of a dispersed particle in a molecular system substantially alters the nature of the phase transition in the system. However, it is clear from physical reasoning that as the volume density $n_{p}$ of the dispersed particles decreases, their influence on the phase transition in the system should decrease. The experiments confirm this viewpoint. Figure 2 gives dependences of the critical density $\alpha_{f p}^{*}$ on the reduced particle concentration $\nu_{p}=4 \pi r^{3} n_{p} / 3$ for various particle radii. The scale on the abscissa is logarithmic. The horizontal line corresponds to the critical density $\alpha_{f}^{*}$, and the theoretical curves are obtained using formula (5). It can be seen that for $R=2$ and $\nu_{p} \leqslant 3 \times 10^{-4}$ the influence of the particles on the isotherms can be neglected. As the radius of the dispersed particles increases, the boundary of the 'concentrations of influence" becomes increasingly lower.

Using the virial theorem is not the only method of making a numerical analysis of the equation of state for a system of solid spheres. It is easily shown that for a system of solid spheres, the compressibility $\kappa$ is proportional to the volume density and the pair distribution function of the molecules at the interaction point $n_{2}$ (see, for example, Ref. 4). The function $n_{2}\left(r^{\prime}\right)$ is the concentration of molecules at the distance


FIG. 2. Dependences of the critical density of a mixture on the particle concentration $\nu_{p}$. Results of numerical experiments: $R=2(\diamond), R=3(\diamond)$ and , $R=4(\bigcirc)$. Theoretical curves: $R=2$ (solid curve), $R=3$ (dashed curve), and $R=4$ (dotted curve).
$r^{\prime}$ from the center of one of these, normalized to the average molecular concentration $n_{f}$. Figure 3 gives calculated pair distribution functions of a homogeneous molecular liquid (solid curve) and a heterogeneous system (dashed curve, $R$ $=4, N_{m}=2637$ ) for the same density $\alpha=1.446$, i.e., in the liquid state for a homogeneous system and in the solid state for a heterogeneous one (see Fig. 1). This is confirmed by Fig. 3. The pair function for the heterogeneous system is periodic even for large $r^{\prime}$, which is typical of the ordered structure of a solid. The first maximum of the function $n_{2}$ for a mixture is substantially higher than that for a homogeneous system and thus the pressure is the liquid state is higher. By measuring the value of $n_{2}$ at the point of the first maximum, we can calculate the pressure in the system. The isotherms calculated by both methods show good agreement over almost the entire density range (the relative deviation is $<2 \%$ for $\alpha>1.3$ ). Appreciable changes are only observed in the solid region far from the phase transition point. In this region, however, the adequacy of this equation of state is somewhat doubtful.

## 3. CONCLUSIONS

The solid-sphere potential is presently the main model for studying dense gases and liquids using direct numerical


FIG. 3. Pair distribution functions of a pure gas (solid curve) and a mixture (dashed curve) of the same density $\left(\alpha=1.446, r^{*}=r^{\prime} / r\right)$.
modeling methods. The distances between the molecules in these media are short so that the main factor in the intermolecular interactions is the repulsive component of the potential which is accurately modeled by the solid-sphere potential. In this sense, these results not only accurately describe the qualitative pattern of a liquid-solid phase transition in a heterogeneous system but can also provide important quantitative information.

The modeling of a phase transition in a heterogeneous system performed in the present study was limited to low concentrations of dispersed particles and small sizes. The low concentrations of the dispersed particles $\left(10^{-3}-10^{-5}\right)$ imply that the influence of interparticle interaction could be neglected. We essentially studied the influence on the phase transition of an isolated dispersed particle immersed in a molecular medium. The dispersed particles were either large molecules or nanoparticles, in particular clusters. The widespread development of nanotechnologies over the last decade makes it relevant to study such small particles.

The size of the dispersed particle plays a decisive role in liquid-solid phase transition processes. This is because the transition itself is of a geometrical nature to a considerable extent. A variation in the mass of the dispersed particle between 50 m and $10^{3} \mathrm{~m}$ negligibly influences the nature of the isotherms although of course, heterogeneous media containing dispersed particles of different mass will have different relaxation times.

Of particular note is the fact that these results can be used to calculate the isotherms of heterogeneous systems from the corresponding data for a homogeneous molecular system (at least at fairly low concentrations of dispersed particles).

It is predicted that the observed behavior of the phase transition process will be conserved as the particle sizes increase. In order to check this, we made trial calculations of several isotherm points for a system with $N_{m}=13341$ and $R=8 r$. A shift of the transition toward higher densities is also observed in this system. The error in estimates of the shift using these formulas does not exceed at most $30 \%$.
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#### Abstract

This paper discusses two-dimensional mesoscopic clusters of particles that repel according to dipole, Coulomb, and logarithmic laws and are confined by an external parabolic potential. These models describe a number of physical systems, in particular, electrons in semiconductor structures or on a liquid-helium surface allowing for image forces, indirect excitons in coupled semi-conductor dots, and a small number of vortices in an island of a secondorder superconductor or in superfluid helium. Two competing forms of ordering are detected in the particles in the mesoscopic clusters-the formation of a triangular lattice or of a shell structure. The temperature dependences of the potential energy, the mean-square radial and angular deviations, the radial and angular distributions of the particles, and the distribution of the particles over the local minima are studied. Melting in mesoscopic clusters occurs in two stages: at lower temperatures, there is orientation melting, from the frozen phase into a phase with rotational reorientation of "crystalline"' shells with respect to each other; subsequently, a transition occurs in which the radial order disappears. Melting in dipole macroclusters occurs in a single stage. However, in Coulomb and logarithmic macroclusters, orientation melting occurs only for the outer pairs of shells. Orientation melting is also detected in threedimensional Coulomb clusters. A connection is established between the character of the melting and the ratio of the energy barriers that describe the breakdown of the orientational and radial structure of a cluster. © 1999 American Institute of Physics. [S1063-7761(99)01112-9]


## 1. INTRODUCTION

Much attention has been paid in recent years to the study of the properties of systems made up of a finite number of particles with a repulsive interaction potential. Coupled systems made up of a small number of particles whose physical properties do not coincide (because of their small size) with the properties of crystals are called clusters.

We shall consider here clusters with logarithmic, Coulomb, and dipole laws for the interaction between the clusters. Each of these systems has interesting physical implementations (see below).

Clusters having different interaction laws and a small number of particles possess many common properties, in particular, a shell structure competing with the appearance inside the cluster of a nucleation center with the 'bulkphase" structure (i.e., a triangular lattice for two-dimensional systems). We shall consider mesoscopic clusters that possess a shell structure. They are an intermediate case between microscopic clusters consisting of one shell and macroscopic clusters in which a large part of the particles form the bulk phase. For example, in the two-dimensional case, a large part of the particles inside the cluster form a fragment of a slightly distorted two-dimensional triangular lattice. In mesoscopic clusters, the number $N$ of particles varies between 6 and 50-100, depending on the interaction law between the particles in the cluster (the longer-range is the interaction law, the more numerous the particles that correspond to macroscopic clusters). The shell structure of a mesoscopic cluster can sharply change when only one 'par-
ticle" is added (structural sensitivity) all the way to some number $N$ of particles, at which a region with the structure of the bulk phase appears within this cluster. What is most interesting, the melting of a mesoscopic cluster can possess interesting specific features by comparison with the melting of the bulk phase. ${ }^{1-3}$ It turns out that these mesoscopic clusters melt in two stages-the mutual-orientation melting of the shells first occurs, and the shell structure disappears at a higher temperature (magic clusters are an exception). As will be shown, these features are common to mesoscopic clusters of different types, and this makes it reasonable to consider them jointly. At the same time, the criterion for a cluster to be mesoscopic depends on the range of the interaction between the particles. Namely, the transition from mesoscopic to macroscopic clusters (at which the features of mesoscopic clusters mentioned above disappear) occurs at a lower number of particles in dipole clusters than, for example, in Coulomb and logarithmic clusters.

The orientation melting indicated above is also possible in an extended system made up of repulsive particles existing in an external (random) field created by impurities, defects, boundary roughness, etc. A structure recalling a cluster also forms close to the minimum of a random potential (or close to individual defects, if their concentration is small), and orientation melting can occur here as the temperature is increased (it was observed in Ref. 4 for a vortex lattice in an impurity system).

We shall now briefly consider physical implementations of the clusters under consideration.

We shall first concentrate on the most important physical
implementation for logarithmic clusters. A magnetic field penetrates into a second-order superconductor in the form of Abrikosov vortices, which form an ideal triangular lattice in the low-temperature region. ${ }^{5}$ As the temperature increases, this lattice can melt and form a liquid phase made up of vortices, as has been observed for high-temperature superconductors (see the review in Ref. 6). There is great interest in the question of the structure of a vortex system with a small number of vortices included in islands of the superconducting phase.

Moreover, the vortices in a rotating vessel with superfluid helium also interact according to a logarithmic law when the number of vortices is small. The electrons in a semiconductor nanostructure surrounded by a medium with low permittivity also interact according to a logarithmic law in a certain interval. ${ }^{7}$

The system under consideration is equivalent to the problem of the two-dimensional analog (see Ref. 1) of the classical Thomson atom ${ }^{8}$ with a finite number of "charges", obeying the laws of two-dimensional electrostatics and with a compensating incompressible background.

Physical implementations of two-dimensional Coulomb clusters are, for example, electrons in craters on a liquidhelium surface ${ }^{9}$ and electrons in a quantum dot. ${ }^{10}$ A system of electrons in a three-dimensional quantum dot is an analog of a Thomson atom.

When the image forces close to the semiconductor-metal boundary are taken into account, the Coulomb interaction law is replaced at large distances by a dipole law, and this is reflected in the phase diagram of the system, leading to reversible quantum melting of a Wigner crystal, with a change in the density. ${ }^{11}$ Repulsion at large distances also follows a dipole law for excitons with spatially separated electrons and holes, ${ }^{12-16}$ particles in a layer of magnetic liquid, a layer of dielectric clusters on the surface of an electrolyte, etc. (see Ref. 17 and the literature cited therein).

For this paper, we considered the temperature dependence of the cluster structure. We show that a two-dimensional mesoscopic cluster melts in two stages: inter-shell (orientation) melting occurs first, and the shells smear out at a significantly higher temperature. (Clusters with a small number of particles but with a structure close to a true triangular lattice-magic clusters-can be an exception.) However, a macrocluster (in the interval of the numbers of particles studied here) melts in one or two stages, depending on the interaction law between the clusters. It is shown that this is because the energy barrier relative to reorientation of the shells is substantially less than the barrier with respect to radial jumping of the particles in the case of microclusters, whereas these barriers are of the same order of magnitude in the case of macroclusters. We also have analyzed how the indicated potential barriers disappear as the temperature increases.

For this paper, we consider the classical regime for electrons, in which their characteristic de Broglie wavelength is much less than the mean distance between them [the quantum regime, in particular, the quantum melting of clusters (see, for example, Ref. 18) is not considered here].

Section 2 briefly describes the physical model. Section 3
presents the numerical methods used in this paper. Section 4 describes the configurations of the clusters at the global and local minima of the potential energy. Section 5 presents the results of calculations of the melting in the clusters. Section 6 analyzes the potential barriers when the shells in the clusters rotate with respect to each other and when the particles jump from one shell to another. Section 7 discusses how the anisotropy of the confining potential affects the structure and the melting of the clusters. Section 8 discusses the melting of three-dimensional Coulomb clusters. Conclusions are presented in Section 9.

## 2. THE PHYSICAL MODEL

We shall consider two-dimensional clusters with dipole, Coulomb, and logarithmic laws for the interaction between particles confined by external potential $U_{\text {ext }}(r)$. For electrons in a semiconductor nanostructure, the role of the confining potential is played by the boundary of the semiconductor nanostructure. For electrons above a helium film, the role of lateral confining potential can be played by the potential of a (small) metallic electrode immersed in the helium. For vortices in a superconducting island, the role of confining potential is played by the compensating incompressible background of charges of opposite sign (effectively taking into account the correct mean vortex density in the given magnetic field, which determines the minimum of the GinzburgLandau functional in the field). In all these cases, the confining potential can be calculated for small clusters from the quadratic expression $U_{\text {ext }}\left(r_{i}\right)=\alpha r_{i}^{2}$, where $\alpha$ is a positive constant.

For two-dimensional dipole clusters (the dipoles are perpendicular to the plane of the cluster) with pairwise interaction $U_{i j}=D^{2} / r_{i j}^{3}$, we carry out the scale transformations

$$
\begin{equation*}
r \rightarrow \frac{\alpha^{1 / 5} \epsilon^{1 / 5}}{D^{2 / 5}} r, \quad T \rightarrow \frac{k \epsilon^{2 / 5}}{\alpha^{3 / 5} D^{4 / 5}} T, \quad U \rightarrow \frac{\epsilon^{2 / 5}}{\alpha^{3 / 5} D^{4 / 5}} U \tag{1}
\end{equation*}
$$

Likewise, for the Coulomb interaction law $U_{i j}=q^{2} / r_{i j}$, we obtain dimensionless quantities by means of the transformations

$$
\begin{equation*}
r \rightarrow \frac{\alpha^{1 / 3} \epsilon^{1 / 3}}{q^{2 / 3}} r, \quad T \rightarrow \frac{k \epsilon^{2 / 3}}{\alpha^{1 / 3} q^{2 / 3}} T, \quad U \rightarrow \frac{\epsilon^{2 / 3}}{\alpha^{1 / 3} q^{2 / 3}} U . \tag{2}
\end{equation*}
$$

However, for the logarithmic interaction $U_{i j}=-q^{2} \ln r_{i j}$, we use the transformation

$$
\begin{equation*}
r \rightarrow \frac{\alpha^{1 / 2}}{q} r, \quad T \rightarrow \frac{k_{B}}{q^{2}} T, \quad U \rightarrow \frac{1}{q^{2}} U . \tag{3}
\end{equation*}
$$

As a result, the potential energy of a cluster acquires the form

$$
\begin{equation*}
U=\sum_{i>j} U_{i j}+\sum_{i} r_{i}^{2} \tag{4}
\end{equation*}
$$

where $U_{i j}=1 / r_{i j}^{3}, U_{i j}=1 / r_{i j}$, and $U_{i j}=-\ln r_{i j}$, respectively, for the cases considered above.

## 3. NUMERICAL METHODS USED IN THIS PAPER

To search for the equilibrium configurations of the particles, we used a random search for the potential-energy minimum of the system, with random motion of the individual shells as a whole and random motion of the particles. It is convenient to take regular polygons inscribed in circles as the initial configurations in the case of an isotropic confining potential, since the shells have shapes close to circles, and it is convenient to take regular polygons inscribed in ellipses as the initial configurations in the case of anisotropic confinement. In the case of very strong anisotropy, the particles were placed on a straight line as the initial configurations. The maximum step was decreased from $1 \times 10^{-2}$ to $1 \times 10^{-6}$ in dimensionless units. Each $10^{3}$ steps, the step was decreased by a factor of $0.8-0.98$.

The potential barrier against rotation (allowing for the extremely substantial relaxation, i.e., alignment of the particles to rotation of the shell) can be found by the following procedure: We fix all the particles of the cluster, other than the particles of a specific shell, in the configuration corresponding to the global minimum of the potential energy. We rotate all the particles of the indicated shell by angle $\delta \phi$ with respect to the others. We then fix the angle of one particle from the rotated shell and the angle of one particle from the stationary shell, and we find the minimum of the potential energy in terms of $2 N-2$ variables by the method of random search ( $N$ variable radii $r$ and $N-2$ variable angles $\phi$ ). We note the minimum potential energy of this system. We then repeat this procedure, varying $\phi$, until one shell has been rotated with respect to the other by an angle equal to the mean angular distance between the particles in the rotating shell. It is possible in this way to find the dependence of the potential energy of the system on the angle of rotation $\phi$ of one shell and the potential barrier against rotation.

The potential barrier against the jumping of a particle from one shell to another characterizes the radial (total) melting of the shells. We use the following procedure to find it: We fix all the particles of the cluster in the configuration corresponding to the global minimum of the potential energy, except for one particle at the site, and we move this particle away from the center of the system (or toward the center) toward its position at the local minimum of the potential energy by distance $\delta r$. We then fix the distance from this particle to the center of the system, and we find the minimum of the potential energy in terms of $2 N-1$ variables by the method of random search ( $N-1$ variables $r$ and $N$ variables $\phi$ ). We note the minimum potential energy of this system. We then repeat this procedure until the system is at a local minimum of the potential energy. It is possible in this way to find the dependence of the potential energy on the coordinate $r$ of a particle 'by changing shell', and the potential barrier against jumping of a particle. The proposed method of taking into account the 'relaxation'' of the positions of the particles as the shells rotate or as the particles jump between shells substantially reduces the barriers with respect to reorientation of the shells and with respect to jumping. Otherwise, as shown by calculation, unrealistic,
overestimated values of these barriers are obtained (this effect is especially large in the former case).

We can use the techniques described above to find the potential barriers in clusters at zero temperature. However, the variation of the barriers with temperature is of interest. The technique for finding the "temperature" potential barriers differs from that for the "nontemperature" ones as follows: Instead of finding the minimum in terms of $2 N-2$ variables in the case of the barrier against rotation or in terms of $2 N-1$ variables in the case of the barrier against jumping, in the case of the temperature barrier, we find the mean potential energy for fixed $T$ and $\Delta \phi$ in the case of the angular barrier and fixed $T$ and $r$ in the case of the radial barrier. The averaging is carried out over approximately $1 \times 10^{5}$ Monte Carlo steps.

The Monte Carlo method with the Metropolis algorithm was used in this paper to study the dependence of the physical quantities on the temperature and the melting of the system. After the equilibrium configurations were found, the temperature of the system was increased by $\Delta T$ ( $\Delta T=5$ $\times 10^{-7}-5 \times 10^{-3}$ ), and the system was then confined until it reached equilibrium at the new temperature in $(2-4) \times 10^{4}$ Monte Carlo steps. The statistical characteristics were then calculated by averaging over $1 \times 10^{6}$ Monte Carlo steps. This was followed by further heating, using the procedure described here. The following quantities were computed:
(1) The total potential energy $U_{\text {pot }}$.
(2) The radial mean-square displacements: the total value,

$$
\begin{equation*}
\left\langle\delta R^{2}\right\rangle=\frac{1}{N} \sum_{i=1}^{N} \frac{\left\langle r_{i}^{2}\right\rangle-\left\langle r_{i}\right\rangle^{2}}{a^{2}} \tag{5}
\end{equation*}
$$

and the individual value for each shell,

$$
\begin{equation*}
\left\langle\delta r^{2}\right\rangle=\frac{1}{N_{R}} \sum_{i=1}^{N_{R}} \frac{\left\langle r_{i}^{2}\right\rangle-\left\langle r_{i}\right\rangle^{2}}{a^{2}} \tag{6}
\end{equation*}
$$

where $N_{R}$ is the number of particles in a shell, and the averaging, indicated by angle brackets, is carried out over different Monte Carlo configurations.
(3) The angular mean-square displacements with respect to the nearest particles of its own shell,

$$
\begin{equation*}
\left\langle\delta \phi_{1}^{2}\right\rangle=\frac{1}{N_{R}} \sum_{i=1}^{N_{R}} \frac{\left\langle\left(\phi_{i}-\phi_{i_{1}}\right)^{2}\right\rangle-\left\langle\left(\phi_{i}-\phi_{i_{1}}\right)\right\rangle^{2}}{\phi_{0}^{2}}, \tag{7}
\end{equation*}
$$

and with respect to the nearest particles of the neighboring shell,

$$
\begin{equation*}
\left\langle\delta \phi_{2}^{2}\right\rangle=\frac{1}{N_{R}} \sum_{i=1}^{N_{R}} \frac{\left\langle\left(\phi_{i}-\phi_{i_{2}}\right)^{2}\right\rangle-\left\langle\left(\phi_{i}-\phi_{i_{2}}\right)\right\rangle^{2}}{\phi_{0}^{2}} \tag{8}
\end{equation*}
$$

where $i_{1}$ and $i_{2}$ relate to the closest particle from the same and from the neighboring shell, and $2 \phi_{0}=2 \pi / N_{R}$ is the mean angular distance between the neighboring particles for the given shell.

Only the relative angular mean-square deviations are calculated, since the rotation of the system as a whole is of no interest.

TABLE I. Shell structure and potential energy of clusters made up of two-dimensional vortices.

| Number of particles | Occupation numbers of shells | Potential energy | Number of particles | Occupation numbers of shells | Potential energy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $0.000000 \times 10^{0}$ | 26 | 3,9,14 | $-1.940569 \times 10^{2}$ |
| 2 | 2 | $5.000000 \times 10^{-1}$ | 27 | 3,9,15 $\mathrm{Cr}_{3}$ | $-2.156137 \times 10^{2}$ |
| 3 | 3 | $8.918023 \times 10^{-1}$ | 28 | 4,9,15 | $-2.384294 \times 10^{2}$ |
| 4 | 4 | $1.090457 \times 10^{0}$ | 29 | 4,10,15 | $-2.625912 \times 10^{2}$ |
| 5 | 5 | $9.764052 \times 10^{-1}$ | 30 | 4,10,16 | $-2.881028 \times 10^{2}$ |
| 6 | 1,5 | $4.354169 \times 10^{-1}$ | 31 | 4,10,17 | $-3.149268 \times 10^{2}$ |
| 7 | 1,6 $\mathrm{Cr} r_{1}$ | $-7.512442 \times 10^{-1}$ | 32 | 4,11,17 | $-3.431329 \times 10^{2}$ |
| 8 | 1,7 | $-2.514746 \times 10^{0}$ | 33 | 5,11,17 | $-3.727473 \times 10^{2}$ |
| 9 | 1,8 | $-4.914510 \times 10^{0}$ | 34 | 1,5,11,17 | $-4.037308 \times 10^{2}$ |
| 10 | 2,8 | $-8.100414 \times 10^{0}$ | 35 | 1,6,11,17 | $-4.361606 \times 10^{2}$ |
| 11 | 3,8 | $-1.209333 \times 10^{1}$ | 36 | 1,6,12,17 | $-4.700331 \times 10^{2}$ |
| 12 | 3,9 | $-1.697858 \times 10^{1}$ | 37 | 1,6,12,18 $C r_{1}$ | $-5.053534 \times 10^{2}$ |
| 13 | 4,9 | $-2.271610 \times 10^{1}$ | 38 | 1,6,12,19 $\mathrm{Cr}_{1}$ | $-5.420929 \times 10^{2}$ |
| 14 | 4,10 | $-2.942793 \times 10^{1}$ | 39 | 1,7,13,18 | $-5.803155 \times 10^{2}$ |
| 15 | 4,11 | $-3.706118 \times 10^{1}$ | 40 | 1,7,13,19 | $-6.200430 \times 10^{2}$ |
| 16 | 5,11 | $-4.573707 \times 10^{1}$ | 41 | 1,7,13,20 | $-6.612310 \times 10^{2}$ |
| 17 | 1,5,11 | $-5.541308 \times 10^{1}$ | 42 | 1,7,14,20 | $-7.039416 \times 10^{2}$ |
| 18 | 1,6,11 | $-6.620692 \times 10^{1}$ | 43 | 2,8,14,19 $\mathrm{Cr}_{2}$ | $-7.481666 \times 10^{2}$ |
| 19 | 1,6,12 | $-7.811655 \times 10^{1}$ | 44 | 2,8,14,20 $\mathrm{Cr}_{2}$ | $-7.939606 \times 10^{2}$ |
| 20 | 1,6,13 | $-9.110199 \times 10^{1}$ | 45 | 2,8,14,21 $\mathrm{Cr}_{2}$ | $-8.412619 \times 10^{2}$ |
| 21 | 1,7,13 | $-1.052696 \times 10^{2}$ | 46 | 3,9,14,20 $\mathrm{Cr}_{3}$ | $-8.901514 \times 10^{2}$ |
| 22 | 1,7,14 | $-1.205683 \times 10^{2}$ | 47 | 3,9,15,20 $\mathrm{Cr}_{3}$ | $-9.406122 \times 10^{2}$ |
| 23 | 1,8,14 | $-1.370647 \times 10^{2}$ | 48 | 3,9,15,21 $\mathrm{Cr}_{3}$ | $-9.926554 \times 10^{2}$ |
| 24 | 2,8,14 | $-1.548203 \times 10^{2}$ | 49 | 3,9,15,22 $\mathrm{Cr}_{3}$ | $-1.046250 \times 10^{3}$ |
| 25 | 3,8,14 | $-1.737968 \times 10^{2}$ | 50 | 4,10,15,21 | $-1.101460 \times 10^{3}$ |
| 107 | 3,9,15,21,27,32 $\mathrm{Cr}_{3}$ | $-7.155730 \times 10^{3}$ |  |  |  |
| 108 | 3,9,15,21,27,33 $\mathrm{Cr}_{3}$ | $-7.316694 \times 10^{3}$ | 192 | 3,9,15,21,27,33,39,45 $\mathrm{Cr}_{3}$ | $-2.834568 \times 10^{4}$ |

The following quantities were also calculated for twodimensional Coulomb clusters with $N=19$ and $N=20$.
(4) The radial distribution function

$$
g(r)=\left\langle\sum_{i=1}^{N} \delta\left(r_{i}-r\right)\right\rangle .
$$

(5) The correlation function of the angles between the particles of two shells:

$$
g(\phi)=\left\langle\sum_{i=1}^{N_{1}} \sum_{j=1}^{N_{2}} \delta\left(\phi_{i}\right) \delta\left(\phi_{j}-\phi_{i}+\phi\right)\right\rangle .
$$

(6) The distribution of particles over local minima, i.e., the probability of detecting the system close to different minima of the potential energy $W_{\text {glob,loc }}$. To calculate this quantity, the system was periodically (once per $10^{4}-10^{5}$ iterations) sharply cooled to a temperature several orders of magnitude lower than all the melting temperatures (1 $\times 10^{-7}$ ) for $2 \times 10^{4}$ iterations. The minimum energy was then compared with the energy at the different local minima, and, if it was close to the value at some minimum, it was assumed that the system fell into this minimum (the local and global minima were calculated ahead of time).

## 4. EQUILIBRIUM STRUCTURE OF TWO-DIMENSIONAL CLUSTERS

We shall investigate the equilibrium structure of clusters with logarithmic and dipole interaction laws. The Coulomb
interaction is intermediate in range. The equilibrium structure of Coulomb clusters was investigated earlier (see, for example, Refs. 1 and 3).

Mesoscopic clusters have a shell structure at low temperatures, and this is explained by the influence of the centrally symmetric confining potential. As is well known, an unbounded two-dimensional crystal has a triangular lattice. However, the triangular structure originates inside a cluster with a rather large number of particles (see also Ref. 3). In the case of dipole clusters, because of the short-range character of the interaction, the triangular lattice originates when $N>11$, but it is difficult to distinguish the shells when $N>40$; therefore we have studied dipole clusters with $N \leqslant 40$. In logarithmic clusters, a triangular lattice is formed at much larger $N$; therefore we investigated logarithmic clusters with $N \leqslant 50$ and selectively for larger $N$. The following were found for two-dimensional clusters: (a) the local, and (b) the global (the deepest of the local) minima of the potential energy.

### 4.1. The structure of logarithmic clusters

The dependences of the internal, external, and total potential energy per particle on the number of particles are close to linear. In this case, the dependences of the internal and total potential energy per particle on the number of particles $N$ are decreasing and smooth for $N$ from 3 to 50 , while the dependence of the external potential energy per particle as the number of particles $N$ goes from 1 to 50 is increasing and smooth.

Table I shows the occupation numbers of the shells and the corresponding potential energies [measured from $C_{N}^{2} \ln \left(q / \alpha^{1 / 2} a\right)$ —see above] for the global minima of twodimensional logarithmic clusters. The successive filling of the shells recalls to some extent the periodic table of the elements (compare the filling of the shells in a twodimensional classical system of particles with threedimensional Coulomb interaction ${ }^{3}$ ). Each shell can contain no more than a definite number of particles. Thus, there can be no more than five particles in the first shell (counting from the center of the system) and no more than 11 particles in the second. When all the shells are filled, i.e., when they contain the maximum number of particles, a new shell begins to appear: first one additional particle appears at the center of the system, then (as the number of particles increases), two particles form an inner shell, etc. In this case, one particle appears at the center of the system after a particle is added to a system with configuration ( $5, \ldots$ ), two appear after configuration $(1,7, \ldots)$ or $(1,8, \ldots)$, three after configuration $(2,8, \ldots)$, four after configuration ( $3,9, \ldots$ ), and five after configuration ( $4,11, \ldots$ ).

We shall use the following concept of shell (which differs from the definitions used earlier, which are not universal for different numbers of particles). We define a shell as a convex polygon made up of the maximum possible number of particles (inside which the preceding shell is found), satisfying the following rule: The maximum distance from a particle of the given shell to the center of the system must be less than the minimum distance to the center of the system from a particle of the neighboring shell, external with respect to the given shell. As a result of this definition, the law for filling the shells in clusters, obtained from our calculations using the definition indicated above, is similar to the law for filling the shells in the Thomson atom. ${ }^{3}$ In particular, in our work, unlike Ref. 19, the number of shells cannot decrease as the number of particles increases.

Since the confining quadratic potential is centrosymmetric, it should be expected that the shells in a cluster must have the shape of regular polygons inscribed in circles. However, this is valid only for clusters consisting of one shell or of two shells the inner of which has only one particle. As the number of particles in clusters with small $N$ increases further, the symmetry spontaneously breaks down. This shows up most strongly in a cluster with two particles at the center (in the clusters with $N=10$ and $N=24$ ). In these cases, since the first shell (counting from the center) consists of two particles, it is convenient to assign the shape of an ellipse to the second shell.

The basis of certain configurations at the global minima of the potential energy consists of parts of a crystal lattice with hexagonal symmetry. When describing and analyzing the properties of such configurations, it is suitable to introduce into the discussion "crystal shells" $\left(C r_{c}\right)$-concentric groups of nodes of an ideal two-dimensional crystal at the center of which are found $c$ particles (see Table I).

An analytical calculation of the radius and potential energy of clusters consisting of one shell, as well as of clusters consisting of two shells the second of which contains only


FIG. 1. Mean distance $r$ between particles (1), size $R$ of the system (2), and lattice period $a$ (3) for two-dimensional logarithmic clusters vs the number of particles.
one particle, confirms that the computer calculation is sufficiently accurate (nine places).

It can be seen from Fig. 1 that the mean distance between the particles monotonically increases as the number of particles increases, while the rate at which it grows decreases somewhat with $N$. As far as the size of the system is concerned, although the overall tendency is for it to increase, it cannot be said to monotonically depend on $N$ for all $N$. Comparing Fig. 1 and Table I, it can be concluded that the size $R$ of the system experiences discontinuities when a new shell appears and when a particle is added to the first shell (from the center of the system). However, if the cluster becomes more symmetrical when the number $N$ is increased by one, the size of the system may just barely increase or even slightly decrease, as can be seen from Fig. 1. Moreover, the lattice period (the mean distance between the nearest particles) becomes approximately constant for $N>9$ (see Fig. 1). The last two circumstances show that the density of particles is constant.

We should point out that it is a rather difficult task to search for the configuration corresponding to the global minimum of the potential energy for large $N$, because there are numerous local minima with a potential energy that differs very little from the energy of the system at the global minimum. For example, in the case of $N=49$, the difference between the potential energy of the system at the global minimum ( $3,9,15,22$ ) and the local minimum closest to it $(3,9,16,21)$ is only $4 \times 10^{-4} \%$. For this reason, the search for the minimum has to be done very precisely (no less than seven places).

### 4.2. The structure of dipole clusters

For dipole clusters, the inner, outer, and total potential energy per particle $E / N$ increases almost linearly as the number of particles increases (see Fig. 2). This indicates that, for a small number of particles $N \leqslant 40$, the system has the properties of a cluster and has not yet acquired the properties of a crystal (for which $E / N=$ const).


FIG. 2. Potential energy per particle $\left\langle U_{\text {pot }}\right\rangle / N$ vs the number $N$ of particles for two-dimensional dipole clusters: 1 -total potential energy $\left\langle U_{\text {pot }}\right\rangle / N$, 2-mean potential energy of all the interactions between the particles $\left\langle U_{\text {int }}\right\rangle N=(1 / 2 N) \sum\left\langle U_{i j}\right\rangle=(1 / 2 N) \Sigma\left(1 / r_{i j}^{3}\right)$, 3—external potential energy $\left\langle U_{\text {ext }}\right\rangle / N=(1 / N) \alpha \Sigma r_{i}^{2}$.

Table II shows the occupation number of the shells and the corresponding potential energies for the global minima of two-dimensional dipole clusters. The rules of the filling of the shells are similar to the rules of their filling in logarithmic clusters.

As $N$ increases, it is found that a triangular lattice begins to grow inside the cluster. Fragments of a triangular lattice first appear for a cluster of 12 particles [the $(3,9)$ con-figuration-see Table II]. Beginning with 32 particles, a triangular lattice continually predominates in the cluster: it is impossible to completely assign certain particles to definite shells-they appear between the shells, forming a fragment of a triangular lattice (the latter is centered close to the boundary of the cluster, and not at the center of symmetry of the confining potential). For example, in a cluster made up of

37 particles, it is no longer possible to unambiguously distinguish the shells in the configuration corresponding to the global minimum of the potential energy (see Table II). A defect exists in the shell structure, but the particles mainly form a triangular lattice. The ordering thus has two formseither a triangular lattice or a shell structure-which compete with each other. The triangular structure appears at a smaller $N$ for dipole clusters than for Coulomb and logarithmic clusters, ${ }^{2}$ and this can be explained by the fact that the dipole interaction potential has a shorter range. Since a regular triangular lattice possesses hexagonal symmetry, deviations of the shape of the shells from circles are observed for $N>30$. This phenomenon is analogous to the "faceting'" of a crystal (see also Ref. 20). Thus, certain particles in a dipole cluster are found not at the boundary of the cluster but at a distance from it of the order of a lattice period. The introduction of the concept of 'crystal shells'" $\left(C r_{c}\right)$ is more natural for dipole clusters than for logarithmic, since the majority of the configurations at the global minima can be classified in this way (see Table II).

## 5. THE MELTING AND PHASE TRANSITIONS OF TWODIMENSIONAL MESOSCOPIC CLUSTERS

We have studied the melting of logarithmic, Coulomb, and dipole micro- and macroclusters with increasing temperature.

### 5.1. The melting of logarithmic clusters

The temperature dependence of the radial mean-square displacement for a two-dimensional logarithmic cluster with $N=37$ is shown in Fig. 3. The radial mean-square displacements for all the shells experience an infection point at the same temperature $T_{c}=8 \times 10^{-3}$.

It can be seen from Fig. 4 that the angular mean-square displacements with respect to the nearest particles of its own

TABLE II. Shell structure and potential energy of dipole clusters confined by a harmonic potential.

| Number <br> of <br> particles | Occupation <br> number <br> of shells | Potential <br> energy | Number <br> of <br> particles | Occupation <br> number <br> of shells | Potential <br> energy |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | $0.0000000 \times 10^{0}$ | 21 | $2,7,12 C r_{2}$ | $1.1740007 \times 10^{2}$ |
| 2 | 2 | $1.2932046 \times 10^{0}$ | 22 | $2,8,12 C r_{2}$ | $1.2715322 \times 10^{2}$ |
| 3 | 3 | $3.0418217 \times 10^{0}$ | 23 | $3,8,12 C r_{3}$ | $1.3727919 \times 10^{2}$ |
| 4 | 4 | $5.5208363 \times 10^{0}$ | 24 | $3,8,13 C r_{3}$ | $1.4753113 \times 10^{2}$ |
| 5 | 5 | $8.7856477 \times 10^{0}$ | 25 | $3,9,13 C r_{3}$ | $1.5814029 \times 10^{2}$ |
| 6 | 1,5 | $1.2289769 \times 10^{1}$ | 26 | $4,9,13$ | $1.6921679 \times 10^{2}$ |
| 7 | $1,6 C r_{1}$ | $1.6281382 \times 10^{1}$ | 27 | $4,9,14 C r_{4}$ | $1.8047079 \times 10^{2}$ |
| 8 | 1,7 | $2.1083395 \times 10^{1}$ | 28 | $4,10,14 C r_{4}$ | $1.9198318 \times 10^{2}$ |
| 9 | 2,7 | $2.6313547 \times 10^{1}$ | 29 | $5,10,14 C r_{5}$ | $2.0404328 \times 10^{2}$ |
| 10 | $3,7 C r_{3}$ | $3.1901163 \times 10^{1}$ | 30 | $5,10,15 C r_{5}$ | $2.1616304 \times 10^{2}$ |
| 11 | $3,8 C r_{3}$ | $3.7616955 \times 10^{1}$ | 31 | $1,5,10,15 C r_{1}$ | $2.2839087 \times 10^{2}$ |
| 12 | $3,9 C r_{3}$ | $4.3999784 \times 10^{1}$ | 32 | $1,6,12,13 C r_{1}$ | $2.4093329 \times 10^{2}$ |
| 13 | 4,9 | $5.0634105 \times 10^{1}$ | 33 | $1,6,12,14 C r_{1}$ | $2.5368468 \times 10^{2}$ |
| 14 | $4,10 C r_{4}$ | $5.7895957 \times 10^{1}$ | 34 | $1,6,12,15 C r_{1}$ | $2.6669867 \times 10^{2}$ |
| 15 | 5,10 | $6.5399893 \times 10^{1}$ | 35 | $1,6,12,16 C r_{1}$ | $2.8012640 \times 10^{2}$ |
| 16 | $1,5,10$ | $7.3049228 \times 10^{1}$ | 36 | $1,6,12,17 C r_{1}$ | $2.9407878 \times 10^{2}$ |
| 17 | $1,6,10 C r_{1}$ | $8.1136231 \times 10^{1}$ | 37 | $1,7,13,16 C r_{1}$ | $3.0825097 \times 10^{2}$ |
| 18 | $1,6,11 C r_{1}$ | $8.9506331 \times 10^{1}$ | 38 | $2,8,13,15 C r_{2}$ | $3.2244908 \times 10^{2}$ |
| 19 | $1,6,12 C r_{1}$ | $9.8421773 \times 10^{1}$ | 39 | $3,8,13,15 C r_{3}$ | $3.3690883 \times 10^{2}$ |
| 20 | $1,7,12$ | $1.0776650 \times 10^{2}$ | 40 | $3,9,14,14 C r_{3}$ | $3.5144690 \times 10^{2}$ |
|  |  |  |  |  |  |



FIG. 3. Total radial mean-square displacement $\left\langle\delta r^{2}\right\rangle$ vs temperature for a two-dimensional logarithmic cluster with $N=37$ particles.
shell experience an inflection point at the same temperature for both shells. Consequently, a phase transition occurs at a temperature of $T_{c}=8 \times 10^{-3}$ (see Table III) in a cluster made up of $N=37$ particles: The system loses its ordered structure. For $T>T_{c}$, the number of particles in the shells begins to change, and the shells exchange particles and smear out. For $T \gtrdot T_{c}$, it is impossible to distinguish any shells. The particles move chaotically. The characteristic value of the dimensionless parameter $\Gamma=q^{2} / k_{B} T_{c}$ at which the system melts is 125 when $N=37$, and this is not much different from the value of $\Gamma$ at which a system with a relatively large number of vortices melts ( $\Gamma=\Gamma_{c} \simeq 130$ ).

It turns out, however, that the angular mean-square deviations with respect to the nearest particles of the adjacent shell experience an inflection point at much lower temperatures. For a cluster made up of 37 particles, the angular mean-square displacements of the outer shell with respect to the nearest particles of the middle shell begin to quickly increase at a temperature of $T_{c 1}=8 \times 10^{-4} \quad\left(\Gamma=1 / T_{c 1}\right.$


FIG. 4. Angular mean-square deviations $\left\langle\delta \phi_{1}^{2}\right\rangle$ of the outer (1), middle (2), and inner (3) shells with respect to the closest particles from their own shell vs temperature for a two-dimensional logarithmic cluster with $N=37$ particles.

TABLE III. Melting temperatures $T_{c}$ and potential barriers $U_{j, \text { rot }}$ of twodimensional clusters.

|  | $T_{c}$ | $U_{j, \text { rot }}$ |
| :--- | :---: | :---: |
| Logarithmic cluster, $N=11$ |  |  |
| Orientation melting of outer shell <br> with respect to inner shell <br> Complete melting | $4.0 \times 10^{-7}$ | $2.32 \times 10^{-6}$ |
| Logarithmic cluster, $N=37$ | $4.5 \times 10^{-3}$ | $3.71 \times 10^{-2}$ |
| Orientation melting of outer shell <br> with respect to the middle shell | $8.0 \times 10^{-4}$ | $2.30 \times 10^{-3}$ |
| Orientation melting of the middle shell <br> with respect to the inner shell | $2.4 \times 10^{-3}$ | $1.61 \times 10^{-2}$ |
| Complete melting | $8.0 \times 10^{-3}$ | $6.61 \times 10^{-2}$ |
| Logarithmic cluster, $N=107$ <br> Orientation melting of the outer shell <br> with respect to the neighboring shell | $7.5 \times 10^{-3}$ | $3.0 \times 10^{-2}$ |
| Complete melting | $8.5 \times 10^{-3}$ | $5.8 \times 10^{-2}$ |
| Coulomb cluster, $N=19$ |  |  |
| Orientation melting | - | $4.0 \times 10^{-3}$ |

Coulomb cluster, $N=20$

| Orientation melting of the outner shell |  |  |
| :--- | :--- | :--- |
| with respect to the middle shell | $1.8 \times 10^{-6}$ | $1.2 \times 10^{-5}$ |
| Complete melting | $1.4 \times 10^{-2}$ | $5.4 \times 10^{-2}$ |

Coulomb cluster, $N=37$
Orientation melting of the outer shell with respect to the middle shell Orientation melting of the middle shell with respect to the inner shell Complete melting

| $4.0 \times 10^{-5}$ | $6.1 \times 10^{-3}$ |
| :---: | :---: |
|  |  |
| $4.0 \times 10^{-5}$ | $6.1 \times 10^{-3}$ |
| $6.5 \times 10^{-3}$ | $5.17 \times 10^{-2}$ |

Coulomb cluster, $N=54$
Orientation melting of the outer shell

| with respect to the neighboring shell | $1.5 \times 10^{-3}$ | $4.59 \times 10^{-2}$ |
| :--- | :--- | :--- |
| Orientation melting of the middle shells | $1.5 \times 10^{-3}$ | $5.72 \times 10^{-2}$ |
| Orientation melting of the inner shell |  |  |
| with respect to the adjoining shell | $4.0 \times 10^{-3}$ | $1.01 \times 10^{-1}$ |
| Complete melting | $4.0 \times 10^{-3}$ | $5.31 \times 10^{-2}$ |

Dipole cluster, $N=10$
Orientation melting of the outer shell

| with respect to inner shell | $1.2 \times 10^{-5}$ | $3.5 \times 10^{-5}$ |
| :--- | :--- | :--- |
| Complete melting | $7.0 \times 10^{-3}$ | $5.6 \times 10^{-2}$ |

Dipole cluster, $N=38$
Orientation melting absent
Complete melting
$9.0 \times 10^{-3}$
$=1250$ ) (see Fig. 5a), while the angular displacements of the middle shell relative to the closest particles of the inner shell do this at a temperature of $T_{c 2}=3 \times 10^{-3} \quad\left(\Gamma=1 / T_{c 2}=333\right)$ (see Fig. 5b). This means that, at these temperatures, specific orientation melting characteristic of clusters with a shell structure occurs for corresponding pairs of shells; i.e., the shells in the two-dimensional clusters, while maintaining their crystallinity, begin to rotate with respect to each other at a certain instant.

We should point out that the phase transitions in the mesoscopic system under consideration, as shown by calculation, are still fairly well-defined (i.e., the broadening $\Delta T / T$ of the transition region is not yet large).

The potential energy of a logarithmic cluster increases


FIG. 5. Temperature dependences of the angular mean-square deviations $\left\langle\delta \phi_{2}^{2}\right\rangle$ of the middle shell with respect to the nearest particles from the outer shell (a) and of the inner shell with respect to the nearest particles from the middle shell (b) for a twodimensional logarithmic cluster with $N=37$ particles.
almost linearly with temperature and has no singularities. Therefore, the temperature dependence of the potential energy of the system cannot be used to determine the melting temperature.

For logarithmic macroclusters with $N \simeq 100$, orientation melting occurs only for the outer pairs of shells, since a region of a triangular lattice forms inside.

### 5.2. The melting of Coulomb clusters

The temperature dependences of the total radial displacement and of the radial mean-square displacements for all the shells individually are shown in Fig. 6 for a twodimensional Coulomb cluster with $N=54$. These dependences experience an inflection point at the same temperature $T_{c 1}=4 \times 10^{-3}$ for all the shells.

It can be seen from Fig. 7 that the angular displacements with respect to the nearest particles of its own shell experience an inflection point at the same temperature for all the shells. Consequently, a phase transition occurs at a tempera-


FIG. 6. Temperature dependences of the radial mean-square displacements $\left\langle\delta r^{2}\right\rangle$ for a two-dimensional Coulomb cluster, $N=54$ : 1 -total, $2-$ of the first shell, 3 -of the second shell, 4 -of the third shell.
ture of $T_{c 1}=4 \times 10^{-3}$ in a cluster made up of $N=54$ particles: The system loses its ordered structure.

However, it turns out that the angular mean-square displacements with respect to the nearest particles of the adjacent shell experience an inflection point at a lower temperature $T_{c 2}=1.5 \times 10^{-3}$ for the two outer pairs of shells, and at the same temperature $T_{c 1}$ for only the inner pair of shells (see Fig. 7 and Table III). This means that orientation melting occurs at a temperature of $T=T_{c 2}$ for the corresponding pairs of shells.

The absence of orientation melting of the inner pair of shells is explained by the fact that there is a fragment of a


FIG. 7. Temperature dependences of the angular mean-square displacements $\left\langle\delta \phi^{2}\right\rangle$ for a two-dimensional Coulomb cluster with respect to the nearest particles of its own and the neighboring shells, $N=54$ : 1 -of the first shell with respect to the particles of its own shell, 2 -of the second shell with respect to the particles of its own shell, 3-of the third shell with respect to the particles of its own shell, 4-of the fourth shell with respect to the particles of its own shell, 5-of the second shell with respect to the particles of the first shell, 6-of the third shell with respect to the particles of the second shell, 7 -of the fourth shell with respect to the particles of the third shell.


FIG. 8. Distribution functions $g(\phi)$ of the angles between the particles of two shells for $N=20$ at $T=1 \times 10^{-6}$ (a) and $T=4 \times 10^{-6}$ (b).
triangular lattice inside a cluster made up of 54 particles. The entire cluster cannot have a triangular lattice, since, because of the centrally symmetric confining potential, clearly expressed circular shells are observed on the outside.

The potential energy of a Coulomb cluster, like that of a logarithmic cluster, increases almost linearly with temperature and has no singularities.

The melting of a Coulomb cluster made up of 37 particles also occurs in two stages: orientation melting and complete melting (see Table III). Unlike a cluster made up of 54 particles, all the pairs of shells in the $N=37$ case (including the inner one) experience orientation melting, which is because there is no region of triangular lattice inside a cluster with $N=37$.

We shall consider the melting of clusters made up of 19 and 20 particles in more detail.

Two-stage melting was observed in a cluster with $N=20$, as expected for Coulomb mesoscopic clusters, with the orientation melting temperature and the complete melting temperature differing by several orders of magnitude. Thus, at $T=T_{c 2}=1.8 \times 10^{-6}$, the angular mean-square displacement with respect to the nearest particles of the adjacent shells experiences an inflection point. Moreover, the fluctuation amplitude of the $g(\phi)$ function (see Section 3) is large at $T<T_{c 2}$ (see Fig. 8a), whereas the amplitude of $g(\phi)$ sharply decreases at $T>T_{c 2}$ (see Fig. 8b). This all indicates that orientation melting occurs at $T=T_{c 2}$. The radial meansquare displacements experience an inflection point at $T=T_{c 1}=1.4 \times 10^{-2}$ (see Table III), which indicates the pres-
ence of complete melting of a Coulomb cluster with $N=20$ at the point $T=T_{c 1}$.

In a cluster with $N=19$, the radial and angular meansquare displacements with respect to the nearest particles of the adjacent shell experience a discontinuity at the same temperature of $T=T_{c 1}=4 \times 10^{-3}$ (see Table III). For $T>T_{c 1}$, two sharp maxima of the outer shell that exist in the $g(r)$ function when $T<T_{c 1}$ (see Section 3) run together (Fig. 9); meanwhile, the zeroes that exist in the $g(\phi)$ function disappear at $T<T_{c 1}$ (Fig. 10). All this indicates that the orientational and radial ordering in a Coulomb cluster with $N=19$ simultaneously disappear at $T=T_{c 1}$. Consequently, a Coulomb microcluster with $N=19$ melts in one stage-there is no orientation melting. This behavior is unique for mesoscopic clusters and results from the fact that the $N=19$ cluster has the configuration $(1,6,12)$ at the global minimum and is almost an exact fragment of a triangular lattice.

We also investigated the distribution of the system over the local minima of the potential energy as the temperature increases. It turned out for both $N=19$ and $N=20$ that, at a temperature below the complete melting temperature, the cluster is continually close to the configuration corresponding to the global minimum of the potential energy. At a temperature above that of complete melting, the probability that a cluster is close to the configuration corresponding to the global minimum $(1,7,12)$ decreases and goes to a constant value. The cluster shuffles between configurations corresponding to different local minima $(1,7,12),(1,6,13)$, and $(1,8,11)$.


FIG. 9. Radial distribution functions $g(r)$ for $N=19$ at $T=3 \times 10^{-3}$ (a) and $T=7 \times 10^{-3}$ (b).

### 5.3. The melting of dipole clusters

The temperature dependences of the radial mean-square displacements, total and for each shell, experience an inflection point at a temperature of $T_{c 1}$ for a two-dimensional dipole cluster with $N=38$ (see Table III). At the same temperature, the angular mean-square displacements with respect to the closest particles of their own and the neighboring shells experience an inflection point for all shells. Consequently, a phase transition occurs in a cluster made up of $N=38$ particles at a temperature of $T_{c 1}$ : The system loses its ordered structure. For $T>T_{c 1}$, the number of particles in the shells begins to change, and the shells exchange particles and smear out. For $T \gtrdot T_{c 1}$, it is no longer possible to distinguish any shells. The particles move chaotically.

The dimensionless parameter $\Gamma_{d}$ at which the system melts, in units of $D=k_{B}=1$, equals

$$
\Gamma_{d}=\frac{1}{2 a^{3} T_{c}}
$$

For $N=38$, the value $\Gamma_{d}=69$ does not strongly differ from the value $\Gamma_{d}=62$ at which a dipole crystal melts. ${ }^{21}$

The scenario of the melting of a two-dimensional dipole cluster made up of $N=38$ particles is analogous to that of the melting of a two-dimensional dipole crystal with a triangular lattice, except that there is no jump in the potential energy at the melting temperature. ${ }^{21}$ However, this is not valid for mesoscopic clusters consisting of only two shells. Here, despite the short-range character of the dipole interaction, the quadratic confining potential plays a major role: The shell structure competes with the triangular lattice. The melting of a two-dimensional dipole cluster made up of 10 particles occurs in two stages, as does the melting of logarithmic and Coulomb clusters.

It can be seen from Table III and the preceding discussion that the melting of two-dimensional logarithmic, Coulomb, and dipole mesoscopic clusters (except for magic clusters with a triangular structure) occurs in two stages. The melting of logarithmic and Coulomb macroclusters also occurs in two stages, but orientation melting occurs only in the outer pairs of shells, and, finally, the melting of dipole macroclusters occurs in one stage.

## 6. POTENTIAL BARRIERS WITH RESPECT TO THE ROTATION OF SHELLS AND THE JUMPING OF PARTICLES FROM ONE SHELL TO ANOTHER

We can use the techniques described above to find the potential barrier $U_{\text {rot }}$ against rotation of the shells with respect to each other and the potential barrier $U_{j}$ against jumping of a particle from one shell to another in the clusters in which melting was studied (see Table III). Rotation of the shells is the lowest excitation in the case of mesoscopic clusters. It turned out that, for mesoscopic clusters, the orientation barrier is substantially lower than the radial one. The fact that the barriers are incommensurate, along with the discontinuity of the angular mean-square displacement, is still more powerful evidence that orientation melting can occur in two-dimensional clusters. However, the barriers against rotation of the inner shells (for logarithmic and Coulomb clusters) or of all the shells (for dipole clusters) are of the same order of magnitude as the barriers against jumping for macroclusters.

It can be seen from Table III that the ratio between the potential barriers against rotation and jumping for a given number $N$ and a given interaction law equals in order of magnitude the ratio between the temperatures of orientation melting and complete melting,


FIG. 10. Distribution functions $g(\phi)$ of angles between the particles of two shells for $N=19$ at $T=3 \times 10^{-3}$ (a) and $T=7 \times 10^{-3}$ (b).


FIG. 11. Temperature variation of the dependence of the potential energy on the angle of rotation of the outer shell with respect to the middle shell for a two-dimensional Coulomb cluster with $N=37$.

$$
\frac{U_{\mathrm{rot}}}{U_{j}} \simeq \frac{T_{c 2}}{T_{c 1}}
$$

This makes it possible to predict the possibility of orientation melting in clusters with different $N$ and different interaction laws.

We also investigated how the potential barriers against rotation and jumping vary as temperature increases. It is easy to see that all the barriers must disappear for a very high temperature $T \gtrdot T_{c}$, for which it is no longer possible to distinguish the shells in a cluster. However, it is interesting to compare the temperatures at which the barriers with respect to rotation of the shells and with respect to jumping of particles between the shells disappear with the temperatures of orientation melting and complete melting of the clusters.

We have studied how the dependences of the potential energy on the angle of rotation of the shells with respect to each other for two pairs of shells vary with temperature and how the dependence of the potential energy on the radius of the particle, changing shell, varies with temperature for a Coulomb cluster with $N=37$. It turned out that the barrier against rotation of the outer shell with respect to the middle shell disappears at $T=2.5 \times 10^{-4}$ (Fig. 11), while that of the middle shell with respect to that of the inner shell disappears at $T=6.0 \times 10^{-4}$. The barrier against the jumping of particles between shells disappears at $T=3.0 \times 10^{-2}$. When these temperatures are compared with the melting temperatures, it is seen that the melting temperature is less than the temperature at which the corresponding barrier disappears by a factor of about $5-15$. This is apparently because the particles begin to partly overcome the barrier at the melting temperature, whereas, when the temperature is increased further and the barrier disappears, the particles cease to notice it and move chaotically in the direction of the corresponding barrier.

## 7. CLUSTERS WITH ANISOTROPIC CONFINEMENT

Let us consider how the equilibrium structure of twodimensional clusters varies because of the anisotropy of the confining potential. An anisotropic confining potential has the form


FIG. 12. Configurations of a two-dimensional Coulomb cluster with $N=37$ and various degrees of anisotropy $\gamma$.

$$
\begin{equation*}
U_{\mathrm{ext}}=\gamma \sum_{i} x_{i}^{2}+(2-\gamma) \sum_{i} y_{i}^{2}, \tag{9}
\end{equation*}
$$

where $0 \leqslant \gamma \leqslant 2$ ( $\gamma=1$ corresponds to the isotropic case). We shall calculate the equilibrium configurations by the method described above. The configurations corresponding to the local and global minima of the potential energy were considered for logarithmic and Coulomb clusters with $N=37$ and for logarithmic clusters with $N=7$ and 11 with different degrees of anisotropy $\gamma$ (the configurations of a Coulomb cluster with $N=37$ are shown in Fig. 12), and the following effects were detected:

1. The greater the degree of anisotropy, the larger the tendency to find the global minimum in the configuration with the smallest number of shells and with the smallest number of particles in the inner shells (see Table IV). The shells become more and more elongated and closer in shape to polygons inscribed in ellipses. We must alter the definition of shell given above. Now the greatest value of $r_{i} \sqrt{(2-\gamma) \sin ^{2} \phi_{i}+\gamma \cos ^{2} \phi_{i}}$ for the particles of each shell must be greater than the smallest value of this quantity for the particles of the outer shell with respect to the given shell. (Because of the anisotropy of the confining potential, the maximum value of $r_{i}$ for the particles of each shell can be much greater than the minimum value of $r_{i}$ for the particles of the next outer shell.)
2. If the confinement is strongly anisotropic, the inner shell can have two tails, directed along the $y$ axis (if $\gamma<1$, i.e., $\gamma<2-\gamma$ ), or can simply turn into a straight line (see Table IV). If a cluster consists of one shell, its structure does not undergo any more changes after it turns into a straight line (other than an increase of the distance between the particles as the degree of anisotropy increases). The cluster becomes one-dimensional. It should be pointed out that the density of a one-dimensional cluster increases toward its center.
3. The greater the degree of anisotropy of the confining potential, the lower the local minima possessed by a cluster with a given number $N$. In particular, a one-dimensional cluster (a two-dimensional cluster with very strong anisotropy) has only one minimum - the particles lie on a straight line.

The effects described above can be traced in Table IV.

TABLE IV. Structure of two-dimensional anisotropic clusters.

| Number of particles | Degree of anisotropy $\gamma$ | Occupation number of shells $N_{1}, N_{2}, \ldots$ | Potential energy $U_{\text {pot }}$ |
| :---: | :---: | :---: | :---: |
|  |  | Coulomb clusters |  |
| 37 | 1.00 | 1,7,12,17 | $4.725601 \times 10^{2}$ |
| 37 | 0.90 | 1,7,13,16 | $4.714139 \times 10^{2}$ |
| 37 | 0.75 | conc. $7,13,17$ | $4.651811 \times 10^{2}$ |
| 37 | 0.60 | L5,14,18 | $4.528417 \times 10^{2}$ |
| 37 | 0.50 | L4,14,19 | $4.403236 \times 10^{2}$ |
| 37 | 0.35 | 15, 22 | $4.124505 \times 10^{2}$ |
| 37 | 0.20 | $4+X 3+X 4$, conc. 26 | $3.652442 \times 10^{2}$ |
| 37 | 0.05 | $35+2 * X 1$ | $2.546257 \times 10^{2}$ |
| 37 | 0.01 | L37 | $1.652735 \times 10^{2}$ |
|  |  | Logarithmic clusters |  |
| 7 | 1.00 | 1, 6 | $-7.512442 \times 10^{-1}$ |
| 7 | 0.89 | 1,6 | $-8.891301 \times 10^{-1}$ |
| 7 | 0.67 | 1,6 | $-2.136851 \times 10^{0}$ |
| 7 | 0.50 | 1,6 | $-4.172614 \times 10^{0}$ |
| 7 | 0.40 | 1, 6 | $-6.029061 \times 10^{0}$ |
| 7 | 0.33 | 17 | $-7.802550 \times 10^{0}$ |
| 7 | 0.18 | 17 | $-1.416698 \times 10^{1}$ |
| 11 | 1.00 | 3, 8 | $-1.709333 \times 10^{1}$ |
| 11 | 0.89 | 2, 9 | $-1.251753 \times 10^{1}$ |
| 11 | 0.67 | 2,9 | $-1.566826 \times 10^{1}$ |
| 11 | 0.50 | 11 | $-2.082752 \times 10^{1}$ |
| 11 | 0.40 | 11 | $-2.560793 \times 10^{1}$ |
| 11 | 0.33 | 11 | $-2.983309 \times 10^{1}$ |
| 11 | 0.18 | L11 | $-4.548732 \times 10^{1}$ |
| 37 | 1.00 | 1, 6,12,18 | $-5.053534 \times 10^{2}$ |
| 37 | 0.89 | 6,12,19 | $-5.095770 \times 10^{2}$ |
| 37 | 0.67 | L4,13,20 | $-5.456363 \times 10^{2}$ |
| 37 | 0.50 | 15, 22 | $-6.037877 \times 10^{2}$ |
| 37 | 0.40 | $9+2 * X 2,24$ | $-6.580007 \times 10^{2}$ |
| 37 | 0.33 | L9, 28 | $-7.064780 \times 10^{2}$ |
| 37 | 0.18 | 37 | $-8.840317 \times 10^{2}$ |
| 37 | 0.10 | $31+2 * X 3$ | $-1.073160 \times 10^{3}$ |
| 37 | 0.06 | $17+2 * X 10$ | $-1.237329 \times 10^{3}$ |
| 37 | 0.03 | L37 | $-1.468088 \times 10^{3}$ |

Note: The following symbols are used here: $\mathrm{L} z$ is a line consisting of $z$ particles; $x * X y$ are $x$ tails, each of which consists of $y$ particles; and "conc." means that this shell is concave.

We next consider how the degree of anisotropy of the confining potential affects the ratio of the potential barriers with respect to rotation of the shells and jumping of the particles between shells. It can be assumed that, in accordance with the distortion of the circular symmetry of the confining potential, the orientation melting disappears, and the melting becomes single-stage. To prove this hypothesis, we investigated the barriers against rotation $U_{2}$ and against jumping $U_{1}$, using logarithmic and Coulomb clusters consisting of 37 particles as examples (see Table V). As the degree of anisotropy $\gamma$ increases, the ratio $U_{\text {rot }} / U_{j}$ increases [an exception is the case of a logarithmic cluster with $\gamma=0.89$, for which this ratio decreases; this is because the global minimum is displaced from configuration $(1,6,12,18)$, similar to a fragment of triangular lattice, into configuration $(6,12,19)$, which possesses a clearly expressed shell structure and does not resemble a fragment of triangular lattice] and for certain $\gamma(\gamma=0.50$ for a logarithmic cluster and $\gamma=0.60$ for a Coulomb cluster) becomes larger than unity for all pairs of shells (see Table V). This agrees with our assumptions.

TABLE V. Potential barriers of clusters with $N=37$ with various degrees of anisotropy of the confining potential.

| $\gamma$ | $U_{\text {rot }, a}$ | $U_{\text {rot }, b}$ | $U_{j}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | Logarithmic cluster |  |  |  |
| 1.00 | $2.31 \times 10^{-3}$ | $1.60 \times 10^{-2}$ | $6.60 \times 10^{-2}$ |  |  |
| 0.89 | $1.14 \times 10^{-4}$ | $5.84 \times 10^{-2}$ | $5.01 \times 10^{-2}$ |  |  |
| 0.67 | $1.17 \times 10^{-2}$ | $6.67 \times 10^{-2}$ | $3.04 \times 10^{-2}$ |  |  |
| 0.50 | $9.47 \times 10^{-2}$ | - | $4.64 \times 10^{-2}$ |  |  |
|  |  |  |  |  | Coulomb cluster |
| 1.00 | $6.1 \times 10^{-4}$ | $6.1 \times 10^{-3}$ |  |  |  |
| 0.90 | $1.96 \times 10^{-2}$ | $5.73 \times 10^{-2}$ | $5.17 \times 10^{-2}$ |  |  |
| 0.75 | $1.13 \times 10^{-1}$ | $1.77 \times 10^{-2}$ | $5.12 \times 10^{-2}$ |  |  |
| 0.60 | $8.95 \times 10^{-2}$ | $1.21 \times 10^{-1}$ | $6.93 \times 10^{-2}$ |  |  |

Note: Here $\gamma$ is the anisotropy parameter, $U_{\text {rot }, a}$ is the barrier against rotation of the outer shell with respect to the middle shell, $U_{\text {rot }, b}$ is the barrier against rotation of the middle shell with respect to the inner shell, and $U_{j}$ is the barrier against jumping of a particle between shells.

On the other hand, in order to confirm that the melting of a two-dimensional cluster has a single stage for strong anisotropy of the confining potential, we calculated the temperature dependences of the radial and relative angular displacements for a logarithmic cluster with $N=37$ and $\gamma=0.50$ and for a Coulomb cluster with $N=37$ and $\gamma$ $=0.60$. We found that the dependences of the radial and relative angular displacements with respect to the nearest particles from their own and from neighboring shells experience a discontinuity at the same temperatures $\left(T_{c}=0.0045\right.$ for a logarithmic cluster and $T_{c}=0.0065$ for a Coulomb cluster). Consequently, a two-dimensional cluster with a sufficiently strong degree of anisotropy melts in one stage.

It should also be pointed out that, for a very strong degree of the confinement anisotropy, the melting of a cluster in general does not occur, since the cluster becomes a onedimensional system.

## 8. THE MELTING OF THREE-DIMENSIONAL COULOMB CLUSTERS

In this section, we study three-dimensional Coulomb clusters in a quadratic confining potential. Since the confining potential is centrosymmetric, the clusters have a shell structure (as do two-dimensional clusters) at low temperatures (see, for example, Refs. 3 and 22). However, in the three-dimensional case, at low values of $N(N<100)$, the shells in the clusters have the shape of polyhedra close to those inscribed in a sphere. Moreover, the larger the dimensionality, the larger the critical number of particles for which a new shell is formed (see Table VI).

There are a number of papers devoted to the structure of three-dimensional Coulomb clusters (see, for example, Refs. 3 , 22, and 23). However, the melting of three-dimensional

TABLE VI. Formation of new shells in Coulomb clusters.

| Formation of shells | $D=2$ | $D=3$ |
| :--- | :---: | :---: |
| Formation of a second shell | $N_{c r}=6$ | $N_{c r}=13$ |
| Formation of a third shell | $N_{c r}=17$ | $N_{c r}=61$ |

TABLE VII. Potential barriers in three-dimensional Coulomb clusters.

| Barrier | $N=33$ | $N=48$ | $N=60$ | $N=100$ |
| :--- | :---: | :---: | :---: | :---: |
| Barrier with respect to rotation of the shells | $1.44 \times 10^{-2}$ | $3.00 \times 10^{-2}$ | $7.5 \times 10^{-3}$ | $3.13 \times 10^{-2}$ |
| Barrier against jumping of particles between shells | $6.42 \times 10^{-2}$ | $6.74 \times 10^{-2}$ | $1.18 \times 10^{-1}$ | $5.71 \times 10^{-2}$ |

Coulomb clusters has not been studied in detail (preliminary data were obtained in a paper by one of the authors ${ }^{3}$ ). Therefore, the interesting question arises of whether orientation melting (which is usual for a two-dimensional cluster) is possible in three-dimensional clusters.

We first found the configurations of the clusters at the local and global minima of the potential energy for $N=33,48,60,100$. We next found the potential barriers with respect to rotation of the shells and jumping of the particles between shells for the given $N$. It turned out that the barrier against rotation is not much different from the barrier against jumping only for $N=100$, whereas, for clusters consisting of two shells with $N=33,48,60$, the barrier against rotation is
substantially less than the barrier against jumping (see Table VII). Therefore, orientation melting is possible in threedimensional mesoscopic clusters.

To confirm this fact, we calculated the melting of threedimensional Coulomb clusters with $N=33,100$. We studied the temperature dependences of the following quantities, which are analogs of the quantities presented above for twodimensional systems:
(1) The total potential energy.
(2) The total radial mean-square displacement, and the radial mean-square displacement for each shell.
(3) The angular mean-square displacement relative to the closest particles from a given shell:

$$
\begin{equation*}
\left\langle\delta \Omega_{\text {int }}^{2}\right\rangle=\frac{1}{N_{R}} \sum_{i=1}^{N_{R}} \frac{\left\langle\left(\phi_{i}-\phi_{i_{1}}\right)^{2}+\left(\theta_{i}-\theta_{i_{1}}\right)^{2}\right\rangle-\left\langle\left(\phi_{i}-\phi_{i_{1}}+\theta_{i}-\theta_{i_{1}}\right)\right\rangle^{2}}{\Omega_{0}^{2}} . \tag{10}
\end{equation*}
$$

(4) The angular mean-square displacement with respect to the nearest particles of the neighboring shell:

$$
\begin{equation*}
\left\langle\delta \Omega_{\mathrm{ext}}^{2}\right\rangle=\frac{1}{N_{R}} \sum_{i=1}^{N_{R}} \frac{\left\langle\left(\phi_{i}-\phi_{i_{2}}\right)^{2}\right\rangle+\left\langle\left(\theta_{i}-\theta_{i_{2}}\right)^{2}\right\rangle-\left\langle\left(\phi_{i}-\phi_{i_{2}}+\theta_{i}-\theta_{i_{2}}\right)\right\rangle^{2}}{\Omega_{0}^{2}} . \tag{11}
\end{equation*}
$$

Here $2 \Omega_{0}=4 \pi / N_{R}$ is the mean angular distance between the nearest particles of a given shell.

For $N=33$, the temperature dependences of the radial mean-square displacement for both shells simultaneously experience a jump at $T_{c 1}=7 \times 10^{-3}$. As the temperature increases further, the shells in a cluster flow together, and the cluster loses its ordered structure. Consequently, $T=T_{c 1}$ is the temperature of complete melting for a three-dimensional Coulomb mesoscopic cluster with $N=33$.

However, the temperature dependence of the angular mean-square displacement with respect to the nearest particles of the neighboring shell experiences an inflection point at the lower temperature of $T_{c 2}=4 \times 10^{-4}$. The dependences of the radial and angular mean-square displacements with respect to the nearest particles of a given shell also experience inflection points at this temperature for both shells. Thus, orientation melting occurs at $T=T_{c 2}$ in a threedimensional cluster with $N=33$; i.e., the "bulk" shells, maintaining their crystallinity, begin to rotate with respect to each other at $T=T_{c 2}$.

However, the melting of a three-dimensional Coulomb macrocluster with $N=100$ occurs in one stage. The dependences of the radial mean-square displacements experience an inflection point at $T_{c}=9.0 \times 10^{-3}$ for all the shells, while the angular mean-square displacements with respect to the
closest particles of their own and the neighboring shells have no singularities as a function of temperature. These results confirm the results of the calculation of the potential barriers.

## 9. CONCLUSIONS

1. It has been shown that two-dimensional mesoscopic clusters of particles that repel according to dipole, Coulomb, and logarithmic laws and that are confined by an external quadratic potential have a shell structure at low temperatures. The configurations of the system at the local and global minima of the potential energy have been found. As the number of particles in the clusters increases, a fragment of a triangular lattice appears. The longer-range is the interaction potential between the particles, the greater the number of particles needed to form the triangular lattice. The following physical implementations have been considered: electrons on the surface of liquid helium, electrons in a quantum dot, particles in a layer of magnetic liquid, and vortices in a small superconducting island or in a rotating vessel with superfluid helium, as well as electrons in a semiconductor nanostructure surrounded by a medium with low permittivity, etc.
2. The temperature dependences of the potential energy, the mean-square radial and angular displacements, the radial and angular distribution functions of the particles, and the
distribution of the particles over the local minima of the potential energy have been studied in detail. As a result, the melting of the system has been studied. It has been shown that the melting occurs in one stage in dipole macroclusters. In macroclusters with a longer-range interaction potential and in all mesoscopic clusters (except for magic microclusters with a triangular lattice structure), the melting comes in two stages: The first stage, at lower temperatures, is orientation melting-from the frozen phase into a state with rotational reorientation of "crystalline" shells with respect to each other. The second stage is a transition in which the radial ordering disappears. In Coulomb and logarithmic macroclusters, orientation melting occurs only for the outer pairs of shells. We should point out that orientation melting is possible in suitable crystals with impurities. There the impurity plays the role of the confining potential, and the entire crystal in a certain sense is broken up into clusters, so that, as the temperature increases, orientation melting occurs around the impurities.
3. The cause of the orientation melting is that the potential barrier with respect to rotation of the shells is incommensurate (small) by comparison with the barrier with respect to jumping of particles from one shell to another (for all the pairs of shells in mesoscopic clusters and for the outer pairs of shells in macroclusters with Coulomb and logarithmic interaction laws). When the temperatures at which the potential barriers disappear are compared with the corresponding melting temperatures, it can be seen that the melting temperature is lower than the temperature at which the corresponding barrier disappears by about a factor of $5-15$. A method is proposed for predicting the character of the melting in shell clusters by comparing the potential barriers against rotation of the shells and against jumping of particles between the shells. The melting temperatures can be estimated from the temperatures at which the potential barriers disappear.
4. We have studied how the structure of the clusters varies for various degrees of anisotropy of the confining potential. For a small degree of anisotropy, the global minima shift to configurations with a smaller number of particles in the inner shells and into configurations with a smaller number of shells. For a strong degree of anisotropy of the confining potential, the inner shell can have two tails directed along the axis or can even degenerate into a straight line. If the cluster consists of one shell, the cluster becomes onedimensional when it degenerates into a straight line. As the degree of anisotropy increases, the barriers against rotation increase with respect to the barrier against jumping; at a
certain degree of anisotropy, the orientation melting disappears and the melting becomes single-stage.
5. The higher the dimensionality of the cluster, the larger the critical number of particles for which a new shell forms. Orientation melting also takes place in three-dimensional Coulomb mesoscopic clusters. However, for large $N$ values, orientation melting disappears and the melting of threedimensional macroclusters is single-stage.
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A model that takes into account the significant contribution of vacancies at moderate and high temperatures is proposed to explain the anomalous increase in the mean-square displacements of atoms in transition-metal surface monolayers. The dependence of the effects on the orientation of the surface is explained. The vacancy formation energies and the values of the Debye temperature are obtained within the proposed model for differently oriented surfaces.
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1. Numerous experiments performed by various methods [medium-energy ion scattering (MEIS), low-energy electron diffraction (LEED), elastic scattering of $\mathrm{He}^{+}$ions, electron-energy-loss spectroscopy (EELS), angle-resolved photoemission spectroscopy (ARPES), and Rutherford backscattering (RBS)] have revealed significant anomalies in the behavior of atoms in surface monolayers of transition-metal single crystals at moderate and high temperatures:
the vibrational amplitudes of the surface atoms significantly exceed the bulk values; ${ }^{1-7}$
the amplitudes of the in-plane vibrations of atoms are of the same order as the vibrational amplitudes in the perpendicular direction and, in some cases, appreciably exceed them; ${ }^{3,8,9}$
considerable anharmonicity has been discovered in the vibrations of surface atoms; ${ }^{10}$
an anomalous increase in the thermal-expansion coefficient has been noted; $;^{11,12}$
softening of the phonon spectrum has been observed. ${ }^{13,14}$
All these effects are manifested differently for different orientations of the single-crystal cut. For fcc crystals the sharpest dependences are observed for faces having the (110) orientation, and the weakest dependences are observed for (111) faces. ${ }^{1,4,10,12}$ In particular, anomalous thermal expansion of a $\mathrm{Ni}(100)$ surface was observed using LEED at $900-$ $1300 \mathrm{~K} .{ }^{10}$ However, an MEIS investigation of a $\mathrm{Ni}(111)$ surface did not reveal any increase in the expansion of the surface layers up to 1100 K. ${ }^{4}$ Unlike nickel surfaces, $\mathrm{Ag}(111)$ (Ref. 2) and $\mathrm{Cu}(111)$ (Ref. 6) surfaces expand considerably $[\operatorname{Ag}(111)$ by up to $10 \%$ and $\mathrm{Cu}(111)$ by up to $4.3 \%$ ] at high temperatures.

The atomic potential on a surface differs from the bulk value because of 3D symmetry breaking, which leads to the appearance of anharmonicity of the vibrations of atoms in
the direction perpendicular to the atomic plane. However, attempts to explain the observed phenomena only on the basis of this anharmonicity were unsuccessful (see, for example, Ref. 15). Moreover, this anharmonicity offers no explanation for the anomalous in-plane vibrations.

The theoretical approaches proposed to account for the temperature effects just enumerated ${ }^{16-22}$ utilize molecular dynamics. The interaction between atoms is described by potentials obtained within the method of pairwise interatomic interactions, ${ }^{23}$ the pseudopotential method, ${ }^{24}$ and the embedded-atom method (EAM). ${ }^{25}$ Yang et al. ${ }^{16}$ were able to attribute the anomalous amplitudes of atomic vibrations on $\mathrm{Ag}(110)$ and $\mathrm{Cu}(100)$ surfaces to surface phonon modes. For $\mathrm{Ni}(100)$ the anharmonicity of the vibrations was explained in a quasiharmonic approximation using an EAM potential in Ref. 17.

In the theoretical models described in Refs. 16-20 the surface is treated as a perfect (defect-free) structure determined by the volume. However, studies of the $\mathrm{Ni}(110)$ (Ref. 10 ) and $\mathrm{Pb}(100)$ (Ref. 26) surfaces (using high-resolution LEED) and the $\operatorname{Pt}(111)$ surface ${ }^{27}$ (using reflection electron microscopy) revealed an anomalous decrease in the diffraction intensity when the temperature was raised. An increase in the intensity of the fundamental background was simultaneously observed and was attributed to the formation of surface vacancies. Adatom-vacancy pairs were introduced to account for the mean-square displacements on $\operatorname{Ag}(110)$ and $\mathrm{Cu}(110)$ surfaces in the models in Refs. 21 and 22. The formation of diadatom-divacancy pairs was discussed in Ref. 28 for $\mathrm{Ni}(110)$. Anomalously large (5-30\%) enrichment of the surface with vacancies was obtained in high-resolution LEED experiments for $\mathrm{Ni}(110)$ (Ref. 10), $\mathrm{Pb}(100)$ (Ref. 26), and $\operatorname{Pt}(111)$ (Ref. 27) surfaces. The authors of these reports note that vacancy formation plays a dominant role in the


FIG. 1. Temperature dependence of $\delta=\sqrt{\left\langle\Delta u^{2}\right\rangle_{s} /\left\langle\Delta u^{2}\right\rangle_{b}}$. The solid line was obtained by the least-squares method from Eq. (4) using the experimental data (points) for $\mathrm{Cu}(110)$ (Ref. 1).
roughening and disordering of surfaces at moderate temperatures.

The EAM calculations of the formation energy $\varepsilon_{f}$ of surface vacancies in Ref. 29 showed that this parameter is comparatively small and falls in the range $\varepsilon_{f}=0.2-0.8 \mathrm{eV}$ for the group of metals considered $(\mathrm{Ag}, \mathrm{Cu}$, and Ni$)$. Estimates show that at elevated temperatures the concentration of surface vacancies corresponding to the formation energies indicated reach a value of $\sim 1.0 \%$. Since the melting of metals begins already when the bulk concentration of vacancies is $\sim 0.01 \%$, the high concentration of surface vacancies indicated must have a significant effect on the surface phenomena at elevated temperatures.

The purpose of the present work was to investigate the role and contribution of vacancies to the mean-square displacements of atoms in transition-metal surface monolayers at elevated temperatures.
2. The microscopic calculation of the mean-square displacements is carried out within an expansion of the potential energy $\Phi$ in the deviations of the atoms $\mathbf{u}\left(\mathbf{R}_{k}\right)$ from their equilibrium positions $\mathbf{R}_{k}$ :

$$
\begin{equation*}
\Phi=\Phi_{0}+\frac{1}{2} \sum_{\mathbf{R}_{k}, \mathbf{R}_{i}} u_{\alpha}\left(\mathbf{R}_{k}\right) D_{\alpha \beta}\left(\mathbf{R}_{k}-\mathbf{R}_{i}\right) u_{\beta}\left(\mathbf{R}_{i}\right)+\ldots, \tag{1}
\end{equation*}
$$

where $D_{\alpha \beta}$ is the dynamic matrix (see, for example, Ref. 23).
For surface atoms the $\mathbf{R}_{k}$ are the positions of the atoms under equilibrium conditions (in a defect-free crystal) at low temperatures (with consideration of the low-temperature relaxation of the surface).

The presence of vacancies leads to a change in the potential energy of the system $\widetilde{\Phi} \rightarrow \Phi+\delta V$ due to both the disappearance of atoms and the associated reorganization of the electronic structure. The parameters of the dynamic matrix $D_{\alpha \beta}$ vary as a consequence. A decrease in density clearly leads to a decrease in the elastic constants. We note that the perturbation $\delta V$ is not small for crystal-lattice sites next to vacancies. Vacancies make a fundamentally new contribution to the potential energy $\Phi$ of the system ${ }^{30}$ by breaking the translational symmetry of the crystal. In the absence of defects, the forces acting on the atom in the site at $\mathbf{R}_{k}$ are


FIG. 2. Same as in Fig. 1 for $\mathrm{Cu}(100)$ (Ref. 3).
equal to zero. A different situation is created in the presence of defects. The force exerted by other atoms on the atom in the site at $\mathbf{R}_{k}$ is

$$
F_{\alpha}=-\frac{\varepsilon \widetilde{\Phi}}{\varepsilon\left(\mathbf{R}_{k}\right)_{\alpha}} \rightarrow \begin{cases}=0, & c_{\mathrm{v}}=0  \tag{2}\\ \neq 0, & c_{\mathrm{v}} \neq 0\end{cases}
$$

Here $c_{v}$ is the concentration of vacancies. As a result, a linear term appears in the expansion (1) of the potential energy in a series in small displacements, and the effect of the force $\mathbf{F}$ (2) leads to displacement of the equilibrium positions of the atoms.

Thus, the appearance of vacancies leads to a change in the mean-square displacements $\left\langle\Delta u^{2}\right\rangle_{s}$ of the atoms in the outer monolayer: static displacement of the atoms and alteration of their vibrational amplitudes occur.

The experiments were devised to study the temperature dependence of the magnitude of the relative displacement $\delta=\sqrt{\left\langle\Delta u^{2}\right\rangle_{s} /\left\langle\Delta u^{2}\right\rangle_{b}}$, where $\left\langle\Delta u^{2}\right\rangle_{b}$ is the mean-square displacement of the atoms in the bulk of the sample. In order to describe the experimental dependences of the behavior of the mean-square displacements of atoms, let us consider a simple model. We assume that all the changes occur only in the atoms in the local environment of a vacancy ( $z$ is the number of such atoms) and that the appearance of vacancies does not have any effect on the behavior of other atoms. The vacancies do not interact with one another, and the contribution of the vacancies is therefore proportional to their concentration.


FIG. 3. Same as in Fig. 1 for $\mathrm{Cu}(111)$ (Ref. 6).

TABLE I. Vacancy formation energy for differently oriented surfaces of $\mathrm{Cu}, \mathrm{Ag}$, and Ni single crystals: values obtained from experimental data ${ }^{1-7}$ by the least-squares method using Eq. (4) *, results of EAM calculations, ${ }^{29}$ and results of charge-density calculations. ${ }^{34}$ The bulk values of the vacancy formation energy $\varepsilon_{b}$ (Refs. 35 and 36) are given for comparison.

|  |  | $\varepsilon_{v}$ |  | $(111)$ |
| :--- | :---: | :---: | :---: | :---: |
| Metal | $(110)$ | $(100)$ | $\varepsilon_{b}$ |  |
| Ag | $0.16^{*}$ |  | $0.43^{*}$ | 1.11 |
| Cu | 0.22 (Ref. 29) | 0.45 (Ref. 29) | 0.58 (Ref. 29), 0.67 (Ref. 34) | 1.28 |
| Ni | $0.35^{*}$ | $0.35-0.5^{*}$ | $0.7^{*}$ | 1.8 |
|  | 0.29 (Ref. 29) | 0.58 (Ref. 29) | 0.72 (Ref. 29), 0.92 (Ref. 34) | 1.8 |

Averaging over an ensemble of atoms on a surface, for the mean-square displacement we obtain

$$
\begin{equation*}
\left\langle\Delta u^{2}\right\rangle_{s}=\left\langle\Delta u^{2}\right\rangle_{0}+\left(\left\langle\Delta u^{2}\right\rangle_{v}-\left\langle\Delta u^{2}\right\rangle_{0}\right) z c_{\mathrm{v}} \tag{3}
\end{equation*}
$$

where $\left\langle\Delta u^{2}\right\rangle_{v}$ and $\left\langle\Delta u^{2}\right\rangle_{0}$ are the mean-square displacements of the atoms near and far away from a vacancy.

Using the Arrhenius dependence of the vacancy concentration on the temperature $T$, we obtain the following expression for $\delta(T)$ (the Boltzmann constant $k_{B}=1$ ):

$$
\begin{equation*}
\delta=\sqrt{\xi+\frac{\psi}{T} \exp \left(-\frac{\varepsilon_{f}}{T}\right)}, \tag{4}
\end{equation*}
$$

where $\varepsilon_{f}$ is the effective vacancy formation energy, which decreases as the surface is approached, ${ }^{31} \xi$ is the ratio of the mean-square displacements of the atoms on the surface to the corresponding bulk value at low temperatures $\left(T \ll \varepsilon_{f}\right)$, and the parameter $\psi$ is $\psi=z\left\langle u^{2}\right\rangle_{V} K_{b} e^{\Delta S}$ ( $\Delta S$ is the entropy change caused by the alteration of the properties of the atoms as a consequence of the appearance of a defect, particularly by the change in the vibrational frequency, and $K_{b}$ is the bulk value of the elastic modulus).

The experimental data for differently oriented $\mathrm{Ag}, \mathrm{Cu}$, and Ni surfaces were used to determine the parameters of the temperature dependence of the relative displacement $\delta$ (4) by the least-squares method. As examples, Figs. 1-3 present the theoretical plots of (4) obtained for $\mathrm{Cu}(111), \mathrm{Cu}(100)$, and $\mathrm{Cu}(110)$. The experimental data ${ }^{1,3,6}$ are shown as points in Figs. 1-3. The vacancy formation energies on different surfaces are listed in Table I. It is seen that for the same material the vacancy formation energy increases successively from the (110) surface to the (100) surface and then to the (111) surface. Consequently, at an assigned temperature the con-
centration of vacancies on a surface decreases from surface to surface in the following order: $(110) \rightarrow(100) \rightarrow(111)$. This sequence coincides with the experimentally observed dependence of the magnitude of the mean-square displacements of the atoms on the orientation of the surface. The empirical values of the vacancy formation energies are close to the values calculated by the embedded-atom method ${ }^{29}$ (see Table I).

Apart from the formation energy $\varepsilon_{f}$, the dependence (4) contains two more parameters, viz., $\xi$ and $\psi$. Let us relate them to physical quantities. Without allowing for vacancies, the magnitude of the relative deviation $\delta$ equals $\delta=\sqrt{\xi}$. In the Debye model (for temperatures above the Debye temperature) $\delta$ is the ratio between the Debye temperatures within the sample and on the surface: $\delta=\Theta_{b} / \Theta_{s}$. In the harmonic approximation $\delta$ is determined by the ratio of the force constants in the volume to the corresponding constants on the surface $\delta=\sqrt{K_{b} / K_{s}}$. The values of the Debye temperatures $\Theta_{s}$ that we obtained for differently oriented surfaces from the experimental data are presented in Table II. The value of $\Theta_{s}$ has previously been discussed in the literature (see, for example, Ref. 1). The corresponding data ${ }^{1,32}$ on $\Theta_{s}$ are also presented in Table II. A more detailed comparison of the Debye temperatures $\Theta_{s}$ requires allowance for the anisotropy of surfaces with low Miller indices and the scattering geometry in the experiments considered.

The values of $\psi$ were also obtained from experimental data by the least-squares method. The values obtained from $\psi$ for the mean-squares displacements of atoms near vacancies $\left\langle\Delta u^{2}\right\rangle_{v}$ include both local strains and vibrations. At elevated temperatures the values of $\sqrt{\left\langle\Delta u^{2}\right\rangle_{v}}$ are comparable to the lattice constant. Such a large value for $\left\langle\Delta u^{2}\right\rangle_{v}$ calls for

TABLE II. Debye temperatures for differently oriented surfaces of $\mathrm{Cu}, \mathrm{Ag}$, and Ni single crystals: values obtained from experimental data ${ }^{1-7}$ by the least-squares method using Eq. (4)* and results of EAM calculations. ${ }^{1}$ The bulk values of the Debye temperature $\Theta_{b}$ (Ref. 23) are given for comparison.

|  | $\Theta_{s}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Metal | $(110)$ | $(100)$ | $(111)$ | $\Theta_{b}$ |
| Ag | $205^{*}$ |  | $151^{*}$ | 215 |
| Cu | $220^{*}, 250$ (Ref. 32) | $185^{*}$ | $260^{*}$ | 315 |
|  | $150-240$ (Ref. 1), | $125-190$ (Ref. 1) | $150-190$ (Ref. 1) |  |
| Theoret. | 224 (Ref. 1) | 246 (Ref. 1) | 213 (Ref. 1) | 340 (Ref. 1) |
| Ni |  |  | $282^{*}$ | 375 |

a more detailed theoretical treatment extending beyond the scope of the model proposed here, which would take into account the change in the behavior only of atoms next to a vacancy. We note that such a situation corresponds to melting according to the Lindemann criterion. In our case we may be dealing with local melting.

It was postulated above that the parameters $\xi$ and $\psi$ in (4) do not depend on temperature. A possible complication of the temperature dependence (4) is associated with allowance for the temperature dependence of the mean-square displacements of atoms near vacancies $\left\langle\Delta u^{2}\right\rangle_{v}$ and the force constants $K_{S}(T)$. Calculations showed that the temperature dependence of $\left\langle\Delta u^{2}\right\rangle_{v}$ only slightly reduces the vacancy formation energy.
3. Thus, consideration of the imperfection of the surface, i.e., the presence of vacancies, enables us to explain the increase in the mean-square displacements of atoms obtained in the behavior of the last layers of transition-metal single crystals at moderate and high temperatures. A vacancy creates a field for the lattice atoms, which displaces the atoms in its local environment and simultaneously alters their vibrations. In particular, the amplitudes (of both in-plane vibrations and vibrations in the perpendicular direction) and the anharmonicity of the atomic vibrations increase sharply. The vibrational frequencies of the atoms in the local environment also vary.

We note that, apart from the factors taken into account, the displacement caused by the anharmonicity appearing as a consequence of the formation of vacancies, whose diffusion leads to surface melting at high temperatures, makes a contribution to the mean-square displacement of the atoms. At these temperatures the values of the concentration exceed $1 \%$, and the vacancies cannot be treated as isolated: the interaction between the vacancies becomes appreciable, its influence increases with increasing concentration. Consideration of the interaction between the vacancies leads to lowering of the vacancy formation energy $\varepsilon_{f}$ and alters their diffusion coefficient. ${ }^{33}$ At elevated temperatures the formation of vacancies that are not isolated and vacancy-nativeadatom pairs is quite likely. Since native adatoms make their own contribution to the processes occurring on the crystal surface, their contribution to the observed values should be considered separately.
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#### Abstract

The Berezinskiĭ-Kosterlitz-Thouless (BKT) phase transitions in two-dimensional systems with internal continuous Abelian symmetries are investigated. In order for phase transitions to occur, the kinetic part of the action of the system must have conformal invariance, and the vacuum manifold must be degenerate and have a discrete Abelian homotopy group $\pi_{1}$. In this case topological excitations have a logarithmically divergent energy and can be described by effective theories that generalize the two-dimensional Euclidean sine-Gordon theory, which is an effective theory of the original $X Y$ model. In particular, the effective actions are found for chiral models on the maximal Abelian tori $T_{G}$ of the simple compact Lie groups $G$. The critical properties of the possible effective theories are found, and it is shown that they are characterized by the Coxeter numbers $h_{G}$ of lattices of the $\mathrm{A}, \mathbb{D}, \mathbb{E}$, and $\mathbb{Z}$ series and can be interpreted as properties of conformal theories with an integer central charge $C=n$, where $n$ is the rank of the groups $\pi_{1}$ and $G$. The possibility of reconstructing the complete symmetry of $G$ in the massive phase is also discussed. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

The discovery of the possibility of a phase transition in the two-dimensional $X Y$ model $^{1}$ at once attracted a great deal of interest on the part of theoreticians due to its unusual properties. First and foremost, it seemed that the existence of such a phase transition contradicts the Peierls-Landau ${ }^{2,3}$ and Bogolyubov-Goldstone ${ }^{4,5}$ theorems, which state that spontaneous symmetry breaking and spontaneous magnetization cannot occur in low-dimensional systems ( $d \leqslant 2$ ) with continuous symmetry. ${ }^{6,7}$ Second, because of the absence of spontaneous magnetization the correlation functions in the low-temperature phase should decay according to a power law. ${ }^{8,9}$ This means that the entire low-temperature phase must be massless.

All these contradictions were brilliantly resolved in a series of papers by Berezinski1̆, ${ }^{10}$ Popov, ${ }^{11}$ Kosterlitz, and Thouless. ${ }^{12,13}$ They were the first to demonstrate the important role of topological excitations, i.e., vortices, with a logarithmically divergent energy in these phase transitions. Vortices exist because the value manifold of the $X Y$ model $\mathscr{L} 6$ $=S^{1}$ has a nontrivial topology, which can be described by a discrete Abelian homotopy group $\pi_{1}(\mathscr{M})=\mathbb{Z}$, while the logarithmic divergence of the energy is associated with the conformal symmetry of the model. Allowance for vortices transforms the continuous compact symmetry $U(1)$ into the dual discrete symmetry $Z_{2} \times Z$, where $Z_{2}$ is the automorphism group of a circle $S^{1}$, which coincides with the reflection $U(1)=S^{1}$. Similar phase transitions take place in other systems with the same symmetry: two-dimensional $S O S$ and 6-vertex lattice models, quantum spin $X X Z$ chains, ${ }^{14}$ and the Euclidian sine-Gordon model with a noncompact field. ${ }^{15-18}$ All these systems belong to a single critical universality
class. The sine-Gordon model can be regarded as an effective theory of Berezinskiǔ-Kosterlitz-Thouless (BKT) phase transitions, just as the Ginzburg-Landau-Wilson theories are effective theories of second-order phase transitions (see, for example, Ref. 19).

BKT phase transitions can also be related to a conformal theory, but here there is an additional subtlety. Unlike an ordinary second-order phase transition in a two-dimensional system, where an infinite-dimensional conformal symmetry with a rational central charge $C$ exists only at the phasetransition point, ${ }^{20}$ in systems with a BKT phase transition an infinite-dimensional conformal symmetry with an integer central charge $C=1$ exists not only at the transition point (with logarithmic corrections), but also in the entire lowtemperature phase.

Hence it follows that a BKT phase transition is intimately related to two fundamental properties of twodimensional systems: 1) the nontrivial topology described by the discrete Abelian homotopy group $\pi_{1}$ and 2) the conformal symmetry. It would be interesting to examine the properties of BKT phase transitions in systems having internal symmetries in addition to these two properties.

Such systems are associated, for example, with tori, which are a natural generalization of the circle $S^{1}$ with the necessary properties. It is easy to see that the same critical properties exist in two-dimensional chiral models on tori $T^{n}$ with $\pi_{1}\left(T^{n}\right)=\mathbb{Z}^{n}$. This case effectively reduces to the preceding case, since only excitations with the minimal topological charges $e_{i}= \pm 1, i=1, \ldots, n$, are important and charges of this kind that correspond to different circles do not interact with one another. The same properties are exhibited by $\sigma$ models on common tori associated with arbitrary
nondegenerate lattices $L$ (Ref. 21). However, as was shown in Ref. 21, apart from such tori there are maximal Abelian tori $T_{G}$ of simple compact Lie groups $G$, which have (in the case of simply connected G) $\pi_{1}\left(T_{G}\right)=L_{\mathrm{V}} \neq \mathbb{Z}^{n}$ (here $L_{\mathrm{V}}$ is the lattice of dual roots of the corresponding Lie algebra $\mathcal{G}$ ) and in which excitations with different vectorial topological charges interact with one another.

The following question thus arises: how do the critical properties of the topological phase transition mentioned above depend on $G$ ? This question is important, for example, for string theory, where various aspects of compactification on $T_{G}$ are considered (more precisely, it has heretofore been considered only on the nondegenerate tori $T^{n}$ $=T_{U(n)}$ or $T_{L}=\mathbb{R}^{n} / L$, where $L$ is a nondegenerate lattice of rank $n$ ), ${ }^{22,23}$ or for chiral models on $G$ with a reduced (or partially broken) symmetry $G \searrow T_{G} .{ }^{24}$

In this paper it is shown that:

1) all the critical properties of nonlinear $\sigma$ models on compact $T_{G}$ can be described in terms of effective field theories with discrete symmetries that generalize the sine-Gordon theory;
2) these properties depend only in the Coxeter number $h_{L}$ of the corresponding lattice of topological charges $L^{t}$;
3) different universality classes of a BKT phase transition are defined by the $A, D, \mathbb{E}$, and $\mathbb{Z}$ series of integervalued lattices;
4) all the critical and low-temperature properties of these $\sigma$ models (apart from the logarithmic corrections at the phase-transition point) can be described by corresponding conformal theories with an integer central charge $C=n$, where $n$ is the rank of $\pi_{1}\left(T_{G}\right)$ and $G$.

The possibility of reconstructing the complete symmetry group $G$ in the massive (high-temperature) phase is also discussed.

## 2. NONLINEAR $\sigma$ MODEL ON $T_{G}$ AND VORTICES

Let us consider the two-dimensional Euclidean chiral field theories on $T_{G}$ that generalize the nonlinear $\sigma$ model on a circle $S^{1}$ or the continuous $X Y$ model. Their action has the following form:

$$
\begin{align*}
\mathscr{S} & =\frac{1}{2 \alpha} \int d^{2} x \operatorname{Tr}_{\tau}\left(\mathbf{t}_{\nu}^{-1} \mathbf{t}_{\nu}\right) \\
& =\frac{(2 \pi)^{2}}{2 \alpha} \int d^{2} x \operatorname{Tr}_{\tau}\left(\mathbf{H} \cdot \boldsymbol{\phi}_{\nu}\right)^{2} \\
& =\frac{(2 \pi)^{2}}{2 \alpha} N_{\tau} \int d^{2} x\left(\boldsymbol{\phi}_{\nu}\right)^{2}, \tag{1}
\end{align*}
$$

where $\mathbf{t}=\exp \{2 \pi i(\mathbf{H} \cdot \boldsymbol{\phi})\} \in T_{G}, \mathbf{H}=\left(H_{1}, \ldots, H_{n}\right)$ belongs to $\mathscr{C}$, i.e., the maximal Cartan subalgebra of the corresponding Lie algebra $\mathscr{G},\left[H_{i}, H_{j}\right]=0, n$ is the rank of the group $G$, $\boldsymbol{\phi}_{\nu}=\partial_{\nu} \boldsymbol{\phi}$, and $\nu=1,2$. Here we have utilized the isotropy of the system of weights $\{\mathbf{w}\}_{\tau}$ of any $\tau(G)$ representation, which is a consequence of the invariance of systems of weights toward the discrete Weyl group $W_{G} \in O(n)$,

$$
\begin{equation*}
\sum_{a} w_{i}^{a} w_{k}^{a}=N_{\tau} \delta_{i k}, \quad a=1, \ldots, \operatorname{dim} \tau(G) \tag{1a}
\end{equation*}
$$

Below it will be convenient to include the constant $N_{\tau}$ as a normalizing factor in the definition of the trace $\mathrm{Tr}_{\tau}$. This gives the canonical Euclidean metric in the space of topological charges.

The theories (1), like other two-dimensional chiral models, are invariant with respect to the action of the direct product of the right-hand $(R)$ and left-hand $(L)$ groups $N_{G}^{R(L)}$, which are the semidirect product of $T_{G}$ and $W_{G}$ :

$$
\begin{equation*}
N_{G}=T_{G} \times W_{G} . \tag{2}
\end{equation*}
$$

The group $N_{G}$, which is called the normalizer of the torus $T_{G}$, is the symmetry group of the torus $T_{G}$.

These theories comprise a multicomponent generalization of the $X Y$ model, which has properties similar to the properties of the $X Y$ model:

1) a zero beta function $\beta(\alpha)$ (due to the flatness of $T_{G}$ ) and unbroken symmetry when the topology is disregarded;
2) a nontrivial homotopy group $\pi_{1}$ and corresponding vortex solutions.

The classical equations of the theories (1)

$$
\begin{equation*}
\left(\partial_{\nu}\right)^{2}(\mathbf{H} \cdot \boldsymbol{\phi})=0 \tag{3}
\end{equation*}
$$

have the following vortex solutions in the region $R>r>a$, where $R$ is the radius of the system and $a$ is the shortwavelength cutoff parameter (for example, the vortex core radius):

$$
\begin{equation*}
\mathbf{t}(\vartheta)=\exp \{2 \pi i(\mathbf{H} \cdot \boldsymbol{\phi}(\vartheta))\}, \quad \boldsymbol{\phi}=\frac{1}{2 \pi} \mathbf{q}(\vartheta) \tag{4}
\end{equation*}
$$

Here $\vartheta$ and $r$ are the angular and radial coordinates in the $R^{2}$ plane, $\mathbf{q}$ is the vectorial topological charge of the vortex, $\mathbf{q}$ $\in L_{\tau}^{t}=L_{\tau}^{-1}, L_{\tau}^{t}$ is the lattice of all possible topological charges of the $\tau$ representation, and $L_{\tau}^{-1}$ is the lattice of vectors which are reciprocals of all the weights of the $\tau$ representation:

$$
\begin{equation*}
\mathbf{q} \in L_{\tau}^{t}, \quad \mathbf{w}_{a} \in\left\{\mathbf{w}_{\tau}\right\}, \quad\left(\mathbf{q} \cdot \mathbf{w}_{a}\right) \in \mathbb{Z} . \tag{5}
\end{equation*}
$$

For the minimal fundamental representations of the simply connected groups $\tau(G)=$ min we have $L_{\min }^{t}=L_{\mathrm{V}}$, and for the adjoint representations $\tau=$ ad we have $L_{\text {ad }}^{t}=L_{r}^{-1}=L_{w^{*}}$, where $L_{r}$ is the lattice of roots of the group $G$, and $L_{w^{*}}$ is the lattice of dual weights or the lattice of weights of the dual group $G^{*}$. Just these solutions for all the groups $G$ which are such that $L_{\tau}^{t} \supseteq L_{w}$ can give a topological interpretation of all their quantum numbers. ${ }^{21}$ The energy of these vortices diverges logarithmically:

$$
\begin{equation*}
E=\frac{(2 \pi)^{2}}{2 \alpha} \int\left(\partial_{\mu} \boldsymbol{\phi}\right)^{2} d^{2} x=\frac{2 \pi}{2 \alpha} \mathbf{q}^{2} \ln \left(\frac{R}{a}\right) . \tag{6}
\end{equation*}
$$

By virtue of formula (2), which defines the effective metric in the space of topological charges, ${ }^{21}$ there is a logarithmic interaction between vortices with different vectorial topological charges:

$$
\begin{equation*}
E=\left(\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right) \frac{2 \pi}{2 \alpha} \ln \frac{\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|}{a} . \tag{7}
\end{equation*}
$$

The general $N$-vortex solution has the following form: ${ }^{20}$

$$
\begin{align*}
& \boldsymbol{\phi}(\mathbf{x})=\sum_{i=1}^{N} \mathbf{q}_{i} \frac{1}{\pi} \arctan \left(\frac{y-y_{i}}{x-x_{i}}\right),  \tag{8}\\
& \mathbf{q}_{i} \in L_{\tau}^{t}, \quad\left(\mathbf{q}_{i} \cdot \mathbf{w}_{a}\right) \in \mathbb{Z}, \quad(x, y) \in \mathbb{R}^{2} .
\end{align*}
$$

The energy of the $N$ th vortex solution with a zero total topological charge $\sum_{i=1}^{N} \mathbf{q}_{i}=0$ equals

$$
\begin{align*}
& E_{N}=\sum_{i} E_{q_{i}}^{0}+E_{N \mathrm{int}}, \quad E_{q_{i}}^{0}=\frac{1}{2 \alpha} C(a)\left(\mathbf{q}_{i} \cdot \mathbf{q}_{i}\right), \\
& E_{N \text { int }}=\frac{2 \pi}{2 \alpha} \sum_{i \neq k}^{N}\left(\mathbf{q}_{i} \cdot \mathbf{q}_{k}\right) \ln \frac{\left|x_{i}-x_{k}\right|}{a}, \tag{9}
\end{align*}
$$

where $E_{q_{i}}^{0}$ is the "self-energy" (or the core energy) of a vortex with the topological charge $\mathbf{q}_{i}$, and $C(a)$ is a nonuniversal constant, which depends on the vortex core regularization method. Only such solutions make a finite contribution to the partition function $\mathscr{E}$ of the theory. Since $E_{q}$ $\sim q^{2}$ and $\mathbf{q} \in L^{t}$, the maximal contribution to each $N$-vortex sector of solutions is made by the vortices with the minimal $|q|_{i}$. Therefore, in the quasiclassical approximation (or in the low-temperature expansion) we can represent the partition function of the theory (5)

$$
\begin{equation*}
\mathscr{Z}=\int D \boldsymbol{\phi} \exp (-\mathscr{A}[\boldsymbol{\phi}]) \tag{10}
\end{equation*}
$$

in the form of the large partition function of a classical, neutral as a whole, Coulomb gas of vortex solutions with the minimal vectorial topological charges $\mathbf{q}_{i} \in\{\mathbf{q}\}_{\tau}$, where $\{\mathbf{q}\}_{\tau}$ is the set of minimal vectors of the lattice $L_{\tau}^{t}$ :

$$
\begin{equation*}
\mathscr{D}=\mathscr{L}_{0} \mathscr{L}_{C G}, \quad \mathscr{L}_{C G}=\sum_{N=0}^{\infty} \frac{\mu^{2 N}}{N!} \sum_{\{\mathbf{q}\}}^{\prime} \mathscr{D}_{N}(\{\mathbf{q}\} \mid \beta) . \tag{11}
\end{equation*}
$$

Here the summation $\Sigma^{\prime}$ is carried out over all the neutral configurations of the minimal charges $\mathbf{q}_{i} \in\{\mathbf{q}\}_{\tau}$ under the condition $\Sigma_{1}^{N} \mathbf{q}_{i}=0$, and $\mathcal{Z}_{0}$ is the partition function of a free massless isovectorial boson field, which corresponds to the "spin waves" of the $X Y$ model,

$$
\begin{align*}
& \mathscr{L}_{0}=\int D \boldsymbol{\phi} \exp \left(-\mathscr{S}_{0}[\boldsymbol{\phi}]\right),  \tag{12}\\
& \mathscr{D}_{N}(\{\mathbf{q}\} \mid \beta)=\prod_{i=1}^{N} \int d^{2} x_{i} \exp \left(-\beta H_{N}(\{\mathbf{q}\})\right),  \tag{13}\\
& H_{N}(\{\mathbf{q}\})=\sum_{i<j}^{N}\left(\mathbf{q}_{i} \cdot \mathbf{q}_{j}\right) D\left(x_{i}-x_{j}\right),  \tag{14}\\
& D(x)=\int \frac{d^{2} k}{(2 \pi)^{2}}[\exp (i(\mathbf{k} \cdot \mathbf{x}))-1] \\
& \quad \times \frac{f(k a)}{k^{2}}|x| \gtrdot a \frac{1}{2 \pi} \ln \left|\frac{x}{a}\right|, \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
\mu^{2}=a^{-2} y^{2}(\operatorname{det})^{-1 / 2}, \quad y^{2}=\exp \left(-E_{q}^{0}\right) \tag{15a}
\end{equation*}
$$

is the chemical activity of the Coulomb gas, det denotes the determinant of the quadratic fluctuations on a background of the vortex solution (we shall henceforth set det=1),

$$
\begin{equation*}
\beta=4 \pi^{2} / \alpha \tag{15b}
\end{equation*}
$$

and $f(k a)$ is a regularizing function, which is such that

$$
\lim _{k \rightarrow 0} f(k a)=1, \quad \lim _{k \rightarrow \infty} f(k a)=0
$$

The next section clarifies how allowance for vortices alters the original symmetry group $N_{G}$ of a $\sigma$ model.

## 3. DUALITY OF COMPACT AND NONCOMPACT THEORIES

In the case of the $X Y$ model, in the long-wavelength quasiclassical approximation there is a very important relation between the partition function of the compact chiral theory (1) on $S^{1}$ and the partition function of the noncompact sine-Gordon theory ${ }^{15-17}$ with the action (modulo of $\mathscr{L}_{0}$ )

$$
\begin{equation*}
\mathscr{S}_{S G}=\int d^{2} x\left(\frac{1}{2 \beta}\left(\partial_{\mu} \phi\right)^{2}-2 \mu^{2} \cos \phi\right) \tag{16}
\end{equation*}
$$

This action is invariant relative to the dual discrete group $Z_{2} \times \mathbb{Z}$. There is a similar relation between the compact chiral models on $T_{G}$ and the noncompact generalized sine-Gordon theories.

In order to see this, we note that the large partition function $\mathscr{L}_{C G}$ from (11) is, in turn, equivalent to the partition function of a noncompact scalar isovectorial field theory:
$\mathscr{D}_{C G}=\int D \boldsymbol{\phi} \exp \left(-\mathscr{S}_{\text {eff }}\right), \quad \mathscr{S}_{\text {eff }}=\int \frac{1}{2 \beta}(\partial \boldsymbol{\phi})^{2}-\mu^{2} V(\boldsymbol{\phi})$,
$V(\boldsymbol{\phi})=\sum_{\{\mathbf{q}\}} \exp \{i(\mathbf{q} \cdot \boldsymbol{\phi})\}$,
where the summation is carried out over the set of minimal topological charges $\{\mathbf{q}\}$, and $\boldsymbol{\phi} \in \mathbb{R}^{n}$ (Ref. 25). Strictly speaking, the theories (17) with the arbitrary parameters $\mu$ and $\beta$ are more general than the original $\sigma$ models (1). The latter have only one parameter, viz., the interaction constant $\alpha$. Representing the $\sigma$ models in the form of (11) and (17) provides a means to fit them into the general theories (17), since the constraints (15a) and (15b), which relate the parameters $\mu$ and $\beta$, exist. This fact will be important below in a discussion of the possibility of raising the symmetry of $\sigma$ models (Sec. 6).

Since the set of minimal charges $\{\mathbf{q}\}_{\tau}$ is invariant toward the dual Weyl group $W_{G^{*}}$, it can be seen that allowance for vortices reduces the original symmetry group $N_{G}$ to the discrete dual group $W_{G^{*}} \times L_{q}^{-1}$. Here $L_{q}^{-1}$ is the periodicity lattice of the potential $V$ and is consequently the reciprocal to all $\mathbf{q} \in\{\mathbf{q}\}$. It follows from the definition of these lattices that $L_{q}^{-1}=L_{\tau}$. This dual group generalizes the dual group $Z_{2}$ $\times \mathbb{Z}$ of the $X Y$ model.

Thus, in this quasiclassical and long-wavelength approximation the compact theory on the torus $T_{G}$ with the continuous symmetry $N_{G}$ is equivalent (modulo of $\mathcal{Z}_{0}$ ) to the noncompact theory with a periodic potential and an infinite discrete symmetry. These potentials contain the sum over all
the minimal vectors $\{\mathbf{q}\}$ and can coincide with the characters of some representations of $G$. For example, in the case of $L_{\tau}^{-1}=L_{\mathrm{V}}$ the summation in (18) is carried out over all the dual minimal roots. Therefore, the corresponding potentials $V$ for simply laced groups from the $A, D$, and $E$ series coincide with the characters of the adjoint representations of these groups (modulo a constant corresponding to zero weight). In this case the general theories (17) can describe systems with the symmetry of $G$ broken to $N_{G}$ (Ref. 25).

The noncompact theories (17) can also be regarded as corresponding linear $\sigma$ models. As a result, the compact nonlinear $\sigma$ models on the tori $T_{G}$ turn out to be equivalent (in the approximation under consideration) to the noncompact linear $\sigma$ models on Cartan tori of the dual group $T_{G^{*}}$.

The ensuing treatment calls for classification of all the possible effective theories of this type. It follows from (17) and (18) that they are determined by the sets of minimal vectors $\{\mathbf{q}\}$ of the lattice $L_{\tau}^{t}$ which satisfies the following constraint:

$$
\begin{equation*}
L_{w} * \supseteq L_{\tau}^{t} \supseteq L_{\mathrm{V}} . \tag{19}
\end{equation*}
$$

For $\tau=$ min we have $L_{\tau}^{t}=L_{\mathrm{V}}$, and for $\tau=$ ad we have $L_{\tau}^{t}$ $=L_{w^{*}}$. The lattices $L_{\mathrm{V}}$ and $L_{w^{*}}$ differ by a factor which is isomorphic to the center $Z_{G}$ of the group $G$ :

$$
L_{w} * / L_{v}=Z_{G}
$$

Therefore, the set $\{\mathbf{q}\}$ can vary from the set of minimal vectors (it defines the so-called Voronoi polyhedron or WignerSeitz cell of the corresponding lattice) of the weight lattice to the set of minimal vectors of the root lattice. All the possible cases are specified by subgroups of the group of the center $Z_{G}$. For groups $G$ with $Z_{G}=1$ the lattices $L_{\mathrm{v}}$ and $L_{w^{*}}$ coincide.

## 4. PHASE TRANSITION IN CHIRAL MODELS ON $T_{G}$

In this section we consider topological phase transitions in chiral models on $T_{G}$ using the approximate equivalence obtained above between these theories and the noncompact theories (17), which generalize the sine-Gordon field theory. These theories can be regarded as effective theories for topological phase transitions, just as the Ginzburg-LandauWilson theories are effective theories for second-order phase transitions. ${ }^{19}$

An investigation of the BKT phase transitions for all the effective field theories of the type (17) by renormalization group analysis was carried out in Ref. 25. It was shown there that only theories associated with even integer-valued $\mathrm{A}, \mathrm{D}$, and $\mathbb{E}$ lattices can have new critical properties. They have the structure of the root lattices of the corresponding simple groups $G$ from the so-called simply laced groups of the $A, D$, and $E$ series. All theories associated with other lattices have the same critical properties as the sine-Gordon theory or superpositions thereof that are associated with the lattice $\mathbb{Z}^{n}$. Therefore, here we give only a brief review of the results obtained, focusing mainly on the symmetry and universality properties.

Upon renormalization, both $\mu$ and $\beta$ are renormalized. It is convenient to introduce two dimensionless parameters into the treatment:

$$
\begin{equation*}
(\mu a)^{2}=g, \quad \delta=\frac{\beta q^{2}-8 \pi}{8 \pi} \tag{20}
\end{equation*}
$$

where $q^{2}$ is the square of the norm of the minimal vectorial topological charges from $\{\mathbf{q}\}$. The theories (17) are renormalizable only if vectors from $\{\mathbf{q}\}$ belong to some lattice (in our case $L_{\tau}^{t}$ ). New critical properties can appear only if the geometry of the set $\{\mathbf{q}\}$ is such that each vector $\mathbf{q} \in\{\mathbf{q}\}$ can be presented in the form of a sum of two other vectors from $\{\mathbf{q}\}$ (Ref. 25). The latter property is very restrictive and coincides with the definition of the root systems $\{\mathbf{r}\}$ of simple groups from the $A, D$, and $E$ series (Ref. 25) or with the definition of the root system of even integer-valued (on some scale) lattices of types $A, D$, and $\mathbb{E}$ (Ref. 26). The sets of minimal roots (or minimal dual roots) of all simple groups belong to the four series of integer-valued lattices $\mathrm{A}, \mathrm{D}, \mathbb{E}$, and $\mathbb{Z}$. For the theories (17), for which the sets $\{\mathbf{q}\} \notin A, D, E$, all the critical properties will be the same as for the theories with $\{\mathbf{q}\} \in \mathbb{Z}^{n}$ (Ref. 25).

The renormalization group equations for the theories (17) with $\{\mathbf{q}\}$ belonging to lattices of the series $G=A, D, E$ have the following form: ${ }^{25}$

$$
\begin{equation*}
\frac{d g}{d l}=-2 \delta g+B_{G} g^{2}, \quad \frac{d \delta}{d l}=-C_{G} g^{2} \tag{21}
\end{equation*}
$$

Here $B_{G}=\pi \theta_{G}, \theta_{G}$ is the reproduction multiplicity of the potential $V(\boldsymbol{\phi})$ upon the renormalization of (17) or the number of different ways of representing each root in the form of a sum of two other roots, and $C_{G}=2 \pi K_{G}$, where $K_{G}$ is the value of the second-order Casimir operator in an adjoint representation (where $\mathbf{w}_{a}=\mathbf{r}_{a}$ )

$$
\begin{equation*}
\sum_{a} r_{i}^{a} r_{j}^{a}=K_{G} \delta_{i j} \tag{22}
\end{equation*}
$$

Renormalization group equations of the form (21) with coefficients corresponding to the case $G=A_{2}$ were first obtained in Ref. 27 in a study of the melting of twodimensional triangular lattices. The renormalization group equations for lattices not belonging to the $\mathrm{A}, \mathrm{D}$, and $\mathbb{E}$ series have the form (21) with the coefficient $B_{G}=0$.

The value of the second-order Casimir operator $K_{G}$ for groups of the $A, D$, and $E$ series can be expressed in terms of the corresponding Coxeter number $h_{G}$ :

$$
\begin{equation*}
K_{G}=2 h_{G}, \quad h_{G}=\frac{(\text { number of roots })}{(\text { rank of group) }} . \tag{23}
\end{equation*}
$$

This definition of the Coxeter number coincides with the one for the Coxeter number of the corresponding lattices from the $\mathrm{A}, \mathrm{D}$, and $\mathbb{E}$ series. The coefficient $B_{G}$ can be calculated by different methods and can also be expressed in terms of the Coxeter number:

$$
\begin{equation*}
\theta_{G}=K_{G}-4=2\left(h_{G}-2\right) . \tag{23a}
\end{equation*}
$$

Thus, we see that all the coefficients in the renormalization group equation are expressed in terms of the Coxeter number


FIG. 1. Schematic phase diagram.
$h_{G}$ or in terms of the value of the second-order Casimir operator $K_{G}$. The renormalization group equations (21) have two separatrices: ${ }^{25,27}$

$$
\begin{equation*}
u_{1,2} \equiv\left(\frac{g}{\delta}\right)_{1,2}=\frac{1}{2 C_{G}}\left[ \pm\left(B_{G}^{2}+8 C_{G}\right)^{1 / 2}-B_{G}\right] \tag{24}
\end{equation*}
$$

where $u_{1}$ corresponds to the phase separation line. The critical exponent $\nu_{G}$, which determines the divergence of the correlation length $\xi$ as the transition point is approached from above with respect to the temperature $T$,

$$
\xi \sim a \exp \left(A \tau^{-\nu_{G}}\right), \quad \tau=\frac{T-T_{c}}{T_{c}}
$$

is given by the following expression:

$$
\begin{equation*}
\left.\nu_{G}=1 / \kappa_{G}=u_{1}\left[\left(B_{G} / C_{G}\right)^{2}+8 / C_{G}\right)\right]^{-1 / 2}, \tag{25}
\end{equation*}
$$

where $1 / \kappa_{G}$ is the Lyapunov exponent on separatrix $1 .{ }^{25}$ Substituting the corresponding values for the coefficients into (24), we obtain the following values for the separatrix slopes:

$$
u_{1,2}=\left\{\begin{array}{l}
1 / \pi h_{G}  \tag{26}\\
-1 / 2 \pi
\end{array}\right.
$$

We note that the separatrix $u_{2}=-1 / 2 \pi$ does not depend on $G$ and is equal to a universal constant. This fact is very important for the possibility of reconstructing the complete symmetry of $G$ in the massive (high-temperature) phase (see Sec. 6 below). A schematic phase diagram is shown in Fig. 1.

The dotted line of initial values corresponds to the original $\sigma$ model. This line is specified by the dependences of the parameters $\beta$ and $\mu$ on the interaction constant $\alpha$ [Eqs. (15a) and (15b)]. Region I corresponds to the low-temperature (decompactified, massless) phase, and the other regions correspond to the high-temperature (compact, massive) phase. In region I the correlation length $\xi=\infty$, and in region II near separatrix 1

$$
\begin{equation*}
\xi \sim a \exp \left(A \tau^{-\nu_{G}}\right), \quad \nu_{G}=2 /\left(2+h_{G}\right)=4 /\left(4+K_{G}\right) \tag{27}
\end{equation*}
$$

Using known values for the Coxeter number $h_{G}$ and data on the geometry of sets of minimal dual roots, we obtain the following expressions for the critical exponent $\nu_{G}:{ }^{25}$

$$
\begin{array}{cccccccccc}
G: & A_{n} & B_{n} & C_{n} & D_{n} & G_{2} & F_{4} & E_{6} & E_{7} & E_{8} \\
\nu_{G}: & \frac{2}{n+3} & \frac{1}{n} & \frac{1}{2} & \frac{1}{n} & \frac{2}{5} & \frac{1}{4} & \frac{1}{7} & \frac{1}{10} & \frac{1}{16}
\end{array}
$$

The dependence of the critical properties of the theories (1) and (17) only on such a fairly rough characteristic of groups as the Coxeter number $h_{G}$ or $K_{G}$ leads to their convergence for fairly different groups. In particular, it is interesting to note that the $D_{16}=O(32)$ and $E_{8}$ groups, which are used to construct anomaly-free string theories, ${ }^{22}$ have identical values of $\nu_{G}$ (together with the $A_{29}$ group). The largest number of possible values of $\nu_{G}$ is given by the $A_{n}$ series: $1 / k$ and $2 /(2 k+1)$, where $k$ is an integer. For theories with the potentials $V$ containing sets of minimal roots, all the exponents, except $\nu_{B_{n}}$ and $\nu_{C_{n}}$, remain unchanged. The latter exponents transform into one another due to the mutual duality of these groups.

## 5. LOW-TEMPERATURE PHASE AND CONFORMAL SYMMETRY

The equality of the correlation length $\xi \rightarrow \infty$ everywhere in the low-temperature phase corresponds to the existence of conformal symmetry at large distances. This can also be seen from the renormalized effective action $\mathscr{S}_{\text {eff }}$ of the theory, which takes the following asymptotic form in the infrared (IR) limit:

$$
\begin{equation*}
\mathscr{S}_{\mathrm{eff}}=\int d^{2} x \frac{1}{2 \bar{\beta}}(\partial \boldsymbol{\phi})^{2}, \tag{28}
\end{equation*}
$$

where $\bar{\beta}$ is the value of the renormalized parameter $\beta(l)$ in the IR limit

$$
\begin{equation*}
\bar{\beta}=\lim _{l \rightarrow \infty} \beta(l) . \tag{29}
\end{equation*}
$$

At the phase-transition point $\bar{\beta}=\beta^{*}=8 \pi / q_{\text {min }}^{2}$. At other points of the low-temperature phase $\bar{\beta}$ depends on the initial values of the system parameters. It is generally known that the action (28) describes a free conformal theory with a central charge $C=n$, where $n$ is the rank of the group $G$, which specifies both the rank of the torus $T_{G}$ and the rank of the group $\pi_{1}\left(T_{G}\right)$. Hence it follows that the long-wavelength low-temperature properties of $\sigma$ models defined on different tori $T_{G}$, will be identical for all groups with the same rank $n$. Only the logarithmic corrections at the phase-transition point will depend on $G$ through the Coxeter number $h_{G}$. It thus becomes clear why the critical exponent depend only on $h_{G}$ and $K_{G}$. This is consistent with the fact that in compact groups all the quantum anomalies also depend only on $h_{G}$ (or the dual Coxeter number $\left.\widetilde{h}_{G}\right) .{ }^{28}$ Here it should be noted that $\nu_{G}$ coincides with the "screening' factor in the formula for the central charge $C_{k}$ of the affine algebra $\hat{G}$ (Ref. 28),

$$
\begin{equation*}
C_{k}=\frac{k}{k+h_{G}} \operatorname{dim} G, \tag{30}
\end{equation*}
$$

at the $k=2$ level or in the formula for $C_{k}$ in the "coset", realization of the minimal unitary conformal models $\hat{G}_{k}$ $\otimes \hat{G}_{1} / \hat{G}_{k+1}$ (Ref. 29),

$$
\begin{equation*}
C_{k}=n\left(1-\frac{h_{G}\left(h_{G}+1\right)}{\left(h_{G}+k\right)\left(h_{G}+k+1\right)}\right), \tag{31}
\end{equation*}
$$

at the $k=1$ level. It also follows from Eq. (31) and Ref. 29 that the phase-transition point in a $\sigma$ model on $T_{G}$ ( $G$ $=A, D, E)$ is the limiting case $(k \rightarrow \infty)$ for the sequence of minimal unitary conformal models corresponding to the respective expanded conformal groups $W_{G}$.

The fact that the theory effectively becomes free in the low-temperature phase permits the calculation of correlation functions. For example, the following expressions are obtained for the correlation functions of the exponential functions of a field:

$$
\begin{align*}
& \left\langle\prod_{s=1}^{t} \exp \left(i\left(\mathbf{r}_{s} \cdot \boldsymbol{\phi}\left(x_{s}\right)\right)\right)\right\rangle=\prod_{i \neq j}^{t}\left|\frac{x_{i}-x_{j}}{a}\right|^{\bar{\beta}\left(\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right) / 2 \pi} \\
& \sum_{i=1}^{t} \mathbf{r}=0 \tag{32}
\end{align*}
$$

At the phase-transition point (where $\bar{\beta}=\beta^{*}=8 \pi / q^{2}=4 \pi$ ) an additional logarithmic factor, which is associated with the "zero-charge" behavior of $g$ and $\delta$ on the critical separatrix, appears in them:

$$
\begin{equation*}
\prod_{i \neq j}^{t}\left(\ln \left|\frac{x_{i}-x_{j}}{a}\right|\right)^{\beta^{*}\left(\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right) / 2 \pi A_{G}}=\prod_{i \neq j}^{t}\left(\ln \left|\frac{x_{i}-x_{j}}{a}\right|\right)^{h_{G} \cos \left(\mathbf{r}_{i} \cdot \mathbf{r}_{j}\right)} . \tag{33}
\end{equation*}
$$

Here $A_{G}=4 / h_{G}$ is the coefficient in the renormalization group equation for $\delta$ on the critical separatrix.

## 6. MASSIVE PHASE, ASYMPTOTIC FREEDOM, AND GLOBAL SYMMETRY

Regions II and III correspond to the IR limit of the hightemperature (in the language of statistical physics) or massive (in the language of field theory) phase. In the ultraviolet (UV) limit region III will be asymptotically free. Separatrix 2 with the slope $u_{2}=-1 / 2 \pi$ also plays an important role. In the UV limit it marks the boundary of asymptotically free region III. There is also another possibility for increasing the symmetry group of the original nonlinear $\sigma$ model on this separatrix. On the classical level the $\sigma$ model (1) has two symmetries: 1) gauge (or conformal) symmetry and 2) isotopic global symmetry, $N_{G}=T_{G} \times W_{G}$. On the quantum level the former symmetry is spontaneously broken in the IR region by vortices in the general case [see (11)]. For this reason the $\sigma$ model has a finite correlation length $\xi \sim m^{-1}$, where $m$ is the characteristic mass scale of the theory, in the massive phase. It should depend on the interaction constant $\alpha$ or $\beta$. The behavior of $m$ near the phase-transition point is described by formula (27), where

$$
\tau \sim \frac{\alpha-\alpha_{c}}{\alpha_{c}} .
$$

In the massive phase there is another region, separatrix 2 , where the function $m(\alpha)$ can also be found. Since this separatrix attracts all the renormalization group trajectories in the
massive (or high-temperature) phase, it is very important to know the effective mass scale on it. In the leading logarithmic approximation with respect to $g$ it is given by the pole in the solution of the renormalization equation on this separatrix ${ }^{30}$ or by the formula

$$
m \sim \Lambda \exp \left(-\int^{g} \frac{d x}{\beta(x)}\right)
$$

where $\Lambda \sim a^{-1}$ is the UV cutoff parameter in momentum space, $\beta(x)$ is the $\beta$ function on separatrix 2 , and

$$
\beta(g)=2 \pi g^{2} K_{G} / 2=2 \pi g^{2} h_{G}
$$

Hence we obtain

$$
\begin{equation*}
m \sim \Lambda \exp \left(-1 / 2 \pi g h_{G}\right)=\Lambda \exp \left(-1 / \pi g K_{G}\right) \tag{34}
\end{equation*}
$$

The numerical factor in the $\beta$ function can vary as a function of the normalization of the interaction constant, but the fact that $\beta \sim K_{G} \sim h_{G}$ on separatrix 2 is a consequence of the aforementioned lack of a dependence of the slope of the separatrix $u_{2}$ on $G$.

The expression (34) for the mass scale on separatrix 2, which depends only on $K_{G}$, coincides with the expression for chiral models on the groups $G$ (Ref. 30) and the expression obtained from the exact solution of the corresponding chiral and fermionic theories (in the leading approximation with respect to $g)^{31}$

$$
m \sim \Lambda \exp \left(-2 \pi /\left(g K_{G} / 2\right)\right)
$$

Thus, it has been shown that on separatrix 2 the mass scale coincides (at least for groups $G=A, D, E$ ) with the one in $G$-invariant theories (chiral and fermionic theories) and can be expressed only in terms of the value of the Casimir operator $K_{G}$ or the Coxeter number $h_{G}$ by the universal formula [here $g \rightarrow g /(2 \pi)^{2}$ ]:

$$
\begin{equation*}
m \sim \Lambda \exp \left(-4 \pi / g K_{G}\right)=\Lambda \exp \left(-2 \pi / g h_{G}\right) \tag{35}
\end{equation*}
$$

This means that the theories (1) and (17) can be $G$-invariant on separatrix 2 . This is also indicated by the equivalence of the general theories (17) with $\{\mathbf{q}\}=\{\mathbf{r}\}$ in the case of $G$ $=A_{n-1}, D_{n}, E_{6,7}$ to fermionic theories with the same global symmetry $G$ (Ref. 25a).

It follows from the results obtained that for the massive phase of chiral theories on $T_{G}(G=A, D, E)$ in the minimal representation (where $L_{\min }^{t}=L_{\mathrm{v}}$ ) there is a strong dependence of the mass scale on the interaction constant, which interpolates between formula (27) near the phase-transition point and formula (34) near separatrix 2. In the former region the theory has $T_{G}$ symmetry, which is described by its normalizer $N_{G}=T_{G} \times W_{G}$, while in the latter region the theory can be more symmetric and $G$-invariant. Similar crossover in $m(\alpha)$ also takes place in $\sigma$ models on other groups and in other representations, but the relationship between the symmetry properties in the two limiting regions in these cases remains not so clear.
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#### Abstract

This paper explains the modulation instability of two surface magnetostatic spin waves simultaneously propagating in a ferromagnetic film. Self-modulation of the spin waves appears when their power reaches a threshold, and this is a sign of cross-phase modulation. The parameters of the unstable process are calculated, and the gains of the perturbation amplitudes are determined. The results published earlier on the experimental detection of the crossphase modulation of spin waves are explained. © 1999 American Institute of Physics. [S1063-7761(99)01412-2]


## 1. INTRODUCTION

Magnetostatic spin waves (MSWs) propagating in magnetized films of yttrium iron garnet (YIG) are an extremely interesting object for research, since the nonlinear effects that appear when intense MSWs propagate begin to manifest themselves at relatively small powers. ${ }^{1,2}$ Surface MSWs are especially interesting in this regard, since the energy of the wave is concentrated at the film surface in this case, and the losses are minimal when the signal is generated and detected. When a single surface MSW propagates, an increase in the power of the wave does not cause amplitude modulation of the envelope of the magnetostatic potential to appear spontaneously, and the wave is modulationally stable in this case. ${ }^{3}$ However, recent experiments ${ }^{4}$ with simultaneous propagation of two surface MSWs of different frequencies show that modulation instability appears under definite conditions. This effect is observed in the form of side frequencies on the peaks corresponding to the carrier frequencies on the output spectral characteristic. The cause of the instability is that the dispersion dependence for the MSWs changes, because the second wave propagates in a medium perturbed by the first wave. A phenomenon similar to that observed was theoretically explained for the first time in Ref. 5, which discussed the combined propagation of two waves of different polarizations in a plasma. Similar effects when signals propagated in optical waveguides were subsequently detected. ${ }^{6}$ The instability causes the envelope of the MSWs to be modulated, since the ever-present noise serves as an initial perturbation. ${ }^{7}$ This phenomenon has become known as modulation instability. The modulation instability that arises when two modulationally stable waves propagate simultaneously, due to cross-phase modulation, ${ }^{5}$ is usually caused by induced modulation instability. ${ }^{6}$ The derivation of the conditions for the appearance of modulation instability is one of the main problems in studying such processes. To do this, it is important to obtain the dispersion dependence of the amplitude perturbations of the magnetostatic potential of the
carrier signal. In studying such processes, it is usual to neglect dissipative effects because they are small at the distances under consideration. ${ }^{2}$ The output MSWs are attenuated if the dissipative terms are included, but the qualitative picture of the wave propagation does not change. This paper discusses a model of simultaneous nondissipative propagation of two surface MSWs in a ferromagnetic film. The dispersion dependences are derived in Sec. 2 in terms of this model. The equations for the evolution of the amplitudes of the coupled waves are obtained in Sec. 3. After this, an analysis of these equations is given in Sec. 4 in order to derive the conditions for the appearance of modulation instability. Finally, in Sec. 5, the results are used to explain the experimental results of Ref. 4.

## 2. DERIVATION OF THE DISPERSION DEPENDENCE

Let us consider the propagation of two surface MSWs in a thin ferromagnetic film of thickness $d$, placed in a saturating external magnetic field $\mathbf{H}$ (Fig. 1).

Under these conditions, it is possible to introduce into the discussion a magnetostatic potential that describes the propagating waves and has in our case the form ${ }^{8}$

$$
\begin{align*}
\psi= & A\left[\exp \left(k_{1} x\right)+\alpha \exp \left(-k_{1} x\right)\right] \exp \left(i k_{1} y\right) \\
& +B\left[\exp \left(k_{2} x\right)+\beta \exp \left(-k_{2} x\right)\right] \exp \left(i k_{2} y\right)+\text { c.c. } \tag{1}
\end{align*}
$$

where $A$ and $B$ are the amplitudes of the two MSWs, $k_{1}$ and $k_{2}$ are the wave numbers, and $\alpha$ and $\beta$ are factors that depend on the film parameters and the external magnetic field and determine the propagation of the waves on some surface or the other. ${ }^{9}$ The time dependence of the potential will be introduced later. It is easy to obtain the high-frequency components of magnetic field $\mathbf{h}=\boldsymbol{\nabla} \psi$ from the given expression:


FIG. 1. Geometry of the problem. The MSWs propagate along the $y$ axis, and the external magnetic field $\mathbf{H}$ is directed along the $z$ axis.

$$
\begin{align*}
h_{x}= & \frac{\partial \psi}{\partial x}=A k_{1}\left[\exp \left(k_{1} x\right)-\alpha \exp \left(-k_{1} x\right)\right] \exp \left(i k_{1} y\right) \\
& +B k_{2}\left[\exp \left(k_{2} x\right)-\beta \exp \left(-k_{2} x\right)\right] \exp \left(i k_{2} y\right)+\text { c.c. } \tag{2}
\end{align*}
$$

$$
h_{y}=\frac{\partial \psi}{\partial y}=i A k_{1}\left[\exp \left(k_{1} x\right)+\alpha \exp \left(-k_{1} x\right)\right] \exp \left(i k_{1} y\right)
$$

$$
\begin{equation*}
+i B k_{2}\left[\exp \left(k_{2} x\right)+\beta \exp \left(-k_{2} x\right)\right] \exp \left(i k_{2} y\right)+\text { c.c. } \tag{3}
\end{equation*}
$$

The high-frequency part of the magnetization is connected with $\mathbf{h}$,

$$
\begin{equation*}
\mathbf{m}=\hat{\chi} \mathbf{h}, \tag{4}
\end{equation*}
$$

by magnetic susceptibility tensor $\hat{\chi}$, which is written as

$$
\hat{\chi}=\left(\begin{array}{ccc}
\chi_{1} & i \chi_{2} & 0  \tag{5}\\
-i \chi_{2} & \chi_{1} & 0 \\
0 & 0 & 1
\end{array}\right), \quad \mathbf{h}=\left(\begin{array}{c}
h_{x} \\
h_{y} \\
h_{z}
\end{array}\right) .
$$

As a result, we have

$$
\begin{align*}
& m_{x}=\chi_{1} \frac{\partial \psi}{\partial x}+i \chi_{2} \frac{\partial \psi}{\partial y} \\
& m_{y}=-i \chi_{2} \frac{\partial \psi}{\partial x}+\chi_{1} \frac{\partial \psi}{\partial y} \tag{6}
\end{align*}
$$

As will become clear later, we are interested only in the square of the modulus of the components of the magnetization. We consider $|\mathbf{m}|^{2}$ one component at a time:

$$
\begin{align*}
\left|m_{x}\right|^{2}= & \chi_{1}^{2}\left|\frac{\partial \psi}{\partial x}\right|^{2}+\chi_{2}^{2}\left|\frac{\partial \psi}{\partial y}\right|^{2} \\
& +i \chi_{1} \chi_{2}\left[\left(\frac{\partial \psi}{\partial y}\right)\left(\frac{\partial \psi}{\partial x}\right)^{*}-\left(\frac{\partial \psi}{\partial x}\right)\left(\frac{\partial \psi}{\partial y}\right)^{*}\right] \tag{7}
\end{align*}
$$

Recalling that $\operatorname{Re} \psi=\psi$, we get

$$
\begin{equation*}
\left|m_{x}\right|^{2}=\chi_{1}^{2}\left|\frac{\partial \psi}{\partial x}\right|^{2}+\chi_{2}^{2}\left|\frac{\partial \psi}{\partial y}\right|^{2} \tag{8}
\end{equation*}
$$

Likewise, for $m_{y}$,

$$
\begin{equation*}
\left|m_{y}\right|^{2}=\chi_{2}^{2}\left|\frac{\partial \psi}{\partial x}\right|^{2}+\chi_{1}^{2}\left|\frac{\partial \psi}{\partial y}\right|^{2} \tag{9}
\end{equation*}
$$

Finally, we find

$$
\begin{equation*}
|\mathbf{m}|^{2}=\left|m_{x}\right|^{2}+\left|m_{y}\right|^{2}=\left(\chi_{1}^{2}+\chi_{2}^{2}\right)\left(\left|\frac{\partial \psi}{\partial x}\right|^{2}+\left|\frac{\partial \psi}{\partial y}\right|^{2}\right) \tag{10}
\end{equation*}
$$

For the subsequent discussion, we need the quantity

$$
\begin{equation*}
\omega_{M}=4 \pi \gamma\left[M_{0}-\frac{\left|m_{x}\right|^{2}+\left|m_{y}\right|^{2}}{2 M_{0}}\right], \quad \omega_{M_{0}}=4 \pi \gamma M_{0} \tag{11}
\end{equation*}
$$

which enters into the expression for the dispersion dependence ${ }^{8}$ for a surface MSW:

$$
\begin{equation*}
\omega^{2}=\omega_{H}^{2}+\omega_{H} \omega_{M}+\frac{\omega_{M}^{2}}{4}[1-\exp (-2 k d)] \tag{12}
\end{equation*}
$$

We introduce into the discussion

$$
\begin{equation*}
\omega_{0 i}^{2}=\omega_{H}^{2}+\omega_{H} \omega_{M_{0}}+\frac{\omega_{M_{0}}^{2}}{4}\left[1-\exp \left(-2 k_{i} d\right)\right] \tag{13}
\end{equation*}
$$

where $i=\{1,2\}$. Finally,

$$
\begin{align*}
\omega_{i}^{2}= & \omega_{0 i}^{2}-\frac{\pi \gamma}{M_{0}}\left\{2 \omega_{H}+\omega_{M_{0}}\left[1-\exp \left(-2 k_{i} d\right)\right]\right\} \\
& \times\left(\left|m_{x}\right|^{2}+\left|m_{y}\right|^{2}\right) \tag{14}
\end{align*}
$$

Simple but tedious algebraic formations can be used to obtain an expression for $|\partial \psi / \partial x|^{2}+|\partial \psi / \partial y|^{2}$, which contains terms proportional to $\exp (i k y)$. In order to introduce the time dependence into the equations, it is necessary to make the substitution $\exp (i k y) \rightarrow \exp [i(k y-\omega t)]$. This means that the terms containing $t$ and $y$ disappear after averaging over the period. These terms can play a role only if the waves are coherent. After this, we obtain

$$
\begin{align*}
\left|\frac{\partial \psi}{\partial x}\right|^{2}+\left|\frac{\partial \psi}{\partial y}\right|^{2}= & 4\left\{| A | ^ { 2 } k _ { 1 } ^ { 2 } \left[\exp \left(2 k_{1} x\right)+|\alpha|^{2}\right.\right. \\
& \left.\times \exp \left(-2 k_{1} x\right)\right]+|B|^{2} k_{2}^{2}\left[\exp \left(2 k_{2} x\right)\right. \\
& \left.\left.+|\beta|^{2} \exp \left(-2 k_{2} x\right)\right]\right\} \tag{15}
\end{align*}
$$

We now have the following dispersion dependence:

$$
\begin{align*}
\omega_{i}^{2}= & \omega_{0 i}^{2}-4 \frac{\pi \gamma}{M_{0}}\left\{2 \omega_{H}+\omega_{M_{0}}\left[1-\exp \left(-2 k_{i} d\right)\right]\right\} \\
& \times\left(\chi_{1}^{2}+\chi_{2}^{2}\right)\left\{| A | ^ { 2 } k _ { 1 } ^ { 2 } \left[\exp \left(2 k_{1} x\right)+|\alpha|^{2}\right.\right. \\
& \left.\times \exp \left(-2 k_{1} x\right)\right]+|B|^{2} k_{2}^{2}\left[\exp \left(2 k_{2} x\right)+|\beta|^{2}\right. \\
& \left.\left.\times \exp \left(-2 k_{2} x\right)\right]\right\} . \tag{16}
\end{align*}
$$

The nonlinear dispersion Eqs. (16) for surface MSWs are derived in the limit of weak nonlinearity. Namely, nonlinear Eq. (11) describes the magnetization frequency, provided that the amplitude of the high-frequency magnetization is much less than the amplitude of the magnetization of the ferromagnetic film $\left(\left|m_{x}\right|,\left|m_{y}\right| \ll M_{0}\right)$.

## 3. DERIVATION OF A SYSTEM OF EQUATIONS FOR THE EVOLUTION OF COUPLED WAVES

The dispersion dependence given by Eq. (16) can be written in general form as

$$
\begin{equation*}
G\left(k_{1}, k_{2}, \omega_{1}, \omega_{2},|A|^{2},|B|^{2},|\alpha|^{2},|\beta|^{2}\right)=0 \tag{17}
\end{equation*}
$$

Let us introduce the dispersion dependence for an independently propagating wave:

$$
\begin{equation*}
G_{i 0}=\omega_{0 i}^{2}-\left\{\omega_{H}^{2}+\omega_{H} \omega_{M_{0}}+\frac{\omega_{M_{0}}^{2}}{4}\left[1-\exp \left(-2 k_{i} d\right)\right]\right\} . \tag{18}
\end{equation*}
$$

We expand Eq. (16) up to terms corresponding to second order in amplitude:

$$
\begin{align*}
G_{i}= & G_{i 0}+\frac{\partial G_{i 0}}{\partial \omega_{i}} \Delta \omega_{i}+\frac{\partial G_{i 0}}{\partial k_{i}} \Delta k_{i}+\frac{\partial^{2} G_{i 0}}{\partial k_{i} \partial \omega_{i}} \Delta \omega_{i} \Delta k_{i} \\
& +\frac{1}{2} \frac{\partial^{2} G_{i 0}}{\partial \omega_{i}^{2}}\left(\Delta \omega_{i}\right)^{2}+\frac{1}{2} \frac{\partial^{2} G_{i 0}}{\partial k_{i}^{2}}\left(\Delta k_{i}\right)^{2}+\frac{\partial G_{i}}{\partial|A|^{2}}|A|^{2} \\
& +\frac{\partial G_{i}}{\partial|B|^{2}}|B|^{2}+\frac{\partial G_{i}}{\partial|\alpha|^{2}}|\alpha|^{2}+\frac{\partial G_{i}}{\partial|\beta|^{2}}|\beta|^{2}=0 \tag{19}
\end{align*}
$$

Recalling that

$$
\Delta \omega_{i} \leftrightarrow i \frac{\partial}{\partial t}, \quad \Delta k_{i} \leftrightarrow-i \frac{\partial}{\partial y}, \quad \frac{\partial^{2}}{\partial t^{2}} \leftrightarrow \mathrm{v}_{g i} \frac{\partial^{2}}{\partial y},
$$

we get

$$
\begin{align*}
& i \frac{\partial A}{\partial t}+i \mathrm{v}_{g 1} \frac{\partial A}{\partial y}+\frac{1}{2} \beta_{1} \frac{\partial^{2} A}{\partial y^{2}}=f_{1}\left(a^{2}|A|^{2}+b^{2}|B|^{2}\right) A \\
& i \frac{\partial B}{\partial t}+i \mathrm{v}_{g 2} \frac{\partial B}{\partial y}+\frac{1}{2} \beta_{2} \frac{\partial^{2} B}{\partial y^{2}}=f_{2}\left(a^{2}|A|^{2}+b^{2}|B|^{2}\right) B \tag{20}
\end{align*}
$$

with

$$
\begin{align*}
\mathrm{v}_{g i}= & 2 d \frac{\omega_{M 0}^{2}}{4 \omega_{i}} \exp \left(-2 k_{i} d\right),  \tag{21}\\
\beta_{i}= & -\frac{\mathrm{v}_{g i}}{\omega_{i}}\left[\mathrm{v}_{g i}+\omega_{i} d\right],  \tag{22}\\
f_{i}= & -\frac{\omega_{M_{0}}}{2 M_{0}^{2} \omega_{i}}\left\{2 \omega_{H}+\omega_{M_{0}}\left[1-\exp \left(-2 k_{i} d\right)\right]\right\} \\
& \times\left(\chi_{1 i}^{2}+\chi_{2 i}^{2}\right),  \tag{23}\\
a^{2}= & k_{1}^{2}\left[\exp \left(2 k_{1} x\right)+2|\alpha|^{2} \exp \left(-2 k_{1} x\right)\right], \\
b^{2}= & k_{2}^{2}\left[\exp \left(2 k_{2} x\right)+2|\beta|^{2} \exp \left(-2 k_{2} x\right)\right] . \tag{24}
\end{align*}
$$

Parameters $a$ and $b$ characterize the amplitude attenuation of the wave with distance from the surface. Equations (20) are in essence a system of equations of the type of the nonlinear Shrödinger equation and describe the evolution of the amplitudes of the coupled surface MSWs.

## 4. INVESTIGATION OF MODULATION INSTABILITY

Let us introduce the energy of the wave at depth $x$ from the surface:

$$
\begin{equation*}
P_{1}=a^{2}|A|^{2}, \quad P_{2}=b^{2}|B|^{2} . \tag{25}
\end{equation*}
$$

Then the steady-state equations have the form

$$
i \vee_{g 1} \frac{\partial A}{\partial y}+\frac{1}{2} \beta_{1} \frac{\partial^{2} A}{\partial y^{2}}=f_{1}\left(P_{1}+P_{2}\right) A
$$

$$
\begin{equation*}
i \mathrm{v}_{g 2} \frac{\partial B}{\partial y}+\frac{1}{2} \beta_{2} \frac{\partial^{2} B}{\partial y^{2}}=f_{2}\left(P_{1}+P_{2}\right) B . \tag{26}
\end{equation*}
$$

Let us consider, for example, the first equation. We seek a solution in the form

$$
\begin{equation*}
A=C \exp (-i \alpha y) . \tag{27}
\end{equation*}
$$

After substitution, we find

$$
\begin{equation*}
\alpha_{1,2}=\frac{\mathrm{v}_{g 1}}{\beta_{1}}\left[1 \mp \sqrt{1-\frac{2 \beta_{1} f_{1}\left(P_{1}+P_{2}\right)}{\mathrm{v}_{g 1}^{2}}}\right] . \tag{28}
\end{equation*}
$$

We have the following solution:

$$
\begin{equation*}
A=C_{1} \exp \left(-i \alpha_{1} y\right)+C_{2} \exp \left(-i \alpha_{2} y\right) \tag{29}
\end{equation*}
$$

The amplitude close to the antenna is constant, and consequently the envelope is constant:

$$
\begin{align*}
\frac{\partial A}{\partial y}= & C_{1}\left(-i \alpha_{1}\right) \exp \left(-i \alpha_{1} y\right) \\
& +C_{2}\left(-i \alpha_{2}\right) \exp \left(-i \alpha_{2} y\right)=0 . \tag{30}
\end{align*}
$$

From this, we obtain the relationship between the amplitudes:

$$
\begin{equation*}
C_{1}=-\frac{\alpha_{2}}{\alpha_{1}} C_{2} \tag{31}
\end{equation*}
$$

Let us evaluate this relationship for a thin film ( $k_{i} d$ $\ll 1$ ). In this case, the ratio under the radical in Eq. (28) equals

$$
\begin{equation*}
\epsilon_{i}=\frac{2 \omega_{M_{0}} \omega_{H}}{M_{0}^{2} \omega_{i}^{2}}\left(\chi_{1 i}^{2}+\chi_{2 i}^{2}\right)\left(P_{1}+P_{2}\right) \tag{32}
\end{equation*}
$$

We estimate the factors in Eq. (32) by the following approximations:

$$
\left(\chi_{1 i}^{2}+\chi_{2 i}^{2}\right) \approx 3, \quad \frac{2 \omega_{M_{0}} \omega_{H}}{\omega_{i}^{2}} \approx \frac{1}{2},
$$

and consequently we get

$$
\begin{equation*}
\epsilon \approx 3\left(P_{1}+P_{2}\right) / M_{0}^{2} . \tag{33}
\end{equation*}
$$

However, this ratio is small in the approximation considered here (in the experiment considered below, it equals $1 / 11$ ). Consequently, $\epsilon \ll 1$. It follows from this that $C_{1} \gg C_{2}$. We shall neglect the quantity $C_{2}$ in the subsequent calculations. Then we can write

$$
\begin{equation*}
\alpha=\alpha_{1}=\frac{\mathrm{v}_{g 1}}{\beta_{1}}\left[1-\sqrt{1-\frac{2 \beta_{1} f_{1}\left(P_{1}+P_{2}\right)}{\mathrm{v}_{g 1}^{2}}}\right] . \tag{34}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
A=\sqrt{P_{1}} e^{-i \alpha y} \tag{35}
\end{equation*}
$$

We now impose a perturbation on this solution:

$$
\begin{equation*}
A=\left[\sqrt{P_{1}}+\widetilde{a}(y, t)\right] e^{-i \alpha y}, \quad \widetilde{a}<\sqrt{P_{1}} . \tag{36}
\end{equation*}
$$

After substituting this expression into the equations, we carry out a similar procedure for $B$, and we linearize the resulting equations in terms of the perturbations:

$$
\begin{align*}
i \frac{\partial \widetilde{a}}{\partial t} & +i \mathrm{~V}_{g 1} \phi_{1} \frac{\partial \widetilde{a}}{\partial y}+\frac{1}{2} \beta_{1} \frac{\partial^{2} \widetilde{a}}{\partial y^{2}}=f_{1}\left[P_{1}\left(\widetilde{a}+\widetilde{a}^{*}\right)\right. \\
& \left.+\sqrt{P_{1} P_{2}}\left(\widetilde{b}+\widetilde{b}^{*}\right)\right] \\
i \frac{\partial \widetilde{b}}{\partial t}+ & i \mathrm{v}_{g_{2}} \phi_{2} \frac{\partial \widetilde{b}}{\partial y}+\frac{1}{2} \beta_{2} \frac{\partial^{2} \widetilde{b}}{\partial y^{2}}=f_{2}\left[P_{2}\left(\widetilde{b}+\widetilde{b}^{*}\right)\right. \\
& \left.+\sqrt{P_{1} P_{2}}\left(\widetilde{a}+\widetilde{a}^{*}\right)\right] \tag{37}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{i}=\mathrm{v}_{g i} \sqrt{1-\frac{2 \beta_{i} f_{i}\left(P_{1}+P_{2}\right)}{\mathrm{v}_{g i}^{2}}} . \tag{38}
\end{equation*}
$$

We seek $\widetilde{a}$ and $\tilde{b}$ in the following form:

$$
\begin{align*}
\widetilde{a}= & u_{1} \cos \left[K_{1}\left(y-\phi_{1} t\right)-\Omega t\right]+i \mathrm{v}_{1} \\
& \times \sin \left[K_{1}\left(y-\phi_{1} t\right)-\Omega t\right], \\
\widetilde{b}= & u_{2} \cos \left[K_{2}\left(y-\phi_{2} t\right)-\Omega t\right]+i \mathrm{v}_{2} \\
& \times \sin \left[K_{2}\left(y-\phi_{2} t\right)-\Omega t\right], \tag{39}
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are the wave numbers of the amplitude perturbations, while $\Omega$ is their frequency. After substitution, we must set the real and imaginary parts equal to zero. We obtain a system of linear equations with the matrix

$$
M=\left(\begin{array}{cccc}
m_{1} & q_{1} & l_{1} & 0  \tag{40}\\
n_{1} & p_{1} & 0 & 0 \\
l_{2} & 0 & m_{2} & q_{2} \\
0 & 0 & n_{2} & p_{2}
\end{array}\right),
$$

where

$$
\begin{align*}
m_{i}= & -\frac{1}{2} \beta_{i} K_{i}^{2} \cos \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right] \\
& -2 f_{i} P_{i} \cos \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right], \\
q_{i}= & \left(K_{i} \phi_{i}+\Omega\right) \cos \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right] \\
& -\phi_{i} K_{i} \cos \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right], \\
l_{i}= & -2 f_{i} \sqrt{P_{1} P_{2}} \cos \left[K_{2-i}\left(y-\phi_{2-i} t\right)-\Omega t\right], \\
n_{i}= & -\left(K_{i} \phi_{i}+\Omega\right) \sin \left(K_{i}\left(y-\phi_{i} t\right)-\Omega t\right) \\
& +\phi_{i} K_{i} \sin \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right], \\
p_{i}= & \frac{1}{2} \beta_{i} K_{i}^{2} \sin \left[K_{i}\left(y-\phi_{i} t\right)-\Omega t\right] . \tag{41}
\end{align*}
$$

For a nontrivial solution to exist in the system, it is necessary that the determinant of this matrix equal zero:

$$
\begin{equation*}
\operatorname{det} M=0, \tag{42}
\end{equation*}
$$

or

$$
\left(n_{1} q_{1}-p_{1} m_{1}\right)\left(n_{2} q_{2}-p_{2} m_{2}\right)-p_{1} p_{2} l_{1} l_{2}=0 .
$$

We obtain the following equation for $\Omega$ :

$$
\begin{equation*}
\left(\Omega^{2}-c_{1}^{2}\right)\left(\Omega^{2}-c_{2}^{2}\right)=\zeta, \tag{43}
\end{equation*}
$$

where
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$$
\begin{equation*}
c_{i}=\frac{1}{2} \beta_{i} K_{i}^{2}, \quad \zeta=\beta_{1} \beta_{2} f_{1} f_{2} P_{1} P_{2} K_{1}^{2} K_{2}^{2} \tag{44}
\end{equation*}
$$

It is easy to express $\Omega^{2}$ as

$$
\begin{equation*}
\Omega^{2}=\frac{c_{1}^{2}+c_{2}^{2} \pm \sqrt{\left(c_{1}^{2}+c_{2}^{2}\right)^{2}-4\left(c_{1}^{2} c_{2}^{2}-\zeta\right)}}{2} \tag{45}
\end{equation*}
$$

We find the condition for which $\Omega^{2}<0$ :

$$
\begin{equation*}
\zeta>c_{1}^{2} c_{2}^{2} \tag{46}
\end{equation*}
$$

This is the condition for modulation instability to appear. In this case, it can be seen from Eqs. (44) and (46) that both waves are modulationally unstable regardless of the signs of the nonlinearity coefficients given in Eq. (23). These results also agree with the results published earlier in Refs. 10 and 11 concerning the nonlinear interaction between spin and acoustic waves and between spin and electromagnetic waves.

## 5. ANALYSIS OF EXPERIMENT

In Ref. 4, two MSWs with frequencies $\omega_{1}=6.55 \mathrm{GHz}$ and $\omega_{2}=6.75 \mathrm{GHz}$, which correspond to wave numbers $k_{1}$ $=52.97 \mathrm{~cm}^{-1}$ and $k_{2}=379.6 \mathrm{~cm}^{-1}$, were generated in a film of yttrium iron garnet of thickness $d=1.15 \times 10^{-3} \mathrm{~cm}$. The film in this experiment had a saturation magnetization of $M_{0}=135.6 \mathrm{G}$ and was located in an external magnetic field of $H_{0}=1627 \mathrm{Oe}$, with $\gamma=2.8 \mathrm{MHz} / \mathrm{Oe}$. The signal from the film was fed to a spectrum analyzer. The mistuning between the nearest side band and the carrier peak equalled 1.4 MHz , but the side band is caused by the interaction with another wave, and it is consequently necessary to consider the spacing not between the nearest peaks but between the farthest. This makes it possible to explain the presence of the asym-
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FIG. 4. Dependence of gain $h$ on $K_{1}$ and $K_{2}$.
metry of the side bands as the result of the interaction of already modulated waves. Then the modulation frequency $\Omega=\Delta \omega$ is 201.4 MHz. Keeping in mind that the gain must have a maximum at this frequency, we get a system of equations for $K_{1}$ and $K_{2}$. Solving it, we find

$$
\begin{equation*}
K_{1}=283.3 \mathrm{~cm}^{-1}, \quad K_{2}=444.4 \mathrm{~cm}^{-1} \tag{47}
\end{equation*}
$$

The power of the wave can be obtained from ${ }^{3}$

$$
\begin{equation*}
W \kappa \simeq \frac{1}{16 \pi} L d^{2} \omega P \tag{48}
\end{equation*}
$$

where $L=0.3 \mathrm{~cm}$ is the length of the antenna, while $\kappa$ $=0.25$ is a factor that characterizes the part of the supplied power $W$ that goes into the generation of MSWs. From this we get

$$
\begin{align*}
& k=\frac{1}{16 \pi} L d^{2}=7.89 \times 10^{-9} \mathrm{~cm}^{3}, \\
& P=\frac{W \kappa}{k \omega}, \quad P_{1}=134 \mathrm{Oe}^{2}, \quad P_{2}=45 \mathrm{Oe}^{2} . \tag{49}
\end{align*}
$$

Let us check whether the conditions $\zeta>c_{1}^{2} c_{2}^{2}$ for modulation instability are satisfied:

$$
\begin{align*}
& 4 f_{1} f_{2} P_{1} P_{2}>\frac{1}{2} \beta_{1} K_{1}^{2} \cdot \frac{1}{2} \beta_{2} K_{2}^{2}, \\
& \frac{16 f_{1} f_{2}}{\beta_{1} \beta_{2}} P_{1} P_{2}>K_{1}^{2} K_{2}^{2}, \\
& \kappa^{2} 1.38 \times 10^{12} \mathrm{~cm}^{-4}>K_{1}^{2} K_{2}^{2}, \\
& 8.63>1.59 . \tag{50}
\end{align*}
$$

As can be seen, the condition for cross-phase modulation is satisfied. In order to understand the spectral content of the received signal, it is necessary to know how the gain of the modulation perturbations depends on $K_{1}$ and $K_{2}$. The gain of the perturbation amplitudes equals

$$
\begin{align*}
h\left(K_{1}, K_{2}\right) & =2 \operatorname{Im}(\Omega) \\
& =\sqrt{2\left[\sqrt{\left(c_{1}^{2}+c_{2}^{2}\right)^{2}+4\left(\zeta-c_{1}^{2} c_{2}^{2}\right)}-\left(c_{1}^{2}+c_{2}^{2}\right)\right]} . \tag{51}
\end{align*}
$$

Figure 2 shows a graph of the $h\left(K_{1}, K_{2}\right)$ dependence with $K_{2}$ fixed. Figure 3 shows the $h\left(K_{1}, K_{2}\right)$ dependence with $K_{1}$ fixed. The $h\left(K_{1}, K_{2}\right)$ surface is shown in Fig. 4.

It can be seen from the curves in the figures that the gain has a maximum at definite values of $K_{1}$ and $K_{2}$, corresponding to the frequencies $\Omega_{1}$ and $\Omega_{2}$ of the modulation instability observed in experiment.

## 6. CONCLUSION

Instability with respect to the amplitude of intense travelling surface MSWs in ferromagnetic films has been theoretically treated. Surface MSWs in the case of propagation of only one wave are modulationally stable even when the power of the wave varies within wide limits. When two waves simultaneously propagate in a ferromagnetic film, they become modulationally unstable when they reach a certain threshold power. Such instability cannot be explained in terms of a model of parametric instability. A model of the phase modulation of two intense waves is proposed here that explains the appearance of modulation instability of the waves. Calculations are carried out for the parameters of the waves, in particular, the threshold powers required for the phenomena discussed here. An explanation is given for the experimental results of Ref. 4, in which cross-phase modulation of surface MSWs was observed for the first time. Qualitative agreement is obtained between the theory developed here and the experimental data. Since this paper uses a model of nondissipative propagation of surface MSWs, while quenching of the waves plays a substantial role in the example studied, which involved a thick film, it is problematical to obtain quantitative agreement with experiment. Further development of the theory, taking into account wave dissipation, and additional experimental work should clarify the details of the process of cross-phase modulation of magnetostatic spin waves.
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# Multiphonon optical transitions in size-limited systems in a magnetic field 

É. P. Sinyavskiï*) and E. I. Grebenshchikova<br>Institute of Applied Physics, Academy of Science of Moldova, 277028 Kishinev, Moldova<br>(Submitted 31 March 1999)
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A study has been performed of optical multiphonon transitions in undoped size-limited systems in a magnetic field aligned with the spatial quantization axis. A theory is proposed which allows one to describe the half-width of the luminescence curve for isolated quantum wells and investigate the frequency and temperature dependence of the light absorption coefficient in the long-wavelength region. © 1999 American Institute of Physics. [S1063-7761(99)01512-7]

## 1. INTRODUCTION

In a longitudinal magnetic field oriented perpendicular to the surface of a quantum well, the spectrum of a free electron is completely quantized (quasi-zero-dimensional) and for rectangular quantum wells it is given by

$$
E_{n \nu}=\hbar \omega_{c}\left(n+\frac{1}{2}\right)+\varepsilon_{0} \nu^{2}, \quad \varepsilon_{0}=\frac{\hbar^{2} \pi^{2}}{2 m_{c} a^{2}}
$$

Here $\omega_{c}$ is the cyclotron frequency, $\varepsilon_{0}$ is the sizequantization step in the quantum well, $m_{c}$ is the effective electron mass, $a$ is the width of the size-limited system, $\nu$ is the number of the size-quantized level, and $n$ is the number of the Landau level.

The appearance of discrete levels should have a substantial effect on the optical properties of quantum wells. In the present paper we present a study of the optical properties of size-limited systems in a longitudinal magnetic field with multiphonon effects taken into account. The final results are valid for quantum wells of different shape (rectangular, parabolic), and also for heterostructures. To describe multiphonon optical processes in impurity systems, we use the model of shifted adiabatic potentials. ${ }^{1}$ However, to study electron-vibrational optical transitions between discrete states of free holes (in the absence of a magnetic field $B$ this is the valence band) and quasi-one-dimensional states of free electrons (for $B=0$ this is the conduction band) this model is inapplicable since the minima of adiabatic potentials for free carriers are not shifted. This is because the diagonal matrix elements of the electron-phonon interaction (and likewise the hole-phonon interaction) in the free-carrier wave functions are extremely small. In this case, a description of optical transitions with multiphonon effects taken into account is best constructed in the language of quasilevels, ${ }^{2}$ as is done in the case of multiphonon interband transitions. ${ }^{3}$ In what follows, we will consider strong, quantized magnetic fields, where the Coulomb interaction of the electron with a hole is small in comparison with the distance between the transverse quantization levels. In this case the internal motion of an electron-hole pair is finite, but a free state of the electron and hole does not, strictly speaking, exist. ${ }^{4}$ As experimental studies on photoluminescence in quantum wells has shown, the binding energy of an exciton for $B>10 \mathrm{~T}$ in InGaAs/

GaAs (Ref. 5) and in GaAs/AlGaAs (Ref. 6) is proportional to $B$ and, consequently, it is possible to use the aboveindicated approximation. A detailed discussion and the criteria of this approximation are given in Ref. 7. In what follows we assume that the electron and hole interact with the phonons independently, as is done in the theory of largeradius excitons. ${ }^{8}$ When an electron-hole pair is excited by light, the momentum of the exciton is equal to the momentum of the electromagnetic wave and is very small; ${ }^{9}$ therefore, we will neglect the exciton bands arising in quasi-twodimensional semiconductors in a strong magnetic field. ${ }^{4}$

The theory developed below allows one in a number of cases to describe the half-width of the luminescence curve for isolated quantum wells and in turn to study the frequency and temperature dependence of the light absorption coefficient in the long-wavelength region.

## 2. STATEMENT OF THE PROBLEM. GENERAL RELATIONS

In an intrinsic size-limited semiconductor the Hamiltonian of the system of electrons and holes interacting with phonons in a uniform magnetic field has the form

$$
\begin{align*}
\hat{H}= & \hat{H}_{0}+\hat{V},  \tag{1}\\
\hat{H}_{0}= & \sum_{\beta}\left(\varepsilon_{\beta}^{(c)}-\xi\right) a_{\beta}^{+} a_{\beta}+\sum_{\beta}\left(\varepsilon_{\beta}^{(\mathrm{v})}-\xi_{1}\right) \alpha_{\beta}^{+} \alpha_{\beta} \\
& +\sum_{\mathbf{q}} \hbar \omega_{q} b_{\mathbf{q}}^{+} b_{\mathbf{q}}  \tag{2}\\
\hat{V}= & \sum_{\mathbf{q}, \beta, \beta_{1}} C_{\mathbf{q}}^{(c)} I_{\beta \beta_{1}}(\mathbf{q})\left(b_{\mathbf{q}}+b_{-\mathbf{q}}^{+}\right) a_{\beta}^{+} a_{\beta_{1}} \\
& +\sum_{\mathbf{q}, \beta, \beta_{1}} C_{\mathbf{q}}^{(\mathrm{v})} I_{\beta \beta_{1}}(\mathbf{q})\left(b_{\mathbf{q}}+b_{-\mathbf{q}}^{+}\right) \alpha_{\beta}^{+} \alpha_{\beta_{1}} \tag{3}
\end{align*}
$$

Here $\varepsilon_{\beta}^{(c)}$ and $\varepsilon_{\beta}^{(v)}$ are the energy of the electrons (holes) in a quantum well in a longitudinal magnetic field (see the Introduction), $\xi$ is the chemical potential of the electron, $\xi_{1}=-\xi+E_{g}, E_{g}$ is the band gap of the semiconductor, $\hbar \omega_{q}$ is the energy of a phonon with wave vector $\mathbf{q} ; a_{\beta}^{+}, a_{\beta}, \alpha_{\beta}^{+}$, $\alpha_{\beta}, b_{\mathbf{q}}^{+}$, and $b_{\mathbf{q}}$ are creation and annihilation operators respectively for the electrons, holes, and phonons. $C_{\mathbf{q}}^{(c)}\left(C_{\mathbf{q}}^{(\mathrm{v})}\right)$ is the coefficient function describing the interaction of an
electron (hole) with lattice vibrations, $I_{\beta \beta_{1}}(\mathbf{q})=\langle\beta| \exp (i \mathbf{q}$ $\times \mathbf{r})\left|\beta_{1}\right\rangle$ is the matrix element of the operator $\exp (i \mathbf{q} \cdot \mathbf{r})$ in the wave functions $|\beta\rangle$ of the free carriers of the size-limited system in a magnetic field, $\beta=\left(n, \nu, K_{x}\right)$, where $K_{x}$ is a component of the carrier wave vector, $n$ is the number of the Landau level, $\nu$ is the number of the size-quantized level. The Hamiltonian (1) does not include terms associated with the nonadiabaticity operator since we neglect nonradiative transitions in what follows. ${ }^{3}$

The absorption coefficient for light with frequency $\Omega$ associated with a transition of an electron from a completely discrete state (1) to a quasi-zero-dimensional state (2) is given by the Kubo formula ${ }^{10}$

$$
\begin{align*}
K(\Omega)= & \frac{4 \pi e^{2}}{V n_{0} c \hbar \Omega}\left|\frac{\mathbf{P}_{c v} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|^{2} \sum_{\beta \beta_{1}} \int_{-\infty}^{\infty} d t \exp (i \Omega t) \\
& \times\left\langle\alpha_{\beta}(t) a_{\beta}(t) \alpha_{\beta_{1}}^{+}(t) a_{\beta_{1}}^{+}(t)\right\rangle  \tag{4}\\
\hat{A}(t)= & \exp \left(\frac{i t}{\hbar} \hat{H}\right) \hat{A} \exp \left(-\frac{i t}{\hbar} \hat{H}\right), \tag{5}
\end{align*}
$$

where $V$ is the volume of the size-limited system, $n_{0}$ is the index of refraction, $c$ is the speed of light, $\mathbf{P}_{c v}$ is the matrix element of the momentum operator in Bloch functions, $m_{0}$ is the mass of a free electron, $\boldsymbol{\xi}_{0}$ is the polarization vector of the electromagnetic wave, and the angular brackets denote averaging over the Hamiltonian (1).

The equation of motion for the operator $a_{\beta}(t)$ according to Eq. (5) can be written as

$$
\begin{align*}
\dot{a}_{\beta}(t)= & -\frac{i}{\hbar}\left\{\left(\varepsilon_{\beta}^{(c)}-\xi\right) a_{\beta}(t)+\sum_{\mathbf{q}, \beta_{1}} C_{\mathbf{q}}^{(c)}\langle\beta|\right. \\
& \times \exp (i \mathbf{q} \cdot \mathbf{r})\left|\beta_{1}\right\rangle\left(b_{\mathbf{q}} \exp \left(-i \omega_{q} t\right)\right. \\
& \left.\left.+b_{-\mathbf{q}}^{+} \exp \left(i \omega_{q} t\right) a_{\beta_{1}}(t)\right)\right\} . \tag{6}
\end{align*}
$$

Formula (6) neglects the influence of carriers on the phonon spectrum, i.e., it assumes that

$$
b_{\mathbf{q}}(t) \simeq b_{\mathbf{q}} \exp \left(-i \omega_{q} t\right), \quad b_{\mathbf{q}}^{+}(t) \simeq b_{\mathbf{q}}^{+} \exp \left(i \omega_{q} t\right)
$$

This approximation is valid for nondegenerate semiconductors since corrections to the free-phonon spectrum depend on the polarization operator, which to lowest order in the electron-phonon interaction is proportional to the concentration of charged particles.

For rectangular quantum wells of width $a$ (the magnetic field is oriented along the spatial quantization axis)

$$
\begin{aligned}
\langle\beta| & \exp (i \mathbf{q} \cdot \mathbf{r})\left|\beta_{1}\right\rangle \\
= & i \frac{4 \pi^{2} \nu \nu_{1}\left(q_{z} a\right)}{\left(q_{z} a\right)^{2}-\pi^{2}\left(\nu+\nu_{1}\right)^{2}} \frac{1}{\left(q_{z} a\right)^{2}-\pi^{2}\left(\nu-\nu_{1}\right)^{2}} \\
& \times\left[\frac{2^{n_{1}} n_{1}!}{2_{n_{1}} n!}\right]^{1 / 2}\left[\exp \left(i q_{z} a\right)(-1)^{\nu+\nu_{1}}-1\right] \\
& \times\left[\exp \left\{-\frac{1}{4} R^{2}\left(q_{x}^{2}+q_{y}^{2}\right)+i q_{y}\left(K_{x}+K_{x_{1}}\right) \frac{1}{2} R^{2}\right\}\right]
\end{aligned}
$$

$$
\begin{align*}
& \times\left[\frac{R}{2}\left(q_{x}-i q_{y}\right)\right]^{n-n_{1}} L_{n_{1}}^{n-n_{1}}\left(\frac { R ^ { 2 } } { 2 } \left(q_{x}^{2}\right.\right. \\
& \left.\left.+q_{y}^{2}\right)\right) \delta_{K_{x}-K_{x_{1}}, q_{x}} \quad\left(n \geqslant n_{1}\right) . \tag{7}
\end{align*}
$$

Here $R^{2}=\hbar / m_{c} \omega_{c}, L_{n_{1}}^{n-n_{1}}(z)$ are associated Laguerre polynomials.

$$
\begin{align*}
V_{n \nu}(q)= & i \frac{4 \pi^{2} \nu^{2}}{\left(q_{z} a\right)^{2}-(2 \pi \nu)^{2}} \frac{\exp \left(i q_{z} a\right)-1}{q_{z} a} \\
& \times \exp \left[-\frac{R^{2}}{4}\left(q_{x}^{2}+q_{y}^{2}\right)\right] L_{n}\left[\frac{R^{2}}{2}\left(q_{x}^{2}+q_{y}^{2}\right)\right], \tag{8}
\end{align*}
$$

$\hat{P}_{x}=-i \hbar \partial / \partial x$ is the momentum operator, $\left|K_{x}\right\rangle$ is the wave function of a free electron along the $x$ axis.

The terms with $n \neq n_{1}, \nu \neq \nu_{1}$ in expression (7), as will be shown below, make an insignificant contribution to optical multiphonon processes. Substituting expression (8) into Eq. (6) leads to the following equation of motion for $a_{\beta}(t)$ :

$$
\begin{align*}
\dot{a}_{\beta}(t)= & -\frac{i}{\hbar}\left\{a_{\beta}(t)\left(\varepsilon_{\beta}^{(c)}-\xi\right)+\sum_{\mathbf{q}, K_{x_{1}}} C_{q}^{(c)} V_{n \nu}(q)\right. \\
& \times\left\langle K_{x}\right| \exp (i \hat{P})\left|K_{x_{1}}\right\rangle\left(b_{\mathbf{q}} \exp \left(-i \omega_{q} t\right)\right. \\
& \left.\left.+b_{-\mathbf{q}}^{+} \exp \left(i \omega_{q} t\right)\right) a_{n \nu K_{x_{1}}}(t)\right\} \tag{9}
\end{align*}
$$

The solution of Eq. (9) has the form

$$
\begin{align*}
a_{n \nu K_{x}}(t)= & \sum_{K_{x_{1}}}\left\langle K_{x}\right| \exp \frac{i t \hat{H}_{f}}{\hbar} \\
& \times \exp \left(-\frac{i t\left(\hat{H}_{f}+W_{n \nu}^{(c)}\right)}{\hbar}\right)\left|K_{x_{1}}\right\rangle \\
& \times \exp \left(-\frac{i t}{\hbar}\left(\varepsilon_{n \nu K_{x}}^{(c)}-\xi\right)\right) a_{n \nu K_{x_{1}}} . \tag{10}
\end{align*}
$$

Here we have introduced the following notation:

$$
\begin{align*}
& \hat{H}_{f}=\sum_{q} \hbar \omega_{q} b_{\mathbf{q}}^{+} b_{\mathbf{q}}, \\
& W_{n \nu}^{(c)}=\sum_{\mathbf{q}} C_{\mathbf{q}}^{(c)} V_{n \nu}(q) \exp (i \hat{P})\left(b_{\mathbf{q}}+b_{-\mathbf{q}}^{+}\right), \\
& \hat{P}=q_{x} x+\frac{1}{\hbar} q_{y} R^{2} \hat{P}_{x}, \tag{11}
\end{align*}
$$

We can calculate $\alpha_{n \nu K_{x}}(t)$ analogously.
If we substitute the values of $a_{n \nu K_{x}}$ and $\alpha_{n \nu K_{x}}$ into expression (4) and take account that for nondegenerate semiconductors

$$
\left\langle a_{\beta}^{+} a_{\beta}\right\rangle=n_{\beta}^{(c)} \ll 1, \quad\left\langle\alpha_{\beta}^{+} \alpha_{\beta}\right\rangle=n_{\beta}^{(\mathrm{v})} \ll 1,
$$

the light absorption coefficient takes the following form:

$$
\begin{align*}
K(\Omega)= & \frac{4 \pi e^{2}}{V c n_{0} \hbar \Omega}\left|\frac{\mathbf{P}_{c \mathrm{v}} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|_{n, \nu, K_{x}, K_{x_{1}}}^{2} \int_{-\infty}^{\infty} d t \\
& \times \exp \left\{\frac{i t}{\hbar}\left(\hbar \Omega-\varepsilon_{n \nu K_{x}}^{(c)}-\varepsilon_{n \nu K_{x}}^{(\mathrm{v})}-E_{g}\right)\right\} \\
& \times\left\langle\langle K _ { x } | \operatorname { e x p } ( \frac { i t } { \hbar } H _ { f } ) \operatorname { e x p } \left(-\frac{i t}{\hbar}\left(H_{f}\right.\right.\right. \\
& \left.\left.+W_{n \nu}^{(c)}\right)\right)\left|K_{x_{1}}\right\rangle\left\langle K_{x}\right| \exp \left(\frac{i t}{\hbar} H_{f}\right) \\
& \left.\times \exp \left(-\frac{i t}{\hbar}\left(H_{f}+W_{n \nu}^{(\mathrm{v})}\right)\right)\left|K_{x_{1}}\right\rangle\right\rangle_{\text {phon }} . \tag{12}
\end{align*}
$$

In expression (12) the average $\langle\ldots\rangle_{\text {phon }}$ is taken over the system of free phonons since the influence of the interaction of carriers with vibrations on the phonon spectrum is neglected. The average in expression (12) can be found by the usual methods of the theory of multiphonon transitions ${ }^{1}$ using, for example, the algebra of Bose operators. ${ }^{11}$ As a result, for the light absorption coefficient we obtain the expression

$$
\begin{align*}
K(\Omega)= & \frac{2 e^{2}}{a c n_{0} R^{2} \Omega}\left|\frac{\mathbf{P}_{c v} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|^{2} \sum_{n, \nu} \int_{-\infty}^{\infty} d t \\
& \times \exp \left(i t \Omega-\frac{i t}{\hbar} \varepsilon_{n \nu}\right) \exp \left(-g_{n \nu}(t)\right) \tag{13}
\end{align*}
$$

Here

$$
\begin{align*}
& g_{n \nu}(t)= \sum_{\mathbf{q}} \frac{1}{\left(\hbar \omega_{q}\right)^{2}}\left(\left|C_{\mathbf{q}}^{(c)}\right|^{2}+\left|C_{\mathbf{q}}^{(\mathrm{v})}\right|^{2}\right)\left|V_{n \nu}(q)\right|^{2} \\
& \times\left\{i t \omega_{q}+\left(2 N_{q}+1\right)-\left(2 N_{q}+1\right)\right. \\
&\left.\times \cos \left(\omega_{q} t\right)-i \sin \left(\omega_{q} t\right)\right\}, \\
& \varepsilon_{n \nu}=\hbar \omega_{c}^{*}\left(n+\frac{1}{2}\right)+\varepsilon_{0}^{*} \nu^{2}+E_{g}, \quad \hbar \omega_{c}^{*}=\frac{\hbar e H}{\mu c}, \\
& \varepsilon_{0}^{*}=\frac{\hbar^{2} \pi^{2}}{2 a^{2} \mu}, \quad \frac{1}{\mu}=\frac{1}{m_{c}}+\frac{1}{m_{\mathrm{v}}}, \tag{14}
\end{align*}
$$

$N_{q}=\left[\exp \left(\hbar \omega_{q} / k_{0} T\right)-1\right]^{-1}$ is the distribution function of equilibrium phonons at the temperature $T$.

As follows directly from Eq. (14), the average over the system of free phonons is in fact taken independently for the electrons and the holes. Terms of the type $\Sigma_{\mathbf{q}} C_{\mathbf{q}}^{(\mathrm{V})} C_{\mathbf{q}}^{(c)}\left|V_{n \nu}(q)\right|^{2}$ make extremely small corrections ( $\sim 1 / L_{x}$ ) to the light absorption coefficient.

The spectral radiation intensity is related in a simply way to the transition probability per unit time ${ }^{12}$ and is given by

$$
\begin{align*}
\Phi(\Omega)= & \frac{2 \Omega^{2} e^{2} n_{0}}{\pi \hbar V c^{3}}\left|\frac{\mathbf{P}_{c \vee} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|^{2} \sum_{\beta \beta^{\prime}} \int_{-\infty}^{\infty} d t \exp (-i t \Omega) \\
& \times\left\langle a_{\beta}^{+}(t) \alpha_{\beta}^{+}(t) a_{\beta^{\prime}} \alpha_{\beta^{\prime}}\right\rangle \tag{15}
\end{align*}
$$

The average in expression (15) is calculated in the same way as for the light absorption coefficient. As a result, we obtain

$$
\begin{align*}
\Phi(\Omega)= & \frac{\Omega^{2} e^{2} n_{0}}{a \pi^{2} c^{3} \hbar R^{2}}\left|\frac{\mathbf{P}_{c \vee} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|_{n \nu}^{2} n_{n \nu}^{(c)} n_{n \nu}^{(\mathrm{v})} \int_{-\infty}^{\infty} d t \\
& \times \exp (-i t \Omega) \exp \left(\frac{i t}{\hbar} \varepsilon_{n \nu}\right) \exp \left(-g_{n \nu}(t)\right), \tag{16}
\end{align*}
$$

where $n_{n \nu}^{(c)}=\left\langle a_{\beta}^{+} a_{\beta}\right\rangle$ and $n_{n \nu}^{(\mathrm{v})}=\left\langle\alpha_{\beta}^{+} \alpha_{\beta}\right\rangle$ are the distribution functions for the electrons and the holes, respectively. For rectangular quantum wells neglecting the polaron effect

$$
\begin{align*}
n_{n \nu}^{(c)}= & \frac{n_{e} \sinh \left(\hbar \omega_{c} / 2 k_{0} T\right) a 2 \pi R^{2}}{\sum_{\nu} \exp \left(-\varepsilon_{0} \nu^{2} / k_{0} T\right)} \\
& \times \exp \left\{-\frac{1}{k_{0} T}\left[\left(n+\frac{1}{2}\right) \hbar \omega_{c}+\varepsilon_{0} \nu^{2}\right]\right\}, \tag{17}
\end{align*}
$$

where $n_{e}$ is the electron density. An analogous expression follows for $n_{n \nu}^{(\mathrm{V})}$.

## 3. DISCUSSION OF RESULTS

Relations (13) and (16) describe processes of absorption and emission of an electromagnetic wave in intrinsic sizelimited systems in a longitudinal magnetic field with allowance for multiphonon effects. For carriers interacting with optical vibrations of frequency $\omega_{0}$ (we neglect the small dispersion) we can represent expression (14) in the form

$$
\begin{equation*}
g_{n \nu}(t)=a_{n \nu}\left\{\text { it } \omega_{0}+(2 N+1) \cos \left(\omega_{0} t-\varphi\right)\right\} . \tag{18}
\end{equation*}
$$

Here

$$
\begin{align*}
& a_{n \nu}=\sum_{\mathbf{q}}\left[\left|C_{\mathbf{q}}^{(c)}\right|^{2}+\left|C_{\mathbf{q}}^{(\mathrm{v})}\right|^{2}\right] \frac{\left|V_{n \nu}(q)\right|^{2}}{\left(\hbar \omega_{0}\right)^{2}}, \\
& \tan \varphi=\frac{i}{2 N+1}, \quad N=\frac{1}{\exp \left(\hbar \omega_{0} / k_{0} T\right)-1} . \tag{19}
\end{align*}
$$

Let us consider the region of temperatures $\left(3 \varepsilon_{0}^{*} / k_{0} T>1\right.$, $\hbar \omega_{c} / k_{0} T>1$ ) where the electrons are found in the lowest completely discrete state $(2)(n=0, \nu=1)$. If we invoke the relation ${ }^{13}$

$$
\exp (z \cos \varphi)=\sum_{m=-\infty}^{\infty} I_{m}(z) \exp (i m \varphi)
$$

( $I_{m}(z)$ are the modified Bessel functions), then the spectral radiation intensity can be written as follows:

$$
\begin{align*}
\Phi(\Omega)= & \frac{2 \pi e^{2} n_{0} a R^{2} \Omega^{2}}{c^{3}} n_{e} n_{h}\left|\frac{\mathbf{P}_{c v} \cdot \boldsymbol{\xi}_{0}}{m_{0}}\right|^{2} \\
& \times \exp \left[-a_{01}(2 N+1)\right] \sum_{m=-\infty}^{\infty} I_{m}(z) \\
& \times\left[\frac{1+N}{N}\right]^{m / 2} \delta\left\{\hbar \Omega-\tilde{\varepsilon}_{g}+m \hbar \omega_{0}\right\}, \tag{20}
\end{align*}
$$

$$
z=2 a_{0} \sqrt{N(N+1)}, \quad \tilde{\varepsilon}_{g}=E_{g}+\frac{1}{2} \hbar \omega_{c}^{*}+\varepsilon_{0}^{*}-\hbar \omega_{0} a_{01}
$$

where $n_{h}$ is the hole density.
As follows directly from Eq. (20), for $z<1$ the frequency dependence of the luminescence is given by a narrow $\delta$-shaped curve ( $m=0$ ) with phonon satellites ( $m \neq 0$ ) set off from one another by the distance $\hbar \omega_{0}$. If we take into account the nonstationarity of the electron states, the luminescence lines are described by a Lorentzian. The half-width of the emission lines, determined by inelastic scattering on acoustic vibrations (single-phonon transitions between Landau levels), has the form

$$
\begin{equation*}
\gamma=\frac{(2 \pi)^{3} k_{0} T E_{c}^{2} m_{c}}{\rho w^{2} \hbar^{2} a}\left(\frac{w}{a \omega_{c}}\right)^{5} . \tag{21}
\end{equation*}
$$

Here $\rho$ is the density of the semiconductor quantum well, $E_{c}$ is the constant of the deformation potential for the electron, and $w$ is the speed of sound. For typical parameters of a GaAs/AlGaAs quantum well $\left(\rho=5.4 \mathrm{~g} / \mathrm{cm}^{3}\right.$, $w=2 \times 10^{5} \mathrm{~cm} / \mathrm{s}$, and $E_{c}=9 \mathrm{eV}$ ) for $T=100 \mathrm{~K}, a=50 \AA$, and $\hbar \omega_{c}=10^{-2} \mathrm{eV}$ we have for the half-width $\gamma \sim 6 \times 10^{-4} \mathrm{meV}$. However, in strong magnetic fields the half-width $\Delta$ of the photoluminescence line, as experimental studies have shown, reaches several meV and its shape is approximated by a Gaussian. ${ }^{6}$ For example, in the quasi-twodimensional systems InGaAs/GaAs $\Delta=5 \mathrm{meV}(B<11.8 \mathrm{~T}$, Ref. 5), $\operatorname{InP} / \mathrm{In}_{0.53} \mathrm{Ga}_{0.47} \mathrm{As} \Delta \leqslant 8 \mathrm{meV}(B=4 \mathrm{~T}$, Ref. 14), $\operatorname{InAs} / \mathrm{InAs}_{0.09} \mathrm{Sb}_{0.91} \quad \Delta \leqslant 7 \mathrm{meV} \quad(B=7.6 \mathrm{~T}$, Ref. 15$)$, GaAs/Al $\mathrm{Ga}_{1-x}$ As $\Delta \approx 3 \mathrm{meV}$ ( $B=9 \mathrm{~T}$, Ref. 16).

In a semiclassical description of vibrations of the crystal lattice $g_{n \nu}(t)$ can be expanded in its argument to terms $\sim t^{2}$ inclusive:

$$
\begin{align*}
& g_{n \nu}(t) \approx \frac{B_{n \nu} t^{2}}{2}, \\
& B_{n \nu}=\sum_{\mathbf{q}} \frac{1}{\hbar^{2}}\left[\left(C_{\mathbf{q}}^{(c)}\right)^{2}+\left(C_{\mathbf{q}}^{(v)}\right)^{2}\right]\left|V_{n \nu}(q)\right|^{2}\left(2 N_{q}+1\right) . \tag{22}
\end{align*}
$$

Substituting expression (22) into formula (16) ( $n=0, \nu$ $=1)$ leads to the following expression for the spectral radiation intensity:

$$
\begin{align*}
& \Phi(\Omega)=\frac{n_{0} e^{2} a R^{2} \Omega^{2}}{c^{3}} n_{e} n_{h}\left|\frac{\mathbf{P}_{c v} \cdot \xi_{0}}{m_{0}}\right| \sqrt{\frac{2 \pi}{\Delta}} \\
& \quad \times \exp \left\{-\frac{\left(\hbar \Omega-E_{g}-\hbar \omega_{c}^{*} / 2-\varepsilon_{0}^{*}\right)^{2}}{2 \Delta}\right\},  \tag{23}\\
& \Delta=\hbar^{2} B_{01} .
\end{align*}
$$

According to formula (23), the frequency dependence $\Phi(\Omega)$ is described by a Gaussian curve with its maximum at $\hbar \Omega_{m}=E_{g}+\hbar \omega_{c}^{*} / 2+\varepsilon_{0}^{*}$ and half-width
$\delta \Omega=2 \sqrt{2 \Delta \ln 2}$.
If the frequency dependence of the photoluminescence is nearly Gaussian, then the position of the maximum, and the


FIG. 1. Dependence of the normalized heat liberation parameter $I$ on $\widetilde{\xi}$.
half-width, can be calculated using the method of moments, ${ }^{17}$ which, in particular, allows one to formulate a criterion for the semiclassical approximation.

For carriers interacting with long-wavelength acoustic vibrations $\left(\omega_{q}=w q\right)$ for $N_{q} \simeq k_{0} T / \hbar \omega_{q}$, the half-width of the emission line according to formulas (24) and (22) is given by

$$
\begin{equation*}
\delta \Omega=2 \sqrt{k_{0} T a_{0} \ln 2}, \quad a_{0}=\frac{3\left(E_{c}^{2}+E_{\mathrm{v}}^{2}\right)}{\pi \rho w^{2} R^{2} a}, \tag{25}
\end{equation*}
$$

where $E_{\mathrm{v}}$ is the constant of the deformation potential for the holes.

Note that the criterion for use of the "high-temperature" approximation in the calculation of formula (25) is met for $k_{0} T \gtrdot \hbar \omega / R \sqrt{6}$ (for $\hbar \omega_{c} \simeq 10^{-2} \mathrm{eV}, T \gtrdot>0.5 \mathrm{~K}$ ).

For typical parameters of $\mathrm{GaAs} / \mathrm{Al}_{x} \mathrm{Ga}_{1-x} \mathrm{As}$ quantum wells ( $E_{\mathrm{v}}=7 \mathrm{eV}$ ) for $a=50 \AA, T=10 \mathrm{~K}$, and $B=10 \mathrm{~T}$ we have $\delta \Omega \simeq 2 \mathrm{meV}$, which agrees in order of magnitude with the experimental results of Ref. 16. For carriers interacting with optical dispersionless vibrations of frequency $\omega_{0}$ the heat liberation parameter $a_{01}$ according to formulas (19) is given by

$$
\begin{align*}
& a_{10}=\tilde{a}_{0} I\left(\widetilde{\xi}_{0}\right),  \tag{26}\\
& \tilde{a}_{0}=\frac{e^{2} c_{0}}{a \hbar \omega_{0}}, \\
& I(\widetilde{\xi})=\int_{0}^{\infty} d \tau \exp (-\tau)\left\{\frac{1}{2\left(\tau+\tilde{\xi} 4 \pi^{2}\right)}+\frac{1}{\tau}\right. \\
& \left.\quad-\frac{\left(\widetilde{\xi} 4 \pi^{2}\right)^{2}}{\tau\left(\tau+4 \pi^{2} \tilde{\xi}\right)^{2}} \sqrt{\frac{\widetilde{\xi}}{\tau}}\left[1-\exp \left(-\sqrt{\frac{\tau}{\tilde{\xi}}}\right)\right]\right\}, \\
& \widetilde{\xi}=\left(\frac{R}{a}\right)^{2}, \quad c_{0}=\frac{1}{\widetilde{\varepsilon}_{0}}-\frac{1}{\varepsilon_{\infty}},
\end{align*}
$$

where $\tilde{\varepsilon}_{0}$ and $\varepsilon_{\infty}$ are the low-frequency and high-frequency dielectric constant, respectively.

Figure 1 plots the dependence of $a_{10} / \widetilde{a}_{0}$ on $\tilde{\xi}$.
The parameter $z$ entering into the argument of the Bessel function in relation (20) determines the intensity of the phononless line of the intrinsic luminescence ( $m=0$ ) and also the phonon satellites $(m \neq 0)$. At high temperatures $T$
$\approx 190 \mathrm{~K}(N=1)$ for $\widetilde{\xi}=1, \hbar \omega_{0}=20 \mathrm{meV}$, and $a=50 \AA$, the parameter $z$ for different quantum wells varies over quite wide limits. It is equal to 0.3 for $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum wells, 0.34 for $\mathrm{InP} /$ InPAs quantum wells, and 1.8 for $\mathrm{GaN} /$ AlGaN quantum wells. Consequently, in quasi-twodimensional systems with $z<1$ luminescence lines should be observed which are separated from one another by $\hbar \omega_{0}$ and whose half-width is given by formula (25) if we take into account the interaction of the carriers with the acoustic vibrations, and the line shape is described by a Gaussian curve. If the criterion of "strong heat liberation" is met, ${ }^{17}$ $a_{01} \tanh \left(\hbar \omega_{0} / 2 k_{0} T\right) \gg 1(z>1)$, then the luminescence line is described by a Gaussian curve with half-width

$$
\begin{equation*}
\delta \Omega=2 \hbar \omega_{0} \sqrt{2 a_{01} \tanh \left(\hbar \omega_{0} / 2 k_{0} T\right) \ln 2} . \tag{27}
\end{equation*}
$$

For example, for a GaN/AlGaN quantum well at high temperatures $(T=200 \mathrm{~K})$ for $\widetilde{\xi}=1$ and $\hbar \omega_{0}=0.05 \mathrm{eV}$, we have $\delta \Omega=100 \mathrm{meV}$.

The light absorption coefficient given by relation (13), which takes account of the interaction of the carriers with the optical phonons, can be represented in the form

$$
\begin{align*}
& K(\Omega)= K_{0} \sum_{n, \nu, p} I_{p}(z)\left(\frac{N}{N+1}\right)^{p / 2} \exp \left[-a_{n \nu}(2 N+1)\right] \\
& \times \delta\left\{\hbar \Omega-\varepsilon_{n \nu}+a_{n \nu} \hbar \omega_{0}+p \hbar \omega_{0}\right\},  \tag{28}\\
& K_{0}=\frac{4 \pi e^{2}}{a n_{0} c \Omega R^{2}}\left|\frac{\mathbf{P}_{c v} \cdot \xi_{0}}{m_{0}}\right|^{2} .
\end{align*}
$$

If we take account of the interaction of the carriers with the long-wavelength acoustic vibrations, then $K(\Omega)$ is described by a system of equidistant Gaussian curves, the position of the maxima of which corresponds to the frequencies $\Omega=\Omega_{0}-p \omega_{0}:$

$$
\begin{align*}
K(\Omega)= & K_{0} \sqrt{\frac{1}{2 \pi \Delta}} \sum_{p}\left(\frac{N}{N+1}\right)^{p / 2} I_{p}(z) \\
& \times \exp \left\{-\frac{\left(\hbar \Omega-\hbar \Omega_{0}+p \hbar \omega_{0}\right)^{2}}{2 \Delta}\right\} . \tag{29}
\end{align*}
$$

Here $\hbar \Omega_{0}=E_{g}+\hbar \omega_{c}^{*} / 2+\varepsilon_{0}^{*}-\hbar \omega_{0} a_{01}$.
Let us investigate the behavior of $K(\Omega)$ for $p=\left(\Omega_{0}\right.$ $-\Omega) / \omega_{0} \gg 1$, i.e., in the long-wavelength absorption region. Following Ref. 18, it can be shown that for a fixed value of $p$ the light absorption coefficient is given by

$$
\begin{align*}
& K(\Omega) \simeq K_{0} \frac{1}{\sqrt{2 \pi \Delta}} \exp \left\{-\frac{\hbar\left(\Omega-\Omega_{0}\right)}{k_{0} T} \sigma\right\},  \tag{30}\\
& \sigma=1+\ln \left(\frac{\Omega-\Omega_{0}}{e_{0} \omega_{0} a_{01}(N+1)}\right), \quad e_{0}=2.7182 .
\end{align*}
$$

Consequently, in the long-wavelength region $K(\Omega)$ is described by the Urbach rule. The parameter $\sigma$ increases with growth of the width of the quantum well and depends weakly on the strength of the magnetic field (for $\widetilde{\xi}>1$ ) and the frequency of the light. For example, for a GaN/AlGaN quantum well for $T=190 \mathrm{~K}$ and $p=5$ we have $\sigma=1.87$. As was shown in Ref. 18, relation (30) holds for $z \ll 1$ as well as $z>1$, i.e., in the low-temperature region.

In the calculation of optical multiphonon processes, we used the diagonal approximation in the quantum numbers $n$, $\nu$ [see relation (8)]. It is precisely this approximation that has allowed us to average over the phonon subsystem exactly. If $n \neq n_{1}$ and $\nu \neq \nu_{1}$, then the average in expression (12) can be found approximately by using the cumulant expansion ${ }^{19}$ limited to the second cumulant. This approximation in the theory of magneto-optical effects, as was shown in Ref. 20, corresponds in the language of the diagrammatic technique of Konstantinov and Perel' to summing over graphs without intersecting phonon lines ${ }^{21}$ and to the usual splitting of the chain of Green's functions. ${ }^{22}$ As calculations show, the contribution of the terms $n \neq n_{1}, \nu \neq \nu_{1}$ to the heat liberation parameter (19), both for the optical and for the acoustic vibrations for $\widetilde{\xi}>1$ is less than $10 \%$. Consequently, the diagonal approximation turns out to be completely reasonable in the region of large magnetic fields for studying the effects of the electron-vibrational interaction in the optical spectra in size-limited systems.
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#### Abstract

A simple approach to describing crossover between the Mott regime and the Coulomb-gap regime in hopping conductivity with variable-range hopping is described, based on notions of percolation theory and utilizing an interpolation expression for the density of states. The theoretically derived equation for the argument of the exponential of the resistance $(\ln R)$ can be solved numerically. The universal function $\ln (R(T))$ found in this way provides a good description of the experimental curves for crystals of CdTe with varying degree of compensation; however, for samples near the metal-insulator transition it is necessary to take into account the temperature dependence of the pre-exponential factor. Both the form of the obtained function and its comparison with the experimental data show that the crossover region is indeed very wide and, as a rule, neither in the low-temperature region nor in the high-temperature region, are the limiting values of the exponent characterizing the Mott law or the Efros-Shklovskiĭ law reached. With the help of the universal function we obtain values of the parameters $T_{0}$ and $T_{1}$ characterizing the density of states and the width of the Coulomb gap, for CdTe samples with varying degree of compensation and compare them with their theoretical values. Despite taking the crossover function into account, the values of the parameter $T_{1}$ turn out to be almost an order of magnitude lower than those calculated theoretically by Efros and Shklovskiur. © 1999 American Institute of Physics. [S1063-7761(99)01612-1]


## 1. INTRODUCTION

Despite the large number of publications that have addressed the question of the mechanisms of hopping conductivity with variable-range hopping in doped semiconductors, some questions remain unsolved. These include questions of the character of hopping conductivity in the Coulomb-gap regime and the role of many-particle effects (correlated hops), etc.

A study of the corresponding details of the mechanism of hopping conductivity obviously requires a comparison of the experimental data, in particular, on the temperature dependence of the resistance, with the results of theoretical calculations over a wide range of temperatures. Here it is necessary to note the following fact (to which attention has been drawn recently, see, e.g., Refs. 1-3). As it turns out, for materials with typical parameters (intermediate impurity concentration and intermediate compensation) in the temperature region that is typical for the experiments ( $\sim 0.01-10 \mathrm{~K}$ ) crossover is observed from conductivity with variable-range hopping (VRH) of Mott type [ $\rho(T)$ $\left.\propto \exp \left(T_{0} / T\right)^{1 / 4}\right]$ to conductivity over states in the Coulomb gap-the Efros-Shklovskiŭ law $\left[\rho(T) \propto \exp \left(T_{1} / T\right)^{1 / 2}\right]$. On the one hand, the nature of the conductivity in the two indicated regimes differs both in its numerical parameters and, possibly, in its very physical nature, and on the other hand, the crossover region turns out to be quite wide; therefore, a comparison of the predictions of the theory with experiment is quite complicated. Thus, in order to be able to compare the
experimental values of the parameters $T_{0}$ and $T_{1}$ with their calculated values

$$
T_{0}=\beta_{0} / g\left(\varepsilon_{f}\right) a^{3}, \quad T_{1}=\beta_{1} e^{2} / \kappa a
$$

(where $\beta_{0}=21$ and $\beta_{1}=2.8$ are numerical coefficients, $a$ is the localization radius, and $\kappa$ is the dielectric constant), it is important to have a valid description of the crossover region. Earlier, using a simplified crossover model (based on matching of the effective energy bands corresponding to conductivity for the two indicated regimes), we drew attention to the possible role of the pre-exponential factors in the expression for the hopping conductivity. The latter, obviously, is especially important for samples hear the metal-insulator transition, for which the interval of variation of the resistance is not too large. ${ }^{4}$ At the same time, for samples far from this transition, in a number of cases the pre-exponential factors can be neglected.

The first attempt to describe the temperature behavior of the conductivity in the crossover region with the aid of a universal expression was made in Ref. 2, where the authors used an interpolation expression for the effective energy bands, obtained by simply summing the corresponding expressions for the two regimes. As was shown later, ${ }^{3}$ such an approach is not entirely valid and smears out the crossover singularities. The latter work proposes a more general approach to the description of crossover, which leads to a quite complicated multiparameter integral expression, not accessible to analytical treatment and requiring quite cumbersome numerical analysis. Note also Ref. 5, in which to describe
crossover in the two-dimensional case the authors proposed a procedure based on optimization of the argument of the exponential in the expression for the hopping resistance which made use of an interpolation expression for the density of states. Although this approach leads to a comparatively simple analytical expression, it is less rigorous than an analysis of the percolation problem. As was shown in Ref. 3, it leads to a noticeable overestimate of the width of the crossover region.

Therefore, the present work proposes a simpler approach to the description of crossover, based (as in the approach of Ref. 3) on notions of percolation theory analogous to those used by Efros and Shklovski1̌, ${ }^{6}$ however, enabling a simpler analysis of the condition of connectedness. The theoretically obtained equation is applied to determine the temperature dependences in the crossover region, which are compared with the experimental dependences for CdTe crystals with varying degree of compensation.

## 2. THEORY

We express the dimensionless concentration of sites satisfying the condition of connectedness for the argument of the exponential less than some value $\xi$, as

$$
\begin{equation*}
n(\xi)=2 \int_{0}^{\varepsilon_{\max }} r_{\max }^{3} g(\varepsilon) d \varepsilon \tag{1}
\end{equation*}
$$

Here $\varepsilon_{\max }$ and $r_{\text {max }}$ are the maximum values of the energy and interstitial distance allowing connectedness, and $g(\varepsilon)$ is the density of states. Equating the corresponding value to the critical concentration for the percolation threshold $n_{c}$ (for the three-dimensional situation the corresponding value is equal to $\sim 5.3$ ), we obtain an equation for the critical value of $\xi$ determining the resistance.

Note that the dimensionless concentration is defined as the product of the concentration of sites with $\varepsilon<\varepsilon_{\text {max }}$ and the volume accessible to these sites. Correspondingly, for the density of states we have used the well-known interpolation expression (see, e.g., Ref. 3)

$$
\begin{equation*}
g=g_{0} \frac{\left(\varepsilon / \varepsilon_{0}\right)^{2}}{1+\left(\varepsilon / \varepsilon_{0}\right)^{2}} \tag{2}
\end{equation*}
$$

where $g_{0}$ is the density of states in the absence of the Coulomb gap, and

$$
\begin{equation*}
\varepsilon_{0} \simeq 3^{-1 / 2}\left(\frac{e^{6} g_{0}}{\kappa}\right)^{1 / 2} \tag{3}
\end{equation*}
$$

Note that the given procedure (used by Efros and Shklovskiǐ ${ }^{6}$ in application to the Mott regime) for an energy-dependent density of states is not entirely rigorous, and the condition of connectedness must be considered separately for each value of the energy, which leads to an integral equation. ${ }^{3}$ We, however, make use of a simplified procedure which makes it possible to simplify the calculations substantially. Note that the coefficient $3^{-1 / 2}$ in the expression for $\varepsilon_{0}$ is connected with this specific procedure and provides the correct asymptotic behavior in the limit of low temperatures. Direct calculation of the integral on the right-hand side gives

$$
\begin{equation*}
2\left(\varepsilon_{\max }-\varepsilon_{0} \arctan \left(\varepsilon_{\max } / \varepsilon_{0}\right)\right) r_{\max }^{3} \tag{4}
\end{equation*}
$$

Taking into account that $r_{\text {max }}=(a \xi / 2)^{3}$ and $\varepsilon_{\max }=T \xi$, where $\xi$ is the critical value of the argument of the exponential in the temperature dependence of the hopping resistance $\ln R(T)=A \xi(T)$, where $A$ is a coefficient and $a$ is the localization radius, we finally obtain the following equation for $\xi$ :

$$
\begin{equation*}
\left(T \xi-\varepsilon_{0} \arctan \left(\frac{\xi T}{\varepsilon_{0}}\right)\right)(a \xi)^{3} \simeq 21 \tag{5}
\end{equation*}
$$

Expressing the parameters $a$ and $g_{0}$ in terms of the characteristic temperatures $T_{0}$ and $T_{1}$, we obtain for the Mott and Efros-Shklovskiĭ laws

$$
\begin{equation*}
\left(T \xi-0.6 \frac{T_{1}^{3 / 2}}{T_{0}^{1 / 2}} \arctan \left(\frac{\xi T T_{0}^{1 / 2}}{0.6 T_{1}^{3 / 2}}\right)\right) \xi^{3}=T_{0} \tag{6}
\end{equation*}
$$

For comparison we have generalized the results of the calculation in Ref. 5, which also uses an interpolation expression for the density of states, but based on optimization of the argument of the exponential in the expression for the elementary hopping resistance, to the three-dimensional case. The given approach leads to a somewhat different equation for the critical value $\xi$ governing the magnitude of the hopping resistance:

$$
\begin{align*}
& \left(T \xi-\frac{1}{9} \frac{T_{1}^{3 / 2}}{T_{0}^{1 / 2}} \arctan \left(\frac{\xi T T_{0}^{1 / 2}}{(1 / 9) T_{1}^{3 / 2}}\right)\right) \\
& \quad \times\left(\frac{\xi^{2}+\left(T T_{0}^{1 / 2} /(1 / 9) T_{1}^{3 / 2}\right)^{-2}}{\xi^{2}}\right)^{3 / 4}=\left(T^{3} T_{0}\right)^{1 / 4} \tag{7}
\end{align*}
$$

## 3. EXPERIMENT

We investigated CdTe crystals doped with shallow donors. In two of the investigated samples the donor concentration was roughly the same, $N_{d} \geqslant 2 \times 10^{17} \mathrm{~cm}^{-3}$, and the degree of compensation by native lattice defects was different: $\geqslant 0.4$ and $\geqslant 0.6$, and the electron density at 300 K was respectively $1.2 \times 10^{17}$ and $8 \times 10^{16} \mathrm{~cm}^{-3}$ (the exact values of $N_{d}$ and the degrees of compensation in the give case are impossible to determine due to the absence of a temperature dependence of the Hall constant). Sample 3 was doped lightly, and from the temperature dependence of its Hall constant we were able to determine separately the total donor concentration $N_{d}=1.1 \times 10^{17} \mathrm{~cm}^{-3}$ and total acceptor concentration $N_{a}=8.5 \times 10^{16} \mathrm{~cm}^{-3}$, the concentration of filled donors $\left(N_{d}-N_{a}\right)=n_{300 \mathrm{~K}}=2.5 \times 10^{16} \mathrm{~cm}^{-3}$, and the degree of compensation $\mathcal{K}=0.77$. All samples were on the insulating side of the metal-insulator transition associated with compensation.

Figures 1 and 2 plot the temperature dependence of the resistance $R(T)$ for the three samples together with curves obtained by solving Eq. (6), which has the form $\xi=A \ln R$ for optimally chosen values of the parameters $T_{0}$ and $T_{1}$. (As a consequence of the high values of the resistance at low temperatures, for sample 1 the dependence $R(T)$ could be tracked down to only 0.5 K .) It can be seen that for the two highest-resistance samples the experimental curves give a


FIG. 1. Experimental temperature dependence of the resistance for samples $1(+)$ and $2(\bigcirc)$; the curves were calculated by solving Eq. (6) for the function $\xi(T)$ for the parameter values $T_{0}=6500 \mathrm{~K}$ and $T_{1}=33 \mathrm{~K}$ for sample 1 and $T_{0}=5900 \mathrm{~K}$ and $T_{1}=36 \mathrm{~K}$ for sample 2.
good description of the function $\xi(T)$, which is the solution of Eq. (6) with optimally chosen values of the parameters $T_{0}$ and $T_{1}$, and that in these two cases the Mott and EfrosShklovskiĭ laws become valid in the low-temperature and high-temperature limits. The parameter values are given in Table I. For sample 3 the experimental and theoretical curves are seen to diverge in the high- and low-temperature regions. From our point of view, this is explained by the fact that we have neglected the temperature dependence of the preexponential factors in the expression for $R(T)$. The corresponding factor proves to be important for samples near the transition, for which the interval of variation of the resistance is not too large. ${ }^{4}$ In Fig. 2 the dependence $R(T)$ for sample 3 is constructed on scales that take the temperature dependence of the pre-exponential factor in the Mott law into account: $\ln \left(R T^{-1 / 4}\right)$ versus $T^{-1 / 4}$. The agreement in the high- and lowtemperature regions is noticeably improved. The values of $T_{0}$ and $T_{1}$ obtained in this way are given in the table.

Note that in the region of applicability of the EfrosShklovskiĭ law a falloff of the negative magnetoresistance is observed. This fact can also serve as an indicator of a change in the character of the hopping resistance (in our case, of the transition to the Efros-Shklovskiĭ law). We discussed mechanisms leading to such behavior previously in Refs. 7 and 8.

## 4. DISCUSSION

The picture of the temperature dependence of the conductivity of doped semiconductors in the region of hopping conductivity with variable-range hopping $(0.01-10 \mathrm{~K})$ is often quite complicated and does not obey in detail the wellknown Mott and Efros-Shklovskiĭ laws; here we note in particular the quantitative discrepancies observed, as a rule, for the parameters $T_{0}$ and $T_{1}$ in comparison with the theoretical estimates of Mott and Efros-Shklovskiĭ. The problem consists, in particular, in the fact that the generally used range of temperatures turns out to lie in the transition region between the Mott and Efros-Shklovskiĭ laws. Since there is a competition going on in the high-temperature region with the activation temperature dependence for the conductivity via nearest neighbors, the high-temperature region for the VRH conductivity is small enough to observe the pure Mott law, but the low-temperature region (usually down to 0.01 K ) is not large enough to observe the pure Efros-Shklovskiř law (the impossibility of going lower into the region of superlow temperatures is often connected with the large resistance of the sample and heating effects). In light of what has been said, it is important to derive a universal expression for the transitional region. As was already noted, such efforts have been made; however, they are marred by an inadequate de-


FIG. 2. Experimental temperature dependence of the resistance for sample 3 ; the symbols $\times$ represent the functional dependence $\ln (R(T))$; the symbols $\bigcirc$ represent the functional dependence $\ln \left(R(T) T^{-1 / 4}\right)$; the curves were calculated by solving Eq. (6) for the function $\xi(T)$ for the parameter values $T_{0}=110 \mathrm{~K}$ and $T_{1}$ $=3.8 \mathrm{~K}$.

TABLE I.

| $N$ | $n_{300 \mathrm{~K}}, \mathrm{~cm}^{-3}$ | $N_{d}, \mathrm{~cm}^{-3}$ | $\mathcal{K}$ | $T_{0}, \mathrm{~K}$ | $T_{1}, \mathrm{~K}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.5 \times 10^{16}$ | $1.1 \times 10^{17}$ | 0.77 | 6500 | 33 |
| 2 | $8 \times 10^{16}$ | $\geqslant 2 \times 10^{17}$ | $\geqslant 0.6$ | 5900 | 36 |
| 3 | $1.2 \times 10^{17}$ | $\geqslant 2 \times 10^{17}$ | $\geqslant 0.4$ | 110 | 3.8 |

Remark. $n_{300 \mathrm{~K}}$ - electron density at 300 K , obtained from Hall measurements, $N_{d}$ - donor concentration, $\mathcal{K}$ - degree of compensation, $T_{0}$, $T_{1}$ parameters obtained from the temperature dependence of the resistance with the help of Eq. (6).
scription of the experiment or by cumbersomeness of the obtained expressions. The approach proposed above leads to a simple analytical expression, whose solution $\ln R(T)$ $=A \xi(T)$, as can be seen from Figs. 1 and 2, provides a good description of the experimental data.

In order to understand how fast the transition to the corresponding power laws goes as the temperature is decreased or increased, relative to the crossover region, it is customary (see, e.g., Ref. 9) to use a graph of the dependence $d \xi /(d \log T)$ in which the changeover to the corresponding power-law asymptotic limit corresponds to a straightening of the curve with slope equal to the exponent of the power law. Note, however, that determining both the degree of straightening and the corresponding slope by purely graphical methods is fraught with some difficulty. Therefore, we propose a somewhat different procedure which allows one to identify the character of the approach to the asymptotic limit in a purely quantitative way. Toward this end, we use the expression

$$
p(\log T)=\frac{d \log \xi}{d \log T}=\frac{T}{\xi} \frac{d \xi}{d T} .
$$

As can be easily seen, for a pure power law this expression is equal to the exponent of the corresponding dependence and thus the asymptotic behavior is determined by the approach of the dependence $p(\log T)$ to the corresponding constant. In Fig. 3 the function $p(\log T)$ is constructed for $\xi(T)$ found with the help of Eqs. (6) and (7). It can be seen that the proposed procedure leading to Eq. (6) provides a comparatively rapid approach to the asymptotic limit whereas the


FIG. 3. Asymptotic behavior of the function $\xi(T)$, calculated by solving Eq. (6) - solid curve, and Eq. (7) - dashed curve. Parameters $T_{0}=5900 \mathrm{~K}$ and $T_{1}=36 \mathrm{~K}$.


FIG. 4. Asymptotic behavior of the function $\xi(T)$, calculated by solving Eq. (6) for sample 2 with parameter values $T_{0}=5900 \mathrm{~K}$ and $T_{1}=36 \mathrm{~K}$ (solid curve) and sample 3 with parameter values $T_{0}=110 \mathrm{~K}$ and $T_{1}=3.8 \mathrm{~K}$.
procedure leading to Eq. (7) not only substantially overestimates the width of the crossover region, but is also capable of leading to an erroneous identification of the crossover. Indeed, as can be seen from Fig. 3, the value of the exponent $p$ in the intermediate region even exceeds $1 / 2$ and approaches the asymptotic value only at very low temperatures. Thus, the use of the standard procedure for identifying the asymptotic behavior by estimating the slope of the curve of the logarithmic derivative can lead in this case to an underestimate of the width of the crossover region [since the value $p=1 / 2$ is reached not only in the real asymptotic region but also, by virtue of the nonmonotonic behavior of $p(\log T)$, in the crossover region].

In Fig. 4 we show curves of $p(\log T)$ constructed for functions $\xi(T)$ determined from the experimental curves for samples 2 and 3. It can be seen that the crossover region is quite wide (variation of the temperature over three orders of magnitude); however, at the edges of this region the function approaches asymptotically the exponents characteristic of the Mott and Efros-Shklovskiĭ laws ( 0.25 and 0.5 ). The temperature characterizing the crossover, $T_{c}$, is shifted (e.g., for $p=0.375$ ) for sample 3 into the low-temperature region, $T_{c}$ $=0.1 \mathrm{~K}$, in comparison with the corresponding temperature for sample 2, $T_{c}=0.2 \mathrm{~K}$. Besides, these values are in good agreement with those calculated using the expression $T_{c}$ $=T_{1}^{2} / T_{0}$, which also demonstrates the validity of describing crossover on the basis of solution of Eq. (6).

Let us compare the obtained values of $T_{0}$ and $T_{1}$ with their theoretical values for the most compensated samples 1 and 2 , which are situated quite far from the insulator-metal transition (for which reason it is possible to neglect the divergence of $\kappa$ and $a$. The parameter $T_{0}$ can be calculated, knowing the donor concentration and the width of the impurity band and assuming the localization radius to be equal to the radius of an isolated donor, $a_{0}=50 \AA$. These parameters are known most accurately for sample 1: $N_{d}=1.1 \times 10^{17}$ $\mathrm{cm}^{-3}$, width of the impurity band $\varepsilon_{3}=0.002 \mathrm{eV}$. Thus, setting $g\left(\varepsilon_{f}\right)=N_{d} / \varepsilon_{3}$, for this case we obtain the calculated value $T_{0 c a l}=\beta_{0} / g\left(\varepsilon_{f}\right) a^{3}=10000 \mathrm{~K}$, which is not much higher than the value obtained from the results of an analysis of crossover: $T_{0}=6500 \mathrm{~K}$. (The indicated discrepancy can be explained by corrections to the localization radius associated
with scattering by neutral and charged impurities; ${ }^{10}$ the maximum value of the correction is $\sim a_{0}$, and in this case the maximum value of the ratio $\left.T_{0 \text { cal }} / T_{0} \sim 8\right)$. Thus we can conclude that the one-particle density of states provides a good description of the Mott regime.

We calculate the parameter $T_{1}$ by setting $\kappa=11$; for the insulating limit it should be equal to 1000 K . The maximum value of $T_{1}$ obtained from the temperature data for samples 1 and 2 located far into the insulating side of the metalinsulator transition is $30-40$, i.e., it is 25 times smaller than the theoretical value. (Corrections to the localization radius can explain only a discrepancy by a factor of two.)

This latter circumstance is in agreement with the conclusions of a number of earlier works on doped semiconductors with intermediate degree of compensation ${ }^{11,12}$ and is evidence of the role of many-particle correlated hops ${ }^{13}$ or of a sequence of assisting hops ${ }^{14}$ in the conductivity via states of the Coulomb gap. Note that the role of Coulomb correlations should be greatest in the Coulomb-gap regime, where Coulomb interactions determine the character of the energy scale.
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A theory of the crystal field for $\mathrm{Ln}^{3+}$ ions is proposed which takes account of the difference in the effect of excited configurations on high-lying and low-lying multiplets. The effectiveoperator method in third-order perturbation theory is used to obtain the Hamiltonian of the crystal field, which in addition to the usual terms contains energy-dependent operators. Their role is discussed in detail. For the new operators we have obtained convenient expressions which make it possible for the first time to determine the parameters of an odd crystal field on the basis of an analysis of the structure of the energy spectrum. Theory is compared with experiment for the laser crystals $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Tm}^{3+}$ and $\mathrm{LiYF}_{4}: \mathrm{Pr}^{3+}$. Taking the new terms of the crystal-field Hamiltonian into account produces an additional shift of individual levels within the limits from $-40 \mathrm{~cm}^{-1}$ to $40 \mathrm{~cm}^{-1}$ and makes it possible in a number of cases not only to substantially reduce the value of the standard deviation, but also to obtain the correct arrangement of levels.
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## 1. INTRODUCTION

Crystals with trivalent lanthanide ions $\left(\mathrm{Ln}^{3+}\right)$ have found wide application as active laser media. Therefore, a theoretical and experimental study of the energy spectrum and intensity characteristics of the absorption and luminescence of such crystals is of great practical importance. Although these crystals are suitable objects of theoretical study (relatively small influence of the crystal field, narrow lines, large number of observable transitions), it is nevertheless not possible in the one-electron approximation to obtain the desired accuracy of description, and sometimes the theoretical results even contradict the experimental data.

Efforts to improve the description of the experimental data by adding electrical dipole transitions of two-particle operators representing different electron-correlation effects to the one-electron crystal-field Hamiltonian and the oneelectron line-strength operator have had little success. ${ }^{1-7}$ In this regard, studies of the influence of the interconfigurational interaction on the states of the $f^{N}$ configuration seem to be more promising.

The point is that the one-electron crystal-field Hamiltonian usually used to interpret optical spectra

$$
\begin{equation*}
H_{c f}=\sum_{k, q} B_{q}^{k} C_{q}^{k} \tag{1}
\end{equation*}
$$

and the one-electron line-strength operator

$$
\begin{equation*}
S_{J J^{\prime}}=e^{2} \sum_{k=2,4,6} \Omega_{k}\left\langle\gamma J\left\|U^{k}\right\| \gamma^{\prime} J^{\prime}\right\rangle^{2} \tag{2}
\end{equation*}
$$

were derived in the weak-configurational interaction approximation,,${ }^{8-10}$ where the excited configurations act to the same degree on different multiplets. Here $B_{q}^{k}$ are the
crystal-field parameters, $C_{q}^{k}$ is the spherical tensor, $\Omega_{k}$ are the intensity parameters, and $\left\langle\gamma J\left\|U^{k}\right\| \gamma^{\prime} J^{\prime}\right\rangle$ are the reduced matrix elements of the unit tensor $U^{k}$. In this approximation the sets of parameters $B_{q}^{k}$ and $\Omega_{k}$ should be the same for all multiplets of the $f^{N}$ configuration.

In reality, the energies of the multiplets of rare-earth ions have the same order of magnitude as the energies of the lower excited configurations. Thus, fulfillment of the conditions for realization of the weak-configurational interaction approximation is improbable, and use of Eqs. (1) and (2) should encounter contradiction even more often than actually is the case. Since the energy intervals between the excited configuration and the high- and low-lying multiplets differ significantly from one another, the excited configurations will influence different multiplets to a substantially different extent. If we take this effect into account in third-order perturbation theory, we obtain the following crystal-field Hamiltonian:

$$
\begin{equation*}
H_{c f}=\sum_{k \cdot q}[\underbrace{B_{q}^{k}+\left(E_{J}+E_{J^{\prime}}-2 E_{f}^{0}\right) G_{q}^{k}}_{\widetilde{B}_{q}^{k}}] C_{q}^{k} \tag{3}
\end{equation*}
$$

and effective line-strength operator ${ }^{12}$

$$
\begin{align*}
S_{J J^{\prime}}= & e^{2} \sum_{k=2.4,6} \underbrace{\Omega_{k}\left[1+2 R_{k}\left(E_{J}+E_{J^{\prime}}-2 E_{f}^{0}\right)\right]}_{\tilde{\Omega}_{k}} \\
& \times\left\langle\gamma J\left\|U^{k}\right\| \gamma^{\prime} J^{\prime}\right\rangle^{2} \tag{4}
\end{align*}
$$

in which the parameters $\widetilde{B}_{q}^{k}$ and $\widetilde{\Omega}_{k}$ depend linearly on the energy of the multiplets $E_{J}$ and $E_{J^{\prime}}$. Here $E_{f}^{0}$ is the energy of the center of mass of the $f^{N}$ configuration, $G_{q}^{k}$ and $R_{k}$ are
additional parameters prescribing the amplitude of the interconfigurational interaction. The approximation of such an intermediate-in-strength interconfigurational interaction will obviously be more adequate for $\mathrm{Ln}^{3+}$ ions.

The excited configurations of actinides have a lower energy than the corresponding configurations of lanthanides. Therefore, for the actinides the interconfigurational interaction should be stronger. The following crystal-field Hamiltonian was obtained in the strong configurational interaction approximation in first-order perturbation theory ${ }^{13}$ :

$$
\begin{equation*}
H_{c f}=\sum_{k . q}[\underbrace{\left.B_{q}^{k}+\left(\frac{\Delta}{\Delta-E_{J}}+\frac{\Delta}{\Delta-E_{J^{\prime}}}\right) \widetilde{G}_{q}^{k}\right]}_{B_{q}^{k}} C_{q}^{k} \tag{5}
\end{equation*}
$$

with the following effective line-strength operator of the electric dipole transitions ${ }^{14,15}$

$$
\begin{equation*}
S_{J J^{\prime}}=e^{2} \sum_{k=2.4 .6} \underbrace{\Omega_{k}\left[\frac{\Delta}{\Delta-E_{J}}+\frac{\Delta}{\Delta-E_{J^{\prime}}}\right]^{2}}_{\overline{\Omega_{k}}}\left\langle\gamma J\left\|U^{k}\right\| \gamma^{\prime} J^{\prime}\right\rangle^{2} \tag{6}
\end{equation*}
$$

Here $\Delta$ is the energy of the excited configuration. In this case the crystal-field parameters $\overline{B_{q}^{k}}$ and intensity parameters $\overline{\Omega_{k}}$ depend on the energy of the multiplets according to a law that is more complicated than linear.

Thus, the effective operators (3)-(6) in the intermediate and strong configurational interaction approximation were recently proposed to describe the optical spectra of crystals activated by rare-earth ions. Only under certain conditions is it possible to limit the treatment to such a simple tensor form of the effective operators as (3)-(6). Despite the successful application of expressions (3)-(6) to the description of the spectral properties of a number of systems, ${ }^{12-14,16}$ the conditions of their applicability have not yet been sufficiently investigated. This especially holds true in regard to the Hamiltonian (3), for which there is only a preliminary communication. ${ }^{11}$

Therefore, the main goal of this paper is to present a detailed study of the conditions of derivation and applicability of the crystal-field Hamiltonian (3) in the intermediate configurational interaction approximation together with comprehensive tests. To test the approximation, we chose the optical spectra of the typical generating ions $\mathrm{Pr}^{3+}$ and $\mathrm{Tm}^{3+}$ with experimentally well-established Stark structure in fields with symmetry $S_{4}$ and $D_{2}$.

## 2. EFFECTIVE HAMILTONIAN

Accurate values of the Stark levels can be obtained by diagonalizing the matrix of the Hamiltonian (1) in a basis consisting of the wave functions of the ground configuration and all excited configurations. Since this is hard to realize in practice, the method of the effective Hamiltonian seems more acceptable. The effective Hamiltonian, acting in a model space of significantly lower dimensionality, has the same eigenvalues as the real Hamiltonian. ${ }^{17}$ The effective Hamiltonian can be easily constructed with the help of a
method developed in Ref. 18 for a basis of non-orthogonal functions. Toward this end, we write out the most important terms from expression (25) of Ref. 18:

$$
\begin{align*}
\langle n| H_{\mathrm{eff}}\left|n^{\prime}\right\rangle= & \langle n| H\left|n^{\prime}\right\rangle+\sum_{b} \frac{1}{\Delta_{n b}}\langle n| \mathbf{H}_{n}|b\rangle\langle b| \mathbf{H}_{n}\left|n^{\prime}\right\rangle \\
& -\frac{1}{2} \sum_{b, n^{\prime \prime}} \frac{1}{\Delta_{n b}^{2}}\left[\langle n| \mathbf{H}_{n}|b\rangle\langle b| \mathbf{H}_{n}\left|n^{\prime \prime}\right\rangle\right. \\
& \times\left\langle n^{\prime \prime}\right| W\left|n^{\prime}\right\rangle+\langle n| W\left|n^{\prime \prime}\right\rangle\left\langle n^{\prime \prime}\right| \mathbf{H}_{n}|b\rangle \\
& \left.\times\langle b| \mathbf{H}_{n}\left|n^{\prime}\right\rangle\right]-\sum_{b, n^{\prime \prime}} \frac{1}{\Delta_{n b}}\left[\langle n| \mathbf{H}_{n}|b\rangle\left\langle b \mid n^{\prime \prime}\right\rangle\right. \\
& \times\left\langle n^{\prime \prime}\right| W\left|n^{\prime}\right\rangle+\langle n| W\left|n^{\prime \prime}\right\rangle\left\langle n^{\prime \prime} \mid b\right\rangle \\
& \left.\times\langle b| \mathbf{H}_{n}\left|n^{\prime}\right\rangle\right], \tag{7}
\end{align*}
$$

where

$$
\langle n| \mathbf{H}_{n}|b\rangle=\langle n| H|b\rangle-\langle n| H^{0}|n\rangle\langle n \mid b\rangle,
$$

$W$ is the perturbation potential, $H^{0}$ is the unperturbed Hamiltonian, $n, n^{\prime}, n^{\prime \prime}$ and $b$ denote the states of the ground configuration and the excited configurations, respectively, and $\Delta_{n b}=E_{n}-E_{b}$ is the excitation energy.

The method developed in Refs. 19 and 20 makes it convenient to write out expression (7) in terms of the spherical tensors $C_{q}^{k}$. The main difficulty here is to make the correct choice of the unperturbed Hamiltonian, which affects the interpretation of the matrix elements of the perturbation potential $\langle n| W\left|n^{\prime}\right\rangle$. There are several ways of choosing the unperturbed potential $H^{0}$ (Refs. 21-23). Here we have applied a variant of perturbation theory, based on the formalism of projection operators, ${ }^{24}$ and the following definition of $H^{0}$ (Ref. 23) in terms of the projection operator

$$
\begin{equation*}
H^{0}=\sum_{n} \overline{\langle n| H|n\rangle}|n\rangle\langle n| \tag{8}
\end{equation*}
$$

is preferable. In expression (8) the sum over $n$ and the mean value $\overline{\langle n| H|n\rangle}$ are calculated over all states of the $f^{N}$ configuration, wherefore

$$
\begin{equation*}
\overline{\langle n| H|n\rangle} \approx \frac{\sum_{J}(2 J+1) E_{J}}{\sum_{J}(2 J+1)}=E_{f}^{0} . \tag{9}
\end{equation*}
$$

In such a choice of $H^{0}$ the energies of all unperturbed states are equal to the center-of-mass energy $E_{f}^{0}$, and in the zeroth approximation the $f^{N}$ configuration is completely degenerate. This is true only in central fields. Consequently, the perturbation potential $W=H-H^{0}$ should contain all noncentral interactions, i.e.,
a) the noncentral part of the Coulomb interaction of the electrons with each other and the spin-orbit interaction (these interactions give the main contribution to the energy of the multiplets);
b) the Coulomb interaction of the electrons of the impurity ion with the electrons of the ligands and their nuclei (these interactions are responsible for formation of the Stark structure of the multiplets).

From this point of view it seems reasonable to replace the matrix element $\langle n| W\left|n^{\prime}\right\rangle$ by the expression

$$
\begin{align*}
\langle n| W\left|n^{\prime}\right\rangle= & \left(E_{J}-E_{f}^{0}\right) \delta_{n n^{\prime}}+\langle n| \sum_{k=2}^{6} \sum_{q=-k}^{k} F_{q}^{k} C_{q}^{k} \\
& + \text { two-particle operators }\left|n^{\prime}\right\rangle \tag{10}
\end{align*}
$$

where $E_{J}$ is the energy of the state $|n\rangle$. The crystal-field parameters $F_{q}^{k}$ are due mainly to interactions enumerated in item (b) up above, and wave-function overlap effects. It is well known that these interactions give the defining contribution to the usual crystal-field parameters $B_{q}^{k}$. Consequently, the crystal-field parameters $F_{q}^{k}$ should be similar in magnitude to the corresponding parameters $B_{q}^{k}$.

Using an analogous method for the fragment $\langle n| \mathbf{H}_{n}|b\rangle$ $\times\langle b| \mathbf{H}_{n}\left|n^{\prime \prime}\right\rangle$ from expression (7), it is easy to obtain

$$
\begin{align*}
& -\frac{1}{2}\langle n| \mathbf{H}_{n}|b\rangle\langle b| \mathbf{H}_{n}\left|n^{\prime \prime}\right\rangle / \Delta_{b n}^{2}=\langle n| \sum_{k=2}^{6} \sum_{q=-k}^{k} G_{q}^{k} C_{q}^{k} \\
& \quad \text { + two-particle operators }\left|n^{\prime \prime}\right\rangle . \tag{11}
\end{align*}
$$

Here the parameters $G_{q}^{k}$ are due to effects of covalency and the interconfigurational interaction.

After substituting expressions (10) and (11) into expression (7) followed by some simple transformations we obtain the following effective crystal-field Hamiltonian:

$$
\begin{align*}
& \langle n| H_{\text {eff }}\left|n^{\prime}\right\rangle=E_{J} \delta_{n n^{\prime}} \\
& \quad+\langle n| \sum_{k=2}^{6} \sum_{q=-k}^{k}[\underbrace{}_{\widetilde{B}_{q}^{k}}\left[B_{q}^{k}+\left(E_{J}+E_{J^{\prime}}-2 E_{f}^{0}\right) G_{q}^{k}\right] C_{q}^{k}\left|n^{\prime}\right\rangle \\
& \quad+\sum_{n^{\prime \prime}}\langle n| \sum_{k=2}^{6} \sum_{q=-k}^{k} F_{q}^{k} C_{q}^{k}\left|n^{\prime \prime}\right\rangle\left\langle n^{\prime \prime}\right| \sum_{k=2}^{6} \sum_{q=-k}^{k} G_{q}^{k} C_{q}^{k}\left|n^{\prime}\right\rangle \\
& \quad+\sum_{n^{\prime \prime}}\langle n| \sum_{k=2}^{6} \sum_{q=-k}^{k} G_{q}^{k} C_{q}^{k}\left|n^{\prime \prime}\right\rangle\left\langle n^{\prime \prime}\right| \sum_{k=2}^{6} \sum_{q=-k}^{k} F_{q}^{k} C_{q}^{k}\left|n^{\prime}\right\rangle \\
& \quad+\ldots \tag{12}
\end{align*}
$$

In the description of the experimental data, the parameters $B_{q}^{k}, G_{q}^{k}$, and $F_{q}^{k}$ can be considered as variable parameters. Here to reduce the number of fitting parameters it is expedient to set $B_{q}^{k}=F_{q}^{k}$.

The Hamiltonian (12) is more complicated than the oneelectron Hamiltonian (1): its parameters $\widetilde{B}_{q}^{k}$ are linear functions of the energy of the multiplets, and it contains the "quadratic crystal field" operator [the last two lines of Eq. (12)]. Although energy-dependent terms have been added to the Hamiltonian (12) from third-order perturbation theory, their role can be substantial since they are multiplied by the energy of a multiplet, whose order of magnitude is approximately $10000 \mathrm{~cm}^{-1}$. These terms have the sense of energydependent corrections to the usual crystal-field parameters. That is to say, these corrections depend on the energy of the multiplets.

The center-of-mass energy $E_{f}^{0}$ is responsible for a uniform shift of the parameters $\widetilde{B}_{q}^{k}$ by the amount $-2 E_{f}^{0} G_{q}^{k}$. This shift can always be compensated by the corresponding
choice of the parameters $B_{q}^{k}$. Therefore, in the description of the experiments, the parameter $E_{f}^{0}$ can be assigned any convenient value. In the present work we set $E_{f}^{0}=0$.

The energy-dependent contributions to the crystal-field parameters are determined by all the lines of expression (7) with the exception of the first. Consequently, their amplitude is inversely proportional to the square of the energy difference between the ground configuration and the excited configuration. Such a dependence gives rise to a rapid falloff of the amplitude of the contribution with growth of the excitation energy. Therefore, only the low-lying excited configurations will give the defining contribution to the parameters $G_{q}^{k}$. In the case of $f^{N}$ systems, these include configurations of the types $n f^{N-1}(n+1) d, \quad n f^{N-1}(n+1) g$, ( $n$ $+1) p^{5} n f^{N+1}$, and configurations with electron transfer from the ligand to the $f$ shell. An analytical expression for the contributions to $G_{q}^{k}$ due to admixture of the configurations $n f^{N-1}(n+1) d, n f^{N-1}(n+1) g$, and $(n+1) p^{5} n f^{N+1}$ have the form

$$
\begin{align*}
G_{q}^{k}(l)= & (-)^{l+1} \frac{2 k+1}{2 \Delta_{f l}^{2}\left\langle f\left\|C^{k}\right\| f\right\rangle} \sum_{\substack{k^{\prime}, k^{\prime \prime} \\
q^{\prime}, q^{\prime \prime}}}(-1)^{q} \\
& \times\left(\begin{array}{ccc}
k^{\prime} & k^{\prime \prime} & k \\
q^{\prime} & q^{\prime \prime} & -q
\end{array}\right)\left\{\begin{array}{ccc}
k^{\prime} & k^{\prime \prime} & k \\
f & f & l
\end{array}\right\}\left\langle f\left\|C^{k^{\prime}}\right\| l\right\rangle \\
& \times\left\langle l\left\|C^{k^{\prime \prime}}\right\| f\right\rangle B_{q^{\prime}}^{k^{\prime}}(l) B_{q^{\prime \prime}}^{k^{\prime \prime}}(l), \tag{13}
\end{align*}
$$

where $l=d, g, p ;\left\langle f\left\|C^{k}\right\| l\right\rangle$ is the reduced matrix element of the spherical tensor $C^{k}$, and we have used the usual notation for the crystal field:

$$
\begin{equation*}
B_{q}^{k}(l)=\langle f| r^{k}|l\rangle A_{k q} \tag{14}
\end{equation*}
$$

The expression for estimating the contributions to $G_{q}^{k}$ due to admixture of the configurations with electron transfer can be easily obtained with the aid of methods described in Refs. 19 and 25:

$$
\begin{align*}
G_{q}^{k}(\operatorname{cov})= & \frac{2 k+1}{2\left\langle f\left\|C^{k}\right\| f\right\rangle} \sum_{b} C_{q}^{k *}\left(\Theta_{b}, \Phi_{b}\right) \sum_{m, \zeta}(-1)^{f-m} \\
& \times\left(\begin{array}{ccc}
f & k & f \\
-m & 0 & m
\end{array}\right)\left|\lambda_{f \zeta m}\right|^{2} \tag{15}
\end{align*}
$$

Here $C_{q}^{k}\left(\Theta_{b}, \Phi_{b}\right)$ is the spherical tensor of the angles $\Theta_{b}$ and $\Phi_{b}$ defining the direction from the activator ion to the ligand $b$. The covalency parameter $\lambda_{f \zeta m}$ corresponds to transfer of an electron from the orbit $\zeta$ of the ligand to the $f$ shell of the activator. Thus, the parameter $\lambda$ contains information about delocalization of electrons. An analogous mechanism of electron delocalization was probably investigated in Ref. 26, but without an account of the spin-orbit interaction and only for the case of crystal fields of cubic symmetry.

## 3. COMPARISON WITH EXPERIMENT

## 3.1. $\mathrm{LiYF}_{4}: \mathrm{Pr}^{3+}$

A detailed study of the system $\mathrm{LiYF}_{4}: \operatorname{Pr}^{3+}$ (with symmetry $S_{4}$ ) in the weak configurational interaction approxima-

TABLE I. Comparison of experimental ${ }^{27}$ and calculated energy levels in the irreducible representations $\Gamma_{i}$ of the $\mathrm{Pr}^{3+}$ ion in $\mathrm{LiYF}_{4}$.

| Multiplet <br> SLJ | Experiment ${ }^{27}$ |  | Calculated in the interconfigurational interaction approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | a) weak (1) |  | b) intermediate (12) |  |
|  | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ |
| ${ }^{3} \mathrm{H}_{4}$ | 2 | 0 | 2 | 8.2 | 2 | -4.7 |
|  | 3,4 | 79 | 3,4 | 85.3 | 3,4 | 79.9 |
|  | - | - | 1 | 217.9 | 1 | 236.3 |
|  | 1 | 220 | 1 | 219.0 | 1 | 237.2 |
|  | 3,4 | 496 | 3,4 | 487.8 | 3,4 | 500.7 |
|  | - | - | 1 | 512.5 | 1 | 512.5 |
|  | - | - | 2 | 514.5 | 2 | 540.5 |
| ${ }^{3} \mathrm{H}_{5}$ | 1 | 2253 | 1 | 2244.9 | 1 | 2236.3 |
|  | 3,4 | 2272 | 3,4 | 2253.8 | 3,4 | 2245.1 |
|  | 2 | 2280 | 2 | 2275.6 | 2 | 2252.8 |
|  | 1 | 2297 | 1 | 2276.7 | 1 | 2278.0 |
|  | 3,4 | 2341 | 3,4 | 2326.3 | 3,4 | 2327.1 |
|  | 2 | 2549 | 2 | 2557.1 | 2 | 2565.7 |
|  | - | - | 1 | 2578.7 | 1 | 2566.7 |
|  | - | - | 3,4 | 2597.8 | 3,4 | 2597.8 |
| ${ }^{3} H_{6}$ | 2 | 4314 | 2 | 4321.4 | 2 | 4301.5 |
|  | 3,4 | 4394 | 3,4 | 4421.0 | 3,4 | 4410.6 |
|  | - | - | 1 | 4441.7 | 1 | 4433.8 |
|  | - | - | 2 | 4470.5 | 2 | 4479.6 |
|  | 3,4 | 4454 | 3,4 | 4487.9 | 3,4 | 4479.6 |
|  | 1 | 4486 | 1 | 4523.0 | 1 | 4539.8 |
|  | 2 | 4557 | 2 | 4570.2 | 2 | 4562.0 |
|  | - | - | 1 | 4891.2 | 1 | 4890.6 |
|  | 3,4 | 4907 | 3,4 | 4894.1 | 3,4 | 4900.7 |
|  | 2 | 4945 | 2 | 4937.6 | 2 | 4957.5 |
| ${ }^{3} F_{2}$ | - | - | 1 | 5171.3 | 1 | 5162.0 |
|  | 2 | 5201 | 2 | $5247.4^{\text {b }}$ | 2 | 5227.7 |
|  | 3,4 | 5221 | 3,4 | $5230.2^{\text {b }}$ | 3,4 | 5227.7 |
|  | 2 | 5342 | 2 | 5332.8 | 2 | 5315.3 |
| ${ }^{3} F_{3}$ | 3,4 | 6481 | 3,4 | 6463.9 | 3,4 | 6447.1 |
|  | 2 | 6521 | 2 | 6512.6 | 2 | 6499.2 |
|  | 1 | 6586 | 1 | 6547.9 | 1 | 6553.9 |
|  | 3,4 | 6671 | 3,4 | 6659.0 | 3,4 | 6652.5 |
|  | 2 | 6686 | 2 | 6703.1 | 2 | 6719.9 |

tion (1) was presented in Ref. 27 where it was established that the ordering of the calculated energy levels corresponding to the experimental levels with $E=5201$ and $5221 \mathrm{~cm}^{-1}$ of the ${ }^{3} F_{2}$ multiplet, 7105 and $7116 \mathrm{~cm}^{-1}$ of the ${ }^{3} F_{4}$ multiplet, 10112 and $10217 \mathrm{~cm}^{-1}$ of the ${ }^{1} G_{4}$ multiplet, and 16740 and $16810 \mathrm{~cm}^{-1}$ of the ${ }^{1} D_{2}$ multiplet is inverted. In addition, the calculated splitting of the ${ }^{1} G_{4}$ multiplet obtained is 1.5 times smaller than the experimentally measured value.

Results of our calculations based on this approximation are listed in column $a$ of Table I. The value of the standard deviation, which is somewhat different than in Ref. 27, is due to the different manner of choosing the centroids (center-of-mass energies) for the multiplets. The centroids were chosen such that the sum of the standard deviations of the theoretical values from the experimental values for the highest and the lowest level of each multiplet was equal to zero.

The results obtained in the intermediate configurational interaction approximation with allowance for the "quadratic crystal field" (12) are listed in column $b$ of Table I. In this approximation the theory fails to give the correct arrange-

TABLE I. (continued)

| Multiplet$S L J$ | Experiment ${ }^{27}$ |  | Calculated in the interconfigurational interaction approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | a) weak (1) |  | b) intermediate (12) |  |
|  | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ |
| ${ }^{3} F_{4}$ | 1 | 6920 | 1 | 6898.3 | 1 | 6883.1 |
|  | 3,4 | 6942 | 3,4 | 6905.1 | 3,4 | 6904.1 |
|  | 2 | 6983 | 2 | 6943.0 | 2 | 6950.7 |
|  | 1 | 7105 | 1 | $7120.1^{\text {b }}$ | 1 | 7119.7 |
|  | 2 | 7116 | 2 | $7109.7^{\text {b }}$ | 2 | 7136.5 |
|  | 3,4 | 7142 | 3,4 | 7129.3 | 3,4 | 7154.2 |
|  | 1 | 7220 | 1 | 7241.7 | 1 | 7256.9 |
| ${ }^{1} G_{4}$ | 1 | 9699 | 1 | 9702.5 | 1 | 9679.5 |
|  | 3,4 | 9832 | 3,4 | 9802.2 | 3,4 | 9809.0 |
|  | 2 | 9930 | 2 | 9918.0 | 2 | 9899.4 |
|  | 2 | 10011 | 2 | 10007.5 | 2 | 10030.5 |
|  | 3,4 | $10112^{\text {a }}$ | 3,4 | $10157.2^{\text {b }}$ | 3,4 | $10198.1^{\text {b }}$ |
|  | 1 | $10217^{\text {a }}$ | 1 | $10126.7^{\text {b }}$ | 1 | $10136.4{ }^{\text {b }}$ |
|  | 1 | $10313^{\text {a }}$ | 1 | 10578.8 | 1 | 10643.1 |
| ${ }^{1} D_{2}$ | 2 | 16740 | 2 | $16865.6^{\text {b }}$ | 2 | 16757.2 |
|  | 1 | 16810 | 1 | $16814.5{ }^{\text {b }}$ | 1 | 16814.0 |
|  | 3,4 | 17083 | 3,4 | 17077.7 | 3,4 | 17033.3 |
|  | 2 | 17406 | 2 | 17401.5 | 2 | 17388.8 |
| ${ }^{3} P_{0}$ | 1 | 20860 | 1 | 20860.0 | 1 | 20860.0 |
| ${ }^{1} I_{6}$ | - | - | 2 | 21083.0 | 2 | 21175.1 |
|  | - | - | 2 | 21083.3 | 2 | 21180.2 |
|  | - | - | 3,4 | 21400.2 | 2 | 21306.2 |
|  | - | - | 1 | 21413.1 | 3,4 | 21307.3 |
|  | - | - | 2 | 21414.4 | 1 | 21331.1 |
| ${ }^{3} P_{1}$ | - | - | 3,4 | 21442.9 | 3,4 | 21464.8 |
|  | - | - | 1 | 21610.8 | 1 | 21591.9 |
| ${ }^{1} I_{6}$ | - | - | 3,4 | 21622.1 | 3,4 | 21665.7 |
|  | - | - | 1 | 21758.6 | 1 | 21745.2 |
|  | - | - | 1 | 22032.2 | 3,4 | 22078.7 |
|  | - | - | 3,4 | 22043.7 | 2 | 22084.7 |
|  | - | - | 2 | 22054.5 | 1 | 22090.5 |

ment of levels for the ${ }^{1} G_{4}$ multiplet. Theory $b$ ) provides a significantly better description of splitting of the ${ }^{1} D_{2}$ multiplet. However, on the whole over all levels the value of the standard deviation is only slightly less than in theory $a$ ). If we ignore information about the irreducible representations of each level, then theory $b$ ) leads to a substantially smaller value of the standard deviation. ${ }^{11}$ Comparison of the results of $b$ ) in Table I with the calculation of the energy spectrum based on the Hamiltonian (12), but without the "quadratic crystal field," shows that the 'quadratic crystal field" creates additional splitting of the multiplets on the order of $2 \mathrm{~cm}^{-1}$. This is much less than the observed multiplet splitting, and for rare-earth ions it is entirely possible to use expression (3) as a simplified variant of the Hamiltonian (12).

Theories $a$ ) and $b$ ) predict a different arrangement of some levels of the ${ }^{1} I_{6}$ multiplet. However, an experimental determination of the energies of these levels is hindered. Therefore, it is hard to conclude which theory gives the more accurate predictions.

It should be noted that a similar effect of the excited configurations on the multiplet splitting was investigated in Refs. 28 and 29 by diagonalization of the matrix of the Hamiltonian (1) in the basis of states of the configurations

TABLE I. (continued)

| Multiplet SLJ | Experiment ${ }^{27}$ |  | Calculated in the interconfigurational interaction approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | a) weak (1) |  | $b)$ intermediate (12) |  |
|  | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ |
| ${ }^{3} P_{2}$ | 1 | 22498 | 1 | 22507.3 | 1 | 22512.9 |
|  | 3,4 | 22645 | 3,4 | 22635.7 | 3,4 | 22630.1 |
|  | - | - | 2 | 22679.5 | 2 | 22630.9 |
|  | - | - | 2 | 22776.5 | 2 | 22760.3 |
| ${ }^{1} S_{0}$ | 1 | - | 1 | 48831.0 | 1 | 46635.0 |
| $\sigma^{c}$ |  |  |  | 28.4 |  | 27.6 |
| 2 Parameters $B_{q}^{k}$ (in $\mathrm{cm}^{-1}$ ) and $G_{q}^{k}$ (in $10^{-4}$, dimensionless) |  |  |  |  |  |  |
| $B_{0}^{2}$ |  |  |  | 488.9 |  | 456.4 |
| $B_{0}^{4}$ |  |  |  | -1043 |  | -1087 |
| $B_{4}^{4}$ |  |  |  | 1242 |  | 1348 |
| $B_{0}^{6}$ |  |  |  | -42 |  | -9.4 |
| $B_{4}^{6}$ |  |  |  | 1213 |  | 1284 |
| $\operatorname{Im} B_{4}^{6}$ |  |  |  | 22.5 |  | 53.2 |
| $G_{0}^{2}$ |  |  |  |  |  | -22.3 |
| $G_{0}^{4}$ |  |  |  |  |  | 35.2 |
| $G_{4}^{4}$ |  |  |  |  |  | 43.7 |
| $G_{0}^{6}$ |  |  |  |  |  | 53.3 |
| $G_{4}^{6}$ |  |  |  |  |  | 7.8 |
| $\operatorname{Im} G_{4}^{6}$ |  |  |  |  |  | -25.0 |
|  |  |  |  |  |  | $F_{q}^{k}=B_{q}^{k}$ |

a-levels not included in fitting procedure.
b-inverted level.
c- $\sigma=\left(\sum_{i=1}^{n}\left[E_{\text {exp }}(i)-E_{\text {calc }}(i)\right]^{2} /(n-p)\right)^{1 / 2}$ where $E_{\text {exp }}$ and $E_{\text {calc }}$ are respectively the experimental and calculated levels; $p$ is the nuber of fitting parameters.
$4 f^{2}, 4 f^{1} 5 d, 4 f^{1} 6 s$, and $4 f^{1} 6 p$. However, the application of the Hamiltonian (12) toward these ends is to be preferred since in the method of the effective Hamiltonian the common set of parameters $G_{q}^{k}$ can easily account for the effect of all configurations corresponding to one-electron excitations.

## 3.2. $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}: \mathrm{Tm}^{3+}$

A detailed experimental and theoretical study of the $\mathrm{Tm}^{3+}$ ion in $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ (with symmetry $D_{2}$ ) was given in Ref. 30. The results of our calculations in the weak interconfigurational interaction approximation with the parameters of Ref. 30 are listed in column $a$ ) of Table II. ${ }^{7}$ Here, as in Subsection 3.1., because of the special choice of the energy of the centroids the standard deviation differs insignificantly from that obtained in Ref. 30. The large value of the standard deviation $18.4 \mathrm{~cm}^{-1}$, and the incorrect arrangement of the level corresponding to $252 \mathrm{~cm}^{-1}$ are proof of the inadequacy of the weak configurational interaction approximation.

In the intermediate configurational interaction approximation the description is improved: the correct arrangement of all levels is achieved and the standard deviation is reduced to $11.8 \mathrm{~cm}^{-1}$ (see Table II). For this system the "quadratic crystal field", also causes an insignificant additional splitting of the multiplets, around $3 \mathrm{~cm}^{-1}$, i.e., to describe the spectra of the $\mathrm{Ln}^{3+}$ ion it is indeed possible to use the simplified variant (3) of the Hamiltonian (12).

An experimental determination and identification of levels of the $\mathrm{Tm}^{3+}$ ion encounters significant difficulties. It is

TABLE II.

| Multiplet SLJ | Experiment ${ }^{30}$ |  | Calculated in the interconfigurational interaction approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | a) weak (1) |  | b) intermediate (12) |  |
|  | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ |
| ${ }^{3} H_{6}$ | 2 | 0 | 2 | -11.9 | 2 | 5.5 |
|  | 1 | 27 | 1 | 15.2 | 1 | 23.1 |
|  | 4 | 216 | 4 | 206.3 | 4 | 218.8 |
|  | 3 | 241 | 3 | 215.7 | 3 | 241.9 |
|  | - | 247 | 2 | $253.7{ }^{\text {a }}$ | 2 | 247.6 |
|  | 1 | 252 | 1 | $244.2^{\text {a }}$ | 1 | 262.8 |
|  | - | 588 | 4 | 508.5 | 4 | 562.9 |
|  | - | 610 | 3 | 601.3 | 3 | 615.8 |
|  | - | - | 1 | 640.1 | 1 | 682.2 |
|  | - | 690 | 2 | 674.8 | 2 | 687.1 |
|  | - | - | 4 | 689.4 | 4 | 693.6 |
|  | - | 730 | 3 | 741.9 | 3 | 724.5 |
|  | - | - | 1 | 754.9 | 1 | 737.9 |
| ${ }^{3} F_{4}$ | 1 | 5556 | 1 | 5541.3 | 1 | 5537.9 |
|  | 3 | 5736 | 3 | 5762.4 | 3 | 5753.6 |
|  | 2 | 5832 | 2 | 5815.4 | 2 | 5814.6 |
|  | 4 | 5901 | 4 | 5917.5 | 4 | 5910.2 |
|  | 1 | 6041 | 1 | 6045.0 | 1 | 6035.7 |
|  | 2 | 6108 | 2 | 6116.5 | 2 | 6097.3 |
|  | 1 | 6170 | 1 | 6168.5 | 1 | 6182.8 |
|  | - | 6224 | 4 | 6232.9 | 4 | 6223.4 |
|  | - | 6233 | 3 | 6247.7 | 3 | 6251.1 |
| ${ }^{3} \mathrm{H}_{5}$ | 4 | 8339 | 4 | 8340.2 | 4 | 8340.7 |
|  | 3 | 8345 | 3 | 8349.6 | 3 | 8351.6 |
|  | 3 | 8516 | 3 | 8504.0 | 3 | 8510.1 |
|  | 1 | 8530 | 1 | 8513.4 | 1 | 8520.1 |
|  | - | - | 2 | 8520.4 | 2 | 8531.0 |
|  | 4 | 8556 | 4 | 8555.0 | 4 | 8557.3 |
|  | 2 | 8711 | 2 | 8708.4 | 2 | 8725.0 |
|  | - | 8773 | 1 | 8770.9 | 1 | 8770.8 |
|  | - | 8800 | 3 | 8800.4 | 3 | 8807.9 |
|  | - | - | 2 | 8869.0 | 2 | 8867.8 |
|  | - | 8882 | 4 | 8880.8 | 4 | 8880.3 |

probably for that reason that the authors of Ref. 31 proposed a new scheme of energy levels for this ion, which differs substantially from the scheme in Ref. 30. Application of the Hamiltonian (12) also improves the description of this new spectrum, lowering the standard deviation by $26 \%$. In an earlier paper ${ }^{32}$ they proposed another variant of the spectrum, but to use this spectrum to test the theory is not well motivated, because of its dubious realism.

## 4. CALCULATION OF THE PARAMETERS $G_{q}^{k}$

The dimensionless parameters $G_{q}^{k}$ prescribe the amplitude of the interconfigurational interaction, which previously was not taken into account in the description of the experimental data. Therefore it is of interest to estimate these parameters from microscopic arguments. It may be expected that the largest contribution to $G_{q}^{k}$ comes from lower excited configurations of the type $4 f^{N-1} 5 p^{5}$, the configuration with electron transfer from the ligand to the $4 f$ shell, and the configurations $4 f^{N-1} 5 l(l=d, g)$.

The contribution of the excited configuration $4 f^{N+1} 5 p^{5}$ can be estimated from formula (13), assuming that

TABLE II. (continued)

| Multiplet SLJ | Experiment ${ }^{30}$ |  | Calculated in the interconfigurational interaction approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | a) weak (1) |  | b) intermediate (12) |  |
|  | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ | $\Gamma$ | $E, \mathrm{~cm}^{-1}$ |
| ${ }^{3} \mathrm{H}_{4}$ | 1 | 12607 | 1 | 12610.2 | 1 | 12611.1 |
|  | 2 | 12679 | 2 | 12674.2 | 2 | 12677.9 |
|  | 4 | 12747 | 4 | 12745.0 | 4 | 12744.6 |
|  | - | - | 2 | 12814.8 | 2 | 12801.7 |
|  | 3 | 12824 | 3 | 12829.3 | 3 | 12833.8 |
|  | - | - | 1 | 12951.5 | 1 | 12949.5 |
|  | 4 | 13072 | 4 | 13066.7 | 4 | 13067.5 |
|  | 3 | 13139 | 3 | 13124.1 | 3 | 13129.9 |
|  | - | 13159 | 1 | 13155.8 | 1 | 13154.9 |
| ${ }^{3} F_{3}$ | 4 | 14659 | 4 | 14652.9 | 4 | 14654.5 |
|  | - | - | 2 | 14658.0 | 2 | 14654.5 |
|  | - | - | 2 | 14670.1 | 2 | 14667.9 |
|  | 3 | 14679 | 3 | 14693.0 | 3 | 14693.8 |
|  | - | 14705 | 4 | 14719.5 | 4 | 14714.3 |
|  | - | 14720 | 3 | 14740.1 | 3 | 14743.6 |
|  | 1 | 14741 | 1 | 14747.1 | 1 | 14745.5 |
| ${ }^{3} F_{2}$ | 3 | 15245 | 3 | 15244.5 | 3 | 15244.8 |
|  | 4 | 15264 | 4 | 15258.7 | 4 | 15262.9 |
|  | - | - | 1 | 15300.6 | 1 | 15305.6 |
|  | - | - | 2 | 15430.3 | 2 | 15436.9 |
|  | 1 | 15438 | 1 | 15438.5 | 1 | 15438.2 |
| ${ }^{1} G_{4}$ | 1 | 20805 | 1 | 20805.5 | 1 | 20804.4 |
|  | - | - | 2 | 21181.7 | 2 | 21186.1 |
|  | 3 | 21227 | 3 | 21214.9 | 3 | 21240.1 |
|  | 4 | 21381 | 4 | 21376.9 | 4 | 21378.2 |
|  | 1 | 21530 | 1 | 21502.6 | 1 | 21524.7 |
|  | 2 | 21687 | 2 | 21671.8 | 2 | 21698.1 |
|  | 1 | 21757 | 1 | 21756.5 | 1 | 21757.6 |
|  | - | - | 4 | 21813.6 | 3 | 21839.7 |
|  | - | - | 3 | 21853.6 | 4 | 21839.8 |
| ${ }^{1} D_{2}$ | 1 | 27868 | 1 | 27895.1 | 1 | 27885.4 |
|  | 3 | 27877 | 3 | 27921.8 | 3 | 27906.7 |
|  | 2 | 28023 | 2 | 28008.3 | 2 | 28014.4 |
|  | 4 | 28044 | 4 | 28030.0 | 4 | 28037.4 |
|  | 1 | 28075 | 1 | 28047.9 | 1 | 28057.6 |
| ${ }^{1} I_{6}$ | 1 | 34391 | 1 | 34384.4 | 1 | 34390.8 |
|  | 4 | 34422 | 4 | 34428.6 | 4 | 34423.9 |
|  | 3 | 34440 | 3 | 34450.9 | 3 | 34446.6 |
|  | 2 | 34449 | 2 | 34454.4 | 2 | 34456.7 |
|  | 4 | 34520 | 4 | 34526.5 | 4 | 34542.1 |
|  | - | - | 3 | 34683.8 | 3 | 34709.7 |

$$
\begin{equation*}
B_{q}^{k}(5 p) \approx \frac{\langle 5 p| r^{k}|4 f\rangle}{\langle 4 f| r^{k}|4 f\rangle} B_{q}^{k}(4 f) . \tag{16}
\end{equation*}
$$

The necessary integrals (in atomic units)

$$
\begin{align*}
& \langle 4 f| r^{2}|4 f\rangle=1.064, \quad\langle 5 p| r^{2}|4 f\rangle=1.415, \\
& \langle 4 f| r^{4}|4 f\rangle=2.623, \quad\langle 5 p| r^{4}|4 f\rangle=5.769 \tag{17}
\end{align*}
$$

were calculated in the $5 p$ and $4 f$ functions of the $\mathrm{Pr}^{3+}$ ion from Ref. 33. Next, using the value $\Delta(5 p)=60000 \mathrm{~cm}^{-1}$ (Ref. 33), it is possible to obtain the following values, e.g., for the contributions to $G_{q}^{k}$ :

$$
\begin{equation*}
10^{4} G_{0}^{4}(5 p)=-1.5, \quad 10^{4} G_{0}^{6}(5 p)=-0.9, \ldots \tag{18}
\end{equation*}
$$

TABLE II. (continued)


Remark. ${ }^{\text {a-inverted levels. }}$

Their magnitudes are much smaller than the values obtained in Table I from the experimental data, i.e., admixture of the configuration $4 f^{N+1} 5 p^{5}$ gives a negligibly small contribution to $G_{q}^{k}$.

In this situation it may be expected that processes involving electron transport from the ligand to the $f$ shell of the rare-earth ion will be especially important. The value of the contributions to $G_{q}^{k}$ from such processes can be estimated with the aid of expression (15) after the following transformation:

$$
\begin{equation*}
G_{q}^{k}(c o v)=\sum_{b} J^{k} C_{q}^{k *}\left(\Theta_{b}, \Phi_{b}\right), \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
& J^{2}=\frac{5}{28}\left[2\left(\lambda_{\sigma f}^{2}+\lambda_{s f}^{2}\right)+3 \lambda_{\pi f}^{2}\right], \\
& J^{4}=\frac{3}{14}\left[3\left(\lambda_{\sigma f}^{2}+\lambda_{s f}^{2}\right)+\lambda_{\pi f}^{2}\right], \\
& J^{6}=\frac{13}{28}\left[2\left(\lambda_{\sigma f}^{2}+\lambda_{s f}^{2}\right)-3 \lambda_{\pi f}^{2}\right] . \tag{20}
\end{align*}
$$

The covalency parameters $\lambda$ can be found in Refs. 34 and 35:

$$
\lambda_{s f}=0.02, \quad \lambda_{\sigma f}=-0.05, \quad \lambda_{\pi f}=0.04
$$

After summing over nearest neighbors of the $\mathrm{Pr}^{3+}$ ion, we obtain

$$
\begin{align*}
& 10^{4} G_{0}^{2}(\operatorname{cov})=9.5, \quad 10^{4} G_{0}^{4}(\operatorname{cov})=-32.8 \\
& 10^{4} G_{4}^{4}(\operatorname{cov})=-30.8, \quad 10^{4} \operatorname{Im} G_{4}^{4}(\operatorname{cov})=-26.1 \\
& 10^{4} G_{0}^{6}(\operatorname{cov})=-1.5, \quad 10^{4} G_{4}^{6}(\operatorname{cov})=-5.1 \\
& 10^{4} \operatorname{Im} G_{4}^{4}(\operatorname{cov})=-6.7 \tag{21}
\end{align*}
$$

These values are found to be in satisfactory order-ofmagnitude agreement with the experimental values in Table I. For these values of $G_{q}^{k}$ the influence of the interconfigurational interaction on the multiplet splitting is substantial and the fact that it is taken into account in formula (12) improves the description of the energy spectrum of the $\mathrm{Ln}^{3+}$ ion in crystals.

However, there is one circumstance that indicates that besides charge-transfer processes, excited configurations of opposite parity can also play an important role. Indeed, according to Eqs. (20), the quantities $J^{2}$ and $J^{4}$ are formed by the sum of squares of covalency parameters while the quantity $J^{6}$ is formed by a difference. Therefore, $J^{6}$ should be significantly smaller in magnitude than $J^{2}$ and $J^{4}$ and, consequently, $G_{q}^{6}(c o \mathrm{~V})$ should be much smaller than $G_{q}^{k}(c o \mathrm{~V})$ for $k=2,4$. This conclusion correlates poorly with the parameters $G_{q}^{k}$ in Tables I and II. This immediately confirms that the admixture of configurations of opposite parity can make a significant contribution to $G_{q}^{k}$.

Quite detailed information about the parameters of an odd crystal field and the excitation energies for the $\mathrm{Y}_{2} \mathrm{O}_{3}$ crystal is given in Ref. 36. Employing this information, we convinced ourselves that the excited configuration $4 f^{N-1} 5 g$ gives a 5 -10-times smaller contribution to $G_{q}^{k}$ than $4 f^{N-1} 5 d$ and the effects of admixture of the configuration $4 f^{N-1} 5 g$ can be neglected. If we exclude covalent contributions (21) from $G_{q}^{k}$ in Table I, then according to Eq. (13) a one-to-one correspondence will be observed between the parameters of the odd crystal field and the parameters obtained in this way $G_{q}^{k}(d)$. These values of $G_{q}^{k}(d)$ correspond to the following parameters of the odd crystal field:

$$
\begin{align*}
& B_{2}^{3}(d)=1248, \quad \operatorname{Im} B_{2}^{3}(d)=-2247 \\
& B_{2}^{5}(d)=16610, \quad \operatorname{Im} B_{2}^{5}(d)=405 \tag{22}
\end{align*}
$$

They are of a similar order of magnitude as the parameters (in $\mathrm{cm}^{-1}$ )

$$
\begin{align*}
& B_{2}^{3}(d)=611, \quad \operatorname{Im} B_{2}^{3}(d)=-620 \\
& B_{2}^{5}(d)=-8334, \quad \operatorname{Im} B_{2}^{5}(d)=-185 \tag{23}
\end{align*}
$$

which we obtained from the quantities $R(k)$ calculated in Ref. 27. A similar correlation is observed between the parameters of an even crystal field calculated on the basis of microscopic models and obtained from the experimental data. From this point of view, parameters (22) are entirely realistic. Thus, the combination of Eqs. (12) and (13) makes it possible on the basis of an analysis of the Stark multiplet structure to obtain information about the parameters of an odd crystal field responsible for the admixture of excited configurations of opposite parity and, consequently, for the intensity characteristics of absorption and luminescence.

## 5. CONCLUDING REMARKS

Excited configurations influence high- and low-lying multiplets to a substantially different degree. This is the cause of the dependence of the crystal-field parameters and the intensity parameters on the energy of the multiplets. For $\mathrm{Ln}^{3+}$ ions the most acceptable approximation is the intermediate configurational interaction approximation, in which the parameters $\widetilde{B}_{q}^{k}$ depend on the multiplet energy linearly. In the case of the actinides the more adequate approximation is the strong configurational interaction approximation with more-complicated-than-linear dependence of the parameters $\overline{B_{q}^{k}}$.

Microscopic estimates of the parameters prescribing the amplitude of the interconfigurational interaction are in satisfactory agreement with the experimental values, which is an indication of the realism of the proposed crystal-field Hamiltonians.

The new functional dependence of the crystal-field parameters makes it possible for the first time to determine the parameters of an odd crystal field from the results of an analysis of the structure of the Stark levels. These parameters can then be used to calculate the intensity characteristics of the absorption and luminescence of laser crystals.
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The nonlinear resistive properties of superconductors in the mixed state in the presence of a system of unidirectional planar defects (twins) have been investigated theoretically within the framework of the two-dimensional stochastic model of anisotropic pinning based on the Fokker-Planck equations with a concrete form of the pinning potential. These equations allow one to obtain an exact analytical solution of the problem. Formulas are obtained for experimentally observable even and odd (relative to reversal of the direction of the external magnetic field) nonlinear longitudinal and transverse magnetoresistivities $\rho_{\|, \perp}^{ \pm}(j, t, \alpha, \varepsilon)$ as functions of the transport current density $j$, temperature $t$, the angle $\alpha$ between the directions of the current and the twins, and the relative volume fraction $\varepsilon$ occupied by the twins. In light of the great variety of types of nonlinear resistive dependences contained in these expressions for $\rho_{\|, \perp}^{ \pm}$, the most characteristic of them are presented in the form of graphs with commentary. The desired nonlinear dependences $\rho_{\|, \downarrow}^{ \pm}$are linear combinations of the even and odd parts of the function $\nu(j, t, \alpha, \varepsilon)$, which has the sense of the probability of overcoming the potential barrier of the twins; this makes it possible to give a simple physical treatment of the nonlinear regimes. New scaling relations for the Hall conductivity are obtained and investigated which differ from the previously known relations for isotropic pinning. The interaction of vortex motion directed along the twins and the Hall effect is considered for Hall constants which are arbitrary in magnitude and sign, and it is shown that in the case of small Hall viscosity vortex motion directed along the twins has an effect on the odd magnetoresistivities $\rho_{\|}^{-}$and $\rho_{\perp}^{-}$, whereas the reverse effect can be neglected. It is shown that pinning anisotropy is sufficient to manifest the new nonlinear (in the current) magnetoresistivities $\rho_{\perp}^{+}$and $\rho_{\|}^{-}$. © 1999 American Institute of Physics.
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## 1. INTRODUCTION

Recently, an ever increasing number of experimental and theoretical works have appeared ${ }^{1-19}$ investigating the influence of systems of unidirectional planar defects on the anisotropy of the resistive behavior of superconductors in the mixed state. The urgency of this problem is connected with two circumstances. First, in all of the currently known hightemperature superconductors (HTSC's) (e.g., based on Y and La) during growth of the crystals twins appear with their planes oriented parallel to the $\mathbf{c}$ axis. If such twins are unidirectional (i.e., the twinning planes are parallel) but the transport current $\mathbf{j}$ flows entirely in the plane of the crystalline layers, then, as experiment has shown, ${ }^{1,4}$ the longitudinal and transverse magnetoresistivities of the sample in an external magnetic field $\mathbf{H} \| \mathbf{c}$ depend substantially on the angle $\alpha$ with which the vector $\mathbf{j}$ intersects the boundaries of the twins. Second, in layered anisotropic HTSC's the system of parallel $a b$ planes itself can be considered as a set of unidirectional planar defects, which are a source of the so-called
intrinsic ${ }^{11}$ pinning for the vortices located parallel to the $a b$ planes and subjected to the action of the Lorentz force directed along the $\mathbf{c}$ axis.

From the theoretical point of view, the two indicated cases differ only in the specific form of the pinning potential and, as the following analysis shows, the qualitative conclusions in both cases coincide. However, the difficulties of preparing samples with the required configuration of transverse and longitudinal contacts to realize various angles $\alpha$ in these two cases are substantially different. Thus, to prepare samples with twins from thin single crystals ${ }^{1,4-6}$ or YBaCuO epitaxial films ${ }^{19}$ is technically much simpler than in the case when it is necessary to pass a transport current at a certain angle to the $a b$ planes of the film or crystal of YBaCuO (so far we know of only one attempt of this kind ${ }^{20}$ ). Therefore, in what follows the main illustrative material that we provide in this paper (in the form of graphs of evolutions of the current and temperature dependence of the longitudinal and transverse magnetoresistivity of a sample with variation of the size of the angle $\alpha$ (see Figs. $8-13$ below) is only in regard to the case of pinning on twins.

From a more general point of view, the influence of the twin boundaries on the transport properties of HTSC's is a subject of increasingly focused attention. ${ }^{1-19}$ One of the main reasons for such interest has to do with the reliably established fact ${ }^{11}$ that the order parameter in twins in HTSC's is easily suppressed. As a consequence of this, an isolated twin boundary attracts vortices and pins them. ${ }^{11}$ The corresponding pinning force acting on vortices directed along the $\mathbf{c}$ axis, by virtue of the geometry of the problem, is perpendicular to the twins and, as a consequence, its direction depends on the angle $\alpha$ between the vector $\mathbf{j}$ and the direction of the twins. Hence it also follows that the twins should have almost no effect on the dynamics of the vortices, whose velocity is parallel to their planes (in contrast to point defects, for which the direction of the pinning force is opposite the direction of motion of the vortex).

Recently there have appeared several works in which the influence of the twins on the vortex dynamics in a planar geometry was examined with the aid of numerical simulation. ${ }^{12-14}$ Two of these studies ${ }^{12,13}$ examined the interaction of moving vortices with an isolated twin boundary and investigated a number of interesting dynamical peculiarities of this interaction. It should be noted, however, that in a real transport experiment ${ }^{1,4-6}$ we are usually studying the selfaveraged dynamics of vortices, which is a consequence of the interaction of vortices with many twin boundaries distributed with some mean density between the measuring contacts. Such self-averaging apparently 'smears out'" some of the fine features of the interaction of the vortices with an isolated twin boundary that were detected in Refs. 12 and 13.

A different model was investigated in a recent paper. ${ }^{14}$ In this paper, the equation of motion of a vortex takes account of the interaction of the vortices with each other, and also with point defects and planar defects in the presence of thermal fluctuations. However, the large number of independent physical parameters in the investigated problem greatly hinder the choice of their values, whose variation leads to nontrivial physical results. The latter can be summarized as saying that the vortex dynamics depend substantially on the orientation of the twin boundaries relative to the direction of the transport current and also on its magnitude.

The most specific manifestation of pinning anisotropy in twins are effects associated with directed motion of vortices along twins (guided motion, the G effect), ${ }^{6}$ where there is a greater probability of the vortices moving probability parallel to the twins than overcoming the twin barriers (slipping, the $S$ effect). For $\alpha \neq 0, \pi / 2$ the G effect leads to the appearance of an even (relative to reversal of the direction of the external magnetic field) component of the transverse magnetoresistivity of the sample, $\rho_{\perp}^{+}$, which usually is significantly greater in magnitude than the familiar odd Hall component $\rho_{\perp}^{-}$.

Earlier, a number of experimental and some theoretical aspects of anisotropic pinning and guided motion of vortices in the flux-flow (FF) regime in samples of the $\mathrm{Nb}-\mathrm{Ta}$ alloy subjected to cold rolling were discussed in detail by Niessen and Weijsenfeld. ${ }^{21}$ Interest in these questions has grown substantially since the discovery of twins in single crystals based on Y and La. Besides the experimental works ${ }^{4-9}$ we should also mention in this regard the recent theoretical work of


FIG. 1. System of coordinates $x y$ associated with the twins (the anisotropy vector $\mathbf{m}$ points along the $x$ axis) and the system of coordinates $x^{\prime} y^{\prime}$ associated with the direction of the current (the current density vector $\mathbf{j}$ points along the $x^{\prime}$ axis); $\alpha$ is the angle between the twin plane (TP) and the current density vector $\mathbf{j}, \beta$ is the angle between the velocity vector of the vortices $\mathbf{v}$ and the current density vector $\mathbf{j} ; \mathbf{F}_{L}$ is the Lorentz force.

Mawatari, ${ }^{16}$ which discusses the dynamics of anisotropic pinning within the framework of a stochastic approach based on the Fokker-Planck equation. Although the general scheme of this approach also includes a derivation of the nonlinear current-voltage characteristics (CVC's) of samples with planar defects, Ref. 16 investigated only linear regimes of motion of vortices.

Note that the specifics of anisotropic pinning created by unidirectional twins do not reduce to just a representation of their role in the formation of guided vortex motion (as was done in Refs. 6, 12-14) but also includes, as will be shown below, the subtler question of the influence of the twins on the Hall effect. On the phenomenological level, this aspect of anisotropic pinning, as far as we know, was first discussed in Ref. 9 (see also Ref. 10). In Ref. 9, on the basis of general arguments about the number and symmetry of invariants for an anisotropic conductor in the case where all the currents lie in the $x y$ plane perpendicular to the magnetic field directed along the $z$ axis, the authors postulated a phenomenological expression for the linear Ohm's law in such a medium. A superconductor with uniaxial anisotropy caused, for example, by a system of unidirectional twins or a specially formed texture, according to the form of Ohm's law in Ref. 9 is characterized (for arbitrary values of the angle $\alpha$ ) by only four constants: $\rho_{l}, \rho_{t}, \rho_{H l}$, and $\rho_{H t}$, which are components of the magnetoresistivity tensor (in the coordinate system with axes aligned with and perpendicular to the twins) and depend only on the magnitude of the magnetic field and the temperature. The physical meaning of these constants is simple: $\rho_{l}$ and $\rho_{H l}$ are the ordinary longitudinal (even) and transverse Hall (odd) magnetoresistivities of the sample in the $L$ geometry, where the current is perpendicular to the twins (or $\mathbf{j} \| \mathbf{m}$, where $\mathbf{m}$ is the unit vector in the direction perpendicular to the twins, Fig. 1), and $\rho_{t}$ and $\rho_{H t}$ are the analogous quantities for the $T$ geometry, where $\mathbf{j} \| \mathbf{m}_{\|}$, where $\mathbf{m}_{\|}$is the unit vector pointing in the direction of the twins (Fig. 1). In fact, the main result of Refs. 9 and 10
consists in writing down formulas which allow one to express the longitudinal and transverse (relative to the direction of the transport current) magnetoresistivities of the sample $\rho_{\perp, \|}(\alpha)$ in terms of the constants $\rho_{l}, \rho_{t}, \rho_{H l}$, and $\rho_{H t}$ for arbitrary values of the angle $\alpha$ between the vectors $\mathbf{j}$ and $\mathbf{m}_{\|}$. An analysis of Ohm's law obtained in this way shows that for $\alpha \neq 0, \pi / 2$ the observed resistive response contains not only the ordinary longitudinal $\rho_{\|}^{+}(\alpha)$ and transverse $\rho_{\perp}^{-}(\alpha)$ magnetoresistivity [even $(+)$ and odd $(-)$ ] relative to reversal of the direction of the magnetic field, but also two new components induced by the pinning anisotropy: an even transverse component $\rho_{\perp}^{+}(\alpha)$ and an odd longitudinal component $\rho_{\|}^{-}(\alpha)$. If the physical origin of the component $\rho_{\perp}^{+}(\alpha)$ is related in an obvious way with the possibility of guided vortex motion along twins, then the appearance of an odd longitudinal contribution is associated with anisotropy of the Hall conductivity in a sample with twins, as a consequence of which in the $L$ and $T$ geometries $\rho_{H l} \neq \rho_{H t}$. Recently, ${ }^{5}$ the magnetoresistivity $\rho_{\|}^{-}(H)$ was observed experimentally for the first time in a single crystal of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{7-\delta}$ with twins oriented at an angle $\alpha=45^{\circ}$ relative to the direction of the transport current, i.e., in the case where the quantity $\rho_{\|}^{-}(\alpha)$ is expected to be maximal. ${ }^{9}$

Later, in works of one of the authors ${ }^{17,18}$ within the framework of a phenomenological approach, a derivation of Ohm's law (postulated earlier in Refs. 9 and 10) in terms of both linear (electronic) and nonlinear, vortex-velocitydependent "pinning"' viscosities was proposed. Taking into account the relative contribution of both isotropic (on point defects, Ref. 22) and anisotropic (on twins) pinning, in this approach it turned out to be possible to clarify the genesis of the four phenomenological constants $\rho_{l}, \rho_{t}, \rho_{H l}$, and $\rho_{H t}$ introduced earlier in Refs. 9 and 10, mentioned above. It has been shown ${ }^{18}$ that if isotropic pinning is neglected the phenomenologically introduced electronic and pinning viscosities can be "reconstructed' from CVC measurements in the $L$ and $T$ geometries, after which it is possible to predict the behavior of the quantities $\rho_{\|, \perp}^{ \pm}(\alpha, j)$ for any $\alpha, 0<\alpha<\pi / 2$ (Ref. 18). In this approach it also turned out to be possible to interpret some general aspects of the anisotropic vortex dynamics in terms of physically simple quantities accessible to experimental measurement. In particular, the existence of scaling of the Hall conductivities was discussed, as well as some aspects of nonlinear regimes of guided vortex motion and a number of other results of a general nature.

Unfortunately, the phenomenological approach does not enable a direct theoretical calculation of the anisotropic nonlinear pinning viscosity, i.e., its dependence on current, temperature, and angle, starting from more detailed assumptions of vortex dynamics and the form of the pinning potential. Therefore, with the intention of performing such calculations in substantially nonlinear vortex-dynamics regimes we employed a stochastic pinning model (see, e.g., Refs. 23 and 24), a two-dimensional anisotropic variant of which has been proposed by Mawatari. ${ }^{16}$ We augmented this model with an anisotropic Hall conductivity and specified the form of the pinning potential (in regard to the presence of unidirectional twins), which admits an analytical solution of all interesting effects. As a result, it became possible to derive and physical
interpret quite simple formulas for the experimentally observable nonlinear longitudinal and transverse magnetoresistivities $\rho_{\|, \perp}^{ \pm}(j, t, \alpha, \varepsilon)$ as functions of the transport current density $j$, temperature $t$, angle $\alpha$, and relative volume fraction $\varepsilon$ occupied by the twins. In the limiting case $\varepsilon=1$ these results describe the effects of intrinsic pinning of an anisotropic layered HTSC. In light of the wide variety of types of resistive dependences contained in these expressions for $\rho_{\|, \perp}^{ \pm}$, we tabulate the most characteristic of them in the form of graphs accompanied by descriptive commentary elucidating the physical meaning of the features of these graphs.

The organization of the article is as follows. The second section presents those general results in the stochastic model of anisotropic pinning which, for their exposition, do not require specification of the form of the pinning potential. Subsection 2.1. is introductory, it describes the FokkerPlanck method in the two-dimensional model of anisotropic pinning. Subsection 2.2. discusses the derivation of expressions for the nonlinear conductivity and resistivity tensors. Subsection 2.3. presents general results on the reconstruction of the conductivity tensor from CVC measurements and from scaling of the anisotropic Hall conductivity in the $L$ and $T$ geometries. The third section is fundamental. It substitutes a specific form of the pinning potential into the general formulas of the preceding section which enables in one of the limiting cases an analytical description of pinning on an isolated twin, and in the other, intrinsic pinning of the $a b$ planes of the HTSC. Subsection 3.1. discusses the implemented pinning model and analyzes the behavior of the function $\nu(f, t, \varepsilon)$, which is the main nonlinear component of the model under discussion, where this component has the sense of the probability of overcoming the potential pinning barrier as a function of the external force $f$ and the temperature $t$. Formulas are also obtained for $\rho_{\|, \perp}^{ \pm}(j, t, \alpha, \varepsilon)$. Subsection 3.2. is dedicated to an analysis of the nonlinear G effect, and Subsection 3.3. discusses the interaction of the Hall effect and guided vortex motion in nonlinear regimes. Subsection 3.4. considers scaling relations for pinning on twins and discusses their stability with respect to small deviations of the angle $\alpha$ from its values adopted in the $L$ and $T$ geometries. Finally, the Conclusion discusses the results obtained and formulates conclusions.

## 2. GENERAL RESULTS IN THE STOCHASTIC MODEL OF ANISOTROPIC PINNING

### 2.1. The Fokker-Planck method in the anisotropic pinning model

Let us consider Mawatari's microscopic model, ${ }^{16}$ generalized to the case in which the anisotropic Hall constant is taken into account. The Langevin equation for a vortex moving with velocity $\mathbf{v}$ in a magnetic field $\mathbf{B}=\mathbf{n} B(B \equiv|\mathbf{B}|, \mathbf{n}$ $=n \mathbf{z}, \mathbf{z}$ is the basis vector in the $z$ direction, and $n= \pm 1$ ) has the form

$$
\begin{equation*}
\hat{\eta} \mathbf{v}+n \hat{\alpha} \mathbf{v} \times \mathbf{z}=\mathbf{F}_{L}+\mathbf{F}_{p}+\mathbf{F}_{t h}, \tag{1}
\end{equation*}
$$

where $\mathbf{F}_{L}=n\left(\Phi_{0} / c\right) \mathbf{j} \times \mathbf{z}$ is the Lorentz force $\left(\Phi_{0}\right.$ is the magnetic flux quantum, $c$ is the speed of light, and $\mathbf{j}$ is the current density), $\mathbf{F}_{p}=-\nabla U_{p}$ is the pinning force ( $U_{p}$ is the
pinning potential), $\mathbf{F}_{t h}$ is the thermal fluctuation force, $\hat{\eta}$ is the electronic viscosity tensor, and $\hat{\alpha}$ is the "Hall'" tensor, describing effects associated with anisotropy of the Hall constant. If $x$ and $y$ are the coordinates along and transverse to the anisotropy axis (see Fig. 1), then in the $x y$ representation the tensors $\hat{\eta}$ and $\hat{\alpha}$ are diagonal, and it is convenient to define $\eta_{0}$ and $\gamma$ by means of the formulas

$$
\begin{align*}
& \eta_{0}=\sqrt{\eta_{x x} \eta_{y y}}, \quad \gamma=\sqrt{\eta_{x x} / \eta_{y y}}, \\
& \eta_{x x}=\gamma \eta_{0}, \quad \eta_{y y}=\eta_{0} / \gamma . \tag{2}
\end{align*}
$$

Here $\gamma$ is the anisotropy parameter and $\eta_{0}$ is the averaged viscous friction coefficient. For $\alpha_{x x}=\alpha_{y y}=\alpha$ we regain the results of Ref. 16. The fluctuational force $\mathbf{F}_{t h}(t)$ is represented by Gaussian white noise, whose stochastic properties are assigned by the relations

$$
\begin{equation*}
\left\langle F_{t h, i}(t)\right\rangle=0, \quad\left\langle F_{t h, i}(t) F_{t h, j}\left(t^{\prime}\right)\right\rangle=2 T \eta_{i j} \delta\left(t-t^{\prime}\right), \tag{3}
\end{equation*}
$$

where $T$ is the temperature in energy units. Employing relations (3), we can reduce Eq. (1) to a system of FokkerPlanck equations:

$$
\begin{align*}
& \frac{\partial P}{\partial t}=-\nabla \mathbf{S},  \tag{4}\\
& \hat{\eta} \mathbf{S}+n \hat{\alpha} \mathbf{S} \times \mathbf{z}=\left(\mathbf{F}_{L}+\mathbf{F}_{p}\right) P-T \nabla P, \tag{5}
\end{align*}
$$

where $P(\mathbf{r}, t)$ is the probability density associated with finding the vortex at the point $\mathbf{r}=(x, y)$ at the time $t$, and $\mathbf{S}(\mathbf{r}, t) \equiv P(\mathbf{r}, t) \mathbf{v}(\mathbf{r}, t)$ is the probability flux density of the vortex. Since the anisotropic pinning potential is assumed to depend only on the $x$ coordinate and is assumed to be periodic $\left[U_{p} \equiv U_{p}(x)=U_{p}(x+a)\right.$, where $a$ is the period], the pinning force is always directed along the anisotropy axis $x$ (with unit anisotropy vector $\mathbf{m}$, see Fig. 1) so that it has no component along the $y$ axis $\left[F_{p y}=-d U_{p} / d y=0\right]$. Thus, Eq. (5) in the stationary case for the functions $P=P(x)$ and $\mathbf{S}=\left(S_{x}(x), S_{y}(x)\right)$ reduces to the equations

$$
\begin{align*}
& \gamma \eta_{0} S_{x}+n \alpha_{x x} S_{y}\left(F_{L x}-\frac{d U_{p}}{d x}\right) P-T \frac{d P}{d x}  \tag{6}\\
& -n \alpha_{y y} S_{x}+\frac{\eta_{0}}{\gamma} S_{y}=F_{L y} P . \tag{7}
\end{align*}
$$

Invoking the condition of stationarity for Eq. (4) and eliminating $S_{y}$ from Eqs. (6) and (7), we obtain

$$
\begin{equation*}
T \frac{d P}{d x}+\left(-F+\frac{d U_{p}}{d x}\right) P=-\gamma \eta_{0}\left(1+\epsilon_{x} \epsilon_{y}\right) S_{x} \tag{8}
\end{equation*}
$$

where $\epsilon_{x} \equiv \alpha_{x x} / \eta_{0}, \epsilon_{y} \equiv \alpha_{y y} / \eta_{0}$, and $F \equiv F_{L x}-n \gamma \epsilon_{x} F_{L y}$. From the mathematical point of view, Eq. (8) is the FokkerPlanck equation of one-dimensional vortex dynamics. ${ }^{23,24}$ Thus, the problem of two-dimensional vortex motion reduces to a one-dimensional problem, where a combination of $x$ and $y$ components of the Lorentz force enters as the external force:

$$
\begin{equation*}
F=n \frac{\Phi_{0}}{c}\left(j_{y}+n \gamma \epsilon_{x} j_{x}\right)=n \frac{\Phi_{0}}{c}\left(\cos \alpha+n \gamma \epsilon_{x} \sin \alpha\right) j . \tag{9}
\end{equation*}
$$

Here $\alpha$ is the angle between the direction of the current and the vector $\mathbf{m}_{\|}$directed perpendicular to the anisotropy axis (see Fig. 1). The solution of Eq. (8) for periodic boundary conditions $P(0)=P(a)$ and pinning potential of general form is

$$
\begin{equation*}
P(x)=\frac{\gamma \eta_{0}\left(1+\epsilon_{x} \epsilon_{y}\right) S_{x}}{T} \frac{f(a) f(x)}{f(a)-f(0)} \int_{x}^{x+a} \frac{d \xi}{f(\xi)}, \tag{10}
\end{equation*}
$$

where $f(x)=\exp \left[\left(F x-U_{p}(x)\right) / T\right]$. Hence we obtain an expression for the $x$ component of the vortex mean velocity:

$$
\begin{equation*}
\left\langle\mathrm{v}_{x}\right\rangle=\frac{F \nu(F)}{\gamma \eta_{0}\left(1+\epsilon_{x} \epsilon_{y}\right)}, \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{1}{\nu(F)} \equiv & \frac{F}{T a(1-\exp (-F a / T))} \int_{0}^{a} d x \int_{0}^{a} d x^{\prime} \\
& \times \exp \left(-\frac{F x}{T}\right) \exp \left[\frac{U_{p}\left(x+x^{\prime}\right)-U_{p}\left(x^{\prime}\right)}{T}\right] . \tag{12}
\end{align*}
$$

The dimensionless function $\nu(F)$ in the limit $F \rightarrow 0$ coincides with the analogous quantity introduced in Ref. 16. It has the physical meaning of the probability of the vortex overcoming the potential barrier, the characteristic value of which we denote as $U_{0}$. This can be seen by considering the limiting cases of high $\left(T \circledast U_{0}\right)$ and low ( $T \ll U_{0}$ ) temperatures. In the case of high temperatures we have $\nu \approx 1$, and expression (11) corresponds to the flux-flow regime (FF regime). Indeed, in this case the influence of pinning can be neglected. In the case of low temperatures $\nu$ is a function of the current. For strong currents $\left(F a \gg U_{0}\right)$ the potential barrier disappears, $\nu \approx 1$, and the FF regime is realized. For weak currents $\left(F a \ll U_{0}\right)$ we have $\nu \sim \exp \left(-U_{0} / T\right)$, which corresponds to the regime of thermally activated flux flow ${ }^{11}$ (the TAFF regime). The transition from the TAFF regime to the FF regime is associated with a lowering of the potential barrier with growth of the current.

### 2.2. The nonlinear conductivity and resistivity tensors

The electric field induced by a moving vortex system is

$$
\begin{equation*}
\mathbf{E}=\frac{1}{c} \mathbf{B} \times\langle\mathbf{v}\rangle=n \frac{B}{c}\left(-\left\langle\mathbf{v}_{y}\right\rangle \mathbf{m}+\left\langle\mathbf{v}_{x}\right\rangle \mathbf{m}_{\|}\right) . \tag{13}
\end{equation*}
$$

Since the mean velocity of a vortex is equal to

$$
\langle\mathbf{v}\rangle=\frac{\iint \mathbf{S} d^{2} \mathbf{r}}{\iint P d^{2} \mathbf{r}}=\frac{\int_{0}^{a} \mathbf{S}(x) d x}{\int_{0}^{a} P(x) d x},
$$

taking Eq. (13) into account, integration of Eq. (7) leads to a simple linear relation between the electric field components $E_{x}, E_{y}$ and the transport current density $j_{x}$ :

$$
\begin{equation*}
(1 / \gamma) E_{x}+n \epsilon_{y} E_{y}=\rho_{f} j_{x}, \tag{14}
\end{equation*}
$$

where $\rho_{f} \equiv \Phi_{0} B / \eta_{0} c^{2}$ is the average [see Eq. (2)] resistance to flux flow. It follows from Eq. (14) that the components of the conductivity tensor $\sigma_{x x}=\left(\gamma \rho_{f}\right)^{-1}$ and $\sigma_{x y}=n \epsilon_{y} / \rho_{f}$ obey linear scaling:

$$
\sigma_{x y} / \sigma_{x x}=\rho_{y x} / \rho_{y y}=n \gamma \epsilon_{y} .
$$

Below we will see that such simple scaling does not exist for the components $\sigma_{y y}$ and $\sigma_{y x}$ of the conductivity tensor.

From formulas (11), (13), and (14) we obtain the CVC in the $x y$ coordinate system:

$$
\begin{align*}
& E_{x}=\gamma j_{x}-\frac{\epsilon_{y} \nu(f) f}{1+\epsilon_{x} \epsilon_{y}},  \tag{15}\\
& E_{y}=\frac{n \nu(f) f}{\gamma\left(1+\epsilon_{x} \epsilon_{y}\right)} . \tag{16}
\end{align*}
$$

Here the dimensionless components of the electric field are measured in units of $E_{0}=B U_{0} /$ ca $\eta_{0}$, and of the current, in units of $j_{0}=c U_{0} / \Phi_{0} a$, and $f=F a / U_{0}=n j(\cos \alpha$ $\left.+n \gamma \epsilon_{x} \sin \alpha\right)=n j_{y}+\gamma \epsilon_{x} j_{x}$. From expressions (15) and (16) we find the conductivity tensor (whose components are measured in units of $1 / \rho_{f}$ ) for the nonlinear Ohm's law $\mathbf{j}$ $=\hat{\sigma}(\mathbf{E}) \mathbf{E}$ :

$$
\hat{\sigma}=\left(\begin{array}{cc}
\sigma_{x x} & \sigma_{x y}  \tag{17}\\
\sigma_{y x} & \sigma_{y y}
\end{array}\right)=\left(\begin{array}{cc}
1 / \gamma & n \epsilon_{y} \\
-n \epsilon_{x} & \sigma_{y y}\left(E_{y}\right)
\end{array}\right),
$$

where the only component depending on the electric field (or current), $\sigma_{y y}$, is given by

$$
\begin{equation*}
\sigma_{y y}\left(E_{y}\right)=\frac{n}{E_{y}} \widetilde{v}^{-1}\left(n \gamma\left(1+\epsilon_{x} \epsilon_{y}\right) E_{y}\right)-\gamma \epsilon_{x} \epsilon_{y}, \tag{18}
\end{equation*}
$$

$\widetilde{\nu}^{-1}$ is the inverse function of $\widetilde{\nu}(f) \equiv \nu(f) f$. From physical arguments it follows that the function $\nu(f)$ is monotonically increasing in $f$ and, consequently, $\widetilde{\nu}(f)$ is also monotonic and its inverse function $\widetilde{\nu}^{-1}(f)$ is unique. From the definition (12) it can be shown that for a periodic potential possessing even parity, $U_{p}(-x)=U_{p}(x)$, the function $\nu(f)$ is even in $f$, i.e., $\nu(-f)=\nu(f)$. Correspondingly, $\widetilde{\nu}(f)$ is odd in $f$. The resistivity tensor $\hat{\rho}$ (whose components are measured in units of $\rho_{f}$ ), which is the inverse tensor to $\hat{\sigma}$, has the form

$$
\begin{align*}
\hat{\rho} & =\left(\begin{array}{ll}
\rho_{x x} & \rho_{x y} \\
\rho_{y x} & \rho_{y y}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\gamma\left[1-\epsilon_{x} \epsilon_{y} \nu(f) /\left(1+\epsilon_{x} \epsilon_{y}\right)\right] & -n \epsilon_{y} \nu(f) /\left(1+\epsilon_{x} \epsilon_{y}\right) \\
n \epsilon_{x} \nu(f) /\left(1+\epsilon_{x} \epsilon_{y}\right) & \nu(f) /\left[\gamma\left(1+\epsilon_{x} \epsilon_{y}\right)\right]
\end{array}\right) . \tag{19}
\end{align*}
$$

It is clear from Eq. (19) that all components of the tensor $\hat{\rho}$ (in contrast to the tensor $\hat{\sigma}$ ) are functions of the current density $\mathbf{j}$ and the angle $\alpha$ between the direction of the current and the vector $\mathbf{m}_{\|}$.

We introduce the $L$ and $T$ geometries in which $\mathbf{j} \| \mathbf{m}$ and $\mathbf{j} \perp \mathbf{m}$, respectively. If we neglect the Hall terms in Eq. (19), then in the $L$ geometry vortex motion takes place along the pinning planes (the G effect), and in the $T$ geometrytransverse to the pinning planes (the S effect). In the $L$ geometry the critical current is equal to zero since the flux-flow regime ( FF regime) is realized for guided vortex motion along pinning planes. In the $T$ geometry, i.e., for vortex motion transverse to the pinning planes, a pronounced nonlinear regime is realized for $T \ll U_{0}$, the onset of which corresponds to the crossover point $j=j_{\text {cr }}$, and for $T=0$ we have $j_{\text {cr }}=j_{c}$, where $j_{c}$ is the critical current.


FIG. 2. Diagram of dynamic states of the vortex system neglecting the Hall effect in the $\left(j_{x} j_{y}\right)$ plane; G is the region of motion of the vortices along the pinning plane (the G effect), GS is the region of motion of the vortices along and transverse to the pinning plane (the G and S effects); $j_{\mathrm{cr}}$ is the crossover current corresponding to a transition from the region G to the region GS when the $y$ component of the current density is increased.

Let us consider a diagram of the dynamical states of a vortex system in the $j_{x} j_{y}$ plane (Fig. 2). For arbitrary angle $\alpha$ the tip of the $\mathbf{j}$ vector can lie in two different regions which are different in their physical significance. As long as $j_{y}$ $<j_{\text {cr }}$ guided vortex motion takes place (the G region). For $j_{y}>j_{\text {cr }}$ guided motion along the pinning planes is joined by motion transverse to the pinning planes (the GS region).

### 2.3. Reconstruction of the conductivity tensor from CVC data, and scaling of the Hall conductivity

The experimentally measured quantities are referenced to the coordinate system associated with the current (see Fig. 1). The longitudinal and transverse components of the electric field relative to the direction of the current, $E_{\|}$and $E_{\perp}$, are related in a simple way to $E_{x}$ and $E_{y}$ :

$$
\begin{align*}
& E_{\|}=E_{x} \sin \alpha+E_{y} \cos \alpha,  \tag{20}\\
& E_{\perp}=-E_{x} \cos \alpha+E_{y} \sin \alpha . \tag{21}
\end{align*}
$$

The field $E_{\|}(j, \alpha)$ as a function of $j$ for $\alpha=$ const is monotonically increasing and reduces to $E_{x}(j)$ for $\alpha=\pi / 2$ (the $L$ geometry) and $E_{y}(j)$ for $\alpha=0$ (the $T$ geometry). The field $E_{\perp}(j, \alpha)$ as a function of $j$ for $\alpha=$ const exhibits a pronounced nonlinearity and has an extremum associated with the G effect (see below).

We will show that between the components of the tensor $\hat{\sigma}$ and the CVC in the $L$ and $T$ geometries there exists a definite universal interrelationship. The general form of the formulas for reconstructing the tensor $\hat{\sigma}$ from CVC data in the $L$ and $T$ geometries for the anisotropic pinning model was formulated within the framework of the phenomenological approach in Ref. 18:

$$
\begin{align*}
& \sigma_{H t}=-j\left[n E_{\perp}^{L}(j)+f_{T}\left(E_{\|}^{L}(j)\right)\right]^{-1},  \tag{22}\\
& \sigma_{H l}=-j\left[n E_{\perp}^{T}(j)+f_{L}\left(E_{\|}^{T}(j)\right)\right]^{-1},  \tag{23}\\
& \sigma_{l}(x)=\frac{j_{\|}^{L}(x)}{x}\left[1+\frac{f_{L}^{-1}(x)}{f_{T}(x)}\right]^{-1}, \tag{24}
\end{align*}
$$

$$
\begin{equation*}
\sigma_{t}(x)=\frac{j_{\|}^{T}(x)}{x}\left[1+\frac{f_{T}^{-1}(x)}{f_{L}(x)}\right]^{-1}, \tag{25}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sigma_{H t}=-\alpha_{y y} \frac{c^{2}}{B \Phi_{0}}=-\frac{\epsilon_{y}}{\rho_{f}}, \quad \sigma_{H l}=-\alpha_{x x} \frac{c^{2}}{B \Phi_{0}}=-\frac{\epsilon_{x}}{\rho_{f}}, \\
& \sigma_{l}(x)=\frac{\sigma_{x x}\left(E_{x}\right)}{\rho_{f}}, \quad \sigma_{t}(x)=\frac{\sigma_{y y}\left(E_{y}\right)}{\rho_{f}},
\end{aligned}
$$

$E_{\|, \perp}^{L, T}(j)$ are the longitudinal and transverse components relative to the CVC current in the $L$ and $T$ geometries, and the functions $f_{L}$ and $f_{T}$ establish a relation between $E_{\|}$and $E_{\perp}$ in the $L$ and $T$ geometries, respectively: $E_{\|}^{L, T}=f_{L, T}\left(n E_{\perp}^{L, T}\right)$. Knowing the CVC's (15) and (16), it is possible within the framework of the microscopic model to find the analytical form of all functions entering into formulas (22)-(25):

$$
\begin{aligned}
& E_{\perp}^{L}(j)=\frac{n \widetilde{\nu}\left(\gamma \epsilon_{x} j\right)}{\gamma\left(1+\epsilon_{x} \epsilon_{y}\right)}, \quad E_{\|}^{L}(j) \gamma j-\frac{\epsilon_{y} \widetilde{\nu}\left(\gamma \epsilon_{x} j\right)}{1+\epsilon_{x} \epsilon_{y}}, \\
& E_{\perp}^{T}(j)=\frac{n \epsilon_{y} \widetilde{\nu}(j)}{1+\epsilon_{x} \epsilon_{y}}, \quad E_{\|}^{T}(j)=\frac{\widetilde{\nu}(j)}{\gamma\left(1+\epsilon_{x} \epsilon_{y}\right)}, \\
& f_{T}(x)=\frac{1}{\gamma \epsilon_{y}} x \\
& f_{L}(x)=-\gamma \epsilon_{y} x+\frac{1}{\epsilon_{x}} \widetilde{\nu}^{-1}\left[\gamma\left(1+\epsilon_{x} \epsilon_{y}\right) x\right] .
\end{aligned}
$$

Inspection shows that formulas (22)-(25) reconstructing the tensor $\hat{\sigma}$ within the given model are identities. This is because the diagonal component $\sigma_{y y}$ of the conductivity tensor [see Eq. (18)] depends only on the corresponding component of the electric field $E_{y}$ (the component $\sigma_{x x}$ is a constant in the given model by virtue of the absence of pinning in the direction of the vector $\mathbf{m}_{\|}$). The fact that the diagonal components of the conductivity tensor depend only on the corresponding components of the field is an important postulate of the phenomenological model, on which the derivation of formulas (22)-(25) is based. The general form of these formulas is essential to the phenomenological approach. They make it possible from the results of CVC measurements in the $L$ and $T$ geometries to reconstruct the form of the conductivity tensor, in other words, to predict the CVC for an arbitrary angle $\alpha$, and also to determine experimentally the Hall constants $\alpha_{x x}$ and $\alpha_{y y}$, the electronic viscosities $\eta_{x x}$ and $\eta_{y y}$ forming respectively the tensors $\hat{\alpha}$ and $\hat{\eta}$, and the form of the function $\nu$ [see Eq. (17)]. Note that the function $f_{T}(x)$ in fact expresses linear scaling in the $L$ geometry (for the components $\sigma_{x y}$ and $\sigma_{x x}$ ) whereas in the $T$ geometry (for the components $\sigma_{y x}$ and $\sigma_{y y}$ ) such linear scaling is absent.


FIG. 3. Pinning potential of twins $U_{p}(x): a$-potential period (distance between twins), $2 b$-width of the twin potential well, $U_{0}$-depth of the twin potential well. Twin concentration is $\varepsilon=2 b / a$. In all of the following relations $\varepsilon=0.001$.

## 3. ANISOTROPIC PINNING ON UNIDIRECTIONAL TWINS. ANALYSIS OF NONLINEAR REGIMES

3.1. Discussion of the model and analysis of the nonlinear behavior of the probability $\nu(j, t, \alpha, \varepsilon)$ of overcoming the twin barrier

The nonlinear properties of the resistivity tensor $\hat{\rho}$, as can be seen from formula (19), are completely determined by the behavior of the function $\nu(F, T)$, which has the physical sense of the probability of a vortex overcoming the potential barriers created by pinning centers. In turn, the function $\nu(F, T)$, according to formula (12), depends on the form of the pinning potential. In the present section we specify this potential for HTSC's of the type YBaCuO , in which the experimental realization of anisotropic pinning centers consists of twins. As is well known, a twin is a region of lowered value of the order parameter. ${ }^{11}$ Therefore, it is energetically favorable for vortices to localize in the vicinity of a twin. In the present paper we analyze the resistive properties on the basis of a pinning potential of the form (Fig. 3)

$$
U_{p}=\left\{\begin{array}{cc}
-F_{p} x, & 0 \leqslant x \leqslant b,  \tag{26}\\
F_{p}(x-2 b), & b \leqslant x \leqslant 2 b, \\
0, & 2 b \leqslant x \leqslant a,
\end{array}\right.
$$

where $F_{p}=U_{0} / b$ is the pinning force. Wells of width $2 b$ in the potential (26) correspond to regions of twins, and zero pinning potential corresponds to the regions between the twins. As the parameter characterizing the twin concentration we use $\varepsilon=2 b / a$ (more accurately, this is the volume fraction occupied by the twins).

Substituting the potential (26) into formula (12) for the probability function $\nu$ that a vortex will overcome the potential barrier of a twin gives the following expression:

$$
\begin{equation*}
\nu(f, t, \varepsilon)=\frac{2 f\left(f^{2}-1\right)^{2}}{2 f\left(f^{2}-1\right)\left(f^{2}-1+\varepsilon\right)-\varepsilon t G} \tag{27}
\end{equation*}
$$

where


FIG. 4. The dependence $\nu(f)$ for the series of values of the parameter $t_{0}$ : $1-0,2-0.05,3-0.1,4-0.5$.

$$
\begin{aligned}
G= & {\left[\left(3 f^{2}+1\right) \cosh \left(\frac{f}{t \varepsilon}\right)+\left(f^{2}-1\right) \cosh \left(\frac{f(1-2 \varepsilon)}{t \varepsilon}\right)\right.} \\
& -2 f(f-1) \cosh \left(\frac{f(1-\varepsilon)}{t \varepsilon}-\frac{1}{t}\right)-2 f(f+1) \\
& \left.\times \cosh \left(\frac{f(1-\varepsilon)}{t \varepsilon}+\frac{1}{t}\right)\right] / \sinh \left(\frac{f}{t \varepsilon}\right) .
\end{aligned}
$$

In formula (27) the effective external force $F$ acting on the vortices in the direction perpendicular to the twins and causing them to move in this direction (the $S$ effect) is characterized by the parameter $f$, which gives ratio of this force to the pinning force $F_{p}=U_{0} / b$ on the twins; the temperature is characterized by the parameter $t$, which gives the ratio of the energy of the thermal fluctuations of the vortices to the depth of the potential wells $U_{0}$ created by the twins. The influence of the external force $F$ acting on the vortices is that it lowers the height of the potential barrier for vortices localized on the twins and, consequently, increases the probability of escape from them. Raising the temperature also increases the probability that a vortex will escape from a twin because of the increase in the energy of the thermal fluctuations of the twins. Thus, the pinning potential of the twins, leading as $F, T \rightarrow 0$ to localization of vortices, can be suppressed both by an external force and by an increase in the temperature.

The function $\nu_{0}(f)$ (see Fig. 4)

$$
\nu_{0}(f)=\left\{\begin{array}{cc}
0, & 0 \leqslant f \leqslant 1  \tag{28}\\
\left(f^{2}-1\right) /\left(f^{2}-1+\varepsilon\right), & f>1
\end{array}\right.
$$

corresponds to the zero-temperature limit. In the zerotemperature limit, for $F<F_{p}$, the vortices are trapped in the potential wells of the twins and they cannot move, while for $F>F_{p}$ the potential barrier disappears and they begin to move. The value of the current at which $F=F_{p}$ corresponds to the critical current at zero temperature. Let us consider in turn the dependence of the probability function $\nu(f, t, \varepsilon)$ on each of the quantities $f, t$, and $\varepsilon$ for the remaining quantities held fixed (denoted by the subscript ' 0 '').


FIG. 5. The dependence $\nu(t)$ for the series of values of the parameter $f_{0}$ : $1-0.01,2-0.1,3-0.5,4-1.5$.

The dependence $\nu(f)=\nu\left(f, t_{0}, \varepsilon_{0}\right)$ characterizing $\nu$ as a function of the external force acting on a vortex at constant temperature for constant twin concentration is monotonically increasing from the value $\nu\left(0, t_{0}, \varepsilon_{0}\right)$ to its limiting value of 1 as $f \rightarrow \infty$. By virtue of its even parity, the function $\nu(f)$ has a horizontal tangent at the point $f=0$. In the vicinity of infinity (for $f \gg 1$ ) the function $\nu(f)$ has a divergence $\nu(f)$ $\approx 1-\varepsilon_{0} f^{-2}$. The qualitative form of the dependence $\nu(f)$ is determined by the value of the dimensionless parameter $t_{0}$ characterizing the temperature. From the expansions of $\nu\left(0, t_{0}, \varepsilon_{0}\right)$ in a power series about $t_{0}$ in the vicinity of zero and infinity

$$
\begin{align*}
& \nu\left(0, t_{0}, \varepsilon_{0}\right) \approx \frac{\exp \left(-1 / t_{0}\right)}{\varepsilon_{0}\left(1-\varepsilon_{0}\right) t_{0}}\left(1-\frac{\varepsilon_{0} t_{0}}{1-\varepsilon_{0}}\right), \quad t_{0} \ll 1, \frac{1-\varepsilon_{0}}{\varepsilon_{0}},  \tag{29}\\
& \nu\left(0, t_{0}, \varepsilon_{0}\right) \approx 1-\varepsilon_{0}\left(\frac{1}{3}-\frac{\varepsilon_{0}}{4}\right) t_{0}^{-2}, \quad t_{0} \geqslant 1, \tag{30}
\end{align*}
$$

it is easy to understand the influence of the temperature on the qualitative form of $\nu(f)$. Specifically, at low temperatures $\left(T \ll U_{0}\right)$ a nonlinear transition takes place from the TAFF regime of vortex motion perpendicular to the twins to the FF regime with growth of the external force, wherein the function $\nu(f)$ has a characteristic nonlinear shape (see Fig. 4). At high temperatures ( $T \geqslant U_{0}$ ) the FF regime is realized over the entire range of variation of the external force.

The dependence $\nu(t)=\nu\left(f_{0}, t, \varepsilon_{0}\right)$ characterizing $\nu$ as a function of temperature for the external force and twin concentration fixed is also a monotonically increasing function, and its qualitative form is determined by the value of the parameter $f_{0}$, on which the quantity $\nu\left(f_{0}, 0, \varepsilon\right)=\nu_{0}\left(f_{0}\right)$ depends [see formula (28)]. For $t \geqslant 1$ the expansion of $\nu(t)$ in a power series in $t$ has the same form as the expansion of $\nu\left(0, t_{0}, \varepsilon_{0}\right)$ in $t_{0}$ in formula (30). Thus, the temperature dependence $\nu(t)$ (Fig. 5) depicts the nonlinear transition from the TAFF regime of vortex motion perpendicular to the twins to the FF regime as the temperature is raised (for $f_{0} \leqslant 1$ ) or a smoother transition to the FF regime from the dynamical state corresponding to $\nu_{0}\left(f_{0}\right)$ (for $\left.f_{0}>1\right)$. It also follows
from the above-said that the width of the transition from the TAFF to the FF regime, depending on $t$ or $f$, decreases as $\varepsilon$ is decreased [see also formula (28)].

The dependence $\nu(\varepsilon)=\nu\left(f_{0}, t_{0}, \varepsilon\right)$ characterizes the probability that a vortex will escape from the potential well of a twin as a function of the twin concentration for fixed values of the external force and temperature and is monotonically decreasing from the value $\nu\left(f_{0}, t_{0}, 0\right) \equiv 1$ corresponding to the absence of twins. The probability density associated with finding a vortex on a twin grows with decrease of the temperature and the external force; therefore the smaller the parameters $f_{0}$ and $t_{0}$, the faster is the falloff of $\nu(\varepsilon)$. For $\varepsilon=1$ we regain the results of Ref. 24:

$$
\begin{align*}
\nu(f, t, 1)= & \left(f^{2}-1\right)^{2} \\
& \times\left[f^{2}\left(f^{2}-1\right)-2 f t \frac{\cosh (f / t)-\cosh (1 / t)}{\sinh (f / t)}\right]^{-1} . \tag{31}
\end{align*}
$$

The dynamics of a vortex system with the Hall effect taken into account depends substantially on the direction of the magnetic field. According to formula (9), an effective external force $F$ perpendicular to the twins is created by a uniform transport current flowing through the sample; such a force contains two components-the Lorentz force $n\left(\Phi_{0} / c\right) j_{y}$ and the Magnus force $\left(\Phi_{0} / c\right) \gamma \epsilon_{x} j_{x}$, acting on the vortex along the $x$ axis. Depending on the direction of the magnetic field assigned by the factor $n= \pm 1$, these two components can be identically or oppositely directed, and the resulting force will be different in these two cases. In what follows we express the current density in units of $j_{c}$ $=c U_{0} / \Phi_{0} b$ (in our study of the problem of a potential of general form we used the units $c U_{0} / \Phi_{0} a$ ) so that for the dimensionless parameter $f$, characterizing the external force we obtain

$$
f=n j \phi(\alpha), \quad \phi(\alpha)=\cos \alpha+n \gamma \epsilon_{x} \sin \alpha .
$$

Thus, the value of the external force $F=F_{p}$ at which the height of the potential barrier vanishes corresponds to the dimensionless current $j=1 / \phi(\alpha)$, equal to the critical current at $T=0$, and in the case $0<T \ll U_{0}$, to the crossover current $j_{\text {cr }}$.

In the function $\nu(j \phi(\alpha), t)=\nu\left(f, t, \varepsilon_{0}\right)$ we separate out the even component $\nu^{+}=[\nu(n=1)+\nu(n=-1)] / 2$ and the odd component $\nu^{-}=[\nu(n=1)-\nu(n=-1)] / 2$ in the magnetic field. These components determine the observed resistive characteristics-the even and odd components (in the magnetic field) of the longitudinal and transverse resistivity $\rho_{\|, \perp}^{ \pm}$. From the definition of $\nu^{ \pm}$it follows that their possible values for any values of $j, t, \alpha, \epsilon_{x}$, and $\varepsilon$, like the values of the function $\nu$, always lie between zero and one. Note that only the Hall constant $\epsilon_{x}$ enters into the even and the odd components of $\nu(j \phi(\alpha), t)$ since the $x$ component of the Magnus force depends on it, and this component contributes to the effective force $F$ along the $x$ axis, perpendicular to the twins. It is easy to see that the component $\nu^{+}$is even in $\epsilon_{x}$, i.e., $\nu^{+}\left(-\epsilon_{x}\right)=\nu^{+}\left(\epsilon_{x}\right)$, and the component $\nu^{-}$is odd, i.e., $\nu^{-}\left(-\epsilon_{x}\right)=-\nu^{-}\left(\epsilon_{x}\right)$. Therefore, for $\epsilon_{x}=0$ the even component $\nu^{+} \equiv \nu\left(j_{y}, t\right)$, and the odd component $\nu^{-} \equiv 0$. The


FIG. 6. The dependence $\nu^{-}(j)$ for the series of values of the parameter $t_{0}$ : $1-0.02,2-0.05,3-0.1$, for $\alpha=45^{\circ}, \gamma=1$, and $\epsilon_{x}=0.1$.
qualitative behavior and the limits of the component $\nu^{+}(j)$ as $j \rightarrow 0, \infty$ coincide with the corresponding limits of $\nu(f)$. The component $\nu^{-}(j)$ tends to zero in the linear regimes (as $j \rightarrow 0, \infty)$ and is nonzero in the region of nonlinearity of $\nu$, forming a characteristic peak (Fig. 6). The limits of the components $\nu^{+}(t)$ and $\nu^{-}(t)$ as $t \rightarrow \infty$ are the same as for $j$ $\rightarrow \infty$, and for $t \rightarrow 0$ they are equal to the corresponding components $\nu_{0}^{ \pm}$of the function $\nu_{0}[j \phi(\alpha)]$.

In the case of a small Hall effect $\left(\epsilon_{x}, \epsilon_{y} \ll 1\right)$ the function $\nu(f)=\nu\left[j_{y}\left(1+n \gamma \epsilon_{x} \tan \alpha\right)\right]$ can be expanded in the parameter $n \gamma \epsilon_{x} \tan \alpha$, which is small in the range of angles where $\tan \alpha \ll 1 / \gamma \epsilon_{x}$. In the linear approximation in the parameter $n \gamma \epsilon_{x} \tan \alpha$ the expressions for the even and odd components (in the magnetic field) of the function $\nu$ are respectively $\nu^{+}$ $=\nu(j \cos \alpha)$ and $\nu^{-}=\left.\nu^{\prime}(f)\right|_{j \cos \alpha} j \gamma \epsilon_{x} \sin \alpha \sim \epsilon_{x} \ll 1$.

The behavior of the probability of overcoming the potential barrier of a twin, $\nu$, and of its components $\nu^{+}$and $\nu^{-}$, as functions of the external force (or current) and the temperature is connected with their influence on the height of the barrier. At zero temperature, the relative decrease in the height of the potential barrier caused by the external force (current) can be estimated as $\delta=\Delta U / U_{0}=1-|f|=1$ $-j \phi(\alpha)$, so that vortex motion is impossible for $\delta>0$. The influence of temperature, with growth of which the probability of overcoming the barrier is increased, is such that for $t$ $\leqslant 0.1 \delta$ the TAFF regime of vortex motion transverse to the twins is realized, and for $t \gg 0.1 \delta$ the FF regime is realized. The nature of the transition from the TAFF to the FF regime in the functional dependences $\nu(f)$ and $\nu(t)$ is substantially different. The dependence $\nu(f)$ shifts to the left with growth of $t$, and its steepness decreases (see Fig. 4). Thus, the higher the temperature, the smoother the transition from the TAFF to the FF regime, and the lower the values of the external force at which it occurs. The dependence $\nu(t)$ also shifts to the left with growth of $f$, but its steepness grows (see Fig. 5). Consequently, the lower the barrier $\delta$, the steeper the transition from the TAFF to the FF regime and the lower the temperatures at which it occurs. The behavior of $\nu^{+}(j)$ and $\nu^{+}(t)$ is similar to the behavior of $\nu(f)$ and $\nu(t)$, respec-


FIG. 7. The dependence $\nu^{-}(t)$ for the series of values of the parameter $j_{0}$ : $1-0.1,2-1.0,3-1.5$, for $\alpha=45^{\circ}, \gamma=1$, and $\epsilon_{x}=0.1$.
tively. The location of the peaks determined by the dependences $\nu^{-}(j)$ and $\nu^{-}(t)$ corresponds to the region of the transition in the current and the temperature from the TAFF to the FF regime, and their amplitude is inversely proportional to the width of the transition. Depending on $\nu^{-}(j)$, with increasing $t$ the peak shifts to the left, and its amplitude decreases (see Fig. 6). Depending on $\nu^{-}(t)$, with increasing $j$ the peak shifts to the left, but its amplitude increases (Fig. 7). These peculiarities of the behavior of the dependences $\nu^{ \pm}(j)$ and $\nu^{ \pm}(t)$ underlie the behavior of the experimentally observed quantities-the even and odd components (in the magnetic field) of the longitudinal and transverse resistivity $\rho_{\|, \perp}^{ \pm}$.

We will obtain expressions from formulas (19)-(21)for the experimentally observed longitudinal $\rho_{\|}=E_{\|} / j$ and transverse $\rho_{\perp}=E_{\perp} / j$ resistivities (relative to the current) with the Hall effect taken into account. We separate out their even $\rho^{+}[\rho(n=1)+\rho(n=-1)] / 2$ and odd $\rho^{-}=[\rho(n=1)-\rho(n$ $=-1)] / 2$ components relative to the magnetic field:

$$
\begin{align*}
& \rho_{\|}^{ \pm} \frac{1}{1+\epsilon_{x} \epsilon_{y}}\left[\left(\epsilon_{x}-\epsilon_{y}\right) \nu^{\mp} \sin \alpha \cos \alpha+\left(\frac{1}{\gamma} \cos ^{2} \alpha\right.\right. \\
& \left.\left.-\gamma \epsilon_{x} \epsilon_{y} \sin ^{2} \alpha\right) \nu^{ \pm}\right]+\frac{\gamma}{2}(1 \pm 1) \sin ^{2} \alpha,  \tag{32}\\
& \rho_{\perp}^{ \pm}=\frac{1}{1+\epsilon_{x} \epsilon_{y}}\left[\left(\epsilon_{x} \sin ^{2} \alpha+\epsilon_{y} \cos ^{2} \alpha\right) \nu^{\mp}+\left(\frac{1}{\gamma}\right.\right. \\
& \left.\left.\quad+\gamma \epsilon_{x} \epsilon_{y}\right) \nu^{ \pm} \sin \alpha \cos \alpha\right]-\frac{\gamma}{2}(1 \pm 1) \sin \alpha \cos \alpha, \tag{33}
\end{align*}
$$

where $\nu^{ \pm}$are the above-defined even and odd components relative to the magnetic field of the function $\nu(j \phi(\alpha), t)$. In formulas (32) and (33) the nonlinear and linear (nonzero only for $\rho_{\|, \perp}^{+}$) terms separate out in a natural way. The physical reason for the appearance of linear terms is that in the model under consideration for $\alpha \neq 0$ there is always an FF regime of vortex motion along the twins.

### 3.2. The nonlinear $G$ effect

Let us proceed now to a treatment of the vortex dynamics and the resistive properties associated them them, based on the anisotropic pinning potential introduced above [see formula (26)]. For simplicity we will neglect the usually small Hall effect, i.e., we take $\epsilon_{x}=\epsilon_{y}=0$. As a consequence, the nondiagonal components of the resistivity tensor vanish ( $\rho_{x y}=\rho_{y x} \equiv 0$ ). Neglecting the Hall effect, the formulas for the experimentally observed longitudinal $\rho_{\| \mid}$and transverse $\rho_{\perp}$ resistivities relative to the current can be represented formally in a manner analogous to the linear case ${ }^{9}$ :

$$
\begin{align*}
& \rho_{\|}=\rho_{x x} \cos ^{2} \alpha+\rho_{y y} \sin ^{2} \alpha, \\
& \rho_{\perp}=\sin \alpha \cos \alpha\left(\rho_{y y}-\rho_{x x}\right), \tag{34}
\end{align*}
$$

with one substantial difference, namely, that in the nonlinear case one of the components of the resistivity tensor depends on the current $j$ and the angle $\alpha$, whereas the second is constant:

$$
\begin{equation*}
\rho_{x x}=\gamma, \quad \rho_{y y}=(1 / \gamma) \nu\left(j_{y}, t\right) \tag{35}
\end{equation*}
$$

[here, as earlier, see formula (19), and the resistance is measured in units of $\rho_{f}=B \Phi_{0} / c^{2} \eta_{0}$ ]. Therefore, under certain conditions in the current and temperature dependences of the observed resistivities (34) a pronounced nonlinearity appears while in the dynamics of a vortex system as a consequence of anisotropy of the pinning viscosity a nonlinear G effect is observed in both the temperature and the current. As a consequence of the even parity of $\nu(f, t, \varepsilon)$ in $f$ the quantities $\rho_{\|}$ and $\rho_{\perp}$ in formula (34) are even in the magnetic field, as they should be neglecting the Hall effect.

As is well known, ${ }^{18}$ the specifics of anisotropic pinning consist in the noncoincidence of the directions of the external motive force $\mathbf{F}_{L}$ acting on the vortex, and its velocity $\mathbf{v}$ (for isotropic pinning $\mathbf{F}_{L} \| \mathbf{v}$ if we neglect the Hall effect). The anisotropy of the pinning viscosity along and transverse to the twin boundaries leads to the result that for those values of $j, t, \alpha$ for which the component of the vortex velocity perpendicular to the twins, $\mathrm{v}_{x}$, is suppressed, a tendency is shown toward a substantial prevalence of guided vortex motion along the twins (the G effect) over motion transverse to the twins (the S effect). Note that the probability function $\nu$ describing the nonlinear properties of the observed resistive characteristics in the model under consideration is inversely proportional to the effective nonlinear viscosity introduced in Ref. 18, where the phenomenological approach was developed.

In the experiment, the function

$$
\begin{equation*}
\cot \beta=-\frac{\rho_{\perp}}{\rho_{\|}}=\frac{\gamma^{2}-\nu\left(j_{y}, t\right)}{\gamma^{2} \tan \alpha+\nu\left(j_{y}, t\right) \cot \alpha}, \tag{36}
\end{equation*}
$$

is used to describe the G effect, where $\beta$ is the angle between the vortex velocity vector $\mathbf{v}$ and the current density vector $\mathbf{j}$ (see Fig. 1). The G effect is expressed that much more strongly, the larger is the difference in directions of $\mathbf{F}_{L}$ and $\mathbf{v}$, i.e., the smaller is the angle $\beta$. Here it is possible that $\cot \beta$ $\gg 1$, i.e., $\rho_{\perp} \gg \rho_{\|}$. In the $T$ and $L$ geometries $\beta(\alpha=0)$ $=\beta(\alpha=\pi / 2) \equiv \pi / 2$ since the Lorentz force is directed exactly perpendicular or parallel to the twins.

Let us consider the sensitivity of the magnitude of the angle $\beta$ to small deviations of the angle $\alpha$ from the values 0 and $\pi / 2$ corresponding to the $T$ and $L$ geometries, in the linear approximation, for which we will calculate the derivative $d \beta / d \alpha$ at $\alpha=0$ and $\alpha=\pi / 2$ :

$$
\begin{equation*}
\left.\frac{d \beta}{d \alpha}\right|_{\alpha=0}=1-\frac{\gamma^{2}}{\nu(j, t)},\left.\quad \frac{d \beta}{d \alpha}\right|_{\alpha=\pi / 2}=1-\frac{\nu(0, t)}{\gamma^{2}} . \tag{37}
\end{equation*}
$$

As can be seen from Eqs. (37), in the $T$ geometry $(\alpha=0)$ the derivative $d \beta / d \alpha$ depends on both temperature and the current. In the TAFF regime, where $\nu(j, t) \ll 1$, this derivative has very large values, consistent with the G effect, while in the FF regime (for $j \rightarrow \infty$ and $t \rightarrow \infty$ ) it has the limit $1-\gamma^{2}$, i.e., the dependence $\beta(\alpha)$ in this case is due to the anisotropy of the electronic viscosity. In the $L$ geometry $(\alpha=\pi / 2)$ the derivative $d \beta / d \alpha$ depends only on the temperature since $j_{y}$ $\equiv 0$. For $t=0$ we have $(d \beta / d \alpha)_{\alpha=\pi / 2}=1$, and in the limit $t$ $\rightarrow \infty$ we obtain $(d \beta / d \alpha)_{\alpha=\pi / 2}=1-1 / \gamma^{2}$.

Let us consider the current and temperature dependence of $\cot \beta(j, t)$ for fixed values of the angle $\alpha \neq 0, \pi / 2$. The limits of $\cot \beta(j, t)$ as $j, t \rightarrow 0$ and as $j, t \rightarrow \infty$ are obtained by substituting the corresponding limits of the function $\nu(j \cos \alpha, t)$ into formula (36). For the limit of $\cot \beta(j, t)$ as $j \rightarrow 0$ we obtain $\lim _{j \rightarrow 0} \cot \beta \approx \cot \alpha$ correct to within $\max \left[\cot ^{2} \alpha \nu(0, t) / \gamma^{2}, \nu(0, t) / \gamma^{2}\right]$. In the temperature region corresponding to the TAFF regime, we have $\beta \approx \alpha$ and, consequently, at low currents the $G$ effect arises. At large currents $\left(j_{y} \gg 1\right)$, where for vortex motion transverse to the twins the FF regime is set up, the pinning viscosity becomes isotropic so that for $\gamma=1$ we have $\mathbf{v} \| \mathbf{F}_{L}$ for arbitrary values of the angle $\alpha$. In the temperature dependence of $\cot \beta(j, t)$ the $G$ effect is most strongly pronounced for currents $j_{y}$ $<1$, where $\beta(t=0)=\alpha$.

### 3.3. The Hall effect and the G effect in nonlinear regimes

In this subsection we consider peculiarities of the resistive characteristics in the investigated model due to the Hall effect. Experimentally, two types of measurements of the observed resistive characteristics are possible in a prescribed geometry defined by a fixed value of the angle $\alpha$ : CVC measurements and resistive measurements, which investigate the dependence of the observed resistivities on the current density at a fixed temperature $\rho_{\|, \perp}^{ \pm}(j)$ and on the temperature for fixed current density $\rho_{\|, \perp}^{ \pm}(t)$. The form of these dependences is governed by a geometrical factor-the angle $\alpha$ between the directions of the current density vector $\mathbf{j}$ and the twin plane. There are two different forms of the dependence of $\rho_{\|, \perp}^{ \pm}$on the angle $\alpha$ [see formulas (32) and (33)]. The first of these is the 'tensor'" dependence, also present in the linear regimes (TAFF and FF), which is external to the function $\nu$. The second is through the dependence of the function $\nu$ on its argument $f=n j \phi(\alpha)$, which in the region of the transition from the TAFF to the FF regime is substantially nonlinear [see Eq. (27)].

First recall that in the absence of the Hall effect $\left(\epsilon_{x}\right.$ $=\epsilon_{y} \equiv 0$ there exist only even resistivities (in the magnetic field) $\rho_{\|, \perp}^{+}$-the odd resistivities $\rho_{\|, \perp}^{-}$are zero [see formulas (32) and (33)]. The presence of nonzero values of $\epsilon_{x}, \boldsymbol{\epsilon}_{y}$
leads not only to the appearance of a Hall contribution to the observed resistivities on account of the even component $\nu^{+}$ of the function $\nu$, but also to the appearance of the odd component $\nu^{-}$, which has a maximum in the region of the nonlinear transition from the TAFF to the FF regime and is essentially equal to zero outside this transitional region (see Figs. 6 and 7). As a consequence, 'crossover'' effects arise: contributions from $\nu^{-}$to effects due to $\nu^{+}$, and vice versa: contributions from $\nu^{+}$to effects due to $\nu^{-}$. Thus, in the even resistivities $\rho_{\|, \perp}^{+}$, in addition to the main contribution created by the $G$ effect and described by $\nu^{+}$, there is present a Hall contribution arising due to $\nu^{-}$. The expressions for the odd resistivities $\rho_{\|, \perp}^{-}$contain, in addition to the Hall terms arising due to $\nu^{+}$, terms due to $\nu^{-}$[see formulas (32) and (33)].

Let us analyze the resistive dependences $\rho_{\|, \perp}^{ \pm}(j)$ and $\rho_{\|, \perp}^{ \pm}(t)$ with allowance for the small Hall effect. We first consider the simplest case of isotropy of the electronic viscosity $\gamma=1$ and a small isotropic Hall effect $\left(\epsilon_{x}=\epsilon_{y}=\boldsymbol{\epsilon}\right.$ $\ll 1$ ). In this case, the expressions for $\rho_{\|, \perp}^{ \pm}$, out to terms of order $\epsilon_{x} \epsilon_{y} \ll 1$, have the form

$$
\begin{align*}
& \rho_{\|}^{+} \approx \nu^{+} \cos ^{2} \alpha+\sin ^{2} \alpha, \quad \rho_{\perp}^{+} \approx\left(\nu^{+}-1\right) \sin \alpha \cos \alpha,  \tag{38}\\
& \rho_{\|}^{-} \approx \nu^{-} \cos ^{2} \alpha, \quad \rho_{\perp}^{-} \approx \epsilon \nu^{+}+\nu^{-} \sin \alpha \cos \alpha . \tag{39}
\end{align*}
$$

in the case of a small Hall effect $(\epsilon \ll 1)$ the expressions for the even and odd components of $\nu(f)$ in the linear approximation in the parameter $\epsilon \tan \alpha \ll 1$ (see Subsection 3.1.) are equal respectively to $\nu^{+}=\nu(j \cos \alpha)$ and $\nu^{-}$ $=\left.\nu^{\prime}(f)\right|_{j \cos \alpha} j \gamma \epsilon \sin \alpha \sim \epsilon \ll 1$, i.e., the functions $\nu^{ \pm}$are related to $\nu$ in a simple way.

Expressions (38) and (39) with the condition $\epsilon \tan \alpha \ll 1$ taken into account lead to a new nonlinear scaling relation for the Hall conductivity having the following form:

$$
\begin{equation*}
\epsilon=\frac{\left(\rho_{\perp}^{-}-\rho_{\|}^{-} \tan \alpha\right) \cos ^{2} \alpha}{\left(\rho_{\|}^{+}-\sin ^{2} \alpha\right)} . \tag{40}
\end{equation*}
$$

Thus, the isotropic Hall conductivity $\epsilon \ll 1$ is uniquely related to three experimentally observable nonlinear resistivities: $\rho_{\|}^{+}, \rho_{\|}^{-}$, and $\rho_{\perp}^{-}$while the scaling relation depends on the angle $\alpha$. This relation differs substantially from the powerlaw scaling law obtaining in the isotropic case. ${ }^{22}$ In the particular case $\alpha=0$ we regain the results of Ref. 16, specifically $\epsilon=\rho_{\perp}^{-} / \rho_{\|}^{+} \equiv \rho_{\perp} / \rho_{\|}$, i.e., a linear relationship between $\rho_{\perp}$ and $\rho_{\|}$.

The nature of the behavior of the current and temperature dependence of $\rho_{\|, \perp}^{ \pm}$is completely determined by the behavior of the dependences $\nu^{ \pm}(j)$ and $\nu^{ \pm}(t)$. The linear limit in formulas (38) and (39) is realized in that region of currents and temperatures where $\nu^{+}=$const and $\nu^{-}=0$ while the region of nonlinearity of the current and temperature dependence of $\rho_{\|, \perp}^{ \pm}$corresponds to those current and temperature intervals where the dependences $\nu^{ \pm}(j)$ and $\nu^{ \pm}(t)$ are nonlinear. Let us turn our attention now to the fact that the nonlinearity in the temperature dependences $\rho_{\|, \perp}^{ \pm}(t)$ can be observed even at large currents $j>1$ in the case when $j \phi(\alpha)<1$, where this this latter relation depends on the magnitude of the angle $\alpha$ [for $\phi(\alpha)<1 / j$ we have $f<1$ and $\nu(t \rightarrow 0)=0]$ and determines the limiting values of $\nu^{ \pm}(t)$ as


FIG. 8. The dependence $\rho_{\| \|}^{+}(j)$ for the series of values of the angle $\alpha$ : $1-$ $0^{\circ}, 2-25^{\circ}, 3-45^{\circ}, 4-65^{\circ}$, for $t_{0}=0.05, \gamma=1$, and $\epsilon_{x}=\epsilon_{y}=0.02$.
$t \rightarrow 0$. Thus, the linearity or nonlinearity of the dependences $\rho_{\|, \perp}^{ \pm}(t)$ at currents larger than unity depends on the magnitude of the angle $\alpha$.

In the even longitudinal resistivity $\rho_{\|}^{+}$and the even transverse resistivity $\rho_{\perp}^{+}$for a small Hall effect, terms proportional to $\epsilon \ll 1$ are absent, and only linear terms and contributions describing the nonlinear $G$ effect are present. The qualitative form of the current dependence $\rho_{\|, \perp}^{+}(j)$ and the temperature dependence $\rho_{\|, \perp}^{+}(t)$ is determined only by the even component $\nu^{+}$of the function $\nu$.

The limiting values of the qualitatively similar dependences $\rho_{\|}^{+}(j)$ and $\rho_{\|}^{+}(t)$ corresponding to the TAFF regime of vortex motion transverse to the twins are determined by guided vortex motion along the twins and grow with increasing magnitude of the angle $\alpha$ since in this case the component of the Lorentz force along the twins increases. In the FF regime, as the pinning viscosity becomes isotropic the contribution to the dependences $\rho_{\|}^{+}(j)$ and $\rho_{\|}^{+}(t)$ due to vortex motion transverse to the twins becomes substantial, and the limiting values of these dependences are equal to unity (Fig. 8).

The main contribution to the even transverse resistivity $\rho_{\perp}^{+}$is proportional to the factor $\sin \alpha \cos \alpha$; therefore, the
angle most favorable for its observation is $\alpha=\pi / 4$. The current dependence $\rho_{\perp}^{+}(j)$ and the temperature dependence $\rho_{\perp}^{+}(t)$ have their maximum absolute values in the TAFF regime of vortex motion transverse to the twins [see Eqs. (38)] (the same value is approached if the angle is replaced by its complement in the limit $j \rightarrow 0$ and $t \rightarrow 0$ ) and go to zero with the onset of the FF regime as a consequence of isotropization of the pinning viscosity (Fig. 9). In the case of isotropic electronic viscosity (the case under consideration) the resistivity $\rho_{\perp}^{+}$can serve as a measure of the anisotropy of the pinning viscosity since it is determined by the difference of the pinning viscosities transverse to and along the twins [see also Eqs. (38)].

As was noted above, the odd longitudinal $\rho_{\|}^{-}$and even transverse $\rho_{\perp}^{-}$resistivities arise thanks to the Hall effect, and therefore their characteristic scale is proportional to $\epsilon \ll 1$ [see Eqs. (39)].

Only the odd component $\nu^{-}$of the function $\nu$ contributes to the current dependence $\rho_{\|}^{-}(j)$ and temperature dependence $\rho_{\|}^{-}(t)$ of the odd longitudinal resistivity in the case of the isotropic Hall effect; therefore, their qualitative form is determined completely by the behavior of $\nu^{-}$as a function of the current and temperature. A characteristic peak appears in the dependences $\rho_{\|}^{-}(j)$ and $\rho_{\|}^{-}(t)$ in the region of nonlinearity of $\nu^{-}$as a function of the current and temperature while in the TAFF and FF regimes of vortex motion transverse to the twins they vanish (Fig. 10).

In the current dependence $\rho_{\perp}^{-}(j)$ and temperature dependence $\rho_{\perp}^{-}(t)$ of the odd transverse resistivity there are contributions both from the even $\nu^{+}$, and from the odd $\nu^{-}$component of the function $\nu$, whose relative magnitudes are determined by the angle $\alpha$, the Hall constant $\epsilon$, the parameter $t_{0}$ [for the dependence $\left.\rho_{\perp}^{-}(j)\right]$ and the current density $j_{0}$ [for the dependence $\left.\rho_{\perp}^{-}(t)\right]$. Thus, the magnitude of the contributions of $\epsilon \nu^{+}$and $\nu^{-}$can be of the same order of magnitude in the current dependence $\rho_{\perp}^{-}(j)$ at low temperatures $(t$ $\ll 1)$ and in the temperature dependence $\rho_{\perp}^{-}(t)$ at large currents $[j>1 / \phi(\alpha)]$ (Fig. 11) whereas in the temperature dependence $\rho_{\perp}^{-}(t)$ for weak currents $(j \ll 1)$ the contribution of $\epsilon \nu^{+}$dominates substantially. The limiting values of the current dependence $\rho_{\perp}^{-}(j)$ as $j \rightarrow 0, \infty$ are determined by the corresponding limits of $\nu^{+}$while the contribution of the odd



FIG. 9. Dependence of $\rho_{\perp}^{+}$on $j$ (a) for $t_{0}=0.05$ and on $t$ (b) for $j_{0}=0.1$ for the series of values of the angle $\alpha$ : $1-10^{\circ}, 2-25^{\circ}, 3-45^{\circ}, 4-65^{\circ}$, 5$80^{\circ}$, for $\gamma=1$ and $\epsilon_{x}=\epsilon_{y}=0.02$.



FIG. 10. Dependence of $\rho_{\|}^{-}$on $j$ (a) for $t_{0}=0.05$ and on $t(\mathrm{~b})$ for $j_{0}=1.5$ for the series of values of the angle $\alpha: 1-10^{\circ}, 2-25^{\circ}, 3-45^{\circ}, 4-65^{\circ}$, $5-80^{\circ}$ for $\gamma=1$, and $\epsilon_{x}=\epsilon_{y}=0.02$.
component $\nu^{-}$becomes considerable in its nonlinearity region where it forms its characteristic peak. In the temperature dependence $\rho_{\perp}^{-}(t)$ in the limit as $t \rightarrow 0$ a substantial contribution from the odd component $\nu^{-}$is also possible if different regimes of vortex motion transverse to the twins are realized for opposite directions of the magnetic field.

Let us turn now to a discussion of the more general formulas with $\gamma \neq 1$ and $\epsilon_{x} \neq \epsilon_{y}$, including the case of different signs. The presence of anisotropy of the electronic viscosities leads to a change in the limiting values of the observable resistivities $\rho_{\|, \perp}^{ \pm}$in those cases when they depend on the anisotropy parameter $\gamma$ (Fig. 12). Whereas for $\gamma=1$ complete isotropization of the system takes place in the FF regime of vortex motion transverse to the twins, for $\gamma \neq 1$ anisotropy remains in this regime, due to anisotropy of the electronic viscosity. The anisotropy of the Hall constants has a substantial effect on the odd resistivities $\rho_{\|, \perp}^{-}$created by the Hall effect, and no effect on the even resistivities $\rho_{\|, \perp}^{+}$, which are essentially independent of the small Hall effect. The physical reason for the influence of anisotropy of the Hall constants on the behavior of the dependences $\rho_{\|, \perp}^{-}(j)$
and $\rho_{\|, \perp}^{-}(t)$ is that the relative values of the Hall constants determine the angle between the vortex velocity and the Magnus force acting on them and, consequently, they determine the direction of the vortex velocity itself (in the anisotropic case, $\epsilon_{x} \neq \epsilon_{y}$, this angle deviates from the value $\pi / 2$, which corresponds to the isotropic case, $\epsilon_{x}=\epsilon_{y}$ ). Anisotropy of the Hall constants leads to the appearance of a new contribution to the odd longitudinal resistivity $\rho_{\|}^{-}$, which is absent in the isotropic Hall effect. In contrast to the isotropic case, for anisotropy of the Hall constants it is possible for the current and temperature dependences $\rho_{\|, \perp}^{-}$to change sign (Fig. 13).

To conclude this discussion, note that the case $\left|\epsilon_{x}\right|,\left|\epsilon_{y}\right|$ $\sim 1$ is of practical interest for pure superconductors ${ }^{25}$ by virtue of the fact that the Lorentz and Magnus forces acting on a vortex have the same order of magnitude, but this point requires separate study due to the large variety of possible effects.


FIG. 11. The dependence $\rho_{\perp}^{-}(j)$ for the series of values of the angle $\alpha$ : $1-$ $0^{\circ}, 2-25^{\circ}, 3-45^{\circ}, 4-65^{\circ}$, for $t_{0}=0.05, \gamma=1$, and $\epsilon_{x}=\epsilon_{y}=0.02$.


FIG. 12. The dependence $\rho_{\|}^{+}(j)$ for the series of values of the angle $\alpha$ : 1 $0^{\circ}, 2-25^{\circ}, 3-45^{\circ}, 4-60^{\circ}, 5-80^{\circ}$ for $t_{0}=0.05, \gamma=2$, and $\epsilon_{x}=\epsilon_{y}$ $=0.02$.



FIG. 13. Dependence of $\rho_{\|}^{-}\left(\mathrm{a}, \boldsymbol{\epsilon}_{x}=0.02\right)$ and $\rho_{\perp}^{-}(\mathrm{b}$, $\epsilon_{x}=-0.01$ ) on $t$ in the case of anisotropy of the Hall effect for the series of values of the angle $\alpha: 1-10^{\circ}$, $2-45^{\circ}$, 3- $50^{\circ}, 4-55^{\circ}, 5-60^{\circ}, 6-80^{\circ}, 7-85^{\circ}$, for $j_{0}=1.5, \gamma=1$, and $\epsilon_{y}=0.1$.

### 3.4. Scaling relations and their stability

In order to give concrete form to the above-obtained scaling relations [see Eqs. (22)-(25)], let us consider the observed resistivities in the $T$ and $L$ geometries, where the current is directed exactly parallel ( $\alpha=\pi / 2$ ) or perpendicular $(\alpha=0)$ to the twins. It follows from formulas (32) and (33) that in these limiting cases $\rho_{\|}^{-}=\rho_{\perp}^{+} \equiv 0$, and we obtain for $\rho_{\|}^{+}$and $\rho_{\perp}^{-}$

$$
\begin{align*}
& \rho_{\|, T}^{+}=\frac{\nu(j, t)}{\gamma\left(1+\epsilon_{x} \epsilon_{y}\right)}, \\
& \rho_{\perp, T}^{-}=\frac{\epsilon_{y} \nu(j, t)}{\left(1+\epsilon_{x} \epsilon_{y}\right)}(\alpha=0, T \text {-geometry }),  \tag{41}\\
& \rho_{\|, L}^{+}=\gamma\left(1-\frac{\epsilon_{x} \epsilon_{y} \nu\left(\epsilon_{x} \gamma j, t\right)}{\left(1+\epsilon_{x} \epsilon_{y}\right)}\right), \\
& \rho_{\perp, L}^{-}=\frac{\epsilon_{x} \nu\left(\epsilon_{x} \gamma j, t\right)}{\left(1+\epsilon_{x} \epsilon_{y}\right)}(\alpha=\pi / 2, L-\text { geometry }) . \tag{42}
\end{align*}
$$

Let us discuss the case of small Hall effects ( $\epsilon_{x}, \epsilon_{y} \ll 1$ ). The longitudinal $\rho_{\|}^{-}$and transverse $\rho_{\perp}^{+}$resistivity for a superconductor with uniaxial pinning anisotropy vanish in the $T$ and $L$ geometries. The longitudinal even $\rho_{\|}^{+}$and transverse odd $\rho_{\perp}^{-}$resistivity in the $T$ geometry are due to vortex motion transverse to the twins, described by the function $\nu(j, t)$. In the limit $j, t \rightarrow \infty$ to within terms proportional to $\epsilon_{x} \epsilon_{y} \ll 1$ we have $\rho_{\|}^{+}=1 / \gamma$ and $\rho_{\perp}^{-}=\epsilon_{y}$. The main contribution to the resistivity $\rho_{\|}^{+}$in the $L$ geometry, which is equal to $\gamma$ with the same accuracy, is due to guided vortex motion along the twins, for which pinning is absent. The magnitude of the resistivity $\rho_{\perp}^{-}$in the $L$ geometry is described by the function $\nu\left(\epsilon_{x} \gamma j, t\right)$. Since its first argument, the $x$ component of the Magnus force, $\epsilon_{x} \gamma j$, is vanishingly small for a small Hall effect for realistically achievable currents $j \ll 1 / \epsilon_{x} \gamma$ and the velocity component $\mathrm{V}_{x}$ is suppressed, the resistivity $\rho_{\perp}^{-}$dependence mainly only on the temperature. For $t \ll 1$ the resistivity $\rho_{\perp}^{-}$is so small it cannot be measured ( $\rho_{\perp}^{-} \equiv 0$ in the limit $t=0$ since $\epsilon_{x} \gamma j<1$ ), and for $t \sim 1$ it approaches the value of the Hall constant, $\boldsymbol{\epsilon}_{x}$ (to within terms proportional to $\epsilon_{x} \epsilon_{y} \ll 1$ ).

Formulas (41) and (42) express simple scaling relations between the observable resistivities $\rho_{\|}^{+}$and $\rho_{\perp}^{-}$in the $T$ and $L$ geometries on the one hand and the constants $\epsilon_{x}, \epsilon_{y}, \gamma$ on the other. The values of the latter and the form of the function $\nu(x)$ can be reconstructed, as can be seen from formulas (41) and (42), from measurements of $\rho_{\|}^{+}$and $\rho_{\perp}^{-}$in the $T$ and $L$ geometries. Therefore, it makes sense to consider the question of the stability of the measurements in these geometries since the preparation of the samples can lead to small deviations $\Delta \alpha$ from the values $\alpha=0, \pi / 2$. Here it should also be borne in mind that besides the resistivities $\rho_{\|}^{+}$, and $\rho_{\perp}^{-}$assigned by formulas (41) and (42), in the presence of an angle deviation, $\Delta \alpha$, the resistivities $\rho_{\|}^{-}$and $\rho_{\perp}^{+}$, not present in the $T$ and $L$ geometries, also appear. The expansions of $\rho_{\|, \perp}^{ \pm}$in $\alpha$ about $\alpha=0$ (in the $T$ geometry) and in $\Delta \alpha=\pi / 2-\alpha$ about $\alpha=\pi / 2$ (in the $L$ geometry) out to the first nonvanishing terms neglecting terms of the order of $\epsilon_{x} \epsilon_{y} \ll 1$ have the form

$$
\begin{aligned}
\rho_{\|, T}^{-} \approx & {\left[\left(\epsilon_{x}-\epsilon_{y}\right) \nu(j, t)+\left(j \epsilon_{x} / \gamma\right) \nu^{\prime}(j, t)\right] \alpha, } \\
\rho_{\perp, T}^{+} \approx & {[(1 / \gamma) \nu(j, t)-\gamma] \alpha, } \\
\rho_{\|, L}^{-} \approx & \left(\epsilon_{x}-\epsilon_{y}\right) \nu\left(\epsilon_{x} \gamma j, t\right) \Delta \alpha, \\
\rho_{\perp, L}^{+} \approx & {\left[(1 / \gamma) \nu\left(\epsilon_{x} \gamma j, t\right)+j \epsilon_{x} \nu^{\prime}\left(\epsilon_{x} \gamma j, t\right)-\gamma\right] \Delta \alpha, } \\
\rho_{\|, T}^{+} \approx & \frac{1}{\gamma} \nu(j, t)+\left[\gamma-\frac{1}{\gamma} \nu(j, t)-\frac{j}{2 \gamma} \nu^{\prime}(j, t)\right] \alpha^{2}, \\
\rho_{\perp, T}^{-} \approx & \epsilon_{y} \nu(j, t)+\left[\left(\epsilon_{x}-\epsilon_{y}\right) \nu(j, t)\right. \\
& \left.+j\left(\epsilon_{x}-\epsilon_{y} / 2\right) \nu^{\prime}(j, t)\right] \alpha^{2}, \\
\rho_{\|, L}^{+} \approx & \gamma+\left[j\left(\epsilon_{x}-\epsilon_{y}\right) \nu^{\prime}\left(\epsilon_{x} \gamma j, t\right)\right. \\
& \left.+(1 / \gamma) \nu\left(\epsilon_{x} \gamma j, t\right)-\gamma\right] \Delta \alpha^{2}, \\
\rho_{\perp, L}^{-} \approx & \epsilon_{x} \nu\left(\epsilon_{x} \gamma j, t\right)+\left[\left(\epsilon_{y}-\epsilon_{x}\right) \nu\left(\epsilon_{x} \gamma j, t\right)+\frac{j}{\gamma} \nu^{\prime}\left(\epsilon_{x} \gamma j, t\right)\right. \\
& \left.+\frac{j^{2} \epsilon_{x}}{2} \nu^{\prime \prime}\left(\epsilon_{x} \gamma j, t\right)\right] \Delta \alpha^{2},
\end{aligned}
$$

where the prime denotes the derivative $\nu^{\prime}(f, t)$ $\equiv \partial \nu(f, t) / \partial f$. The resistivities $\rho_{\|}^{-}$and $\rho_{\perp}^{+}$, equal to zero in
the $T$ and $L$ geometries, vary linearly with $\alpha$ and $\Delta \alpha$ for small deviations from the $T$ and $L$ geometries. The more unstable of them (in both the $L$ and the $T$ geometry) is the even transverse resistivity $\rho_{\perp}^{+}$in the TAFF regime of vortex motion transverse to the twins, where $\rho_{\perp, T}^{+} \approx-\gamma \alpha$ in the $T$ geometry and $\rho_{\perp, L}^{+} \approx-\gamma \Delta \alpha$ in the $L$ geometry. The resistivities $\rho_{\|}^{+}$and $\rho_{\perp}^{-}$vary quadratically in $\alpha$ and $\Delta \alpha$ from their values in the $T$ and $L$ geometries respectively. The relative deviation of the resistivity for a small deviation from the $T$ and $L$ geometries is negligibly small for $\rho_{\perp}^{-}$, but for $\rho_{\|}^{+}$it is of the order $\Delta \rho_{\|, T}^{+} / \rho_{\|, T}^{+} \sim \alpha^{2} / \nu(j, t)$ in the $T$ geometry and $\Delta \rho_{\|, L}^{+} / \rho_{\|, L}^{+} \sim \Delta \alpha^{2}$ in the $L$ geometry. Thus, $\rho_{\|, T}^{+}$is the most unstable in the TAFF regime of vortex motion transverse to the twins, where $\nu(j, t) \ll 1$. The physical reason for this instability is the rapid variation of the angle $\beta$ from $\pi / 2$ in the $T$ geometry, where $\mathrm{V}_{y}=0$, to the angle $\alpha \ll 1$ corresponding to the G regime with $\mathrm{V}_{y} \gg \mathrm{~V}_{x}$. The stability of the $L$ geometry is physically clear from the fact that for $\Delta \alpha \ll 1$ the angle $\beta$ varies hardly at all, i.e., the direction of the velocity vector $\mathbf{v}$ varies only slightly (in contrast to the case of the $T$ geometry).

As was stated above, in an actual experiment small deviations $\Delta \alpha$ of the angle $\alpha$ from the values $\alpha=0, \pi / 2$ corresponding to the $T$ and $L$ geometries are always present. Utilizing experimental measurements of $\rho_{\perp, \|}^{ \pm}$, these deviations can be found using the following scheme. First, neglecting small quadratic contributions in $\alpha$ and $\Delta \alpha=\pi / 2-\alpha$ to the resistivities $\rho_{\|}^{+}$and $\rho_{\perp}^{-}$(in the region where they are stable), it is possible to solve the scaling problem using formulas (41) and (42), i.e., the reconstruct the values of the constants $\boldsymbol{\epsilon}_{x}, \boldsymbol{\epsilon}_{y}, \gamma$ and the function $\nu(x)$. Knowing this, from the formulas for the resistivities $\rho_{\|}^{-}$and $\rho_{\perp}^{+}$, which vanish in the $T$ and $L$ geometries and are linear in $\alpha$ and $\Delta \alpha=\pi / 2-\alpha$ for small deviations from the $T$ and $L$ geometries it is possible to find the corresponding values of $\alpha$ and $\Delta \alpha$. The selfconsistency of this scheme is checked by calculating the quadratic corrections in $\alpha$ and $\Delta \alpha$, which should be small relative to the main contribution in the $T$ and $L$ geometries.

## 4. CONCLUSION

In the present work we have theoretically examined the strongly nonlinear resistive behavior of the two-dimensional vortex system of a superconductor with unidirectional twins as a function of the transport current density $j$, the temperature $t$, and the angle $\alpha$ between the directions of the current and the twins. The nonlinear (in $j$ ) resistive behavior of the anisotropic vortex ensemble can be caused by factors of both an electronic and a 'pinning'" origin. Digressing here from the possible nonlinearity of the electronic viscosity of superconductors (see, however, Refs. 26 and 27), in this work we take as the one source of nonlinearity the presence of intrinsically anisotropic pinning on twins. It is physically obvious that such pinning at low enough temperatures leads to anisotropy of the vortex dynamics since it is much easier for them to move along the twins (the G effect in the FF regime, which is linear in the current) than in the perpendicular direction, where it is necessary for them to overcome the pinning potential barrier on the twins, which also is a source of
resistive nonlinearity. If under variation of one of the "external' ' parameters $j, t, \alpha$ the intensity of manifestation of the indicated nonlinearity is weakened, then (neglecting the usually small Hall terms) this weakening will lead to an "effective isotropization'" of the vortex dynamics, i.e., to a convergence (and in the limit of the absence of nonlinearity and electronic anisotropy, to coincidence) of the directions of the mean velocity vector of the vortices and the Lorentz force.

It is physically clear that the current, temperature, and angle $\alpha$ have a qualitatively different effect on the weakening of pinning on twins and the corresponding transition from anisotropic vortex dynamics to isotropic. With growth of $j$ the Lorentz force $F_{L}$ grows and the height of the potential barrier $\delta(j)$ decreases, so that for $j \geqslant j_{\text {cr }}$ (where $j_{\text {cr }}$ is the crossover current of the indicated transition, whose width grows with growth of $t$ ) this barrier essentially disappears. The quantity $j_{\text {cr }}$ depends on $\alpha$ by virtue of the fact that the probability of overcoming the barrier $\delta$ is governed not by the magnitude of the force $F_{L}$, but only by its transverse component $F_{L} \cos \alpha$, so that $j_{\mathrm{cr}}(\alpha)=j_{\mathrm{cr}}(0) / \cos \alpha$ grows with growth of $\alpha$. Since an increase in the temperature $t$ always increases the probability of overcoming the pinning barrier $\delta(j)$, the transition to isotropization of the vortex dynamics is that much steeper in $t$, the smaller is $\delta(j)$.

In order to theoretically analyze the above-described physical picture of a nonlinear anisotropic resistive response, Sections 2 and 3 employed a comparatively simple, but at the same time quite realistic, planar model of stochastic pinning. It allows one to distinctly separate the pinning viscosity from the electronic (drift and Hall) viscosity and to reduce the calculations to the evaluation of analytical formulas (32) and (33), which have a simply physical interpretation. A distinguishing feature of this model is the possibility, within the framework of a unified approach, to describe consistently the nonlinear transition from the anisotropic dynamics of a vortex system (for currents $j \ll j_{\mathrm{cr}}(\alpha)$ at relatively low temperatures) to isotropic behavior (for currents $j>j_{\mathrm{cr}}(\alpha)$ at relatively high temperatures). In the model under consideration this approach corresponds (for $t>0$ ) to a substantially nonlinear crossover from the linear low-temperature TAFF regime to the ohmic FF regime of vortex motion. Physically, this stochastic model provides the most adequate description of resistive behavior of a strongly pinned vortex liquid ${ }^{28}$ in the immediate vicinity of its melting temperature $T_{m}(H)$, which depends on the magnetic field strength $H$ (Ref. 11). Note that most resistive experiments on pinning on twins are carried out in this temperature range ${ }^{4-9}$ since, on the one hand, here it is already possible in fact to neglect isotropic pinning on point defects and, on the other, the amplitude of the resistive response is still large enough that one does not have to use squid picovoltmeters.

Proceeding now to a brief description of the main theoretical results, we note here that an analytical representation of the nonlinear resistive response of the investigated system in terms only of elementary functions was possible thanks to the use of a simple but physically realistic model of anisotropic pinning on twins (see Sec. 3 and Fig. 3). The exact solution obtained made it possible for the first time to consistently analyze not only the qualitatively clear dynamics of
the nonlinear G effect, but also the nontrivial question of the interaction of guided vortex motion along twins and the Hall effect. The most important result (and unexpected from the point of view of "linear'" intuition) in our opinion is the conclusion that the appearance of novel (specific to anisotropic pinning in the linear ${ }^{9,10}$ variant) $\rho_{\perp}^{+}$and $\rho_{\| \mid}^{-}$-effects does not require the existence of linear anisotropy of an electronic origin, i.e., anisotropy of the electronic viscosity tensor $\hat{\eta}$ and the Hall conductivity tensor $\hat{\alpha}$ (see Sec. 2). The nonlinear formulas (32) and (33) in agreement with physical intuition (now already nonlinear) clearly demonstrate that the most natural and "sufficient" reason for the relatively large novel $\rho_{\perp}^{+}$- and $\rho_{\|}^{-}$-effects is the anisotropy of pinning on twins. At comparatively low temperatures and weak currents $\left[j \ll j_{\text {cr }}(\alpha) \equiv j(0) / \phi(\alpha)\right.$, see Eq. (29)] it leads to the realization of a quite intense (over a wide interval of angles around $\alpha=\pi / 4)$ guided vortex motion along the twins in the TAFF regime, i.e., to the appearance of $\rho_{\perp}^{+}$-effects, and at currents $j \approx j_{\mathrm{cr}}(\alpha)$, to the appearance of characteristic maxima in the curves of the Hall components of the resistivity tensor, $\rho_{\perp}^{-}$ and $\rho_{\|}^{-}$[see Subsections 3.1. and 3.3. and Figs. 10, 11, and 13a].

A completely novel result of the present work is also contained in formulas (32) and (33). It is a quantitative description of the interaction of the G effect and the Hall effect, which is valid for all values of the Hall constants regardless of magnitude or sign. Formally, this interaction arises as a result of the fact that in the case of anisotropic pinning on twins the motive force $F$ [see Eq. (9)], which determines the probability of overcoming the potential barrier (and therewith also determines the magnitude of the component of the vortex velocity perpendicular to the twins), is the sum of two forces. The first of these is the transverse component of the Lorentz force, $F_{L} \cos \alpha$, and the other is the transverse component of the Magnus force, $F_{M}^{\perp}=n \epsilon_{x} \gamma F_{L} \sin \alpha$ [see Eq. (9)], which is proportional to the longitudinal (relative to the twins) component of the velocity of guided vortex motion. This second force $F_{M}^{\perp}$, which changes its sign (relative to the sign of $F_{L}$ ) upon reversal of the sign of the external magnetic field, is the reason for the appearance of new, Hall-like in their origin, $\nu^{-}$-terms in the formulas for the resistive responses (32) and (33). The key point in the physical interpretation of these formulas is our treatment of the function $\nu(f, t, \varepsilon)$ as the probability of overcoming the potential barrier of the twins, from which follows an understanding of the evolution of the functions associated with it, $\nu^{ \pm}$(see Subsection 3.1.), as functions of the magnitude of the current density $j$, temperature $t$, and angle $\alpha$. Note that this treatment is not a unique property of the stochastic model of anisotropic pinning considered in this work, but can also be consistently realized within the framework of the nonlinear phenomenological approach ${ }^{17,18}$ under much broader assumptions, including, in particular, an account of the intervortex interaction.

If, as is usually the case in experiment, ${ }^{2,3,5}$ the Hall constants are sufficiently small $\left(\epsilon_{x}, \epsilon_{y} \ll 1\right)$, then formulas (32) and (33) simplify substantially since under these conditions $\nu^{-}\left(f_{0}\right) \sim \epsilon_{x}\left(d \nu / d f_{0}\right) \ll 1$ (see Subsection 3.1.). If, in addition, $\gamma=1$ and $\epsilon_{x}=\epsilon_{y}=\epsilon \ll 1$, then the interaction of the G
effect and the Hall effect becomes 'unilateral'": formulas (38) for $\rho_{\|}^{+}$and $\rho_{\perp}^{+}$(and consequently for $\cot \beta$, see Subsection 3.2.) cease to depend on the Hall effects whereas in formulas (39) for $\rho_{\|}^{-}$and $\rho_{\perp}^{-}$the $\nu^{+}$functions characteristic of the $G$ effect are preserved.

In conclusion, it should also be noted that the curves of the temperature dependences $\rho_{\|, \perp}^{ \pm}(t)$ presented in this work should not be understood literally since the entire list of parameters of the problem (components of the tensors $\hat{\eta}$ and $\hat{\alpha}$, the pinning potential $U_{0}$ ) can also depend implicitly on the temperature, which enters into the formulas for the resistivities in terms of $\nu(f, t, \varepsilon)$. Therefore, these curves should be understood only as an illustration of possible effects of temperature depinning of vortices on twins, valid under the condition that the indicated implicitly $t$-dependent parameters vary weakly in those temperature intervals that correspond to singularities of the functions $\nu^{ \pm}(t)$. Nevertheless, we would still like to note that in a number of cases for the model under consideration [see Fig. 13b] the temperature dependence of the Hall magnetoresistivity $\rho_{\perp}^{-}$for $j_{0}=$ const is strongly reminiscent of the 'anomalous'" Hall behavior in HTSC's, which has been actively discussed in a number of experimental and theoretical works. ${ }^{2,3,29}$
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#### Abstract

The effect of illumination with various wavelengths $\lambda$ ( $770 \mathrm{~nm}<\lambda<1120 \mathrm{~nm}$ ) on the conductivity of GaAs structures with tin $\delta$-doping of the vicinal faces was investigated in the temperature range $4.2-300 \mathrm{~K}$. Negative persistent photoconductivity was found in strongly doped samples. It was shown on the basis of the results of investigations of the Hall and Shubnikov-de Haas effects that the negative photoconductivity is due to a large decrease in the electron mobility with increasing electron density. The decrease of electron mobility is explained by ionization of DX centers, which destroys the spatial correlation in the distribution of positively charged donors and negatively charged DX centers. © 1999 American Institute of Physics. [S1063-7761(99)01912-5]


## 1. INTRODUCTION

Delta-doped semiconductors, where the impurity atoms are located in a layer one or several atomic monolayers thick, are now an object of intense experimental and theoretical investigations. ${ }^{1}$ The charges of the dopants in the $\delta$ layer create a potential well, as a result of which a structure with two-dimensional electrons is formed. In $\delta$-doped structures with a high impurity density, electrons fill many sizequantization subbands. The behavior of two-dimensional electrons in such systems in electric and magnetic fields is much more complicated than in ordinary low-dimensional structures with a single filled subband. Intersubband electron scattering is important, and electron mobilities in each subband are different.

Interest in the study of $\delta$-doped semiconductors is justified not only from the scientific standpoint but also by the possibility of practical applications of such materials. Deltadoping is an example of an extremely narrow doping profile which gives high current-carrier densities. Even though high dopant concentrations are important in nanoelectronics, the mechanisms limiting the maximum achievable free-electron density at high doping levels are still not completely understood.

It should be noted that ordinarily silicon is used to produce $n$-type $\delta$-layers in gallium arsenide, and it is important to investigate and compare the electronic properties of $\delta$-layers with different dopants, for example, tin. As a donor impurity, tin is less amphoteric than silicon, ${ }^{2}$ and the use of tin should make it possible to obtain higher densities of twodimensional electrons in a $\delta$-layer.

Quasi-one-dimensional and one-dimensional electronic systems, produced on the basis of two-dimensional systems, are now being investigated increasingly more actively. ${ }^{3}$ Quantization of the conductivity as a function of the width of
the conducting channel, quantum oscillations of a new type in a magnetic field, and other fundamental effects are observed in such systems. Ordinarily, submicron electron lithography is used to limit the lateral size in two-dimensional systems. ${ }^{3}$ To obtain systems with quasi-one-dimensional electronic channels several tens and less nanometers in size, a promising method is to grow structures on the vicinal surface of gallium arsenide, ${ }^{4-10}$ i.e., on a surface tilted from the basal plane [for example, (001)] by a small angle, as a result of which it becomes stepped.

An important experimental fact is that, usually, persistent positive photoconductivity is observed in structures with $\delta$-doped layers at low temperatures, i.e., under illumination the conductivity of the structures increases and remains for a long time. ${ }^{11}$ Various models of persistent photoconductivity exist. One model involves the photoionization of deep levels, called DX centers. It is believed that a DX center is a negatively charged localized state, which traps two free electrons. ${ }^{12-15}$ In a different model, the separation of photoionized electron-hole pairs, so that the electrons remain in the $\delta$ layer while the holes escape into the interior volume, is taken into account. In this case, a logarithmic decay of the persistent photoconductivity is expected. ${ }^{16,17}$ Conductivity anisotropy ${ }^{4-6,18}$ and positive photoconductivity and its quenching by a strong electric field ${ }^{19,20}$ are observed in GaAs structures with tin $\delta$-doping of the vicinal face.

In the present paper we report the results of an investigation of negative persistent photoconductivity, which we observed in GaAs structures with tin $\delta$-doping of the vicinal faces, in a wide range of photon energies in the temperature range $4.2 \mathrm{~K}<T<300 \mathrm{~K}$. Mechanisms of negative and positive persistent photoconductivity in $\delta$-doped GaAs structures are discussed.

TABLE I. Resistivity $\rho$, Hall density $n_{H}$, and Hall mobility $\mu_{H}$ of electrons and the sum $\sum n_{\mathrm{SdH}}$ of the electron densities in all subbands, which is determined from the Shubnikov-de Haas effect, at temperature $T=4.2 \mathrm{~K}$.

| Sample <br> No. | Form of illumination | $\rho, \Omega$ | $\begin{gathered} n_{H}, \\ 10^{12} \mathrm{~cm}^{-2} \end{gathered}$ | $\begin{gathered} \mu_{H}, \\ \mathrm{~cm}^{2} /(\mathrm{V} \cdot \mathrm{~s}) \end{gathered}$ | $\begin{gathered} \sum n_{\mathrm{SdH}}, \\ 10^{12} \mathrm{~cm}^{-2} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | In dark | 202 | 31.5 | 981 | 26.2 |
|  | $\lambda=791 \mathrm{~nm}$ | 198 | 31.6 | 1000 | 26.3 |
|  | $\lambda>850 \mathrm{~nm}$ | 232 | 30.4 | 886 | 27.9 |
| 2 | In dark | 374 | 25.8 | 648 | 25.9 |
|  | $\lambda=791 \mathrm{~nm}$ | 367 | 24.9 | 683 | 26.0 |
|  | $\lambda>850 \mathrm{~nm}$ | 417 | 26.0 | 576 | 29.6 |
| 3 | In dark | 1330 | 8.03 | 586 | 8.28 |
|  | $\lambda=791 \mathrm{~nm}$ | 1173 | 8.62 | 618 | 8.39 |
|  | $\lambda>850 \mathrm{~nm}$ | 1235 | 8.81 | 574 | 8.38 |

## 2. SAMPLES AND MEASUREMENT PROCEDURE

The experimental structures were grown by molecularbeam epitaxy. A $0.45 \mu \mathrm{~m}$ thick undoped GaAs buffer layer was grown on a semi-insulating $\mathrm{GaAs}\{\mathrm{Cr}\}$ substrate, disoriented by $3^{\circ}$ from the (001) plane toward to the (110) plane. A system of steps formed on the vicinal face of the crystal. A 1 ML high step is 5.3 nm wide. Next, growth was stopped and a definite quantity of tin was precipitated onto the surface. After the tin was deposited, a 40 nm thick gallium arsenide layer was grown at low epitaxy temperatures $\approx 450{ }^{\circ} \mathrm{C}$, which should make it possible to preserve a nonuniform distribution of tin. Then a 20 nm thick GaAs layer, doped with silicon to $2 \times 10^{18} \mathrm{~cm}^{-3}$, to fill the surface states was grown.

Samples in the form of double Hall bridges with the conducting channel oriented along the [110] direction and along the $[-110]$ direction were prepared for resistivity and Hall effect measurements. In all samples the resistivity in the [110] direction was less than in the [ -110 ] direction. At the same time, the influence of illumination of the conductivity was qualitatively independent of the direction of the conducting channel, so that in the present paper we report the results obtained for samples with the conducting channel oriented along the [110] direction. To investigate the photoconductivity the samples were illuminated with an incandescent lamp through a monochromator, which extracted radiation with wavelength ranging from 770 nm to 1120 nm with spectral linewidth 2.6 nm , and through various filters. Certain parameters of the experimental samples at $T=4.2 \mathrm{~K}$ are presented in Table I.

## 3. EXPERIMENTAL RESULTS

The photoconductivity of the experimental samples depends on the wavelength of the incident light. In addition, the irradiation intensity was found to be important for observing negative photoconductivity with reasonable durations of the experiment. The typical dependence of the resistivity of sample 1 on the illumination time is displayed in Fig. 1. As one can see in this figure, when the sample is irradiated with $\lambda=791 \mathrm{~nm}$ light (curve 2), at first positive photoconductivity is observed and then, under further illumi-


FIG. 1. Resistance of sample 1 versus the irradiation time for light with wavelength $\lambda \geqslant 1120 \mathrm{~nm}$ (1) and $\lambda=791 \mathrm{~nm}$ (2) and illumination intensity $10 \mu \mathrm{~W} / \mathrm{cm}^{2}$.
nation, it changes to negative. For $\lambda \geqslant 1120 \mathrm{~nm}$ (curve 1 ) only negative photoconductivity is observed. The dependence of the change in the resistivity as a function of the wavelength of the incident light for various radiation intensities for sample 1 is presented in Fig. 2. The same dependence is observed for sample 2 . The resistivity of these samples, after cooling in the dark to temperature 4.2 K and illumination with monochromatic light with wavelength less than 835 nm and intensity less than $20-70 \mathrm{nW} / \mathrm{cm}^{2}$, decreases (positive photoconductivity) and saturates in $\approx 30$ min (points 1 , Fig. 2). Under further illumination of the same samples with radiation with wavelength $786 \mathrm{~nm}<\lambda<796$ nm and intensity $I \approx 10 \mu \mathrm{~W} / \mathrm{cm}^{2}$, the resistivity at first decreases to a minimum (point 3 in Fig. 2), and then starts to grow, reaching at saturation a value (point 4 in Fig. 2) greater than the value in the dark (negative photoconductivity). Under continuous irradiation with light with wavelength greater than 835 nm and intensity $I \approx 20 \mathrm{nW} / \mathrm{cm}^{2}$ (this intensity of light is obtained by illuminating through a monochromator) the resistivity of the samples remains unchanged for


FIG. 2. Resistivity change $\Delta \rho$ of sample 1 , measured from the dark resistivity, versus the wavelength $\lambda$ of the incident radiation: 1 -illumination through a monochromator with intensity $I \approx 70 \mathrm{nW} / \mathrm{cm}^{2}$ for 1 h ; 2-illumination through a monochromator with intensity $I \approx 20 \mathrm{nW} / \mathrm{cm}^{2}$ for $1 \mathrm{~h} ; 3$-illumination through a filter $786 \mathrm{~nm}<\lambda<796 \mathrm{~nm}$ with $I \approx 10 \mu \mathrm{~W} /$ $\mathrm{cm}^{2}$ (minimum value of the resistivity); 4-illumination through the same filter and with the same intensity $I \approx 10 \mu \mathrm{~W} / \mathrm{cm}^{2}$ to saturation; $5-\lambda>850$ nm filter to saturation, $I \approx 60 \mu \mathrm{~W} / \mathrm{cm}^{2} ; 6-920 \mathrm{~nm}<\lambda<930 \mathrm{~nm}$ filter to saturation, $I \approx 10 \mu \mathrm{~W} / \mathrm{cm}^{2} ; 7-\lambda \geqslant 1120 \mathrm{~nm}$ filter, $I \approx 60 \mu \mathrm{~W} / \mathrm{cm}^{2}$ to saturation.



FIG. 3. Temperature dependences of the resistivity of samples 1 (a) and 2 (b) in the dark (curve 1) and after illumination at $T=4.2 \mathrm{~K}$ with $\lambda=791 \mathrm{~nm}$ light (curve 2) (the illumination was switched off after the minimum resistivity was reached) and $\lambda$ $>1120 \mathrm{~nm}$ light (curve 3) (the illumination was switched off after resistivity saturation was reached).
at least 5 hs (points 2 in Fig. 2). When the samples 1 and 2 are illuminated with radiation with wavelength greater than 850 nm and intensity $I \approx 10-60 \mu \mathrm{~W} / \mathrm{cm}^{2}$, the resistivity increases from the dark value and reaches at saturation (points 5, 6, and 7 in Fig. 2) the same value as for illumination with intense light with wavelength less than 835 nm . In this case an initial decrease of the resistivity is not observed. In the negative photoconductivity regime, the resistivity remains unchanged for at least 5 h after the illumination is switched off at temperature 4.2 K , i.e., negative persistent photoconductivity is observed. The critical photon energy corresponding to wavelength 835 nm is approximately 35 meV less than the GaAs band gap. This corresponds to the energy required to transfer electrons from shallow acceptors into the conduction band. ${ }^{21}$

The temperature dependences of the resistivity $\rho$ of heavily doped samples 1 and 2 , measured in the dark and after various forms of illumination at $T=4.2 \mathrm{~K}$ and heating at a rate of $3 \mathrm{~K} / \mathrm{min}$, are presented in Fig. 3. When sample 1 is heated, after illumination at $T=4.2 \mathrm{~K}$ (up to saturation of the resistivity) through a filter transmitting light with wavelength greater than 1120 nm , as the temperature increases, the resistivity decreases and crosses the dark curve $\rho(T)$ at $T \approx 40 \mathrm{~K}$ (Fig. 3a). For sample 2 the heating curve, after illumination with 'long-wavelength' radiation (we shall call radiation with energy less than the band gap in gallium arsenide long-wavelength radiation) crosses the dark temperature dependence at $T \approx 120 \mathrm{~K}$. After crossing the dark dependence $\rho(T)$, the resistivity curve after illumination with 'long-wavelength'" radiation lies somewhat above the resistivity curve after illumination with "short-wavelength", radiation (radiation with photon energy greater than the band gap in gallium arsenide), switched on at the moment when the resistivity reaches its minimum value. In all samples persistent photoconductivity exists up to temperatures $\approx 180 \mathrm{~K}$.

For the less heavily doped sample 3 the resistivity decreases after illumination with "short-wavelength" and 'long-wavelength'" radiation, but the values of the resistivity at which saturation occurs are different for these two forms of illumination-the resistivity decreases more strongly for illumination with 'short-wavelength' radiation. After illumination at temperature 4.2 K is switched off, the resistivity of this sample slowly returns to the dark value in several hours. The temperature dependences of the resistivity of sample 3, which were measured in the dark, and with
heating after irradiation at $T=4.2 \mathrm{~K}$ with light with various wavelengths are presented in Fig. 4.

Besides the temperature dependences of the resistivity, in the present work we investigated the Shubnikov-de Haas effect to determine the electron density in the sizequantization subbands. The magnetoresistivities for samples 1 and 2, respectively, at $T=4.2 \mathrm{~K}$ measured in the dark (curves 1 ) and after various forms of illumination (curves 2 and 3) are displayed in Figs. 5(a) and 6(a), and the Fourier spectra corresponding to the oscillations are displayed in Figs. 5(b) and 6(b). The Shubnikov-de Haas effect showed that for positive persistent photoconductivity the frequencies (proportional to the two-dimensional electron densities in the size-quantization subbands), observed in the Fourier spectrum of the magnetoresistivity oscillations, remain practically unchanged (curves 2 in Figs. 5 and 6), while for negative persistent photoconductivity the frequencies increase (curves 3 in Figs. 5 and 6) compared with the dark values (curves 1 in Figs. 5 and 6). The quantum electron mobilities ${ }^{22}$ in the size-quantization subbands in the presence of positive persistent photoconductivity increase by 10-20\% (primarily in the upper subbands) compared with the dark values, and in the presence of negative persistent photoconductivity they decrease strongly (by a factor of 1.5) in the lower subbands. This change of the quantum electron mobilities affects the height and width of the peaks in the Fourier spectrum: For illumination with 'long-wavelength'" radia-


FIG. 4. Temperature dependences of the resistivity of sample 3 in the dark (curve 1) and after illumination at $T=4.2 \mathrm{~K}$ with $\lambda=791 \mathrm{~nm}$ light (curve 2) and $\lambda=850 \mathrm{~nm}$ light (curve 3). The illumination was switched off after resistivity saturation was reached.


FIG. 5. (a)—Magnetoresistivity oscillations of sample 1 at $T=4.2 \mathrm{~K}$ in the dark (1) and after irradiation with $\lambda=791 \mathrm{~nm}$ light (2) (the illumination was switched off after the minimum resistivity was reached) and $\lambda>850 \mathrm{~nm}$ light (3) (the illumination was switched off after resistivity saturation was reached). (b)—Amplitude of the Fourier transform of the Shubnikov-de Haas oscillations versus the density of two-dimensional electrons for sample 1 in the dark and after a corresponding illumination.
tion the height of the peaks corresponding to the lower subbands is much smaller and the width is much greater than in the dark [Figs. 5(b) and 6(b)]. The Hall effect investigations confirmed that the change in the resistivity of the samples after illumination is determined primarily by the change in the electronic Hall mobilities (see Table I). For illumination with 'short-wavelength', radiation the Hall mobility averaged over all subbands increases, and the 'long-wavelength" mobility decreases compared with the values in the dark.

## 4. DISCUSSION

The long-time character of the negative photoconductivity observed in the heavily doped samples 1 and 2 gives a basis for inferring that this effect is associated with filling and emptying of DX centers. The increase in the total electron density, determined from the Shubnikov-de Haas effect, under illumination is $6.5 \%$ for sample 1 and $14 \%$ for sample 2 (see Table I). This appears to be due to the ionization of filled DX centers. ${ }^{12}$ It is believed that a DX center is a negatively charged localized state, trapping two free electrons. ${ }^{13-15}$ The Coulomb interaction between the positively charged shallow donors and DX centers gives rise to a correlation in the spatial distribution of charged impurity atoms and decreases scattering of electrons by them. ${ }^{23-27}$ Ionization of DX centers by the light destroys the correlation and this should decrease the electron mobility ${ }^{23,28}$ and lead to the above-described negative persistent photoconductivity effect. It should also be noted that, possibly, the filled tin DX cen-
ters in GaAs are still neutral (they contain one electron each $)^{29}$ and weakly scatter electrons, while under illumination the tin atoms become positively charged, and the observed decrease of the electron mobility is simply due to increase in the number of scattering centers.

The positive persistent photoconductivity can be explained as follows. Under illumination with 'shortwavelength" radiation, electron-hole pairs are produced, and they are separated by a weak electric field which exists at equilibrium in the $i$-GaAs buffer layer between the substrate and the $\delta$-layer. In the process, the electrons slide down into the $\delta$-layer, and the holes neutralize the charged acceptors, which are present in small quantities in $i-\mathrm{GaAs}$, or slide down into the substrate. The characteristic acceptor density in $i$-GaAs is $4 \times 10^{14} \mathrm{~cm}^{-3}$, which for buffer layer thickness $d=0.45 \mu \mathrm{~m}$ corresponds to a two-dimensional density $1.8 \times 10^{10} \mathrm{~cm}^{-2}$. As a result of the spatial separation of the electrons and holes in the buffer layer, an additional electric field arises and completely compensates the initial field, the bands are rectified, ${ }^{11}$ and the electron-hole pairs no longer separate. The additional charge-carrier density required for such a nonequilibrium situation to arise is approximately

$$
\Delta n_{s}=\frac{\varepsilon_{0} \varepsilon}{e d} \Delta V
$$

where $\Delta V=0.75 \mathrm{~V}$ is the potential corresponding to a deep chromium level in the substrate ${ }^{30}$ and $d=0.45 \mu \mathrm{~m}$ is the buffer layer thickness in the experimental structures. The


FIG. 6. (a)—Magnetoresistivity oscillations of sample 2 at $T=4.2 \mathrm{~K}$ in the dark (1) and after irradiation with $\lambda=791 \mathrm{~nm}$ light (2) (the illumination was switched off after the minimum resistivity was reached) and $\lambda>850 \mathrm{~nm}$ light (3) (the illumination was switched off after resistivity saturation was reached). (b)—Fourier spectrum of the Shubnikov-de Haas oscillations for sample 2 in the dark and after corresponding illumination.


FIG. 7. Temporal relaxation of the positive photoconductivity of sample 3 after illumination at $T=77 \mathrm{~K}$ with $\lambda=791 \mathrm{~nm}$ light (1) and $\lambda>1120 \mathrm{~nm}$ light (2. Solid lines-fit of the formula (1).
value of $\Delta n_{s}$ obtained in this manner is $1.2 \times 10^{11} \mathrm{~cm}^{-2}$, which corresponds to a small increase of the Shubnikov electron densities in the samples (for example, $\Delta n_{s}$ for sample 3 is $1.1 \times 10^{11} \mathrm{~cm}^{-2}$ ). The rectification of the conduction band bottom increases the effective width of the quantum well. At the same time, the wave functions of the electrons are concentrated farther away from the charged donors of the $\delta$-layer. This decreases the electron scattering and increases the electron mobility. This should affect the electron mobility most strongly precisely in the upper subbands, since it is the wave functions of electrons in the upper subbands that are most sensitive to such an increase in the width of the potential well. ${ }^{22}$

Under 'long-wavelength', illumination, together with ionization of DX centers, the electrons are excited from deep levels of chromium in the substrate and slide down into the $\delta$-layer. At the same time, neutralization of the acceptors in the $i$-GaAs buffer layer by holes, just as with "shortwavelength'" illumination, does not occur. The neutralization of charged acceptors under illumination with 'shortwavelength' radiation results in an additional increase of the electron mobilities in the upper subbands, ${ }^{22,31}$ and for this reason in the present case the resistivity of the samples decreases more strongly than for illumination with 'longwavelength'" radiation.

The fact that positive persistent conductivity arises because of the spatial separation of the photogenerated electrons and holes is confirmed by measurements of the temporal relaxation of the photoconductivity. The decrease of the conductivity with time after illumination is switched off is described well by a logarithmic time dependence, which is characteristic for spatial charge separation. ${ }^{16,17}$ Figure 7 displays the relaxation of the positive persistent photoconductivity in sample 3 and a fit of the function

$$
\begin{equation*}
\sigma(0)-\sigma(t)=A \ln (1+t / \tau) \tag{1}
\end{equation*}
$$

obtained in Ref. 16 and valid for the initial time interval, to this photoconductivity. The relaxation parameter $\tau$ for sample 3 illuminated with "short-wavelength" radiation at $T=77 \mathrm{~K}$ is 19 s , while for illumination with 'longwavelength" radiation it is 68 s . At $T=4.2 \mathrm{~K}$ the relaxation
parameter increases and is 23 s for "short-wavelength" radiation and several tens of minutes for "long-wavelength"' radiation. Neutralization of charged acceptors under illumination with "short-wavelength' radiation results in faster relaxation of the positive persistent photoconductivity than for illumination with 'long-wavelength'' radiation, because of the recombination of the electrons in the $\delta$-layer and the close-lying acceptors. In heavily doped samples 1 and 2, in the regime of positive persistent photoconductivity, the relaxation times of the photoconductivity are close to the relaxation times in sample 3.

## 5. CONCLUSIONS

In summary, we have investigated for the first time negative persistent conductivity in GaAs structures with tin $\delta$-doped vicinal faces. This effect is observed only in samples with a high level of doping. An increase in resistivity is accompanied by an increase in the electron density and a substantial decrease of electron mobility, which is what determines the negative sign of the photoconductivity. The increase in electron density is a consequence of the ionization with deep metastable levels-DX centers. The decrease of the mobility could be due to breakdown of the spatial correlation in the arrangement of positively charged donors and negatively charged DX centers as well as to an increase in the density of positively charged scattering centers, if the DX centers were neutral before ionization.
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The electrophysical properties of heterojunctions several microns in size, obtained by successive deposition of the metal-oxide high-temperature superconductor $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}$, a normal metal Au , and the low-temperature superconductor Nb , were studied experimentally. Current flows in the [001] direction of the epitaxial $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}$ film. It is shown, by comparing the experimental data with existing theoretical calculations, that for the experimentally realizable transmittances $\left(\bar{D}=10^{-5}-10^{-6}\right)$ of the $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}$-normal metal boundary the critical current of the entire heterostructure is low (of the order of the fluctuation current) because of a sharp change in the amplitude of the potential of the superconducting carriers at this boundary. The current-voltage characteristics of the heterostructure studied correspond to tunnel junctions consisting of a superconductor with $d_{x^{2}-y^{2}}$ type symmetry of the superconducting wave function and a normal metal. © 1999 American Institute of Physics. [S1063-7761(99)02012-0]

## 1. INTRODUCTION

Currently many properties of HTSCs are being estimated using a $d$-type wave function for the superconducting carriers. Specifically, this model explains the magnetic field dependence of the critical current in bimetallic two-junction SQUIDs consisting of $\mathrm{YBa}_{2} \mathrm{Cu}_{3} \mathrm{O}_{x}(\mathrm{YBCO})$ and $\mathrm{Pd}^{1}$ and the spontaneous excitation of magnetic flux quanta in HTSC structures with three bicrystalline boundaries. ${ }^{2}$ At the same time, experiments on electron tunneling in the $c$ direction in HTSCs give contradictory results. On the one hand, in HTSC-low-temperature superconductor ( $s$-type superconducting wave function) junctions there is no critical current for junctions in the $c$ direction, ${ }^{3-5}$ which agrees well with the theory of junctions consisting of superconductors with a $d$-type wave function for the superconducting carriers and an $s$-superconductor. On the other hand, an appreciable critical current, whose amplitude varies nonmonotonically as a function of the magnetic and microwave fields nonmonotonically as predicted for junctions with $s$-superconductors, has been observed in a number of experiments. ${ }^{6-8}$ To explain the experiments of Refs. 6-8, it has been conjectured that in yttrium-group HTSC materials a mixture of superconducting $s$ - and $d$-type carriers arises because of the orthorhombic nature of these materials, and diffuse scattering near the boundary or twinning of HTSC films results in a larger contribution from the $s$ component. ${ }^{9,10}$ We note that an estimate of the parameters of the $\mathrm{Pb} /(\mathrm{Au}, \mathrm{Ag}) / \mathrm{YBCO}$ structures inves-
tigated in Refs. 6-8 gives transmittances $D=10^{-7}-10^{-9}$, averaged over the directions of the moments, for the barriers of the HTSC-normal metal barriers with quite large junction areas, $S=0.1-1 \mathrm{~mm}^{2}$.

In the present paper we report the results of an experimental investigation of current flow in $s$-supercon-ductor-normal metal-HTSC heterojunctions, fabricated by successive deposition of YBCO, a normal metal (ordinarily Au ), and Nb , with much smaller areas ( $S \approx 8 \times 8 \mu \mathrm{~m}^{2}$ ) and higher transmittance $\left(10^{-5}-10^{-6}\right)$ of the YBCO-normal metal boundary. The experimental data are analyzed from two standpoints: on the basis of the isotropic theory of $s$ superconductivity and from the standpoint of the modern theory, which assumes a $d$-type wave function in the superconductor YBCO film.

## 2. EXPERIMENTAL PROCEDURE AND EXPERIMENTAL SAMPLES

The junctions were prepared by using the sequence of operations shown in Fig. 1. First, the epitaxial YBCO films were grown either by laser ablation or using cathodic sputtering in a diode configuration with dc current and high oxygen pressure. During YBCO film growth, a temperature $700-800^{\circ} \mathrm{C}$ was maintained and the pure oxygen pressure was $0.3-1$ mbar for laser ablation and 3 mbar for cathodic sputtering. Neodymium gallate with (110) orientation or the $r$ plane of sapphire with a $\mathrm{CeO}_{2}$ buffer layer was used as the


FIG. 1. Sequence for the preparation of HTSC-normal metal-superconductor heterostructures: a) deposition of a trilayer heterostructure $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO} ; b$ ) formation of a region of the heterojunction using ionic etching; c) deposition of the insulator $\mathrm{CeO}_{2}$ to prevent contacts with YBCO in the basal plane; d) fabrication of an Au electric layout; e) top view of the fabricated heterostructures.
substrate. Epitaxial YBCO films, 100-150 nm thick, with $c$ orientation and the following superconducting parameters, measured by the resistive method, were obtained: 1) the critical temperature at which the resistance of the film deposited on a $5 \times 5 \mathrm{~mm}^{2}$ substrate is zero, $T_{c f}=84-89 \mathrm{~K}$; 2) the width of the superconducting transition (determined at the levels 0.9 and 0.1 times the resistance of the film at the onset of the transition into the superconducting state), $\Delta T_{c}=0.5$ $-1 \mathrm{~K} ; 3)$ the ratio of the resistances at temperatures 300 K and $100 \mathrm{~K}, \rho_{300 \mathrm{~K}} / \rho_{100 \mathrm{~K}} \approx 2.8$. The number of $0.3-1 \mu \mathrm{~m}$ in diameter particles on the surface of the YBCO film, which are caused by the formation of different phases of YBCO as well as $\mathrm{Y}, \mathrm{Ba}$, and Cu oxides, was $\sim 10^{6} \mathrm{~cm}^{-2}$. Evidence of the high quality of the YBCO films fabricated is the small width of the (005) x-ray peak of YBCO, FWHM(005) $\approx 0.2^{\circ}$, for $\theta / 2 \theta$ scanning with $0.15 \mu \mathrm{~m}$ film thickness.

A thin, 20 nm thick, layer of normal metal $(\mathrm{Au}, \mathrm{Ag}, \mathrm{Pt})$ was deposited at $100^{\circ} \mathrm{C}$ immediately after the YBCO film, using either laser ablation or high-frequency cathodic sputtering (Fig. 1a). Next, a 100-150 nm thick Nb layer was deposited on a water-cooled substrate by a magnetron cathodic sputtering. The critical temperature of the superconducting transition in Nb films was $9.1-9.2 \mathrm{~K}$. Niobium is used as the low-temperature superconductor because it does not enter into a solid-phase chemical reaction with Au. We note that in the experiments of Refs. $4-7$, where Pb is used, a superconducting alloy of Au and Pb can form.

In the trilayer heterostructure obtained, photolithography and ion and plasma-chemical etchings were used to form regions of heterojunctions which during photolithography were fixed on sections with the minimum number of particles on the surface of the YBCO films (Fig. 1b). To prevent electrical contact in the basal ( $a-b$ ) plane of the YBCO film, the lateral region of the junction was insulated with a $\mathrm{CuO}_{2}$ layer with a central window with the dimensions $S=8 \times 8 \mu \mathrm{~m}^{2}$ (Fig. 1c). At the final stage explosion lithography was used to form junction areas and Au wiring in the form of two stripes, which enable separated input of current and voltage to the top electrode Nb (Figs. 1d, e). The geometry used for the gold contacts (see Fig. 1) makes it possible to investigate the electrophysical properties of $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ structures for the YBCO film in the superconducting state. More than 30 $\mathrm{Nb} /$ normal metal/YBCO samples, where $\mathrm{Au}, \mathrm{Ag}$, and Pt were used as the normal metal, were prepared. In the present paper the results of investigations performed on nine $\mathrm{Nb} / \mathrm{Au} /$ YBCO samples, in which the variance of the characteristic resistances $R_{N} S$ ( $R_{N}$ is the differential resistance, measured for $V>20 \mathrm{mV}$ ) of the boundaries at liquid-helium temperature did not exceed a factor of 4 (see Table I).

## 3. EXPERIMENTAL RESULTS

The dependences of the resistances $R$ of the heterojunctions on the temperature $T$ and $4 \mu \mathrm{~m}$ wide the test bridges,

TABLE I. Electrophysical parameters of superconductor structures measured at $T=4.2 \mathrm{~K}$.

| Sample | $R_{d}(0), \Omega$ | $R_{N}, \Omega$ | $R_{N} S, 10^{-6} \Omega \cdot \mathrm{~cm}^{2}$ | $R_{d}(0) / R_{N}$ | $\bar{D}, 10^{-6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $P 9 J 2$ | 12.2 | 7.0 | 4.5 | 1.7 | 4.8 |
| $P 9 J 3$ | 9.8 | 6.0 | 3.8 | 1.6 | 5.6 |
| $P 10 J 2$ | 10.5 | 5.9 | 3.8 | 1.8 | 5.6 |
| $P 10 J 3$ | 10.6 | 5.9 | 3.8 | 1.80 | 5.6 |
| $P 11 J 2$ | 4.9 | 4.2 | 2.7 | 1.2 | 7.9 |
| $P 11 J 3$ | 5.2 | 3.6 | 2.3 | 1.4 | 9.3 |
| $P 12 J 2$ | 2.4 | 2.0 | 1.3 | 1.2 | 16.7 |
| $P 13 J 2$ | 7.2 | 3.5 | 2.2 | 2.1 | 9.5 |
| $P 13 J 3$ | 7.5 | 6.6 | 4.2 | 1.1 | 5.1 |

consisting of YBCO films placed on the same substrate, with $1-5 \mu \mathrm{~A}$ bias currents and their current-voltage characteristics (IVCs) in the temperature $4.2-300 \mathrm{~K}$ were measured. Figure 2 shows the temperature dependences for one of the substrates. At temperatures $T>T_{c f}$ metallic behavior of $R(T)$ is observed, i.e., the resistance decreases with temperature, as is characteristic for a $c$-oriented YBCO film with current flow in the basal plane of YBCO. As a rule, $T_{c f}$ of the bridges and heterojunctions was less than the critical temperature of YBCO films, measured immediately after the trilayer heterostructure was prepared. The degradation of the superconducting properties of the film is evidently due to a decrease in the amount of oxygen during ionic etching. The inset in Fig. 2 shows the function $R(T)$ for a heterojunction at temperatures $T<T_{c f}$, demonstrating that the resistance of the heterojunction increases as temperature decreases. The value of $R(T)$ at temperatures $T<T_{c f}$ depends on the current. This attests to a nonlinear current dependence of the differential resistance $R_{d}$ of the heterojunction.

A family of curves of $R_{d}$ versus the voltage $V$ at various temperatures is shown in Fig. 3. It is evident that $R_{d}(0)$ increases as $T$ decreases. This growth is reflected in an increase of the resistance $R(T)$ (Fig. 2). The nonlinearity observed in the IVC in the temperature range $72 \mathrm{~K}<T<84 \mathrm{~K}$ is due to the destruction of the superconductivity of the YBCO film. The function $R_{d}(V)$ increases. This is due to the systematic destruction of superconductivity in sections of the YBCO electrode as the current $I$ increases. We note that the


FIG. 2. Temperature dependence of the resistance of the heterostructure and of a $4 \mu \mathrm{~m}$ wide bridge arranged on the same substrate. Inset: $R(T)$, on an enlarged scale, of the heterojunction at temperatures $T<T_{c}$, where the resistance of the YBCO film is zero.


FIG. 3. Family of curves of the differential resistance of the heterojunction at various temperatures versus voltage. The scale along the resistance axis for $R_{d}(V)$ at $T=91 \mathrm{~K}$ is shown on the right-hand side
junction resistance at $T \approx T_{c f}$ is somewhat higher than the asymptotic resistance $R_{N}$, measured for $V>20 \mathrm{mV}$ and $T$ $\ll T_{c f}$.

The results of the measurements of the electrophysical parameters of several samples, prepared by the same method are presented in Table I. The resistance $R_{N} S$ of the boundary at $T=4.2 \mathrm{~K}$ makes it possible to estimate the average (over the direction of the momentum of the quasiparticles) boundary transmittance, which we shall employ below, ${ }^{11}$ as

$$
\bar{D}=\frac{2 \pi^{2} \hbar^{3}}{e^{2} p_{F}^{2}} \frac{1}{R_{N} S}=\frac{2 \rho^{\mathrm{YBCO}_{l} \mathrm{YBCO}}}{3 R_{N} S}
$$

where $p_{F}$ is the smallest value of the Fermi momentum for YBCO or Au. ${ }^{11}$ The values of the transmittance of the boundaries of the fabricated structures for $\rho^{\mathrm{YBCO}} l^{\mathrm{YBCO}} \approx 3.2$ $\times 10^{-11} \Omega \cdot \mathrm{~cm}^{2}$ (Ref. 4) are also presented in Table I.

Test samples with bilayer heterostructures $\mathrm{Au} / \mathrm{YBCO}$, $\mathrm{Nb} / \mathrm{YBCO}$, and $\mathrm{Au} / \mathrm{Nb}$, fabricated using a technology with the same conditions as for the formation of the experimental $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ heterostructures, were also investigated. The resistances $R_{N} S$ of these boundaries measured at liquidnitrogen temperature are $R_{N} S(\mathrm{Au} / \mathrm{YBCO}) \sim 10^{-8} \Omega \cdot \mathrm{~cm}^{2}$, $R_{N} S(\mathrm{Au} / \mathrm{Nb}) \sim 10^{-12} \Omega \cdot \mathrm{~cm}^{2}, \quad$ and $\quad R_{N} S(\mathrm{Nb} / \mathrm{YBCO})$ $\sim 10^{-4} \Omega \cdot \mathrm{~cm}^{2}$. Here the series resistance of the YBCO film for $T_{c f}<77 \mathrm{~K}$ was taken into account. Comparing these quantities with the data presented in Table I, it is evident that the resistance of the $\mathrm{Au} / \mathrm{Nb}$ boundary can be neglected, and the resistance of the $\mathrm{Au} / \mathrm{YBCO}$ boundary, which increases when Nd is deposited on top of Au , probably, because of the interaction of Nb with YBCO, makes the main contribution to the resistance of the experimental heterojunctions. The resistance of a direct $\mathrm{Nb} / \mathrm{YBCO}$ contact is very large. Most likely, the increase in the contact resistance is due to the displacement of oxygen out of the YBCO film into the Nb , which has good gettering characteristics, deposited on top. We note that the oxygen mobility in the $a-b$ planes of YBCO is much higher than in the $c$ direction.

Figure 4 shows the surface of a bilayer $\mathrm{Au} / \mathrm{YBCO}$ heterostructure, measured with an atomic-force microscope. It is evident that its surface consists of Au granules separated by $\sim 1 \mu \mathrm{~m}$. The subsequently deposited Nb film covers the surface of the Au granules, where a good electric contact with the YBCO film is created, and forms a direct contact with


FIG. 4. Three-dimensional image of the surface of a bilayer heterostructure $\mathrm{Au} / \mathrm{YBCO}$. The image was obtained with an atomic-force microscope.

YBCO, where, as a result of a decrease in the amount of oxygen in the basal planes, the contact resistance is much higher. This could be the reason why the resistance of the trilayer heterostructure $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ is higher than that of a bilayer $\mathrm{Au} / \mathrm{YBCO}$ heterostructure.

## 4. DISCUSSION OF THE EXPERIMENTAL RESULTS

The experimental trilayer heterostructure can be represented as $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ granules connected in parallel and sections of direct contact of Nb and YBCO via pores in the Au film. Since the characteristic resistance of the $\mathrm{Nb} / \mathrm{YBCO}$ boundary is several orders of magnitude greater than $R_{N} S$ of the trilayer heterostructure $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$, and the surface area of the granules and pores, according to our estimates, differ severalfold (see Fig. 4), current flows mainly through the boundary of $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ granules. A trilayer $\mathrm{Nb} / \mathrm{Au} /$ YBCO heterostructure can be described by the model shown in Fig. 5; a 100-150 nm superconducting YBCO electrode $\left(S_{d}\right)$ with critical superconducting transition temperature $T_{c f}=87 \mathrm{~K}$; a $1-3 \mathrm{~nm}$ YBCO $\left(S_{d}^{\prime}\right)$ layer with an oxygen deficit and therefore disrupted superconducting properties; a $10-20 \mathrm{~nm}$ thick layer of normal metal (Au); a $100-150 \mathrm{~nm}$ thick superconducting $\mathrm{Nb}\left(S_{s}\right)$ electrode with $T_{c}=9.2 \mathrm{~K}$. A similar model has been proposed in Ref. 4 to estimate the electrophysical parameters of the system $\mathrm{Pb} / \mathrm{Au} / \mathrm{YBCO}$.

First, we shall estimate the change in the superconducting order parameter in Nb as a result of the contact with Au . Since the measured value of the boundary resistance is quite small, it can be assumed that the superconducting Green's function, characterizing the amplitude of the interaction potential $\Phi$ of the superconducting carriers and its derivative with respect to the coordinate $x$ are continuous at the boundary. Using the calculations of Refs. 12 and 13, we find that the superconducting order parameter $\Delta_{1}$ of Nb at the $\mathrm{Nb} / \mathrm{Au}$
boundary is somewhat less than its equilibrium value $\Delta_{\mathrm{Nb}}$ in the interior volume of the film and is $\Delta_{1} / e \approx 560 \mu \mathrm{~V}$. For estimates, the following values of the electrophysical parameters of Nb and Au were used at $T=4.2 \mathrm{~K}: \rho^{\mathrm{Nb}} l^{\mathrm{Nb}}=4$ $\times 10^{-12} \Omega \cdot \mathrm{~cm}^{2}, \quad \xi^{\mathrm{Nb}}=0.73 \times 10^{-6} \mathrm{~cm}, \quad \mathrm{~V}_{F}^{\mathrm{Nb}}=3 \times 10^{7} \mathrm{~cm} / \mathrm{s}$, $T_{c 0}^{\mathrm{Nb}}=9.2 \mathrm{~K}$ and $\rho^{\mathrm{Au}} l^{\mathrm{Au}}=8 \times 10^{-12} \Omega \cdot \mathrm{~cm}^{2}, \quad \xi^{\mathrm{Au}}=10^{-6} \mathrm{~cm}$, and $\mathrm{v}_{F}^{\mathrm{Au}}=1.4 \times 10^{8} \mathrm{~cm} / \mathrm{s}$, where $\mathrm{v}_{F}^{\mathrm{Nb}, \mathrm{Au}}$ is the Fermi velocity and $l^{\mathrm{Nb}, \mathrm{Au}}$ is the mean-free path length in Nb and Au , respectively.

Let us estimate the change in the order parameter at the YBCO/Au boundary. We assume that as a result of the interaction of YBCO and Nb , a superconducting surface layer $S_{d}^{\prime}$ of the order of 3 nm thick with critical temperature less than 4 K is formed. ${ }^{4}$ Assuming that the coherence length of $S_{d}^{\prime}$ differs negligibly from $\xi_{c-\text { Үвсо }}$ and is $\xi_{S_{d}^{\prime}}=5$ $\times 10^{-8} \mathrm{~cm}$ and that the resistivity increases by an order of magnitude ${ }^{4}$-from $\rho_{c-\mathrm{YBCO}}=10^{-4} \Omega \cdot \mathrm{~cm}^{2}$ to $\rho_{S_{d}^{\prime}}=1$ $\times 10^{-3} \Omega \cdot \mathrm{~cm}^{2}$, we obtain that at the $\mathrm{Au} / \mathrm{YBCO}$ boundary


FIG. 5. Schematic diagram of the distribution of the order parameter (solid line) and the amplitude of the pair potential (dashed lines) in a direction perpendicular to the surface of an $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ heterostructure.
the order parameter decreases on the YBCO side decreases by a factor of approximately $100, \Delta_{2}^{\prime} / e \approx 140 \mu \mathrm{~V}$. A potential barrier with low transmittance, $\bar{D} \sim 10^{-6}$, is present at the $\mathrm{Au} / \mathrm{YBCO}$ boundary. This barrier decreases $\Delta_{2}$ by another factor of $\bar{D}, \Delta_{2}=\Delta_{2}^{\prime} \bar{D}$. Here we used the theoretical estimates, which are strictly applicable for superconductors with $s$-type pairing. However, as the calculations of Refs. 10 and 14 show, the character of the change in the order parameter at the boundary of a $d$ superconductor with a normal metal or insulator does not differ much from a junction with an $s$ superconductor for orientations of the normal to the $d$ superconductor along the principal crystallographic axes.

As a result, we can estimate the amplitude of the superconducting current through the entire structure by using the model of a superconductor-normal metal-superconductor $\left(S_{d}^{\prime} N S\right)$ junction, on the boundaries of whose weak section the values of the order parameters are known: $\Delta_{2} / e$ $\approx 0.004 \mu \mathrm{~V}$ and $\Delta_{1} / e \approx 560 \mu \mathrm{~V}$. In what follows, we shall employ the theory developed for $S-N-S$ junctions. The thickness of the $N$ layer is of the order of the coherence length, so that the change in the superconducting order parameter in the interlayer can be neglected. As a result, the product of the critical current $I_{c}$ by $R_{N}$ at low temperature is $I_{c} R_{N} \approx \sqrt{\left(\Delta_{1} \Delta_{2}\right) / e}=0.09 \mu \mathrm{~V}$. Taking account of the resistance of the heterojunctions ( $R_{N}=10 \Omega$ ), we obtain that the critical current of the structure $I_{c} \approx 0.009 \mu \mathrm{~A}$ is less than the fluctuation current $I_{f}=1 \mu \mathrm{~A}$ of the measuring system and does not affect the experiment even if YBCO contains a mixture of $d$ and $s$ components of the superconducting order parameter and the number of $s$ components is greater than the number of $d$ components. For pure $d$ pairing, the superconducting current for flow along the $c$ direction in YBCO must be zero because of the type of symmetry of the superconducting order parameter. To estimate the critical current we assumed that the large width of the potential barrier (several coherence lengths) prevents direct tunneling of the superconducting current through the barrier. We note that we have considered quite strong suppression of the order parameter at the YBCO boundary because of degradation of the superconducting parameters of the HTSC film. However, even in the absence of suppression of the order parameter in the surface layer of YBCO, $\Delta_{1} / e=14 \mathrm{mV}$, the critical current of the heterojunctions $\mathrm{Nb} / \mathrm{Au} / \mathrm{YBCO}$ will once again be comparable to the fluctuation current because of the decrease in the order parameter on the low-transmittance barrier.

The finite critical current, observed in a number of works, ${ }^{6-8}$ in $\mathrm{Pb}(\mathrm{Au}, \mathrm{Ag}) / \mathrm{YBCO}$ heterostructures with a much larger value of $R_{N} S$ and large junction areas could be due to the fact that treatment of the YBCO electrode with a solution of bromine and alcohol, as was done in these works, opens up the basal planes of YBCO, the transmittance of whose boundaries with a normal metal or ordinary superconductors is three orders of magnitude higher than in the $c$ direction ( $R_{a b} S_{a b} \ll R_{c} S_{c}$ ). Ultimately, the superconducting current flows along the contacts to the basal plane of YBCO, and the normal resistance is determined by parallel connection of the resistances of the boundaries along the $c$ and in the basal plane. In our case current flow is impeded in the direction of
the basal plane along the $\mathrm{Nb} / \mathrm{YBCO}$ junctions, most likely because of substantial displacement of oxygen out of YBCO into Nb .

It is important that lead can react with Au , forming a superconducting alloy. Then, the $\mathrm{Pb} / \mathrm{Au} / \mathrm{YBCO}$ structure contains a superconductor instead of a layer of normal metal. This is confirmed by the appearance of gap features of lead in the $\mathrm{IVCs}^{6-8}$ at sufficiently low temperatures $(T=1.2 \mathrm{~K})$.

A new explanation of the experimental data on the flow of a superconducting current through low-temperature superconductor-HTSC junctions was proposed recently. It has been shown theoretically ${ }^{15}$ that a strong spin-orbit interaction, which is observed in $\mathrm{Pb} / \mathrm{Ag}$ structures, intensifies superconducting current flow through a barrier. Replacement of Pb by an Al - or Nb-type superconductor decreases the spin-orbit interaction, and the superconducting current decreases as a result.

Let us discuss the dependences $R_{d}(V)$ for heterojunctions as a function of temperature in the range $4.2-100 \mathrm{~K}$ (Fig. 3). For $T \ll T_{c}$ the IVC as a whole corresponds to heterojunctions of the type superconductor-insulator-normal metal $(S-I-N)$ : There is a location where $R_{d}$ increases at low voltages. However, the feature on $R_{d}(V)$ that is due to the gap in YBCO is not observed in the experiment. This corresponds to a junction with a superconductor with gapless superconductivity, including with $d$-type superconductivity. ${ }^{14,16,17}$ According to the calculations performed in Ref. 14, the feature at $e V \approx \Delta$ in the density of states of a $d$ superconductor gives a logarithmic dependence $R_{d} \propto \ln (T)$, $\ln (|\mathrm{eV}|-|\Delta|)$, subjected to strong temperature broadening just as for a gapless $s$ superconductor. We note that for $s$ superconductors with a gap a power-law divergence is observed $R_{d} \propto T^{-1 / 2}\left((e V)^{2}-\Delta^{2}\right)^{-1 / 2}$. The features in the form of changes in $R_{d}(V)$ at voltages $V<2 \mathrm{mV}$ due to the niobium gap have virtually no effect in our experiment, and we did not study them in detail.

For $s$-type symmetry of the order parameter in a superconductor at low temperatures, $k T \ll \Delta$, the number of excited quasiparticles decreases exponentially with temperature. Therefore the resistance increases proportionally $R_{d}(0) \propto(-\Delta / T) .{ }^{17}$ In a superconductor with $d$-type pairing, the presence of nodes with a zero order parameter makes it possible to excite a quasiparticle even at very low temperature, $T \ll \Delta$. As a result, $R_{d}(0)$ grows more slowly as temperature decreases. ${ }^{14}$ As one can see in the inset in Fig. 2, nearly linear growth of $R_{d}(0)$ with decreasing $T$ is observed in the experiment. The dependence $R_{d}(V)$ is quadratic as $V$ $\rightarrow 0$, which agrees qualitatively with calculations for a $d$ superconductor. ${ }^{14}$

One of the most surprising features of superconductors with $d$-type pairing is the appearance of two types of bound states, which, as a rule, are not observed in $s$-superconductors. ${ }^{17}$ Surface states with low energies at the boundary of the $d$ superconductor with an insulator are due to the change in sign of the order parameter at the Fermi surface for quasiparticles reflected from the boundary. ${ }^{16,17}$ The superconducting parameter for a $d$-type superconducting wave function changes sign with a $90^{\circ}$ circuit around the $c$ axis. Since the direction of the momentum of a quasiparticle
changes on mirror reflection from a boundary, bound states arise at zero energies because of Andreev reflection. This leads to the appearance of a dip in $R_{d}(V)$ at small $V$, as is observed experimentally for a transport current in the [110] direction in a YBCO film (see Refs. 6-8, 18, and 19). In our case, the contribution of such quasiparticles is small because the normal to the boundary is oriented along one of the principal crystallographic directions in YBCO. For mirrorreflected quasiparticles, there is no Andreev reflection because the phases of the order parameter are the same for incident and reflected quasiparticles.

An additional mechanism was recently predicted theoretically for the appearance of bound states due to the suppression of the order parameter of a $d$-superconductor for orientations of the normal with respect to the boundary different from the principal crystallographic axes or for diffuse reflection at a boundary with an insulator. ${ }^{17}$ These states are observed at energies different from zero, and estimates in Ref. 17 show that they are more stable with respect to the quality of the boundary. The appearance of bound states should be observed in the dependences $R_{d}(V)$ as a decrease of $R_{d}$ for $e V_{r}$ of the order of the gap in the $d$-superconductor, and in addition the ratio $e V_{r} / \Delta$ depends on the angle between the normal and the crystallographic axes of the $d$-superconductor. The condition for the existence of bound states with nonzero energy is suppression of the order parameter near the boundary. This occurs in our experiment because of the degradation of the superconducting properties of the surface. Indeed, in all samples we observe features at $V_{r}=15 \mathrm{mV}$, where $V_{r}$ is virtually temperatureindependent.

## 5. CONCLUSIONS

In the present work, heterojunctions with dimensions of several microns, obtained by successive deposition of YBCO, Au , and Nb , with transport current flowing in YBCO along the $c$ axis were fabricated and studied experimentally. The transmittances of the heterostructures, as estimated from the resistance of the junctions, are two orders of magnitude greater than the existing experimental data, and the areas of the heterojunctions are much smaller. The IVCs of the heterojunctions with resistances differing from one another by a factor of 4 were investigated. Estimates based on the proximity effect showed that the absence of a critical current in heterojunctions is probably due to a decrease in the amplitude of the potential of the superconducting carriers at the $\mathrm{Au} / \mathrm{YBCO}$ boundary. The curves of the differential resistance of the heterojunctions versus the voltage are similar to
the case of $S-I-N$ junctions with a gapless superconductor, specifically, the absence of a YBCO gap feature could also correspond to $d$-type superconductivity, specifically, to the presence of nodes of the order parameter as the direction of the momentum of the quasiparticles changes by $45^{\circ}$. The dependence of $R_{d}(0)$ on $T$ also corresponds to a $d$-type superconductor.
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# Effective conductivity of three-phase nondissipative randomly-inhomogeneous media 
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An inhomogeneous medium consisting of a random mixture of three nondissipative (Hall) phases is studied. An exact expression is obtained for the effective conductivity of such a medium with arbitrary concentrations of the phases and the additional condition that the concentrations of two phases are the same. © 1999 American Institute of Physics. [S1063-7761(99)02112-5]

1. As is well known, randomly inhomogeneous media have been studied mostly in the two-dimensional case. This is due to the additional symmetry of the two-dimensional equations for the constant current and Ohm's law

$$
\begin{align*}
& \operatorname{div} \mathbf{j}=0, \quad \operatorname{curl} \mathbf{e}=0  \tag{1}\\
& \mathbf{j}=\tilde{\sigma} \mathbf{e} \tag{2}
\end{align*}
$$

and their invariance relative to rotational transformations:

$$
\begin{equation*}
\mathbf{j}=a \mathbf{j}^{\prime}+i b \mathbf{e}^{\prime}, \quad \mathbf{e}=c \mathbf{e}^{\prime}+i d \mathbf{j}^{\prime} \tag{3}
\end{equation*}
$$

Here the vectors $\mathbf{j}$ and $\mathbf{e}$ are the electric current and field, $\tilde{\sigma}=\sigma /(1+i \beta)$ is the conductivity tensor of the medium in a magnetic field, $\sigma$ is the conductivity, $\beta=\mu B$ is the Hall factor, $\mu$ is the particle mobility, and the coefficients $a, b, c$, and $d$ are real. The imaginary unity $i$ describes rotation by $\pi / 2$ in the complex plane. The magnetic field is directed perpendicular to the plane. Using the transformations (3), we obtain an expression for the conductivity tensor of the primed system:

$$
\begin{equation*}
\tilde{\sigma}^{\prime}=\frac{b+i a \tilde{\sigma}}{d \tilde{\sigma}+i a} \tag{4}
\end{equation*}
$$

A similar expression is also obtained for the effective conductivity tensor of the primed system. For two-phase randomly-inhomogeneous media and equal concentrations, an expression for the effective conductivity tensor follows from Eq. (4). ${ }^{1}$ We note that this expression is obtained for equal concentrations of the phases (at one concentration point).

In the present paper the effective conductivity of threephase nondissipative (Hall) randomly-inhomogeneous media is calculated and a qualitative description of the results obtained is given. The possibility of solving the problem exactly is based on the representation of the Dykhne transformations in the form of linear-fractional conformal transformations of the conduction plane of the initial medium onto the conduction plane of the transformed, primed system. ${ }^{2}$ According to the general theory of conformal transformations, they are given by three points in the plane and their images. This is why it is possible to transform a threephase two-dimensional medium into a similar medium. However, according to Ref. 1, this possibility is realized only
for one value of the conductivity of the third phase: $\sigma$ $=\sqrt{\sigma_{1} \sigma_{2}}$. We shall show that this limitation becomes immaterial for current flow under quantum Hall effect conditions ( $\sigma_{x x}=0, \sigma_{x y}=$ const) or, in other words, for current flow along nondissipative phases. Thus, a three-phase Hall medium can be transformed for any values of the conductivities and arbitrary concentrations of the phases provided that the concentrations of two phases are the same, but they can be arbitrary in magnitude, just as the concentration of the third phase (the sum of the three concentrations is 1 ). This makes it possible to solve the problem of the effective conductivity of three-phase randomly inhomogeneous media in the entire concentration interval.
2. To obtain an exact expression for the effective conductivity of nondissipative three-phase randomlyinhomogeneous media, we return once again to the expression relating the conductivity of the primed and initial systems [Eq. (4)]. We shall consider this as a conformal mapping of one plane into another: ${ }^{2}$

$$
\begin{equation*}
W=L(z)=\frac{b+i a Z}{d Z+i c} \tag{5}
\end{equation*}
$$

Let us rewrite the expression (4) in the form

$$
\begin{equation*}
d \sigma^{\prime} \sigma-b=i(a \sigma-c \sigma) \tag{6}
\end{equation*}
$$

Let us interchange the phases 1 and 2: $\sigma_{1}^{\prime}=\sigma_{2}, \sigma_{2}^{\prime}=\sigma_{1}$. This is possible if the concentrations $X_{i}$ of the phases are the same:

$$
\begin{equation*}
X_{1}=X_{2} . \tag{7}
\end{equation*}
$$

The condition (7) is important and will be used below to obtain the macroscopic equivalence of the initial and primed systems. Then, from Eq. (6) we obtain two relations between the coefficients $a, b, c$, and $d$ :

$$
\begin{equation*}
a=-c, \quad d \sigma_{1} \sigma_{2}-b=i a\left(\sigma_{1}-\sigma_{2}\right) \tag{8}
\end{equation*}
$$

If the conductivities are real, which is the case considered in Ref. 1, the coefficient $a$ in the relation (5) must be set equal to zero. Otherwise, we obtain complex expressions for the coefficients $a, b, c$, and $d$ which are real by definition. In this case, there arises the above-indicated restriction on the conductivity of the third phase, because of the fact that there are not enough parameters in the problem. However, if the conductivities of the phases are assumed to be purely imaginary

- capacitive or inductive, $\sigma=i \omega L, \sigma=(i \omega C)^{-1}$, or purely Hall, $\sigma=i \sigma_{x y}$ (in the quantum Hall effect regime $\sigma_{x x}=0$, $\sigma_{x y}=$ const), and the coefficient $a$ can be assumed to be nonzero, the coefficients $b$ and $d$ will also be real. Then the condition for the conductivity of the third phase will be simply another condition for determining all coefficients of the transformations (3):

$$
\begin{equation*}
d \sigma_{3} \sigma_{3}^{\prime}-b=i a\left(\sigma_{3}+\sigma_{3}^{\prime}\right) \tag{9}
\end{equation*}
$$

Let $\sigma_{3}^{\prime}=\sigma_{3}$. Then the primed system with the additional condition (6) is macroscopically equivalent to the initial system: $\sigma_{e}^{\prime}=\sigma_{e}$. From Eq. (6) we also obtain an expression for the effective conductivity of a three-phase randomlyinhomogeneous medium in the entire concentration range:

$$
\begin{equation*}
\sigma_{e}=i\left\{\frac{a}{d} \pm\left[\left(\frac{b}{c}+\frac{a}{d}\right) \frac{a}{d}\right]^{1 / 2}\right\}, \tag{10}
\end{equation*}
$$

where the coefficients $a, b, c$, and $d$ were determined above by the conditions (8) and (9).
3. Let us discuss the result obtained. In the derivation of Eq. (10), no restrictions on the concentrations of the phases, except for the condition (6), were used. Therefore the result obtained is valid for any concentrations of the phases, specifically, when the concentrations of two phases are the same and arbitrary in magnitude (the sum of the concentrations of all phases is 1).

Let us consider the limiting cases following from Eq. (10) and elucidating the meaning of this equation. For $\sigma_{3}$ $=0$, according to Eq. (8), the coefficient $b$ vanishes and we obtain for the effective conductivity the two solutions

$$
\begin{equation*}
\sigma_{e}^{(1)}=0, \quad \sigma_{e}^{(2)}=2 i \frac{a}{d}=i \sigma_{x y}^{(e)}=i \frac{2 \sigma_{x y}^{(1)} \sigma_{x y}^{(2)}}{\sigma_{x y}^{(1)}+\sigma_{x y}^{(2)}} . \tag{11}
\end{equation*}
$$

Let us clarify the results obtained. For concentrations of the first and second conducting phases such that $X_{1}+X_{2}$ $\leqslant 1 / 2$, it is impossible to form an infinite cluster - an ensemble of conducting paths going to infinity, so that the effective conductivity of the medium is zero. This corresponds to the first zero solution. For concentrations of the first and second phases greater than the critical value, the effective conductivity changes abruptly and remains constant as the concentration of the dielectric phase decreases. This means that as the concentration of the dielectric varies, the electric field in the conducting Hall phases increases in a manner so that the total current in the system remains constant and therefore the effective Hall conductivity also remains constant.

For $\sigma_{3}=\infty$ the coefficient $d$ vanishes: $d=0$. The effective conductivity also assumes two values:

$$
\begin{equation*}
\sigma_{e}^{(1)}=\infty, \quad \sigma_{e}^{(2)}=i \frac{b}{2 c}=i \sigma_{x y}^{(e)}=i\left(\sigma_{x y}^{(1)}+\sigma_{x y}^{(2)}\right) / 2 \tag{12}
\end{equation*}
$$

The meaning of the results is also obvious. If the sum $X_{1}$ $+X_{2}$ of the concentrations is less than the critical value, the effective conductivity of the medium is determined by the superconducting phase, shunting the metallic phases. If the sum of the concentrations is greater than the critical value, the effective conductivity is determined by the resistance of the metallic phases. We also note that in the cases considered above, the effective conductivity reaches its limiting values: the minimum and maximum possible values.

The situation is similar if the conductivity of the third phase is finite. If the sum of the concentrations of the first and second phases is below a threshold value, where it is impossible to construct an infinite cluster without the third phase, the effective conductivity of the medium has one value. As the percolation threshold with respect to the common concentration of the first and second phases is crossed, the effective conductivity changes abruptly and the conductivity of the third phase likewise participates in determining the total effective conductivity by a different, completely determined, way. We underscore once again that the effective conductivity is independent of the concentrations of the phases in a wide range of concentrations.

For a random mixture of Hall and metallic phases, it has been shown in Ref. 3 that in a wide range of concentrations, specifically, as long as flow along the Hall phase occurs, the effective characteristics of such a system are constant and equal to the corresponding values for a Hall medium. This corresponds to current flow in the system described with the minimum (zero) heating. Unfortunately, similar arguments are not applicable for the system studied, where all phases are nondissipative.
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# Dynamics of a Peierls system in a light field 
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Equations describing the temporal dynamics of the order parameter $\xi(t)$ of a metal-semiconductor phase transition and the density $n(t)$ of electron-hole pairs in a Peierls system in a light field are obtained on the basis of the Lagrange equation for the phonon mode and the Liouville equation for the density matrix of the electronic subsystem. The equations obtained are analyzed for a stationary state (with adiabatically slow variation of the light intensity $I$ ) and for a transient process near the initial and final states of dynamic equilibrium (with the light field switched on abruptly). It is shown that for adiabatically slow growth of the intensity $I$ up to a certain critical value $I_{c}$ the band gap of the electronic spectrum decreases but the semiconductor phase of the Peierls system remains stable. For $I>I_{c}$ the stationary semiconductor state $(\xi \neq 0)$ becomes unstable. When the light is switched on abruptly, the deviation of the system parameters from the initial values is described by an exponential law with a characteristic reciprocal of the rise time of the process linearly dependent on the irradiation intensity $I$. As a new position of equilibrium is approached, three qualitatively different regimes of behavior of the order parameter $\xi$ and density $n$ are possible. For low intensities $I\left(I<I_{1}\right)$ a purely relaxational aperiodic process occurs. For intermediate intensities $I\left(I_{1}<I<I_{c}\right)$ damped oscillations of $\xi$ and $n$ are observed near a new stationary semiconductor state with a smaller band gap. For $I>I_{c}$ the stationary semiconductor state with $\xi \neq 0$ is absent. The experimental data on the irradiation of a vanadium dioxide film with a powerful laser pulse is interpreted on the basis of the theory developed. © 1999 American Institute of Physics.
[S1063-7761(99)02212-X]

## 1. INTRODUCTION

It is well known that as temperature $T$ decreases below a certain critical value $T_{0}$, a chain of equidistant atoms, each of which contains a single external electron, undergoes a reversible thermodynamically equilibrium phase transition characterized by a change in the crystal structure (pairwise convergence of atoms in the chain) and the formation of a band gap in the electronic spectrum at the Fermi level. ${ }^{1}$ This transition, for which, in addition, a uniform deformation of the atomic chain occurs, ${ }^{2}$ is called a Peierls transition, and the system in which the transition occurs is called a Peierls system.

A thermodynamically equilibrium metal-semiconductor (or semiconductor-metal) phase transition in a Peierls system can also be initiated by pressure (uniaxial or hydrostatic), ${ }^{3,4}$ breakdown of the ideality of the crystal lattice (specifically, as a result of doping with substitution impurities), ${ }^{1,4-8}$ a constant electric field, ${ }^{9}$ adsorption of molecules from the gas phase, and so on. ${ }^{4,10,11}$ Near the critical point $T_{0}$ of the thermodynamically equilibrium metal-semiconductor phase transition, a one-dimensional spatial, periodic, heterophase structure of alternating metallic and semiconductor phases forms in a film consisting of a Peierls material on a substrate. ${ }^{12}$

There is great interest in theoretical and experimental investigation of a thermodynamically nonequilibrium phase transition in a low-temperature semiconductor phase of a

Peierls system, each atom of which contains $n(0<\mid n-1$ $\mid<1$ ) external electrons, in a constant electric field directed along the principal axis of the quasi-one-dimensional crystal. ${ }^{13-18}$ This transition, manifested as a sharp increase of the electrical conductivity when the intensity of the electric field is greater than a certain threshold value, is due to the appearance of a charge-density wave and an initially static Fröhlich phonon mode, associated with the charge-density wave and formed by the displacement of atoms accompanying the Peierls metal-semiconductor phase transition, moving along the atomic chain.

Different types of thermodynamically nonequilibrium, photostimulated instabilities and phase transitions in a Peierls system have been studied in Refs. 19-25. Specifically, it was shown ${ }^{19-22}$ that when a Peierls semiconductor is irradiated with light with frequency greater than the band gap $E_{g}$ of the electronic spectrum, the density $n$ of nonequilibrium electron-hole pairs increases and, in consequence, the band gap decreases smoothly. When the density $n$ reaches a certain critical value $n_{c}$, the band gap $E_{g}$ abruptly vanishes (photoinduced semiconductor-metal phase transition).

On account of the characteristic features of the electronic spectrum of a Peierls semiconductor (the presence of van Hove singular points, ${ }^{23}$ sharp ${ }^{24}$ or smeared ${ }^{25}$ band-gap edges) in a light field with a specially selected central frequency of the optical spectrum, sharp photoinduced transitions from one semiconductor state into another are also possible. ${ }^{23-25}$ Optical bistability with increasing absorption without a reso-
nator is observed near the critical point of these transitions in a Peierls system. ${ }^{26}$

The temporal dynamics of the development of a photoinduced phase transition, consisting of a change in the structure of the crystal lattice and the band gap of the electronic spectrum of the semiconductor when the semiconductor is irradiated with light, has been investigated for various materials in an entire series of works. ${ }^{27-34}$ It has been shown that for high nonequilibrium carrier densities temporal ${ }^{27-29}$ and spatial ${ }^{30}$ periodic oscillations of the parameters of the system can arise. Depending on the specific conditions, the new state forming can be a metal, ${ }^{27}$ a semiconductor with a different crystal modification, ${ }^{31}$ an amorphous solid, ${ }^{31}$ a heterophase structure, ${ }^{19,21,30,32}$ and so on. ${ }^{33,34}$

In the present paper the dynamics of a photoinduced phase transition in a Peierls system is investigated under the assumption that the characteristic phonon and interband electronic relaxation times are constant. In contrast to Refs. 2734, where the density of nonequilibrium electrons in the conduction band was as an externally controllable parameter and the method for producing this density either was not considered or was considered at a qualitative level, in the present paper the mechanism of the interaction of the electronic subsystem with the electromagnetic field is specified and the possibility of the nonequilibrium carrier density changing in the course of the phase transition is taken into account. The light intensity is chosen as an externally controllable parameter. This is more justified from the physical standpoint. The light field is treated as a quasimonochromatic stationary random process, in which photostimulated generation of nonequilibrium electron-hole pairs occurs as a result of the electric-dipole interaction of the photons with the electronic subsystem of the semiconductor. An increase of this density via the electron-phonon interaction gives rise to readjustment of the crystal structure and the electronic spectrum of the Peierls system.

In the present paper the expressions describing the timedependence of the band gap in the course of a phase transition at the initial stage of evolution during the development of an instability of the initial, stable (in the absence of a light field) phase and at the final stage near the new stationary state of dynamic equilibrium are obtained. An interpretation of the experimental data of Ref. 35 on a photostimulated semiconductor-metal phase transition in a vanadium dioxide film irradiated with powerful laser radiation is given on the basis of the theory developed.

## 2. HAMILTONIAN AND ELECTRONIC SPECTRUM OF THE SYSTEM

Let us consider a chain of atoms with each atom containing a single external electron. We write the Hamiltonian of the electronic subsystem in the form

$$
\begin{equation*}
H_{e}=\sum_{n, m(m>0)} B_{n, n+m}\left(a_{n}^{+} a_{n+m}+a_{n+m}^{+} a_{n}\right), \tag{2.1}
\end{equation*}
$$

where $n$ is the number of the atom in the chain, $B_{n, n+m}$ is the
overlap integral between the wave functions of the $n$th and $n+m$-st atoms, and $a_{n}^{+}$and $a_{n}$ are operators creating and annihilating an electron on the $n$th atom.

For narrow-gap systems (specifically, for the Peierls model considered here) the distance $r_{n, n+1}$ between the nearest-neighbor atoms is several times greater than the effective radius $R$ of the atomic wave function of an electron. In this case the overlap integral $B_{n, n+m}$ is determined approximately by the relation ${ }^{36}$

$$
\begin{equation*}
B_{n, n+m} \sim \exp \left(-r_{n, n+m} / R\right) \tag{2.2}
\end{equation*}
$$

We write the coordinate $x_{n}$ of the an $n$th atom in a chain with pairwise convergence of the atoms in the form

$$
\begin{equation*}
x_{n}=n r_{0}+\frac{\cos (\pi n) R \xi}{2}, \tag{2.3}
\end{equation*}
$$

where $r_{0}$ is the interatomic distance in the metallic phase and $\xi$ is the period-doubling parameter of a one-dimensional crystal (the order parameter of a metal-semiconductor phase transition). Then we obtain for the distance $r_{n, n+m}$

$$
\begin{equation*}
r_{n, n+m}=m r_{0}+(-1)^{n} R \xi \frac{\left((-1)^{m}-1\right)}{2} \tag{2.4}
\end{equation*}
$$

Taking account of Eq. (2.4), the overlap integral $B_{n, n+m}$ (2.2) becomes

$$
\begin{equation*}
B_{n, n+m}=b \exp \left(-\chi(m-1)+\frac{(-1)^{n}\left(1-(-1)^{m}\right)}{2} \xi\right) \tag{2.5}
\end{equation*}
$$

where $\chi=r_{0} / R$ is a dimensionless parameter characterizing the relative separation of the nearest-neighbor atoms, and $b$ is the overlap integral of the wave functions of the nearestneighbor atoms in the metallic phase $(\xi=0)$. The phases of the atomic wave functions in the form (2.1) are chosen so that $b$ in Eq. (2.5) is a real quantity.

To diagonalize the Hamiltonian (2.1) we employ Bogolyubov's method of canonical transformations. ${ }^{37}$ We switch to collective Fermi second-quantization operators $c_{k}$ and $c_{k}^{+}$according to the formula

$$
\begin{equation*}
a_{n}=\frac{1}{\sqrt{N}} \sum_{k} c_{k} e^{i k n} \tag{2.6}
\end{equation*}
$$

where $N$ is the number of atoms in the chain, $k=0$, $\pm 2 \pi / N, \ldots, \pm \pi, c_{k+2 \pi}=c_{k}$. In the new operator representation the Hamiltonian (2.1) becomes

$$
\begin{equation*}
H_{e}=\sum_{k} b\left(Q_{k} c_{k}^{+} c_{k}+i R_{k} c_{k}^{+} c_{k-\pi}\right), \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{k}=\frac{\cosh \xi \cos k(\exp (2 \chi)-1)+\cos (2 k) \exp \chi-\exp (-\chi)}{\cosh (2 \chi)-\cos (2 k)}, \tag{2.8}
\end{equation*}
$$

$$
\begin{equation*}
R_{k}=-\frac{\sinh \xi \sin k(\exp (2 \chi)-1)}{\cosh (2 \chi)-\cos (2 k)} . \tag{2.9}
\end{equation*}
$$

Let us perform in Eq. (27) another canonical transformation to Fermi operators $\alpha_{k}, \alpha_{k}^{+}$in accordance with the formula

$$
\begin{equation*}
c_{k}=\frac{\alpha_{k}+i \varphi_{k} \alpha_{k-\pi}}{\sqrt{1+\varphi_{k}^{2}}} . \tag{2.10}
\end{equation*}
$$

The function $\varphi_{k}$ in Eq. (2.10) is chosen so that the Hamiltonian obtained is diagonal in the new variables $\alpha_{k}, \alpha_{k}^{+}$:

$$
\begin{equation*}
H_{e}=\sum_{k} \varepsilon_{k} \alpha_{k}^{+} \alpha_{k} . \tag{2.11}
\end{equation*}
$$

Substituting the expression (2.10) into Eq. (2.7) and equating to zero the off-diagonal elements, we find $\varphi_{k}$ and the dispersion law $\varepsilon_{k}$ :
$\varphi_{k}=\frac{Q_{k}-Q_{k-\pi}-\operatorname{sign}\left(Q_{k}-Q_{k-\pi}\right) \sqrt{\left(Q_{k}-Q_{k-\pi}\right)^{2}+4 R_{k}^{2}}}{2 R_{k}}$,
$\varepsilon_{k}=\frac{b}{2}\left(Q_{k}+Q_{k-\pi}+\operatorname{sign}\left(Q_{k}-Q_{k-\pi}\right) \sqrt{\left(Q_{k}-Q_{k-\pi}\right)^{2}+4 R_{k}^{2}}\right)$.

It is evident from the relations (2.13), (2.8), and (2.9) that the spectrum $\varepsilon_{k}$ with $\xi \neq 0$ has two bands, the lower band being completely filled in the ground state and the upper band being empty (semiconductor phase). For $\xi=0$ the spectrum (2.13), (2.8), and (2.9) consists of a single halffilled band (metallic phase).

## 3. DIPOLE MOMENT OPERATOR

The dipole moment operator of a Peierls system is determined by the relation

$$
\begin{equation*}
\mathbf{d}=\sum_{n, m(m>0)}\left(\mathbf{d}_{n, n+m} a_{n}^{+} a_{n+m}+\mathbf{d}_{n, n+m}^{*} a_{n+m}^{+} a_{n}\right), \tag{3.1}
\end{equation*}
$$

where the dependence of $\mathbf{d}_{n, n+m}$ on $\xi$ is similar to the expression (2.5):

$$
\begin{align*}
\mathbf{d}_{n, n+m}= & -e \int \psi_{n}^{*}(\mathbf{r}) \mathbf{r} \psi_{n+m}(\mathbf{r}) d \mathbf{r}=\left(\mathbf{d}_{1}+i \mathbf{d}_{2}\right) \\
& \times \exp \left(-\chi(m-1)+(-1)^{n}\left(1-(-1)^{m}\right) \frac{\xi}{2}\right) \tag{3.2}
\end{align*}
$$

Here $\psi_{n}(\mathbf{r})$ is the atomic wave function of an electron located at the $n$th site and $e$ is the electron charge. The choice of the phases of the wave functions $\psi_{n}(\mathbf{r})$ ensuring that the overlap integral (2.5) is a real quantity uniquely determines $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ in Eq. (3.2).

Substituting the expression (2.6) into Eq. (3.1) and using Eq. (3.2), we find

$$
\begin{equation*}
\mathbf{d}=\sum_{k}\left[\left(\mathbf{d}_{1} Q_{k}+\mathbf{d}_{2} P_{k}\right) c_{k}^{+} c_{k}+i\left(\mathbf{d}_{1} R_{k}+\mathbf{d}_{2} S_{k}\right) c_{k}^{+} c_{k-\pi}\right] \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{k}=-\frac{\cosh \xi \sin k(\exp (2 \chi)+1)+\sin (2 k) \exp \chi}{\cosh (2 \chi)-\cos (2 k)} \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
S_{k}=-\frac{\sinh \xi \cos k(\exp (2 \chi)-1)}{\cosh (2 \chi)-\cos (2 k)} \tag{3.5}
\end{equation*}
$$

Switching in Eq. (3.3) to Fermi operators $\alpha_{k}$ and $\alpha_{k}^{+}$and using Eqs. (2.10) and (2.12) we obtain, finally,

$$
\begin{align*}
\mathbf{d}= & \sum_{k}\left[\left(\mathbf{d}_{1} \frac{\varepsilon_{k}}{b}+\mathbf{d}_{2} \frac{P_{k}+P_{k-\pi} \varphi_{k}^{2}-2 S_{k} \varphi_{k}}{1+\varphi_{k}^{2}}\right) \alpha_{k}^{+} \alpha_{k}\right. \\
& \left.+i \mathbf{d}_{2} \frac{\varphi_{k}\left(P_{k}-P_{k-\pi}\right)+S_{k}\left(1-\varphi_{k}^{2}\right)}{1+\varphi_{k}^{2}} \alpha_{k}^{+} \alpha_{k-\pi}\right] . \tag{3.6}
\end{align*}
$$

It should be noted that the operators (2.1) and (3.1) with $\mathbf{d}_{2}=0$ are formally similar. Therefore, the operators (2.11) and (3.6) are also similar.

Let the total dipole moment of the system be zero in the absence of an external electric field. Then it follows from Eqs. (3.6) and (2.13) that $\mathbf{d}_{1}=0$. Therefore the choice of phases of the wave functions $\psi_{n}(\mathbf{r})$ for which the integral $B_{n, n+m}$ in Eq. (2.1) is a real quantity makes in the present case the intersite matrix element of the dipole moment operator $\mathbf{d}_{n, n+m}$ in Eq. (3.1) imaginary. The case $\mathbf{d}_{1} \neq 0$, apparently, can be realized in systems possessing ferroelectric properties. Such systems are not studied in the present work. In the limit $\xi \rightarrow 0$, as is evident from Eq. (2.12), $\varphi_{k} \rightarrow 0$ for all $k \neq \pm \pi / 2$. Therefore in Eq. (3.6) $\mathbf{d}_{k, k-\pi} \rightarrow 0$, and all dipole transitions are forbidden. If $\xi \neq 0$, then in Eq. (3.6) $\mathbf{d}_{k, k-\pi}$ $\neq 0$, and the corresponding dipole transitions are allowed. Since in this case the first Brillouin zone is the region $k \in$ $[-\pi / 2, \pi / 2]$, these transitions are vertical interband transitions in the spectrum (2.13).

## 4. DYNAMICAL EQUATION FOR THE ORDER PARAMETER OF A THERMODYNAMICALLY NONEQUILIBRIUM PEIERLS SYSTEM

Let us examine the behavior of the low-temperature phase of a Peierls system when nonequilibrium electronhole pairs are excited in it. We shall assume that the excitation is due to induced transitions of electrons from the valence into the conduction band on account of, for example, a dipole electron-photon interaction with the incident radiation. It is known that the characteristic intraband relaxation time of electrons $\tau_{e} \sim 10^{-14} \mathrm{~s}$ is much shorter than the interband relaxation time $\tau \sim 10^{-11} \mathrm{~s} .{ }^{38}$ For this reason, when the system is irradiated with light with a constant amplitude, it can be assumed approximately ${ }^{39}$ that thermodynamic equilibrium of electrons with their own Fermi quasilevel corresponding to the given band is established within each electronic band. The breakdown of thermodynamic equilibrium caused between the bands by the external irradiation is expressed by the difference of the corresponding Fermi quasilevels between one another.

The above-examined approach to the description of a thermodynamically nonequilibrium system, consisting of a collection of weakly interacting thermodynamically equilibrium subsystems, can also be extended to the case where the incident radiation has an adiabatically slowly varying amplitude $A$ (the change $\Delta A$ in the field amplitude over the time $\tau_{e} \sim 10^{-14} \mathrm{~s}$ is much less than $\left.A\right)$. This is due to the fact that
the electronic subsystem within each band can follow completely the change in the field and therefore at any moment in time it is in a state of thermodynamic equilibrium. This situation is similar, to some extent, to the situation ordinarily encountered in the description of thermodynamically equilibrium systems with adiabatically slow variation of external parameters. In what follows, we shall confine our attention to constructing a theory for this particular case. In so doing, we shall not discuss the transient processes occurring in each electronic band over a characteristic time not exceeding the intraband electronic relaxation time $\tau_{e} \sim 10^{-14} \mathrm{~s}$.

The free energy $F_{j}$ of the electronic subsystem of the $j$ th band $(j=1,2)$ is determined by the relation

$$
\begin{equation*}
F_{j}=\mu_{j} N_{j}-k_{B} T \sum_{k} \ln \left(1+\exp \left(\frac{\mu_{j}-\varepsilon_{k}}{k_{B} T}\right)\right), \tag{4.1}
\end{equation*}
$$

where $\mu_{j}$ and $N_{j}$ are, respectively, the Fermi quasilevel and the number of electrons in the $j$ th band. The summation over $k$ in Eq. (4.1) extends over the range of the $j$ th band of the spectrum (2.13) ( $|k|<\pi / 2$ for $j=1$ and $\pi / 2<|k|<\pi$ for $j$ $=2$ ) .

Treating the parameter $\xi$ as a generalized coordinate, we write the dynamic equation of the thermodynamically nonequilibrium Peierls system

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{\xi}}-\frac{\partial L}{\partial \xi}=Q \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
L=\sum_{n} \frac{m\left(\dot{x}_{n}\right)^{2}}{2}-F_{1}-F_{2}-F_{c} \tag{4.3}
\end{equation*}
$$

is the Lagrangian function, $Q$ is a generalized dissipative force [see Eq. (5.17)] characterizing the relaxation of the order parameter $\xi$ of a metal-semiconductor phase transition to a stable position of equilibrium. In Eq. (4.3) $m$ is the mass of an atom,

$$
\begin{equation*}
F_{c}=A \xi^{2} / 2 \tag{4.4}
\end{equation*}
$$

is the free energy of the crystal lattice, written in the static molecular-field approximation, ${ }^{1}$ and in the harmonic approximation, taking account of only the first nonvanishing term in the Taylor series expansion in terms of the order parameter $\xi$ of the metal-semiconductor phase transition with expansion coefficient $A$.

Substituting the relation (4.3) into Eq. (4.2) and using Eqs. (4.4), (4.1), and (2.3), we obtain

$$
\begin{equation*}
\frac{d^{2} \xi}{d t^{2}}=\frac{4}{N m R^{2}}\left(\sum_{|k| \leqslant \pi / 2} \frac{\partial \varepsilon_{k}}{\partial \xi} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right)-A \xi+Q N\right) . \tag{4.5}
\end{equation*}
$$

The expression (4.5) is the dynamical equation of the Peierls system, determining the behavior of the order parameter $\xi$ of the metal-semiconductor phase transition with excitation of nonequilibrium electron-hole pairs. In addition to the relation (4.5), we shall write an equation expressing electrical neutrality, relating the density $n$ of electron-hole pairs and the Fermi quasilevel $\mu$ :

$$
\begin{equation*}
n=\frac{N}{2}-\sum_{|k| \leqslant \pi / 2} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right) . \tag{4.6}
\end{equation*}
$$

The expansion coefficient $A$ in Eqs. (4.4) and (4.5) can be expressed in terms of the critical temperature $T_{0}$ of the thermodynamically equilibrium (in the absence of a light field) metal-semiconductor phase transition and other characteristics of the system. The condition of an equilibrium metalsemiconductor phase transition is instability of the metallic phase:

$$
\partial^{2} F\left(T_{0}, \xi=0\right) / \partial \xi^{2}=0
$$

where $F$ is the free energy of the thermodynamically equilibrium Peierls system. In the absence of a light field, in the state of thermodynamic equilibrium there is no dissipation $(Q=0)$, and the Fermi quasilevels of the valence and conduction bands of the spectrum (2.13) are zero:

$$
\mu_{1,2}=\mp \mu=0
$$

Hence we have, using Eqs. (4.5) and (2.13),

$$
\begin{equation*}
A=\left.2 \sum_{|k| \leqslant \pi / 2}\left(\frac{\partial^{2} \varepsilon_{k}}{\partial \xi^{2}} \tanh \left(\frac{\varepsilon_{k}}{2 k_{B} T_{0}}\right)\right)\right|_{\xi=0} . \tag{4.7}
\end{equation*}
$$

Calculating the sum in Eq. (4.7), we find approximately

$$
\begin{equation*}
A=\frac{4 b N}{\pi}\left(\ln \left(\frac{\pi b}{2 k_{B} T_{0}}\right)+1\right) . \tag{4.8}
\end{equation*}
$$

Thus, we have obtained Eq. (4.6), expressing the dependence of the density $n$ of electron-hole pairs at the Fermi quasilevel $\mu$ and the order parameter $\xi$ of the metal-semiconductor phase transition, i.e., $n(\mu, \xi)$, as well as the dynamical equation (4.5), describing the relation between the parameter $\xi$ of the Peierls system and $\mu$, i.e., $\xi(\mu)$. In turn, the Fermi quasilevel $\mu$ is determined by the degree of to which the light affects the system. The equation describing this effect should depend on the specific mechanism of the interaction of the radiation with the electronic subsystem.

## 5. RELAXATION OF THE ORDER PARAMETER $\boldsymbol{\xi}$

To calculate the generalized dissipative force $Q$ in Eq. (4.5), we note that the order parameter $\xi$ (2.3) characterizes a phonon mode with wave vector $\mathbf{q}$ at the edge of the Brillouin zone ( $q=\pi, \mathbf{q}$ is parallel to the principal axis of the Peierls crystal). Assuming that the relaxation of the phonon mode to the thermodynamically equilibrium value is due to phononphonon and phonon-electron interactions, we write the Hamiltonian of the system in the form

$$
\begin{equation*}
H=H_{0}+H_{e}+V+U, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\sum_{\mathbf{k}} \hbar \omega_{\mathbf{k}}\left(b_{\mathbf{k}}^{+} b_{\mathbf{k}}+1 / 2\right), \quad H_{e}=\sum_{\mathbf{k}} \varepsilon_{\mathbf{k}} \alpha_{\mathbf{k}}^{+} \alpha_{\mathbf{k}} \tag{5.2}
\end{equation*}
$$

are, respectively, the Hamiltonians of the noninteracting phonons and electrons ( $\omega_{\mathbf{k}}$ is the phonon spectrum, $\varepsilon_{\mathbf{k}}$ is the electron spectrum, $b_{\mathbf{k}}, b_{\mathbf{k}}^{+}\left(\alpha_{\mathbf{k}}, \alpha_{\mathbf{k}}^{+}\right)$are, respectively, the operators creating and annihilating a phonon (electron) with wave (quasiwave) vector $\mathbf{k}$, and it is assumed that the sum-
mation in Eqs. (5.2) and subsequent formulas in this section extends over all branches of the phonon and electron spectra);

$$
\begin{equation*}
V=\sum_{\mathbf{k}, \mathbf{q}}\left(V_{\mathbf{k}, \mathbf{q}} b_{\mathbf{k}+\mathbf{q}}^{+} b_{\mathbf{k}} b_{\mathbf{q}}+\text { h.c. }\right) \tag{5.3}
\end{equation*}
$$

is the phonon-phonon interaction operator, in writing which we confined ourselves only to three-phonon processes, which occur in a crystal lattice with cubic anharmonicity ${ }^{31,40}\left(V_{\mathbf{k}, \mathbf{q}}\right.$ is the matrix element for two phonons with wave vectors $\mathbf{k}$ and $\mathbf{q}$ to merge into a phonon with wave vector $\mathbf{k}+\mathbf{q}$ );

$$
\begin{equation*}
U=\sum_{\mathbf{k}, \mathbf{q}} U_{\mathbf{k}, \mathbf{q}} \alpha_{\mathbf{k}+\mathbf{q}}^{+} \alpha_{\mathbf{k}}\left(b_{\mathbf{q}}-b_{-\mathbf{q}}^{+}\right) \tag{5.4}
\end{equation*}
$$

is the Fröhlich electron-phonon interaction Hamiltonian ${ }^{1,41}$ ( $U_{\mathbf{k}, \mathbf{q}}$ is the matrix element of the transition of an electron with quasiwave vector $\mathbf{k}$ and a phonon with wave vector $\mathbf{q}$ into an electron with quasiwave vector $\mathbf{k}+\mathbf{q}$ ).

The time variation of the operator $f_{\mathbf{k}, \mathbf{p}} \equiv b_{\mathbf{p}}^{+} b_{\mathbf{q}}$ at the kinetic stage of evolution in second order perturbation theory in $V+U$ can be described by the equation ${ }^{42}$

$$
\begin{equation*}
\frac{d f_{\mathbf{k}, \mathbf{p}}}{d t}=i \hbar \operatorname{Tr} \rho\left[H_{0}, f_{\mathbf{k}, \mathbf{p}}\right]+L_{\mathbf{k}, \mathbf{p}}^{(1)}+L_{\mathbf{k}, \mathbf{p}}^{(2)} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{align*}
L_{\mathbf{k}, \mathbf{p}}^{(1)}= & i \hbar \operatorname{Tr} \rho\left[U+V, f_{\mathbf{k}, \mathbf{p}}\right]  \tag{5.6}\\
L_{\mathbf{k}, \mathbf{p}}^{(2)}= & -\hbar \int_{-\infty}^{0} d \tau e^{\eta \tau} \operatorname{Tr} \rho\left[U(\tau)+V(\tau),\left[U+V, f_{\mathbf{k}, \mathbf{p}}\right]\right. \\
& \left.+i \sum_{\mathbf{q}, \mathbf{s}} f_{\mathbf{q}, \mathbf{s}} \frac{\partial L_{\mathbf{k}, \mathbf{p}}^{(1)}}{\partial \gamma_{\mathbf{q}, \mathbf{s}}}\right], \quad \eta \rightarrow+0 \tag{5.7}
\end{align*}
$$

Here

$$
\begin{align*}
U(\tau)+V(\tau)= & \exp \left\{i \frac{H_{0}+H_{e}}{\hbar} \tau\right\}(U+V) \\
& \times \exp \left\{-i \frac{H_{0}+H_{e}}{\hbar} \tau\right\} \tag{5.8}
\end{align*}
$$

is the operator $U+V$ in the interaction representation, $\rho$ is a statistical operator (density matrix) of an ideal nonequilibrium gas of phonons and electrons, which determines the $c$-number functions $\gamma_{\mathbf{k}, \mathbf{p}}$ by means of the equations

$$
\begin{equation*}
\operatorname{Tr} \rho=1, \quad \operatorname{Tr} \rho f_{\mathbf{k}, \mathbf{p}}=\gamma_{\mathbf{k}, \mathbf{p}} \tag{5.9}
\end{equation*}
$$

Substituting $U$ and $V$ from Eqs. (5.3) and (5.4) into Eqs. (5.5)-(5.8) and using Wick's theorem, ${ }^{43}$ we obtain an equation for the number $N_{\mathbf{k}}$ of phonons in a state with wave vector $\mathbf{k}$ :

$$
\begin{aligned}
\frac{d N_{\mathbf{k}}}{d t}= & 4 \pi \sum_{\mathbf{q}}\left|V_{\mathbf{q}, \mathbf{k}-\mathbf{q}}\right|^{2}\left\{N_{\mathbf{q}} N_{\mathbf{k}-\mathbf{q}}\left(1+N_{\mathbf{k}}\right)\right. \\
& \left.-\left(1+N_{\mathbf{q}}\right)\left(1+N_{\mathbf{k}-\mathbf{q}}\right) N_{\mathbf{k}}\right\} \delta\left(\omega_{\mathbf{q}}+\omega_{\mathbf{k}-\mathbf{q}}-\omega_{\mathbf{k}}\right) \\
& +8 \pi \sum_{\mathbf{q}}\left|V_{\mathbf{q}, \mathbf{k}}\right|^{2}\left\{\left(1+N_{\mathbf{q}}\right)\left(1+N_{\mathbf{k}}\right) N_{\mathbf{q}+\mathbf{k}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-N_{\mathbf{q}} N_{\mathbf{k}}\left(1+N_{\mathbf{q}+\mathbf{k}}\right)\right\} \delta\left(\omega_{\mathbf{q}}+\omega_{\mathbf{k}}-\omega_{\mathbf{q}+\mathbf{k}}\right) \\
& +2 \pi \sum_{\mathbf{q}}\left|U_{\mathbf{q}, \mathbf{k}}\right|^{2}\left\{\left(1-n_{\mathbf{q}}\right) n_{\mathbf{q}+\mathbf{k}}\left(1+N_{\mathbf{k}}\right)\right. \\
& \left.-n_{\mathbf{q}}\left(1-n_{\mathbf{q}+\mathbf{k}}\right) N_{\mathbf{k}}\right\} \delta\left(\omega_{\mathbf{k}}-\left(\varepsilon_{\mathbf{q}+\mathbf{k}}-\varepsilon_{\mathbf{q}}\right) / \hbar\right) \tag{5.10}
\end{align*}
$$

where $n_{\mathbf{k}}$ is the number of electrons in a state with quasiwave vector $\mathbf{k}$.

Using the expression (5.10), we find for the deviation $\delta N_{\mathbf{k}}=N_{\mathbf{k}}-N_{\mathbf{k}}^{(0)}$ of the number of phonons $N_{\mathbf{k}}$ from the thermodynamically equilibrium value $N_{\mathbf{k}}^{(0)}$

$$
\begin{equation*}
\frac{d \delta N_{\mathbf{k}}}{d t}=-\frac{\delta N_{\mathbf{k}}}{\tau_{p}} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{1}{\tau_{p}}= & 4 \pi \sum_{\mathbf{q}}\left|V_{\mathbf{q}, \mathbf{k}-\mathbf{q}}\right|^{2}\left(N_{\mathbf{q}}^{(0)}+N_{\mathbf{k}-\mathbf{q}}^{(0)}+1\right) \delta\left(\omega_{\mathbf{q}}+\omega_{\mathbf{k}-\mathbf{q}}-\omega_{\mathbf{k}}\right) \\
& +8 \pi \sum_{\mathbf{q}}\left|V_{\mathbf{q}, \mathbf{k}}\right|^{2}\left(N_{\mathbf{q}}^{(0)}-N_{\mathbf{k}+\mathbf{q}}^{(0)}\right) \delta\left(\omega_{\mathbf{q}}+\omega_{\mathbf{k}}-\omega_{\mathbf{q}+\mathbf{k}}\right) \\
& +2 \pi \sum_{\mathbf{q}}\left|U_{\mathbf{q}, \mathbf{k}}\right|^{2}\left(n_{\mathbf{q}}^{(0)}-n_{\mathbf{k}+\mathbf{q}}^{(0)}\right) \delta\left(\omega_{\mathbf{k}}-\left(\varepsilon_{\mathbf{q}+\mathbf{k}}-\varepsilon_{\mathbf{q}}\right) / \hbar\right) \tag{5.12}
\end{align*}
$$

is the reciprocal of the phonon relaxation time. Here

$$
\begin{equation*}
N_{\mathbf{q}}^{(0)}=\left(\exp \left\{\hbar \omega_{\mathbf{q}} / k_{B} T\right\}-1\right)^{-1} \tag{5.13}
\end{equation*}
$$

is the Bose-Einstein distribution,

$$
\begin{equation*}
n_{\mathbf{q}}^{(0)}=\left(\exp \left\{\left(\varepsilon_{\mathbf{q}}-\mu\right) / k_{B} T\right\}+1\right)^{-1} \tag{5.14}
\end{equation*}
$$

is the Fermi-Dirac distribution, and $\mu$ is the Fermi quasilevel. The first and second terms on the right-hand side of Eq. (5.12) correspond to the phonn-phonon relaxation and the third term corresponds to phonon-electron relaxation.

It follows from Eq. (5.11) that in the classical limit $N_{\mathbf{k}}$ $\gg N_{\mathbf{k}}^{(0)}$ the statistical average value of the energy of a phonon mode (2.3)

$$
\begin{equation*}
\langle W\rangle=\frac{m R^{2}}{4}\left\langle\xi^{2}\right\rangle \tag{5.15}
\end{equation*}
$$

satisfies the equation

$$
\begin{equation*}
\frac{d\langle W\rangle}{d t}=-\frac{\langle W\rangle}{\tau_{p}}=\langle Q \dot{\xi}\rangle \tag{5.16}
\end{equation*}
$$

The second equality in Eq. (5.16), taking account of Eq. (5.15), holds if the generalized dissipative force $Q$ satisfies

$$
\begin{equation*}
Q=-\frac{m R^{2}}{4 \tau_{p}} \dot{\xi} \tag{5.17}
\end{equation*}
$$

characterizing the linear damping of the phonon mode.

## 6. INTERACTION WITH RADIATION

We shall describe the interaction of the system with a light field by means of the operator $V_{1}$, which in the dipole approximation has the form

$$
\begin{equation*}
V_{1}=-\mathbf{d} \cdot \mathbf{E}(t)=-\mathbf{d} \cdot \int \mathbf{E}_{\omega} \exp (-i \omega t) d \omega \tag{6.1}
\end{equation*}
$$

where $\mathbf{E}_{\omega}$ and $\omega$ are, respectively, the amplitude and frequency of the spectral component of the light field.

Let us consider the case where the incident radiation $\mathbf{E}(t)$ is a linearly polarized (along the axis of the crystal) quasimonochromatic stationary random process. ${ }^{44}$ Then all spectral components $\mathbf{E}_{\omega}$ are statistically independent ${ }^{44,45}$

$$
\begin{equation*}
\left\langle\mathbf{E}_{\omega} \cdot \mathbf{E}_{\omega_{1}}\right\rangle=G(\omega) \delta\left(\omega+\omega_{1}\right) \tag{6.2}
\end{equation*}
$$

Here $G(\omega)$ is the spectral density of the light field, which for a quasimonochromatic signal can be represented as ${ }^{44}$

$$
\begin{equation*}
G(\omega)=\operatorname{Ig}\left(|\omega|-\omega_{0}\right) \tag{6.3}
\end{equation*}
$$

where $\omega_{0}$ is the carrier frequency, and $g(x)$ is a nonnegative bell-shaped function with a maximum at the point $x=0$ and satisfies the normalization condition

$$
\begin{equation*}
\int g(x) d x=1 \tag{6.4}
\end{equation*}
$$

The width $\Delta \omega$ of the spectrum $G(\omega)$ satisfies the inequality $\Delta \omega \ll \omega_{0}$. The quantity

$$
\begin{equation*}
I=\int G(\omega) d \omega / 2 \tag{6.5}
\end{equation*}
$$

characterizes the light intensity (in a Gaussian system, to within the factor $c n / 2 \pi$, where in the present case $c$ is the speed of light and $n$ is the index of refraction of the medium).

Using the Liouville equation ${ }^{46}$

$$
\begin{equation*}
i \hbar \frac{\partial \rho}{\partial t}=\left[H_{e}+V_{1}, \rho\right] \tag{6.6}
\end{equation*}
$$

taking account of Eqs. (6.1) and (6.2), we find an equation for the diagonal elements $\rho_{k k}$ of the density matrix $\rho$ of the electronic subsystem in second-order perturbation theory in $V_{1}$ :

$$
\begin{equation*}
\frac{\partial \rho_{k k}}{\partial t}=\frac{2 \pi}{\hbar^{2}} \sum_{s}\left|\mathbf{d}_{k s}\right|^{2} G\left(\frac{\varepsilon_{s}-\varepsilon_{k}}{\hbar}\right)\left(\rho_{s s}-\rho_{k k}\right) \tag{6.7}
\end{equation*}
$$

where $\mathbf{d}_{k s}$ is the matrix element of the dipole moment operator (3.6). In the particular case of a monochromatic light field

$$
\begin{equation*}
\mathbf{E}(t)=\mathbf{E}_{0} \cos \left(\omega_{0} t+\varphi\right) \tag{6.8}
\end{equation*}
$$

with a uniformly distributed phase $\varphi$, the spectral density $G(\omega)$ has the form

$$
\begin{equation*}
G(\omega)=\frac{\mathbf{E}_{0}^{2}\left(\delta\left(\omega-\omega_{0}\right)+\delta\left(\omega+\omega_{0}\right)\right)}{4} \tag{6.9}
\end{equation*}
$$

Then Eq. (6.7) becomes the well-known Fermi golden rule for the probability of induced transitions: ${ }^{45}$

$$
\begin{equation*}
\frac{\partial \rho_{k k}}{\partial t}=\frac{\pi}{2 \hbar}\left|\mathbf{E}_{0} \cdot \mathbf{d}_{k k}\right|^{2} \delta\left(2 \varepsilon_{k}-\hbar \omega_{0}\right) \tag{6.10}
\end{equation*}
$$

In Eq. (6.10), it is assumed that the lower level (with quasiwave number $k-\pi$ ) is filled, and the upper level (with quasiwave number $k$ ) is empty.

Taking account of Eqs. (3.6) and (2.13), we obtain from Eq. (6.7)

$$
\begin{equation*}
\frac{\partial \rho_{k k}}{\partial t}=\frac{2 \pi}{\hbar^{2}} d_{k}^{2} G\left(\frac{2 \varepsilon_{k}}{\hbar}\right) \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right) \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{k}=\left|d_{2} \frac{\varphi_{k}\left(P_{k}-P_{k-\pi}\right)+S_{k}\left(1-\varphi_{k}^{2}\right)}{1+\varphi_{k}^{2}}\right| . \tag{6.12}
\end{equation*}
$$

Taking into consideration the relation (2.13), we find from Eq. (6.11) the kinetic equation for the density $n$ $=2 \Sigma_{|k|<\pi / 2} \rho_{k k}$ of electron-hole pairs in a Peierls system:

$$
\begin{equation*}
\frac{\partial n}{\partial t}=\frac{4 \pi}{\hbar^{2}} \sum_{|k| \leqslant \pi / 2} d_{k}^{2} \tanh \left(\frac{\varepsilon_{k}-\mu}{2 k_{B} T}\right) G\left(\frac{2 \varepsilon_{k}}{\hbar}\right)-\frac{n-n_{0}}{\tau} \tag{6.13}
\end{equation*}
$$

where $n_{0}$ is the density of electron-hole pairs in the absence of light and, using the relation (4.6), can be written in the approximate form

$$
\begin{align*}
n_{0} & =n(\mu=0) \\
& =\left\{\begin{array}{l}
N \sqrt{\frac{k_{B} T \sinh \xi}{\pi b}} \exp \left\{-\frac{2 b \sinh \xi}{k_{B} T}\right\}, \quad b \xi \geqslant k_{B} T, \\
\frac{N}{\pi}\left(\frac{k_{B} T}{b} \ln 2-\frac{b}{2 k_{B} T} \xi^{2}\right), \quad b \xi \ll k_{B} T .
\end{array}\right. \tag{6.14}
\end{align*}
$$

The last term on the right-hand side of Eq. (6.13) takes account of interband electronic relaxation with characteristic interband electronic relaxation time $\tau$. The time $\tau$ for radiative and nonradiative recombination of electron-hole pairs and for recombination with participation of impurities and defects depends, in the general case, on the density of electrons and holes (see Ref. 39, p. 297), but in what follows we shall neglect this dependence, assuming $\tau$ to be a prescribed parameter. The expression (6.13) shows that the change in the density $n$ of electron-hole pairs is due to the interaction of the electronic subsystem with the spectral components of the light which have the frequency $\omega_{k}=2 \varepsilon_{k} / \hbar$.

The relations (4.6), (4.5), and (6.13), taking account of Eq. (5.17), form a closed system of dynamical equations for the internal parameters $\mu, n$, and $\xi$ of a thermodynamically nonequilibrium Peierls system with prescribed external parameters $T, I, \omega_{0}$, and so on.

## 7. DYNAMICAL EQUATION FOR A NONDEGENERATE OR WEAKLY DEGENERATE SEMICONDUCTOR WITH EXCITATION OF ELECTRON-HOLE PAIRS INTO THE CONDUCTION BAND BY MONOCHROMATIC LIGHT

We shall analyze Eqs. (4.5) and (4.6) under the assumption that the Peierls system is a nondegenerate or weakly degenerate semiconductor:

$$
\begin{equation*}
\mu-2 b \sinh \xi<2 k_{B} T \tag{7.1}
\end{equation*}
$$

The relation (7.1), which imposes a restriction on the range of variation of the Fermi quasilevel $\mu$, taking account
of Eq. (4.6), is equivalent to an approximate inequality limiting the density $n$ of electron-hole pairs from above:

$$
\begin{equation*}
n<n_{1}=\frac{8 N}{3 \pi} \sqrt{\frac{k_{B} T \sinh \xi}{b}} . \tag{7.2}
\end{equation*}
$$

Using the formulas (4.5) and (4.6), and taking account of Eq. (5.17), we find an approximate equation for the order parameter $\xi$ of a metal-semiconductor phase transition:

$$
\begin{align*}
\frac{d^{2} \xi}{d t^{2}}+\frac{1}{\tau_{p}} \frac{d \xi}{d t}= & \frac{4}{N m R^{2}}\left(\frac{4 b N}{\pi} \sinh \xi K\left(\sqrt{1-\tanh ^{2} \xi}\right)\right. \\
& -4 b n \cosh \xi-A \xi) \tag{7.3}
\end{align*}
$$

where $K(x)$ is the complete normal elliptic integral of the first kind.

Since in real physical systems the density of electronhole pairs satisfies $n \ll N$, and the order parameter of the metal-semiconductor phase transition of the system $\xi$ $\leqslant 0.5,{ }^{1-4}$ from Eq. (7.3) we obtain approximately the following equation:

$$
\begin{equation*}
\frac{d^{2} \xi}{d t^{2}}+\frac{1}{\tau_{p}} \frac{d \xi}{d t}=\frac{16 b}{N m R^{2}}\left(\frac{N \xi}{\pi} \ln \left|\frac{\xi_{0}}{\xi}\right|-n \operatorname{sign} \xi\right) \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{0}=\frac{\pi}{2} \exp \left\{\operatorname{Arcsin}\left(\frac{\pi}{4}\right)-\frac{A \pi}{4 b N}\right\} \tag{7.5}
\end{equation*}
$$

is the order parameter of the metal-semiconductor phase transition for $n=0$.

We note that Eq. (7.4), obtained assuming the inequality (7.1) [or under the assumption (7.2), which is equivalent to (7.1)], is valid, as our analysis shows, even in the important particular case where the temperature $T=0$ and the density $n$ of electron-hole pairs is arbitrary.

Let us analyze the relation (6.13), describing the change in the density $n$ of electron-hole pairs under irradiation, for monochromatic light, where the form factor $g(x)$ in Eq. (6.3) is determined by the relation

$$
g(x)=\delta(x)
$$

We switch in Eq. (6.13) from summation to integration, i.e., $\Sigma \rightarrow \int d E$, keeping in mind the fact that the electron density of states $\nu(E)$ corresponding to the spectrum (2.13) for the case $\chi \gtrdot 1$ has the form

$$
\begin{equation*}
\nu(E)=\frac{2 N|E|}{\pi \sqrt{\left(4 b^{2} \cosh ^{2} \xi-E^{2}\right)\left(E^{2}-4 b^{2} \sinh ^{2} \xi\right)}} \tag{7.6}
\end{equation*}
$$

and the matrix element of the dipole moment operator $d_{k}$ (6.12) with $\varepsilon_{k}=E$ is determined, in accordance with Eqs. (2.12), (2.13), (3.4), and (3.5), by the relation

$$
\begin{equation*}
d(E) \equiv d_{k}\left(\varepsilon_{k}=E\right)=\frac{4 b d_{2} \cosh \xi \sinh \xi}{E} \tag{7.7}
\end{equation*}
$$

Then, assuming that there is no saturation of interband optical transitions, so that the relation

$$
\begin{equation*}
\tanh \left(\left(\hbar \omega_{0} / 2-\mu\right) / 2 k_{B} T\right)=1 \tag{7.8}
\end{equation*}
$$

holds approximately, we obtain from Eq. (6.13)

$$
\begin{equation*}
\frac{d n}{d t}=-\frac{n-n_{0}}{\tau}+\frac{512 I b^{2} d_{2}^{2} \cosh ^{2} \xi \sinh ^{2} \xi}{\hbar^{2} \omega_{0} \sqrt{\left(16 b^{2} \cosh ^{2} \xi-\left(\hbar \omega_{0}\right)^{2}\right)\left(\left(\hbar \omega_{0}\right)^{2}-16 b^{2} \sinh ^{2} \xi\right)}} \tag{7.9}
\end{equation*}
$$

Let us consider the case where the frequency $\omega_{0}$ of the incident light is such that optical transitions of electrons occur from the valence band into the conduction band, Then we can set approximately in Eq. (7.9)

$$
\begin{equation*}
16 b^{2} \cosh ^{2} \xi-\left(\hbar \omega_{0}\right)^{2} \approx\left(\hbar \omega_{0}\right)^{2}-16 b^{2} \sinh ^{2} \xi \tag{7.10}
\end{equation*}
$$

Then we find approximately

$$
\begin{equation*}
\frac{d n}{d t}=-\frac{n-n_{0}}{\tau}+\frac{64 I d_{2}^{2} N \xi^{2}}{\hbar^{2} \omega_{0}} \tag{7.11}
\end{equation*}
$$

Thus, we have obtained Eq. (7.11), describing the behavior of the density $n(t)$ of electron-hole pairs when the system is irradiated with monochromatic light with intensity $I(t)$, and Eq. (7.4), determining the time dependence $\xi(t)$ of the order parameter with a variation of the density $n$. These equations (7.4) and (7.11) are the basic dynamical equations for a nondegenerate or weakly degenerate [see Eq. (7.1)] semiconductor state of a Peierls system with optical excitation of electrons in the system into the allowed band.

## 8. STATIONARY SOLUTION AND ITS STABILITY

Let us consider first the case where a Peierls semiconductor is irradiated with light with constant intensity. Setting in the system of equations (7.4) and (7.11)

$$
\begin{equation*}
\frac{d n}{d t} \equiv \frac{d \xi}{d t} \equiv 0 \tag{8.1}
\end{equation*}
$$

we find its stationary solution $\xi_{s}, n_{s}$ as a function of the intensity $I$ in the implicit form

$$
\begin{align*}
& I=\frac{\hbar^{2} \omega_{0}}{64 d_{2}^{2} N \xi_{s}^{2} \tau}\left(\frac{N\left|\xi_{s}\right|}{\pi} \ln \left|\frac{\xi_{0}}{\xi_{s}}\right|-n_{0}\left(\xi_{s}, T\right)\right)  \tag{8.2}\\
& n_{s}=\frac{N\left|\xi_{s}\right|}{\pi} \ln \left|\frac{\xi_{0}}{\xi_{s}}\right| \tag{8.3}
\end{align*}
$$

In order that the stationary solution (8.2) and (8.3) satisfy the
approximation (7.2), used above, in the entire range of variation of $\xi\left(0<\xi \leqslant \xi_{0}\right)$, the relation limiting the temperature $T$ of the system from below

$$
\begin{equation*}
\left(\frac{3}{4 e}\right)^{2} \xi_{0} b<k_{B} T \tag{8.4}
\end{equation*}
$$

must be satisfied.
At lower temperatures, where the relation (8.4) is invalid, the solution (8.2) and (8.3) satisfies the condition (7.2) only in the region

$$
\xi \in\left(0, \xi_{1}\right) \cup\left(\xi_{2}, \xi_{0}\right],
$$

where $\xi_{1}, \xi_{2}\left(\xi_{1}<\xi_{2}\right)$ are the roots of the transcendental equation

$$
\begin{equation*}
\sqrt{\xi} \ln \left|\frac{\xi_{0}}{\xi}\right|=\frac{8}{3} \sqrt{\frac{k_{B} T}{b}} . \tag{8.5}
\end{equation*}
$$

Analysis of the system of equations (7.4) and (7.11) shows that the solution (8.2) and (8.3) is stable if

$$
\begin{equation*}
\xi_{s}>\xi_{c}, \tag{8.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{c}=\xi_{0} \exp \left\{-1-\frac{\pi m R^{2}}{16 b \tau_{p} \tau}\right\} . \tag{8.7}
\end{equation*}
$$

Using the solution (8.2) and (8.3), we find a condition, equivalent to the inequality (8.6), that imposes an upper bound on the light intensity $I$

$$
\begin{equation*}
I<I_{c}, \tag{8.8}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{c}=\frac{\hbar^{2} \omega_{0}}{64 d_{2}^{2} N \xi_{c}^{2} \tau}\left(n_{c}-n_{0}\left(\xi_{c}, T\right)\right),  \tag{8.9}\\
& n_{c}=\frac{N \xi_{0}}{\pi}\left(1+\frac{\pi m R^{2}}{16 b \tau_{p} \tau}\right) \exp \left\{-1-\frac{\pi m R^{2}}{16 b \tau_{p} \tau}\right\} . \tag{8.10}
\end{align*}
$$

Thus, for adiabatically slow increase of intensity $I$ of the incident monochromatic light from zero to the value $I_{c}$, determined in Eq. (8.9), the density $n$ of electron-hole pairs in the accordance with the description (8.2) and (8.3) increases from the thermodynamically equilibrium (no irradiation) value $n_{0}(6.14)$ to the critical value $n_{c}$ determined by Eq. (8.10), and the order parameter $\xi$ decreases from a value approximately equal to $\xi_{0}$ to $\xi_{c}$ determined by Eq. (8.7). When $I>I_{c}$, the stationary semiconductor state corresponding to Eqs. (8.2) and (8.3) becomes unstable, and there is no other stable stationary solution of the system of equations Eqs. (7.4) and (7.11) corresponding to a semiconductor phase.

We shall make numerical estimates of $n_{c}$ and $I_{c}$ for vanadium dioxide, whose one-dimensional electronic conduction band is formed by overlapping of the $3 d$ wave functions of vanadium atoms arranged in the form of chains parallel to the crystal axis $c .{ }^{4}$ At temperatures below the critical value $T_{0}=340 \mathrm{~K}$ the vanadium atoms in the chain converge in pairs, and a gap forms in the electronic spectrum at the Fermi
level, so that the low-temperature phase of $\mathrm{VO}_{2}$ can be regarded as a one-dimensional (quasi-one-dimensional) Peierls semiconductor. ${ }^{2-4}$

Taking characteristic values of the physical quantities for $\mathrm{VO}_{2} \quad b \approx 0.3 \mathrm{eV}, \quad N \approx 10^{23} \mathrm{~cm}^{-3}, \quad \xi_{0} \approx 0.5,{ }^{3,4} \quad \tau \approx 3$ $\times 10^{-11} \mathrm{~s}, \quad \tau_{p} \sim 10^{-13} \mathrm{~s},{ }^{38} \quad d_{2} \sim 10^{-18} \mathrm{CGS},{ }^{45,47} \quad \hbar \omega_{0}$ $=1.17 \mathrm{eV},{ }^{35} \mathrm{~m} \approx 8.5 \times 10^{-23} \mathrm{~g}, R \approx 0.5 \times 10^{-8} \mathrm{~cm}$, we obtain from Eqs. (8.9) and (8.10), taking account of Eq. (8.7),

$$
\begin{equation*}
n_{c} \sim 10^{21} \mathrm{~cm}^{-3}, \quad I_{c} \sim 10^{8} \mathrm{~W} / \mathrm{cm}^{2} . \tag{8.11}
\end{equation*}
$$

The condition (8.4) gives $T>100 \mathrm{~K}$.

## 9. DYNAMICS OF THE SYSTEM AT SHORT TIMES

We shall investigate the behavior of a Peierls system irradiated by monochromatic light whose intensity $I$ is a step function of the time:

$$
I(t)= \begin{cases}0, & t<0,  \tag{9.1}\\ I=\text { const }, & t \geqslant 0 .\end{cases}
$$

Let us examine the solution at the initial stage of evolution, when the order parameter $\xi$ of the metal-semiconductor phase transition is close to its initial value $\xi_{0}$. Then the system of equations (7.4) and (7.11) can be approximately linearized, and in the approximation ${ }^{48}$

$$
\begin{equation*}
\left|\frac{d^{2} \xi}{d t^{2}}\right| \ll \frac{1}{\tau_{p}}\left|\frac{d \xi}{d t}\right| \tag{9.2}
\end{equation*}
$$

it can be written as

$$
\begin{align*}
& \frac{d \xi}{d t}=\frac{16 b \tau_{p}}{N m R^{2}}\left(\frac{N}{\pi}\left(\xi_{0}-\xi\right)-n\right),  \tag{9.3}\\
& \frac{d n}{d t}=-\frac{n-n_{0}}{\tau}+\frac{64 d_{2}^{2} N \xi_{0}}{\hbar^{2} \omega_{0}} I \xi . \tag{9.4}
\end{align*}
$$

The initial conditions for (9.3) and (9.4) are

$$
\begin{equation*}
\xi(t=0)=\xi_{0}-\frac{\pi n_{0}}{N}, \quad n(t=0)=n_{0} . \tag{9.5}
\end{equation*}
$$

Solving the problem (9.3)-(9.5), we obtain

$$
\begin{align*}
\xi= & \xi_{1}+\frac{\xi_{0}-\xi_{1}-\pi n_{0} / N}{\lambda_{2}-\lambda_{1}}\left(\lambda_{2} e^{\lambda_{1} t}-\lambda_{1} e^{\lambda_{2} t}\right),  \tag{9.6}\\
n= & n_{1}-\frac{\left(\xi_{0}-\xi_{1}\right) N-\pi n_{0}}{\lambda_{2}-\lambda_{1}}\left(\lambda_{2}\left(\frac{\lambda_{1} m R^{2}}{16 b \tau_{p}}+\frac{1}{\pi}\right) e^{\lambda_{1} t}\right. \\
& \left.-\lambda_{1}\left(\frac{\lambda_{2} m R^{2}}{16 b \tau_{p}}+\frac{1}{\pi}\right) e^{\lambda_{2} t}\right), \tag{9.7}
\end{align*}
$$

where
$\xi_{1}=\left(\xi_{0}-\frac{\pi n_{0}}{N}\right) \frac{\hbar^{2} \omega_{0}}{\hbar^{2} \omega_{0}+64 \pi \tau I \xi_{0} d_{2}^{2}}$,
$n_{1}=\left(\frac{N \xi_{0}}{\pi}-n_{0}\right) \frac{64 \pi \tau I \xi_{0} d_{2}^{2}}{\hbar^{2} \omega_{0}+64 \pi \tau I \xi_{0} d_{2}^{2}}$,
$\lambda_{1,2}=-\frac{8 b \tau_{p}}{\pi m R^{2}}\left[1 \pm \sqrt{1-\frac{\pi m R^{2}}{4 b \tau_{p} \tau}\left(1+\frac{64 \pi \tau I \xi_{0} d_{2}^{2}}{\hbar^{2} \omega_{0}}\right)}\right]$.

Taking account of the characteristic numerical values of the basic parameters (see below or the numerical estimates at the end of Sec. 8) and confining ourselves to the case $I$ $\ll 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$, we find approximately from Eq. (9.10)

$$
\begin{align*}
& \lambda_{1}=-\frac{16 b \tau_{p}}{\pi m R^{2}},  \tag{9.11}\\
& \lambda_{2}=-\frac{1}{\tau}-\frac{64 \pi I \xi_{0} d_{2}^{2}}{\hbar^{2} \omega_{0}} . \tag{9.12}
\end{align*}
$$

It is evident from Eqs. (9.11) and (9.12) that for the characteristic numerical values of the parameters (see the end of Sec. 8) the inequality $\left|\lambda_{1}\right| \gtrdot\left|\lambda_{2}\right|$ is satisfied. For this reason, in accordance with the expression (9.6), the characteristic time $\tau_{0}$ of a transition into a new phase is determined approximately by the relation

$$
\begin{equation*}
\tau_{0}=\frac{1}{\left|\lambda_{2}\right|}=\frac{\hbar^{2} \omega_{0} \tau}{\hbar^{2} \omega_{0}+64 \pi I \xi_{0} d_{2}^{2} \tau} \tag{9.13}
\end{equation*}
$$

The condition for the applicability of our approximation (9.2), taking account of the expression (9.6), can be written in the form $\tau_{0} \gg \tau_{p}$. Hence, using the relation (9.13), we find an inequality that gives an upper bound on the light intensity $I$ :

$$
\begin{equation*}
I \ll \frac{\hbar^{2} \omega_{0}}{64 \pi \xi_{0} d_{2}^{2}}\left(\frac{1}{\tau_{p}}-\frac{1}{\tau}\right) . \tag{9.14}
\end{equation*}
$$

Substituting into Eq. (9.14) the characteristic numerical values of the parameters for vanadium dioxide, specifically, $\xi_{0}$ $\approx 0.5,{ }^{3,4} \tau \approx 3 \times 10^{-11} \mathrm{~s}, \tau_{p} \sim 10^{-13} \mathrm{~s},{ }^{38} d_{2} \sim 10^{-18} \mathrm{CGS},{ }^{45,47}$ and $\hbar \omega_{0}=1.17 \mathrm{eV},{ }^{35}$ we obtain the condition of applicability of the approximation (9.2): $I \ll 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$, which is the same as the approximation which we used in the derivation of Eqs. (9.11) and (9.12).

In the experiment of Ref. 35, where a vanadium dioxide film was irradiated with powerful laser radiation with intensity $I \simeq 7 \cdot 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$, a photoinduced semiconductor-metal phase transition, occurring over a characteristic time $\tau_{0}$ $\simeq 10^{-12} \mathrm{~s}$, was observed. A numerical estimate using Eq. (9.13) gives $\tau_{0} \simeq 1.6 \times 10^{-12} \mathrm{~s}$. Therefore the theoretical value $\tau_{0}$ calculated on the basis of the theory developed agrees well with the experimental data of Ref. 35.

## 10. DYNAMICS OF THE SYSTEM AT LONG TIMES

We shall now investigate the behavior of a Peierls system under irradiation by monochromatic light, whose intensity $I$ is a step function (9.1) of the time, at the final stage of evolution when the order parameter $\xi$ of the metalsemiconductor phase transition is close to its new stable value corresponding to a position of dynamic equilibrium, $\xi \approx \xi_{s}(I)$ [see Eq. (8.2)]. We shall confine ourselves to the intensities $I<I_{c}$, where the final state of the system is the semiconductor phase (8.2), (8.3).

The system of equations (7.4) and (7.11), linearized near the stationary solution $\xi_{s}, n_{s}$, determined by Eqs. (8.2) and (8.3), has in the approximation (9.2) the form

$$
\begin{align*}
& \frac{d \xi}{d t}=\frac{16 b \tau_{p}}{N m R^{2}}\left[\frac{N}{\pi} \ln \left|\frac{\xi_{0}}{e \xi_{s}}\right|\left(\xi-\xi_{s}\right)-\left(n-n_{s}\right)\right]  \tag{10.1}\\
& \frac{d n}{d t}=\frac{128 I d_{2}^{2} N \xi_{s}}{\hbar^{2} \omega_{0}}\left(\xi-\xi_{s}\right)-\frac{n-n_{s}}{\tau} \tag{10.2}
\end{align*}
$$

The solution of the system of equations (10.1) and (10.2) can be written as

$$
\begin{equation*}
\binom{\xi}{n}=\binom{\xi_{s}}{n_{s}}+\binom{a_{11} a_{12}}{a_{21} a_{22}}\binom{\exp \left\{\lambda_{1} t\right\}}{\exp \left\{\lambda_{2} t\right\}} \tag{10.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{1,2}=\frac{8 b \tau_{p}}{\pi m R^{2}} \ln \left|\frac{\xi_{0}}{e \xi_{s}}\right|-\frac{1}{2 \tau} \pm \sqrt{\left(\frac{8 b \tau_{p}}{\pi m R^{2}} \ln \left|\frac{\xi_{0}}{e \xi_{s}}\right|-\frac{1}{2 \tau}\right)^{2}+\frac{16 b \tau_{p}}{\pi m R^{2} \tau} \ln \left|\frac{\xi_{0}}{e \xi_{s}}\right|-\frac{2^{11} b \tau_{p} d_{2}^{2} N \xi_{s} I}{\hbar^{2} \omega_{0}}} \tag{10.4}
\end{equation*}
$$

and the constant coefficients $a_{i j}$ in the matrix are determined from Eqs. (10.1) and (10.2) and the initial conditions.

It is evident from the relation (10.4) that when the condition (8.6) is satisfied [or the inequality (8.8) equivalent to it] the solution (10.3) has the form of a process in which $\xi$ and $n$ relax to a stationary state $\xi_{s}, n_{s}$ of stable dynamic equilibrium determined by Eqs. (8.2)-(8.3). For low light intensities $I$, when $\xi_{s}=\xi_{s}(I)$ [see Eq. (8.2)] satisfies the approximate inequality

$$
\begin{equation*}
\xi_{0}>\xi_{s}(I)>\xi_{c}\left(1+\sqrt{\frac{\pi m R^{2}}{2 b \tau \tau_{p}}}\right) \tag{10.5}
\end{equation*}
$$

the radicand in Eq. (10.4) is positive, and therefore, as $t$ $\rightarrow \infty$, the asymptotic behavior of $\xi(t)$ and $n(t)$ has the exponential form

$$
\left\{\begin{array}{l}
\xi-\xi_{s} \propto \exp (-\gamma t)  \tag{10.6}\\
n-n_{s} \propto \exp (-\gamma t)
\end{array}\right.
$$

with relaxation constant $\gamma=-\lambda_{1}>0$ (10.4) (in Eq. (10.3) at long times $t$ the exponential with the smaller decay constant plays the main role).

The inequality (10.5) for $\xi_{s}$ is equivalent to the condition bounding the light intensity $I$ from above

$$
\begin{equation*}
I<I_{1}, \tag{10.7}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{1} \equiv I\left(\xi_{0}\left(1+\sqrt{\frac{\pi m R^{2}}{2 b \tau \tau_{p}}}\right) \exp \left(-1-\frac{\pi m R^{2}}{16 b \tau \tau_{p}}\right\}\right), \tag{10.8}
\end{equation*}
$$

and the functional dependence $I\left(\xi_{s}\right)$ is determined by the expression (8.2).

If the light intensity $I$ satisfies the condition

$$
\begin{equation*}
I_{1}<I<I_{c}, \tag{10.9}
\end{equation*}
$$

for which for $\xi_{s}=\xi_{s}(I)$ [see Eq. (8.2)] the approximate inequality

$$
\begin{equation*}
\xi_{c}<\xi_{s}(I)<\xi_{c}\left(1+\sqrt{\frac{\pi m R^{2}}{2 b \tau \tau_{p}}}\right) \tag{10.10}
\end{equation*}
$$

is satisfied, then the radicand in Eq. (10.4) is negative, and at long times $t$ the behavior of $\xi(t)$ and $n(t)$ has the character of damped oscillations

$$
\left\{\begin{array}{l}
\xi-\xi_{s} \propto \exp (-\gamma t) \cos \left(\omega t+\varphi_{1}\right),  \tag{10.11}\\
n-n_{s} \propto \exp (-\gamma t) \cos \left(\omega t+\varphi_{2}\right)
\end{array}\right.
$$

with circular frequency

$$
\begin{equation*}
\omega=\frac{8 b \tau_{p}}{\pi m R^{2}} \sqrt{\frac{\pi m R^{2}}{2 b \tau \tau_{p}}-\ln ^{2}\left|\frac{\xi_{s}}{\xi_{c}}\right|} \tag{10.12}
\end{equation*}
$$

and decay constant

$$
\begin{equation*}
\gamma=\frac{8 b \tau_{p}}{\pi m R^{2}} \ln \left|\frac{\xi_{s}}{\xi_{c}}\right| . \tag{10.13}
\end{equation*}
$$

It is evident from Eqs. (10.12) and (10.13) that as the intensity $I$ approaches the critical value $I_{c}$ from below (and $\left.\xi_{s} \rightarrow \xi_{c}+0\right)$, the frequency $\omega$ (10.12) of the oscillations of the order parameter $\xi$ of the metal-semiconductor phase transition and the density $n$ of electron-hole pairs increases to its maximum value $\omega_{m}$ :

$$
\begin{equation*}
\omega_{m}=\sqrt{\frac{32 b \tau_{p}}{\pi m R^{2} \tau}} \tag{10.14}
\end{equation*}
$$

and the damping coefficient $\gamma$ decreases to zero.
Let us make some numerical estimates. Taking the numerical values characteristic for the physical parameter of $\mathrm{VO}_{2}$, specifically, $b \approx 0.3 \mathrm{eV}, \quad N \approx 10^{23} \mathrm{~cm}^{-3}, \quad \xi_{0} \approx 0.5,{ }^{3,4}$ $\tau \approx 3 \times 10^{-11} \mathrm{~s}, \quad \tau_{p} \sim 10^{-13} \mathrm{~s},{ }^{38} \quad d_{2} \sim 10^{-18} \mathrm{CGS},{ }^{45,47}$ $\hbar \omega_{0}=1.17 \mathrm{eV},{ }^{35} m \approx 8.5 \times 10^{-23} \mathrm{~g}$, and $R \approx 0.5 \times 10^{-8} \mathrm{~cm}$, we obtain from Eqs. (10.14) and (10.13)

$$
\begin{align*}
& \omega\left(I=I_{1}\right)=0, \quad \gamma\left(I=I_{1}\right) \cong \sqrt{\frac{32 b \tau_{p}}{\pi m R^{2} \tau}} \approx 3 \times 10^{12} \mathrm{~s}^{-1}, \\
& \omega_{m}=\omega\left(I=I_{c}\right) \approx 3 \times 10^{12} \mathrm{~s}^{-1}, \quad \gamma\left(I=I_{c}\right)=0 . \tag{10.15}
\end{align*}
$$

Therefore near the critical point $I \approx I_{c}\left(I<I_{c}\right)$ the characteristic relaxation time $\gamma^{-1}$ (10.13) of a Peierls system to the position of stable dynamic equilibrium $\xi_{s} \approx \xi_{c}\left(\xi_{s}>\xi_{c}\right)$ becomes anomalously long ( $\gamma^{-1} \rightarrow \infty$ for $I \rightarrow I_{c}-0$ ).

## 11. DISCUSSION OF THE EXPERIMENT

To check experimentally the solution (8.2)-(8.3) describing the behavior of the order parameter $\xi$ of the metalsemiconductor phase transition and the density $n$ of electron-hole pairs in the stationary state or with adiabatically slow variation of the light intensity $I$, when the characteristic time of the smooth increase of the intensity in a pulse is much longer than the characteristic relaxation time of the process $\tau_{0} \sim 10^{-12} \mathrm{~s}(9.13)$, it is desirable to use a Peierlsunstable material in the form of a thin film placed into a material which is transparent at the frequency of the laser radiation and possesses good heat removal (for example, in superfluid helium). This makes it possible to avoid excessive heating of the system even for quite high irradiation intensities $I$ close to $I_{c}$ [see Eq. (11)].

For a light field (9.1) switched on abruptly (or for irradiation with a square laser pulse of long duration), the experimental check of the formula (9.13) for the characteristic time $\tau_{0}$ of the photoinduced transition into a new state of dynamic equilibrium can be performed under ordinary conditions. Specifically, the behavior of a vanadium dioxide film on an aluminum substrate irradiated with a laser pulse with intensity $I \approx 7 \cdot 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$ and duration $6 \cdot 10^{-12} \mathrm{~s}$ was studied experimentally in Ref. 35. It was found that when the energy of the exciting photons $\hbar \omega_{0}=1.17 \mathrm{eV}, \mathrm{VO}_{2}$ passes from the semiconductor into the metallic state in time $\tau_{0}$ $\sim 10^{-12} \mathrm{~s}$ after the onset of the pulse. After this, the metallic phase remains stable for a quite long time $t\left(t>10^{-9} \mathrm{~s}\right)$. If the energy of the exciting photons $\hbar \omega_{0}=2.34 \mathrm{eV}$, the semiconductor state of vanadium dioxide becomes unstable $t$ $\sim 10^{-9} \mathrm{~s}$ after the onset of irradiation.

To explain the experimentally observed phenomenon described above, we shall make a numerical estimate of the maximum possible temperature change $\Delta T$ in the sample under the action of the laser irradiation. For this, we shall examine a very thin ( $\sim 1 \mathrm{~nm}$ ) most strongly heated region of the film near the surface, neglecting heat transfer and assuming that there is enough time for all of the absorbed radiation energy to be converted into heat (at short times $t<10^{-12} \mathrm{~s}$ this assumption is quite nominal). Using the approximate formula

$$
\begin{equation*}
\Delta T=\frac{\alpha I \Delta t}{c \rho} \tag{11.1}
\end{equation*}
$$

where $\alpha, c$, and $\rho$ are, respectively, the optical absorption coefficient, the specific heat, and the density of the fill material, and $\Delta t$ is the irradiation time, and taking the numerical values of the parameters characteristic for $\mathrm{VO}_{2} \alpha$ $\sim 10^{5} \mathrm{~cm}^{-1},{ }^{4} c \sim 1 \mathrm{~J} / \mathrm{gK}, \rho \approx 10 \mathrm{~g} / \mathrm{cm}^{3}, \Delta t=\tau_{0} \sim 10^{-12} \mathrm{~s}$, we obtain $\Delta T \approx 10 \mathrm{~K}$. Since the temperature of the thermodynamically equilibrium semiconductor-metal phase transition in vanadium dioxide is $T_{0}=340 \mathrm{~K}$, we conclude that at room temperature a photoinduced transition into the metallic
phase, occurring in a time $\tau_{0} \sim 10^{-12} \mathrm{~s}$, cannot be explained from the standpoint of a thermal mechanism.

At the same time, the stability of the metallic phase of vanadium dioxide after the passage of the entire pulse ( $\Delta t$ $\sim 6 \times 10^{-12} \mathrm{~s}$ ) appears to be due to the quite high temperature $T$ of the film ( $T>T_{0}=340 \mathrm{~K}$ ), since in accordance with Eq. (11.1) $\Delta T \approx 60 \mathrm{~K}$ in this case.

We note that the time delay $t \sim 10^{-9} \mathrm{~s}$, observed with energy of exciting photons $\hbar \omega_{0}=2.34 \mathrm{eV}$, in the photoinduced semiconductor-metal phase transition from our standpoint is due to the long lifetime $\tau_{\pi}$ of nonequilibrium electrons and holes in the $\pi^{*}$ band, ${ }^{35,4}$ which delays by a corresponding time the process leading to heating of the film. In contrast to Ref. 35, we assume that in this case the photoinduced transition into the metallic phase is due to a purely thermal mechanism, since $\tau_{\pi} \sim 10^{-9} \mathrm{~s} \gg \tau \sim 10^{-11} \mathrm{~s},{ }^{38}$ and for this reason the density of nonequilibrium electron-hole pairs in the $d$ band is negligibly small $\left(n \ll n_{c}\right)$.

We shall interpret the experimental results of Ref. 35 on the photoinduced semiconductor-metal phase transition, occurring in a characteristic time $\tau_{0} \sim 10^{-12} \mathrm{~s}$, from the standpoint of the theory developed in the present paper for the electron-phonon instability of the semiconductor phase of a Peierls system. We note first that the intensity of the laser pulse in the experiment of Ref. $35 I \approx 7 \times 10^{8} \mathrm{~W} / \mathrm{cm}^{2}$ exceeds the critical value $I_{c}$ (8.11) and therefore, as shown in Secs. $8-10$, a transition should occur into the metallic phase, which was in fact observed in Ref. 35. The experimentally measured transition time $\tau_{0} \sim 10^{-12} \mathrm{~s}$ is close to the value calculated on the basis of the present theory (see the numerical estimate for Eq. (9.13) at the end of Sec. 9).

## 12. CONCLUSIONS

In summary, in the present paper the dynamics of a nonstationary thermodynamically nonequilibrium photoinduced phase transition in a one-dimensional system with a Peierls instability was investigated under the assumption that the characteristic interband electronic relaxation time $\tau$ and the phonon relaxation time $\tau_{p}$ are constant and greatly exceed the intraband electron relaxation time $\tau_{e}$.

It was shown that when the system is irradiated with light of intensity $I<I_{c}$ (8.9) the Peierls semiconductor passes into a new semiconductor state with a smaller band gap in the electronic spectrum. This transition is an aperiodic relaxation process [for $I<I_{1}(10.8)$ ] or it has the form of damped oscillations (for $I_{1}<I<I_{c}$ ).

For irradiation intensities $I>I_{c}$ the system passes into the metallic phase, and the slow (with characteristic time $\tau$ $\sim 10^{-11} \mathrm{~s}$ ) interband relaxation of electrons becomes rapid (with characteristic time $\tau \sim 10^{-14} \mathrm{~s}$ ) intraband relaxation. If in the process the temperature of the sample increases above the critical temperature $T_{0}$ of the thermodynamically equilibrium metal-semiconductor phase transition, then the metallic phase is stable. In the opposite case, the question of the stability of the metallic state requires additional analysis, taking account of the deviation of the electron energy distribution in the conduction band from the quasi-Fermi distribution, and is not studied in the present paper.
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#### Abstract

A study is made of an effect observed experimentally by Mesyats which involves, prior to the electrical explosion, as such, the accumulation of an energy on the order of a few times the sublimation energy by a microscopic cathode spike during explosive emission from a cathode in a vacuum or gaseous discharge. The same effect is observed during electrical explosion of a wire. Simple estimates by various authors imply that the temperature of the wire should rise to $10^{5} \mathrm{~K}$. In reality, when energy is applied very rapidly the wire cannot expand and it is superheated into a metastable state (essentially to the crystal-liquid spinodal). When the temperature rises above $10^{4} \mathrm{~K}$, the specific heat of the metal increases as electronic degrees of freedom are unfrozen. Thus, the temperature attained prior to an electrical explosion does not exceed 17000 K. © 1999 American Institute of Physics. [S1063-7761(99)02312-4]


## 1. INTRODUCTION

Mesyats ${ }^{1}$ has developed some new ideas on the explosive character of emission and introduced the concept of ectons, or explosion microcenters. It has been shown that a variety of experimental data on cathode processes can be explained by making the simple hypothesis that, before they explode, microscopic cathode spikes absorb an energy equal to several times the sublimation energy. This can be interpreted as superheating of the microscopic spikes to temperatures on the order of $10^{5} \mathrm{~K}$ if the simplest equation of state is used. Because of the paradoxical nature of this conclusion, special experiments have been done on the electrical explosion of thin wires. ${ }^{2}$ The results were in complete agreement with Mesyats' hypothesis. Here the effect was enhanced when the rate of energy input was raised. The maximum superheating was obtained at the highest rate of energy input, $10^{12} \mathrm{~W} / \mathrm{g}$.

Heating of wires to temperatures of $\approx 10^{5} \mathrm{~K}$ during electrical explosion was noted in the early experiments of Kvartskhava, Plyutto, et al. ${ }^{3}$ and later by Tucker. ${ }^{4}$ (See the review by Kotov, et al. ${ }^{5}$ ) No convincing explanation of this effect, however, has been given.

The transition of a solid object into a superheated metastable state was noted by Urlin ${ }^{6}$ in an analysis of experiments on powerful shock waves in solids. The transition into a metastable state during rapid ( $\approx 10^{-6}$ s) Joule heating has been studied by Bay̌kov and Shestak. ${ }^{7}$ For a copper wire with a diameter of $3 \cdot 10^{-2} \mathrm{~cm}$, a superheating $\vartheta=\left(T-T_{m}\right) / T_{m}$ $\simeq 0.13$ was observed, where $T_{m}$ is the melting temperature. The kinetics of the bulk melting of metals has been studied theoretically by Motorin and Musher. ${ }^{8}$ Their estimate of a maximum superheating $\vartheta$ of up to $20 \%$ or, in absolute numbers, $T-T_{m}=150-200 \mathrm{~K}$, was in agreement with the earlier work. ${ }^{7}$ Computer simulations of metastable superheated infinite crystalline solids have been done by molecular dynamics and Monte Carlo methods. ${ }^{9-14}$ The results of Refs. 7-14
were not drawn upon in the analysis of high temperature superheating in Refs. 1-6.

In this paper we show that the experimental data of Mesyats, et al. ${ }^{1,2}$ have an entirely rational explanation. The Mesyats effect occurs when the rate of energy input is so high that a wire cannot expand significantly. The high magnetic pressure at high current densities also inhibits expansion. The possible heating regimes for copper are examined in Sec. 2. Two extreme scenarios for this process are considered: constant pressure and constant volume. The thermal and caloric equations of state ${ }^{15}$ are used in analyzing both regimes. The final temperatures were less than 17000 K in both scenarios. Temperatures below 17000 K correspond to a liquid state of copper if equilibrium melting is assumed. The possibility of maintaining copper in a metastable solid state during rapid heating ${ }^{1,2}$ is examined in Section 3, drawing on the data of Refs. 7-14. It is shown that a wire can enter a superheated metastable state and continue to absorb energy, while remaining at near its initial specific volume. Even if melting sets in later, an increase in the volume (radius) of the wire may not be noticed experimentally prior to an electrical explosion (sudden increase in the volume and electrical resistivity of the wire). The heating processes at constant pressure and volume are compared in Section 4.

## 2. HEATING REGIMES

As an example of an estimate of the final state of a wire immediately prior to an electrical explosion, we have chosen one of the intense energy input regimes described in Ref. 2 for copper. In particular, the radius of the wire is $r=3$ $\times 10^{-3} \mathrm{~cm}$, the current density is $j \approx 10^{8} \mathrm{~A} / \mathrm{cm}^{2}$, and the energy input prior to an electrical explosion is roughly $9 \mathrm{~kJ} / \mathrm{g}$. Then the magnetic pressure $P_{M}=\mu_{0} \mu(j r)^{2} / 8\left(\mu_{0} \mu\right.$ is the magnetic permeability) at the boundary of the wire is $\sim 0.1 \mathrm{Mbar}$.

Since the data given in Ref. 2 are inadequate for an accurate determination of the heating dynamics up to the


FIG. 1. Pulsed heating regimes. The vertical to $P_{M}$ plus the horizontal line correspond to scenario A , and plus the vertical line, to regime B ; the points denote the final states preceding an electrical explosion. The thermal equation of state for copper: the numbers on the isotherms denote the temperature in units of $10^{3} \mathrm{~K}$, the thick lines are the solid-liquid binodal, and the dashed curve is the estimated spinodal for the superheated solid.
time of the explosion, here we consider two limiting scenarios for the process:
(A) heating along an isochore until a pressure $P_{M}$ is reached, followed by expansion along an isobar until the time of an explosion. This scenario initially seems more natural, so it will not be justified further, and
(B) heating along an isochore leading to a superheated, metastable state of the solid. Arguments in favor of this scenario will be presented in the next section. This scenario, as well as the scenarios intermediate between A and B are only possible as a result of rapid heating and the inertia of expansion.

The final states are determined graphically from diagrams for the energy-volume $(E-V)$, enthalpy-volume ( $I$ $-V)$, and pressure-volume $(P-V)$ isotherms constructed in accordance with the equations of state of copper. ${ }^{15}$ For example, for an isochore on the $E-V$ diagram, we seek the point of intersection of the horizontal and vertical lines corresponding to the known experimental values of the specific internal energy and volume. The temperature at the intersection point is determined by interpolation from tabular data surrounding this point. The final state (pressure) corresponds to the intersection of the experimental isochore and the isotherm found on the $P-V$ diagram.

Both heating regimes are represented in Fig. 1, together with the equation of state for copper ${ }^{6,15-17}$ and our estimates of the spinodal for solid copper.

## 3. SUPERHEATED CRYSTALS

Superheated inert gas crystals have been studied by computer simulation using Monte Carlo ${ }^{9-11}$ and molecular dynamics ${ }^{12,13}$ methods. Calculations were done along the isotherm ${ }^{9,10}$ and along the isobar. ${ }^{12,13}$ Calculations along the isotherm have been done for solids up to the range of parameters where the derivative of the pressure with respect to volume, $(\partial P / \partial V)_{T}$, becomes greater than zero. The point where $(\partial P / \partial V)_{T}=0$ is the point where the spinodal crystalliquid phase transition takes place. The specific volume of
the crystal at the spinodal exceeded that on the binodal by $25 \% .^{10}$ Note that the difference in specific volumes at the binodal between the crystal and liquid was only $10 \%$ in the calculations of Ref. 10.

The spinodal of superheated crystalline copper was plotted for a $25 \%$ excess. Note that, for a model crystal formed by charges of the same sign against a compensating background, Monte Carlo calculations show that the spinodal is shifted relative to the binodal by $70 \%$ in volume for constant temperature or by $20 \%$ in temperature for constant volume. ${ }^{14}$ A similar shift in the temperature at the isobars of inert gas crystals has been obtained by molecular dynamics methods ${ }^{12,13}$ using a mechanical stability criterion.

Thus, the results of computer simulations obtained by different authors using different schemes differ little from one another. They are also in agreement with analytic estimates. ${ }^{8}$ Therefore, we may expect that the estimated position of the spinodal in the figure is suitable as a starting point for further derivations. The fundamental difficulty lies elsewhere.

In fact, since the formation of the liquid phase at the surface of a melting object does not involve the expenditure of work to form the new surface, superheating of a solid is, in general, impossible. ${ }^{18}$ It has, however, been pointed out ${ }^{18}$ that the situation changes if the body is heated from within and its surface is kept at a temperature below the melting point. This situation is close to the experimental conditions in Refs. 1 and 2, where the magnetic pressure (and, therefore, the melting point for most metals) increases at the surface of the sample, the surface is cooled by radiation, there is no skin effect, and heating is uniform throughout the entire volume of the wire. Note that the large amount of experimental data on the melting of metals by high power laser radiation have nothing to do with the theme of this paper, since melting takes place within a thin surface skin layer in those experiments. Here, as in Refs. 1-8, we are concerned with volume melting. Note that the computer simulations of Refs. $9-14$ involve uniformly heated infinite crystals (without an open surface).

With heating from inside, the probability of forming nuclei of the liquid phase depends on elastic deformations accompanying the appearance of droplets of liquid inside the solid. ${ }^{18}$ It has been shown, ${ }^{8}$ however, that the energy of elastic deformations makes a significant contribution to the free energy of nucleation only for small amounts of superheating. Then the nucleation rate per unit volume, $\omega$, depends on the relaxation of elastic stresses and is determined by the diffusion time for the vacancies formed during nucleation. Here the rate $\omega$ is low, and, for pulsed energy input into a small volume, cannot reach the critical level (where the nucleation probability $\sim 1$ ) while satisfying the requirement of a small amount of superheating. The crystal melts with pulsed heating only for large amounts of superheating, when the elastic deformation of the crystal lattice can be neglected. In this case, the rate of growth of microscopic droplets is determined by heat conduction and $\omega$ is substantially higher than for small amounts of superheating.

Therefore, we can expect that melting sets in only for large amounts of superheating, and that the nucleation prob-
ability is highest on the axis of the conductor, where there is no magnetic pressure. Even if a nucleus is formed, the propagation time of the melting front is extremely long compared to the energy input time in this case. The velocity of the melting front has been calculated for copper by the molecular dynamics method. ${ }^{19}$ It was up to $100 \mathrm{~m} / \mathrm{s}$ for $20 \%$ superheating. Thus, over the characteristic times $\sim 10^{-8}$ s for the Mesyats effect, the melting front can only move a distance $10^{-2} R$.

An additional argument in favor of scenario B is the fact that, for these energy inputs, the exploding wire effect is natural, as the destruction of a metastable state of a solid near the spinodal when the system is perturbed. On the other hand, in the case of scenario A, it is not clear why an explosion should happen, when a wire that is in an equilibrium liquid state, still far from the liquid-vapor binodal, still has a metallic conductivity. Note that the effect of the shift in the phase equilibrium for a liquid-vapor phase transition examined in Ref. 20, and caused by an inhomogeneity of the magnetic pressure in the different phases, is far weaker for a solid-liquid transition owing to the much smaller difference in the conductivity of the phases.

## 4. DISCUSSION

In this paper we have only made qualitative estimates. For example, the pressure is assumed constant over the radius of the wire, the time dependence of the energy input is neglected, and the difference between the equilibrium and metastable isotherms is neglected, both in the thermal and the caloric equations of state, although the energies in these states are different. The specific heat of the metastable state increases near the spinodal, as noted in the case of laser heating of superheated liquids. ${ }^{21}$

The figure shows a $P-V$ diagram for copper in the parameter region corresponding to the onset of an electrical explosion. Initially, scenarios A and B are indicated by a single vertical line, and then by horizontal and vertical lines, respectively. In these estimates we have used caloric equations of state for the internal energy and enthalpy ${ }^{15}$ and the melting curve of Ref. 6. This curve is consistent with contemporary data ${ }^{16,17}$ at the triple point.

It is clear that the final temperature in both scenarios is less than 17000 K . This resolves the paradox mentioned in the introduction. This reduction in the temperature is so low compared to the estimates based on the sublimation energy because, at temperatures of $\sim 10^{4} \mathrm{~K}$, electrons begin to make a significant contribution to the specific heat. The outer shells of the copper atom have a $d^{10} s^{1}$ structure, so the electronic structure of crystalline copper has six Brillouin zones: a half filled $s$-zone and five filled $d$-zones. The energy levels of all the $d$-zones lie within 1 eV of the Fermi energy. Thus, at temperatures on the order of $10^{4} \mathrm{~K}$, all 11 electrons begin to contribute to the electronic specific heat, which, of course, has been taken into account in the data ${ }^{15}$ we have used. The earlier estimates ${ }^{1-5}$ of superheating to $10^{5} \mathrm{~K}$ were a consequence of an incorrect extrapolation of the low temperature equations of state to high temperatures.

Note that electron emission causes cooling of the electrons in the metal. (This fact was pointed out to us by S . Barengol'ts.) Since the electrons make a substantial contribution to the specific heat under these conditions, electron emission not only cools the electrons, but also causes additional cooling of the metal, itself, i.e., of the surface of the microscopic spikes on the cathode, which, as noted above, is important for the existence of a superheated crystal.

The end point of scenario B lies near the estimated spinodal for the solid. Thus, it is more or less clear why electrical explosions occur in scenarios close to B (the entry into a superheated state of the solid) at these energy input levels. On the other hand, is not at all clear why an electrical explosion (assuming equilibrium melting) should take place in scenario A at these energy input levels. We note, again, that the end point for this scenario is still far from the binodal of the liquid-vapor phase transition.

A more exact calculation of the initial stage of the electrical explosion process will have to avoid the approximations mentioned above.

We thank G. A. Mesyats, whose brought our attention to this problem, S. A. Barengol'ts for discussing the results, and K. V. Khishchenko who kindly provided the equation of state for copper.
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E. Z. Meǐlikhov*)<br>Institute of Molecular Physics, Russian Scientific Center "Kurchatov Institute," 123182 Moscow, Russia (Submitted 5 July 1999)<br>Zh. Éksp. Teor. Fiz. 116, 2182-2191 (December 1999)<br>Granular ferromagnetic metals are usually regarded as systems with weakly interacting superparamagnetic particles whose magnetization is described by a Langevin model. It is shown that this approach is inadmissible. A correct description of the magnetic properties of granular ferromagnetic metals requires that the magnetic anisotropy of the granules, the spread in their orientations, and the variety of their shapes be taken into account. A model with magnetically anisotropic granules, as opposed to the Langevin model, predicts a weak temperature dependence for the magnetization of granular ferromagnetic metals that is in agreement with experiment and provides averaged information on the grain shapes. The glassy nature of the magnetic state of these systems is demonstrated. The magnetic correlations owing to the dipole interaction of the magnetic moments of the granules are examined. © 1999 American Institute of Physics. [S1063-7761(99)02412-9]

Experiments have shown that the magnetization of the nanocomposite $\mathrm{Fe}_{x}\left(\mathrm{SiO}_{2}\right)_{1-x}$ with an iron content $x \approx 0.5$ close to the critical value for a dielectric-metal transition has a very weak dependence on temperature within the range $T=4-300 \mathrm{~K} .{ }^{1}$ Thus, a description of the magnetization of such a system using the Langevin function ${ }^{2,3}$ is inadmissible. This means that the conventional model of single domain, superparamagnetic (and noninteracting with one another) Fe granules is not applicable to this case. There are several reasons for this, but the main reason is the large magnetic energy $W_{A}$ associated with the (crystalline and geometrical) anisotropy of the granules. The weak temperature dependence of this energy (at least, far from the Curie point) causes the magnetization to be temperature independent. On the other hand, this anisotropy can show up as glassy behavior in granular ferromagnetic metals, especially in the way their magnetization depends on the prehistory and rate of measurements and in magnetization creep, i.e., its dependence on time when the external conditions are constant. This paper is an attempt to examine all these questions in terms of a simple model where the magnetic anisotropy of the granules is related to their nonspherical shape and the distributions of the orientations and shapes of the granules in real systems are taken into account statistically. This paper continues the examination of the magnetic properties of nanocomposites with spherical ferromagnetic granules begun in Ref. 4.

## 1. MAGNETIZATION OF NANOCOMPOSITES AT LOW TEMPERATURES

We first examine the applicability of the superparamagnetic approximation. The magnetization of this system can be independent of temperature only when the energy $W_{A}$ required to change the orientation of the magnetic moments of the individual single domain granules is much greater than the thermal energy $k T$. In the absence of an external mag-
netic field, the orientation of these moments is determined by the intragranular crystalline anisotropy or by the asymmetric geometric shape of the granules. In these cases, $W_{A} \sim V K_{1}$ or $W_{A} \sim V I_{s}^{2} \nu$, respectively, where $V$ is the granule volume, $K_{1}$ is the crystalline anisotropy constant ( $K_{1} \sim 10^{5} \mathrm{erg} / \mathrm{cm}^{3}$ for iron), $I_{s}$ is the saturation magnetization ( $I_{s} \approx 1700 \mathrm{G}$ for iron), and $\nu \sim 1$ is the difference in the demagnetization coefficients for nonspherical granules. For granules of size $a \sim 10^{-6} \mathrm{~cm}$ we have $W_{A} \sim 10^{3} \mathrm{~K}$ (for the crystalline anisotropy) and $W_{A} \sim 10^{4} \mathrm{~K}$ (for the geometric anisotropy), which exceeds the experimental temperature.

In order to establish which of the two anisotropy mechanisms really occurs, it is necessary to compare the measured fields $H \sim 10 \mathrm{kOe}$ at which the magnetization begins to saturate (regardless of the temperature!) with the effective anisotropy field $H_{A}=W_{A} / V I_{S}$, which amounts to $H_{A} \sim K_{1} / I_{s}$ $\sim 1 \mathrm{kOe}$ (for a crystalline anisotropy) or $H_{A} \sim I_{s}^{2} \nu \sim 10 \mathrm{kOe}$ (for a geometric anisotropy). It is evident that, in this case, the field dependence of the magnetization is determined by the anisotropy associated with the nonspherical shape of the granules.

In the following we shall assume that the Fe-granules are in the shape of prolate ellipsoids of rotation with semiaxes $a>b=c$. In the absence of an external magnetic field the magnetic moment of each single domain granule will be directed along its major axis. An external magnetic field which does not coincide in direction with this axis will tend to turn the magnetic moment of the granule so that its direction approaches that of the field. We define the equilibrium orientation of the magnetic field by the angle $\theta$ between its direction and that of the major axis of a granule. Then the anisotropy energy can be written in the form ${ }^{5}$

$$
W_{A}=\frac{1}{2} I_{s}^{2} \nu \sin ^{2} \theta,
$$

where $\nu=N_{b}-N_{a}$, and $N_{b}$ and $N_{a}$ are the demagnetization


FIG. 1. The magnetic energy $W$ of a single domain ellipsoidal granule as a function of the angle $\gamma$ between its magnetic moment and the external magnetic field for different values of the reduced field $h_{\nu}$. The initial $\left(h_{\nu}=0\right)$ orientation of the magnetic moment is: $\beta=\pi / 4$ (the magnetic moment always 'sits'" in the right hand minimum of the $W(\gamma)$ curve) or $\beta=3 \pi / 4$ (in a field $h_{\nu} \approx 1$ the magnetic field 'jumps'" from the left hand minimum to the one on the right).
coefficients of the ellipsoid along the $b$ and $a$ axes. The total magnetic energy $W$ of the ellipsoid in an external magnetic field is given by

$$
\begin{equation*}
\frac{W}{V}=\frac{1}{2} I_{s}^{2} \nu \sin ^{2} \theta-H I_{s} \cos \gamma, \tag{1}
\end{equation*}
$$

where the last term corresponds to the energy of the interaction of the magnetic moment of the granule with the magnetic field and $\gamma$ is the angle between the magnetic moment of the granule and the magnetic field. Since in equilibrium (and neglecting thermal fluctuations; see below), the magnetic field, major axis of an ellipsoidal granule, and its magnetic moment lie in a single plane, we have $\gamma=\beta-\theta$, where $\beta$ is the angle between the magnetic field and the major axis of the ellipsoid.

The equilibrium angle $\gamma(H, \beta)$ of orientation of the magnetic moment corresponds to the minimum of the energy (1) and can be found using the equation

$$
\begin{equation*}
\frac{\sin 2(\beta-\gamma)}{\sin \gamma}=h_{\nu}, \quad h_{\nu}=\frac{2 H}{I_{s} \nu} \tag{2}
\end{equation*}
$$

which determines the field dependence of this angle for granules with a specified (by the angle $\beta$ ) orientation. It is clear that, as the field increases, the direction of the magnetic moment should approach that of the magnetic field. However, the corresponding functions $\gamma(H, \beta)$ are different in two cases: $|\beta|<\pi / 2$ (initial magnetic moment inclined at an acute angle to the "future" magnetic field) and $|\beta|>\pi / 2$ (the same, but with an obtuse angle). This is related to the presence of two minima in the magnetic energy (1) of a granule in a weak magnetic field (Fig.1). As Fig. 2 shows, in the first case the angle $\gamma$ approaches zero monotonically and, in the second, with a sudden change of sign corresponding to a 'jump'" of the magnetic moment from one minimum of the magnetic energy (1) to the other.

If the granules had the same shape ( $\nu=$ const) and their axes were distributed uniformly in space, then the field de-


FIG. 2. The angle $\gamma$ of inclination of the magnetic moment of ellipsoidal single domain granules as a function of the field. The initial direction of the moment is determined by the orientation of the major axis of the ellipsoid (the angle $\beta$ ). The monotonically increasing curve is the total magnetic moment of a system of ellipsoidal granules with a uniform random distribution of the orientation angles $\beta$.
pendence of the total magnetic moment $M$ of the system (normalized to its saturation value $M_{s}$ ) could be found by simple summation (over the orientations):

$$
\begin{equation*}
m_{\nu}\left(h_{\nu}\right)=\frac{M}{M_{s}}=\frac{1}{\pi} \int_{0}^{\pi} \cos \gamma\left(h_{\nu}, \beta\right) d \beta . \tag{3}
\end{equation*}
$$

The resulting $m_{\nu}\left(h_{\nu}\right)$ is also shown in Fig. 2. It can be seen that it still preserves a "memory" of the sudden "jumps"' of the magnetic moments in half the granules at fields $h_{\nu} \sim 1$. Clearly, this behavior of the system magnetization, which is inconsistent with experiment, is related to the simplifying assumption that all the granules are similar ( $\nu=$ const). In real systems, this condition is not, in general, satisfied, since they consist of granules with different shapes. Assuming for simplicity that all the granules are ellipsoidal, as before, but that the distribution of their volume fractions with respect to the parameter $\nu$ has a distribution $\psi(\nu)$, then instead of Eq. (3) we obtain

$$
\begin{equation*}
m(H)=\int_{\nu_{\min }}^{\nu_{\max }} m_{\nu} \frac{2 H}{I_{s} \nu} \psi(\nu) d \nu \tag{4}
\end{equation*}
$$

where the limits of integration are determined by the distribution of granule shapes.

As an example, let us consider the uniform distribution $\psi(\nu)=\left(\nu_{\text {max }}-\nu_{\text {min }}\right)^{-1}$ for the case in which the shape of the granules varies from spherical ( $\nu_{\min }=0$ ) to prolate ellipsoidal with an axis ratio of $a / b=10\left(\nu_{\min }=5.9\right) .{ }^{1)}$ The $m(H)$ dependence obtained for this case is shown in Fig. 3. ${ }^{2)}$ Also shown there is the corresponding experimental dependence (curve 1) for the magnetization of the $\mathrm{Fe}_{x}\left(\mathrm{SiO}_{2}\right)_{1-x}$ ( $x \approx 0.5$ ) system, measured at $T=77 \mathrm{~K}$ (Ref. 1). It is clear that the theoretical dependence is the same as the experimental one everywhere except at intermediate fields $H$ $\sim 10 \mathrm{kOe}$, where the calculated magnetizations are somewhat higher (up to $\sim 20 \%$ ) than the experimental values. This model essentially applies to $T=0$. Thus, the agreement obtained here, which is not based on using any fit parameters, indicates that a Langevin model for the thermal fluc-


FIG. 3. Field dependences of the magnetization of a granular ferromagnetic material ( Fe ): 1 -experimental dependence for the dielectric nanocomposite $\mathrm{Fe}_{x}\left(\mathrm{SiO}_{2}\right)_{1-x}(x \approx 0.5, T=77 \mathrm{~K}) ; 2$-theoretical "fast'" dependence for a system of ellipsoidal Fe-granules with uniform random distributions of their orientations and axis ratios (see text); 3-theoretical 'infinitely slow'' (thermodynamic) dependence for a system of ellipsoidal Fe -granules of equal volume with uniform random distributions of their orientations and axis ratios (see text) corresponding to a reduced temperature of $T_{1}=k T / V I_{s}^{2}$ $=0.1$.
tuations of the magnetic moment is not applicable and that the magnetic anisotropy associated with the shape of the granules must be taken into account.

The model considered here can be used to obtain simple formulas which might make it possible to obtain information on the "average" granule shape beginning with experimental dependences for the magnetization of the granular metals. For this, we can use the simple solutions of Eq. (1) for the two limiting cases corresponding, respectively, to the initial segment of the magnetization curve (low fields) and to its saturation region (high fields). In the first case, the solution of Eq. (1) has the form

$$
\cos \gamma \approx \cos \beta+(1 / 2) h_{\nu} \sin ^{2} \beta
$$

so that

$$
\begin{aligned}
& m_{\nu}=\frac{1}{\pi} \int_{0}^{\pi} \cos \gamma(\beta) d \beta=\frac{H}{2 I_{s} \nu} \\
& m(H)=\int_{0}^{\infty} m_{\nu}(H / \nu) \psi(\nu) d \nu=\frac{H}{2 I_{s}}\left\langle\nu^{-1}\right\rangle .
\end{aligned}
$$

This last equation makes it possible to determine the moment $\left\langle\nu^{-1}\right\rangle$ of the distribution. In the second case, the solution of Eq. (1) has the form

$$
\cos \gamma \approx 1-\frac{1}{2 h_{\nu}^{2}} \sin ^{2} 2 \beta
$$

so that

$$
m_{\nu}=1-\nu^{2}\left(\frac{I_{s}}{4 H}\right)^{2}, \quad m(H)=1-\left\langle\nu^{2}\right\rangle\left(\frac{I_{s}}{4 H}\right)^{2}
$$

which makes it possible to determine the moment $\left\langle\nu^{2}\right\rangle$ of the distribution.

The accuracy of the experiments in the magnetization saturation region, however, is usually not sufficient for a reliable determination of $\left\langle\nu^{2}\right\rangle$. Thus, it makes sense to apply the above recipe only to the initial segment of the experimental curve in Fig. 3, which yields $\left\langle\nu^{-1}\right\rangle \approx 0.5$.

As for the discrepancies between the calculated and experimental $m(H)$ curves at intermediate fields, they are related, first, to thermal fluctuations in the magnetic moment and, second, to the fact that, at these fields, a granular metal is a magnetic 'glass."

## 2. NANOCOMPOSITES AS MAGNETIC GLASSES

In the Langevin model, the magnetic anisotropy is neglected and the granule energy is described by the second (Zeeman) term of Eq. (1). In this case, the depth $V I_{s} H$ of the potential well (for the magnetic moment) is large compared to the thermal energy only in strong magnetic fields $H \gg k T / V I_{s}$. In low fields, this well is shallow, so that the fluctuation thermal spread in the orientation angles $\gamma$ of the magnetic moments is large, and this leads to a strong temperature dependence for the magnetization in low magnetic fields. A nonspherical granule with a large magnetic anisotropy is another matter. Here, as noted above, two situations are possible: the initial (for $H=0$ ) magnetic moment of a granule directed along the large axis of an ellipsoid can be inclined to an applied field at an acute or obtuse angle. In the first case ( $\beta<\pi / 2$, see Fig. 1), that minimum in the orientational dependence of the magnetic energy (1) in which the magnetic moment of the granule $(\gamma \approx \beta)$ was initially 'arranged' ${ }^{\prime}$ is either separated from the symmetric second minimum $(\gamma \approx \beta-\pi)$ by a high energy barrier of height $\sim V I_{s}^{2}$ $\Rightarrow k T$ (in low magnetic fields) or it is the only minimum (in high magnetic fields). In both cases, it is a single deep minimum with a small effective spread $\Delta(\cos \gamma)$ in the orientations of the magnetic moment owing to thermal fluctuations:

$$
\Delta(\cos \gamma) \sim\left\{\begin{array}{l}
\left(k T / V I_{s}^{2}\right)^{1 / 2} \ll 1, \quad H \ll I_{s}  \tag{5}\\
\left(k T / V I_{s} H\right)^{1 / 2} \ll 1, \quad H \gtrdot I_{s}
\end{array}\right.
$$

The magnetization of granules of this sort is essentially temperature independent.

In the second case $(\beta>\pi / 2)$, the situations for low and high magnetic fields are similar to the first case ( $\beta<\pi / 2$ ), but there is a region of intermediate fields (the same one where the magnetic moment of a granule jumps from one initial energy minimum into the other) where the two minima in the energy $W$ are separated by a low barrier (whose height goes entirely to zero for some value of $H$; cf. Fig. 1). Here the initial minimum also becomes shallow. In this range of fields, the granule magnetic moment can no longer be regarded as localized in one of the energy minima. It can be in either with finite probability. The result of a measurement of the magnetization will depend on the time allotted to the measurement. In 'fast'" measurements, the magnetic moment will not be able to undergo a transition from one minimum to the other, and the effective spread in the actual values of $\Delta(\cos \gamma)$ is related only to the initial minimum. In "slow" measurements, the magnetic moment is "smeared out" (owing to thermal fluctuations) over the two minima.

Thus, the magnetization obtained from fast measurements should differ from that obtained from slow measurements. The characteristic time for the jump in the magnetic moment is

$$
\tau(H) \sim \tau_{0} \exp [\delta W(H) / k T],
$$

where $\tau_{0} \sim m c / e H$ is the period of the precession in the magnetic moment and $\delta W(H)$ is the barrier height between the energy minima, which depends on the field. ${ }^{6}$ The height of the initial barrier is $\delta W(0) \sim V I_{s}^{2} \sim 10^{4}-10^{5} \mathrm{~K}$ and the height of the final barrier (in a magnetic field $H \gg I_{s}$ $\sim 1 \mathrm{kOe})$ is $\delta W(\infty) \sim V H I_{s} \sim 10^{4}-10^{5} \mathrm{~K}$, so that any measurements in low or high fields are fast. A jump time of $\tau \sim 1 \mathrm{~s}$ is obtained for $\delta W(H) \sim 20 k T \ll \delta W(0)$, which occurs only within a narrow range of intermediate fields, $H=1-10 \mathrm{kOe}$ (see Fig. 1). However, even in this case, the measurements will not really be slow, since when there is a large spread in the orientations, shapes, and volumes of the granules, the condition for slowness at each value of the field will be satisfied only for an isolated group of granules.

This all means that it is almost impossible to actually observe a slow (i.e., thermodynamically equilibrium) field dependence of the magnetization of a nanocomposite. However, it is possible to try to detect magnetization creep (i.e., a slow change in the magnetization with time) in the course of prolonged measurements in a constant field. The magnitude of the possible creep can be estimated by comparing the above fast dependence with the limiting form of the magnetization as a function of field for infinitely slow measurements. In the latter case, the field dependence of the magnetization $m_{\beta \nu}(H)$ of a group of granules whose orientation and shape are characterized by the parameters $\beta$ and $\nu$ is given by

$$
\begin{equation*}
m_{\beta \nu}(H) \propto \int_{\gamma=0}^{\pi} \int_{\phi=0}^{2 \pi} \exp \left[-\frac{W(\gamma, \phi)}{k T}\right] \cos \gamma d \Omega, \tag{6}
\end{equation*}
$$

where one of the arguments in Eq. (1) for the granule energy (the angle $\theta$ ) is replaced, for convenience in taking the integral, by the azimuthal angle of the magnetic moment, $\phi$, which is related to the angles $\theta, \gamma$, and $\beta$ by $\cos \theta$ $=\cos \gamma \cos \beta+\sin \gamma \sin \beta \cos \phi$ and $d \Omega=\sin \gamma d \gamma d \phi$ is the solid angle. (In the Langevin model, which neglects the magnetic anisotropy, the energy $W$ depends only on $\gamma$, so that Eq. (6) reduces to the Langevin function.)

Equation (6) is valid for a system of granules in thermodynamic equilibrium. Averages can be taken over the orientations and shapes of the granules, as before, using Eqs. (3) and (4). Since the effective temperature $T_{1}=k T / V I_{s}^{2}$ depends on the granule volume $V$ in this case, we have taken $V$ $=$ const for all the granules in order to simplify the calculations. The infinitely slow field dependence of $m(H)$ obtained in this way for $T_{1}=0.1$ (for $V=10^{-19} \mathrm{~cm}^{3}$ this corresponds to $T \approx 200 \mathrm{~K}$ ) is plotted in Fig. 3 (curve 3). The above remarks imply that it should not agree with experiment. However, as might be predicted, the thermodynamic $m(H)$ dependence (curve 3) does lie above the experimental curve everywhere and, for fields $1<H<10 \mathrm{kOe}$, where the magnetic moment is spread out between the two energy minima
in a real experiment, it also lies above the theoretical fast field dependence (curve 2). The difference between curves 3 and $l, \simeq 50 \%$ for a field of $H \simeq 5 \mathrm{kOe}$, provides an estimate of the change in the magnetization owing to creep (over an infinite time).

## 3. THE ROLE OF CORRELATIONS IN THE MAGNETIZATION

In intermediate magnetic fields ( $H=1-10 \mathrm{kOe}$ for the system under consideration here), the magnetic anisotropy no longer plays a decisive role, and the ordering influence of the external magnetic field no longer leads to a "forced" alignment of the magnetic moments of all the granules along the field. Thus, the magnetic moment of each granule can, more or less, freely align itself along the direction of the local magnetic field produced at that granule by the rest of the granules. This leads to correlation effects which influence the total magnetic moment of the system. ${ }^{3)}$

For simplicity, we shall consider a system consisting of identical granules in the following. Since the shape anisotropy is now unimportant, we can assume them to be identical spheres with magnetic moments $\mu$ of different magnitudes. The magnetic moment of the $i$ th granule, $\mu_{i}$, precesses about the direction of the magnetic field at a frequency $\omega$ $\sim e H_{i} / m_{e} c$, where $H_{i}=H+\delta H_{i}$ is the sum of the external field and the field $\delta H_{i}$ created by all the other granules at the site of the granule being considered. Including the field $\delta H_{i}$ means taking the interaction between the magnetic moments of the granules into account. For granules in a dielectric matrix, the most important interaction is the long range dipole interaction, whose energy (on the order of $\mu^{2} / l^{3}$, where $l$ is the average distance between granules) can be fully comparable to the thermal energy $k T$. It has been shown ${ }^{7}$ that the dipole interaction among granules consisting of a large number of "magnetic" atoms can be calculated by replacing them with effective magnetic moments located at the centers of mass of the granules.

The disorientation angle $\theta$ between the directions of the magnetic moments of neighboring granules, which determines the probability of intergranular electron tunnelling, is related to their orientation angles $\gamma_{1,2}$ and $\phi_{1,2}$ by

$$
\begin{equation*}
\cos \theta=\cos \gamma_{1} \cos \gamma_{2}+\sin \gamma_{1} \sin \gamma_{2} \cos \left(\phi_{1}-\phi_{2}\right) \tag{7}
\end{equation*}
$$

Because of random perturbations of thermal origin, the precessional motion of the magnetic moments of the granules is subject to random interruptions which, in general, change the angles of inclination of the precession ( $\gamma_{1,2}$ ), as well as its phase (the angles $\phi_{1,2}$ ). Since changing the angle of inclination of a magnetic moment requires a much greater expenditure of energy than changing the phase of the precession, it is natural to assume that the time $\tau_{\phi}$ over which coherent precession is maintained is much shorter than the time $\tau_{\gamma}$ over which the angles of inclination are maintained constant. ${ }^{4)}$ Thus, assuming that the angles $\phi_{1,2}$ are not correlated, we can average Eq. (7) over a time $\tau_{\phi} \ll t \ll \tau_{\gamma}$ and obtain

$$
\begin{equation*}
\overline{\cos \theta}=\overline{\cos \gamma_{1} \cos \gamma_{2}} \tag{8}
\end{equation*}
$$

Averaging Eq. (8) over times $t \gg \tau_{\gamma}$ is equivalent to averaging over space (i.e., over different granules):

$$
\begin{equation*}
\langle\cos \theta\rangle=\left\langle\cos \gamma_{1} \cos \gamma_{2}\right\rangle \tag{9}
\end{equation*}
$$

Here $\cos \gamma_{1,2}=m(H)+\delta_{1,2}$, where $\delta_{i}$ is the local fluctuation associated with the difference between the local field and the average (naturally, on the average, $\left\langle\delta_{i}\right\rangle=0$ over the granules) and $m(H)$ is the reduced (normalized to unity) magnetization of the system.

The correlation of the fluctuations of this type for different granules can be described using the correlator

$$
\left\langle\delta_{i} \delta_{k}\right\rangle=\left\langle\delta_{i}^{2}\right\rangle \exp \left(-\frac{r_{i k}}{r_{\gamma}}\right),
$$

where $r_{\gamma}$ is the correlation radius and $r_{i k}$ is the distance between granules $i$ and $k$. It is easy to see that

$$
\left\langle\delta_{i}^{2}\right\rangle=\left\langle\left[\cos \gamma_{i}-m(H)\right]^{2}\right\rangle=\left\langle\cos ^{2} \gamma\right\rangle-m^{2}(H) .
$$

Finally,

$$
\begin{equation*}
\langle\cos \theta\rangle=m^{2}(H)+\left[\left\langle\cos ^{2} \gamma\right\rangle-m^{2}(H)\right] \exp \left(-\ell \mid r_{\gamma}\right) \tag{10}
\end{equation*}
$$

where $\ell$ is the distance between granules 1 and 2 . This implies, in particular, that when there is no correlation between the angles of inclination $\gamma_{1,2}\left(r_{\gamma}=0\right)$, the disorientation angle $\theta$ is given simply by $\langle\cos \theta\rangle=m^{2}(H)$.

The field at the $i$ th granule is $\overline{H_{i}}=H+\delta H_{i}$, where the collective contribution to the external field, $\delta H_{i}$ $=\mu \Sigma \beta_{i k} \delta_{k}$, is determined by the 'geometry"' (through the "geometric" parameters $\beta_{i k}$ ) and the fluctuations $\delta_{k}$ of the neighboring granules. Since $\left\langle\cos \gamma_{i}\right\rangle=m\left(H_{i}\right)$, we have $\cos \gamma_{i}$ $=m\left(H+\delta H_{i}\right) \approx m(H)+\delta H_{i} m^{\prime}(H)$, which implies that

$$
\begin{equation*}
\delta_{i}=\mu m^{\prime}(H) \sum \beta_{i k} \delta_{k} \tag{11}
\end{equation*}
$$

where $m^{\prime}(H)$ is the derivative of the magnetization as a function of the field.

On the other hand, the fluctuations $\delta_{i}$ (and, thereby, the correlation radius $r_{\gamma}$ ) are determined by the intensity of the intergranular interaction and the geometry (i.e., the mutual positions of the granules):

$$
\begin{equation*}
\delta_{i}=\sum \lambda_{i k} \delta_{k} \tag{12}
\end{equation*}
$$

In the continuum approximation, which is applicable if $r_{\gamma} \gg \ell$ (otherwise, the correlations of the magnetic moments can be neglected), we can introduce a smooth function of position, $\delta=\delta(\mathbf{r})$, such that $\delta\left(r_{i k}\right)=\delta_{k}$. Then,

$$
\delta \approx \delta\left(\sum \lambda_{i k}\right)+(\nabla \delta)\left(\sum \lambda_{i k} r_{i k}\right)+\frac{1}{2}\left(\nabla^{2} \delta\right) \sum \lambda_{i k} r_{i k}^{2}
$$

where, because of the isotropy of the system, the first two terms in the expansion equal zero. Thus, the spatial variation of $\delta(r)$ obeys the equation

$$
\nabla^{2} \delta=\delta / r_{\gamma}^{2}, \quad r_{\gamma}^{2}=\frac{1}{2} \sum \lambda_{i k} r_{i k}^{2}
$$

The solution of this equation has the form $\delta \propto \exp \left(-r / r_{\gamma}\right)$ and describes the spatial correlation of the magnetic moments of the granules. Equations (11) and (12) imply that $\lambda_{i k}=\mu m^{\prime}(H) \beta_{i k}$, so that

$$
\begin{equation*}
r_{\gamma}^{2}=\frac{1}{2} \mu m^{\prime}(H) \sum \beta_{i k} r_{i k}^{2} . \tag{13}
\end{equation*}
$$

The magnetic field dependence of the correlation radius $r_{\gamma}$ is, therefore, determined by the derivative of the magnetization as a function of the magnetic field. Since the latter saturates in high fields, an increase in the magnetic field leads to a reduction in the correlation radius, so that in the magnetization saturation regime, the correlations of the magnetic moments of the granules can be neglected.

For estimating the correlation radius we note that $\beta_{12}$ $\sim\left(1 / \ell^{3}\right)$, so that $\Sigma \beta_{i k} r_{i k}^{2} \sim 1 / \ell$. As for the derivative $m^{\prime}(H)$, Fig. 3 implies that $m^{\prime}(H)=10^{-4}-10^{-5} \mathrm{Oe}^{-1}$. In a system consisting of granules with different sizes, the correlation of the magnetic moments is associated mainly with the large granules. They have large magnetic moments, $\mu$ $=\left(10^{3}-10^{4}\right) \mu_{B}$, and 'align'' the magnetic moments of the smaller surrounding granules to themselves. For an average distance between the large and small granules of $\ell \sim 30 \AA$ we find $r_{\gamma} \sim 10^{-7}-10^{-6} \mathrm{~cm}$.

Correlation effects may be important in gigantic magnetic resistance effects in ferromagnetic materials made up of granulated metals. ${ }^{4,8}$ A separate paper will be devoted to this question.
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#### Abstract

A solution is obtained for the general problem of the nonstationary interaction of backward volume magnetostatic waves in films of yttrium-iron garnet with local parametric pumping. In the case of a large pump region, $l \gg \lambda$, where $\lambda$ is the wavelength of the backward volume magnetostatic waves, the problem reduces to a system of truncated equations for two packets of counter propagating waves. In the opposite case, $l<\lambda$, the exact problem of parametric interactions of the eigenmodes of a ferrite film (both counterpropagating and in the same direction) is solved numerically. Both cases are studied experimentally and good qualitative and quantitative agreement is obtained with the theory. For the first time, the reversal of a wave front and the time reversal of the shape of backward volume magnetostatic wave pulses are observed and a change in the propagation time for the peak of the signal pulse and a reduction in its width owing to pumping are recorded. Two operating regimes are identified for a nonstationary parametric backward volume magnetostatic wave amplifier with local pumping, which differ in the ratio of the duration of the pump pulse to the transit time for the wave through the local pump region, and the effect of the parametric excitation of twodimensional spin waves on the interaction of backward volume magnetostatic waves with a local nonstationary parametric pump is determined. © 1999 American Institute of Physics. [S1063-7761(99)02512-3]


## 1. INTRODUCTION

Wave interactions in solids are widely used to study the physical properties of solids, as well as for creating devices for a wide range of purposes. For example, an optical parametric interaction has been used to amplify waves and to reverse their wave fronts. ${ }^{1-3}$ Here the limited spatial and temporal extents of the region where the waves interact with the pump, i.e., its localization and nonstationarity, are of some importance.

In general, every interaction is local, since it actually takes place within a limited region of space. However, localization does not always have a significant effect on the characteristics of the interaction. If we are concerned with a parametric wave interaction or Raman scattering, then localization becomes important only when the dimensions $l$ of the interaction region are comparable to the mean free path of the waves. Then all the parameters of the interaction change, beginning with the threshold for wave excitation and ending with such technical characteristics as the transmission bandpass, which are now determined by the size $l$ of the space (i.e., the active region) where it takes place. In optics, where the mean free path of the waves in fiber optics can be as long as tens of kilometers, ${ }^{1}$ parametric pumping is always local and this fact is taken into account in the analysis of nonlinear interactions, as well as in their practical applications. ${ }^{1-3}$ In magnetic crystals, especially the ferrites, two-dimensional exchange spin waves with a short mean free path $\left(\leqslant 10^{-2} \mathrm{~mm}\right)$ are most often excited and, for quite understandable reasons, the pump localization is usually not taken
into account in the calculations. ${ }^{4}$ In addition to twodimensional spin waves, a rich spectrum of long wavelength, dipole-exchange spin, or (in accordance with the magnetostatic approximation often used to analyze them) magnetostatic waves, can be excited in the ferrites. In high quality ferrite films of yttrium-iron garnet (YIG), the mean free path for the latter is hundreds of times longer and the localization of the pump begins to play an important role. It was first taken into account in parametric excitation of spin waves in Ref. 5, and was, subsequently to Ref. 6, taken into account everywhere. ${ }^{7-9}$ Until recently, this accounting was quite limited; only the change in the excitation threshold was included under stationary pump conditions. However, as noted repeatedly before that, ${ }^{6}$ the pumping cannot be stationary during parametric amplification of long wavelength oscillations and waves in ferromagnetic materials; its duration must be considerably shorter than the characteristic relaxation times for exchange two-dimensional spin waves. This happens because of the multimode character of the spin-wave spectrum: for a single frequency in the crystal there is an infinite set of eigenmodes and waves with different magnitudes and directions of the wave vector. In order to prevent two-dimensional spin waves from being excited from the thermal level to levels detectable in an experiment, nonstationary pumping is necessary. Using nonstationary pumping makes it possible to operate beyond the threshold for generation of magnetostatic waves, which ensures much higher gains and conversion coefficients for these waves. A first brief discussion of the interaction of travelling magnetostatic waves with local nonstationary pumping, with the problem of the reversal of the
wave front of backward volume magnetostatic waves in YIG films as an example, was given by Gordon, et al. ${ }^{10}$ It is known that backward volume magnetostatic waves propagate in ferrite films with saturation magnetization along the direction of the superposed magnetization field $\mathbf{H}_{0}$ and are characterized by opposite directions of the phase and group velocity vectors. ${ }^{11}$ We have chosen them for experimental study because backward volume magnetostatic waves are reciprocal with respect to reversal of the direction of the wave vector and can also interact efficiently with longitudinal electromagnetic pumping at twice the frequency. ${ }^{11}$ Backward volume magnetostatic waves have all the characteristic properties of magnetostatic waves and all the conclusions drawn here are directly applicable to any type of magnetostatic wave.

This paper is a generalization of Ref. 10 to the case of backward, as well as forward waves. Here we present the results of a theoretical and experimental study of the parametric interaction of incident magnetostatic waves with a local nonstationary, longitudinal pump with frequency $\omega_{p}$ whose variable magnetic field vector $\mathbf{h}_{p}$ is collinear with a constant magnetic field vector $\mathbf{H}_{0}$. This interaction causes amplification of a forward wave with frequency $\omega_{1}$ at the exit from the active region, and an idling backward wave (parametric echo) counter to the forward wave appears at the entrance to the active region with the complex conjugate amplitude and a frequency $\omega_{2}$ that obeys the condition for a parametric resonance, $\omega_{2}=\omega_{p}-\omega_{1}$. In the case of active regions with very short lengths $l$, on the order of or less than the magnetostatic wavelength $\lambda \equiv 2 \pi / k$, a passing idling wave that obeys the same parametric resonance conditions may appear along with the counterpropagating wave but propagate in the same direction as the forward wave.

In Sec. 2 of this paper we describe the experimental setup. Section 3 contains the results of a theoretical analysis of the interaction of waves with local parametric pumping, including a model based on solving the truncated equations for coupled waves ${ }^{12-15}$ that is valid for $l \gtrdot>\lambda$. An analytic solution of these equations for nonstationary pumping is obtained in terms of Bessel functions of an imaginary argument. These solutions are used to analyze the dependences of the gain coefficient $K_{1}$ for the forward wave and the conversion coefficient $K_{2}$ for conversion of the forward into a backward wave on the pump power $P_{p}$, pump pulse duration $\tau_{p}$, and signal duration $\tau_{s}$, as well as on the mutual position of the pulses. Some nontrivial consequences of the interaction of the incident wave with a nonstationary pump are found: compression of the signal pulse and a change in the propagation time for its peak. In the opposite case of a small active region, $l \leqslant \lambda$, the interactions of co- and counterpropagating magnetostatic waves are analyzed using a numerical solution of the equations of motion for the amplitudes of spin waves in momentum space. The results of an experimental study of the parametric interaction of magnetostatic waves with a local, nonstationary pump are presented in Sec. 4. The data are in good agreement with the theory.

Regarding the significance of these results we can say the following. The solution for the parametric interaction of magnetostatic waves with a local, nonstationary pump ob-


FIG. 1. The experimental model: 1, 3-input and output antennas; 2-inductor for the pump magnetic field; 4-polycor substrate; 5-shield; 6-YIG film on a substrate of gadolinium-gallium garnet. The dashed arrow indicates the direction of propagation of the input signal.
tained here can be used to describe the parametric excitation of any other waves, including light, for which it is only necessary to change the interaction coefficients of the waves; all of the conclusions of this paper remain valid. The interaction of magnetostatic waves with a local parametric pump may be applied in spin-wave magnetoelectronics ${ }^{16}$ for amplifying waves and reversing their wave fronts, for correlation processing of signals, and correcting the wave front and shape of pulses, as is done in adaptive optics, ${ }^{3,17}$ for echo generation, and, finally, for physical research on nonlinear processes in magnetic and other materials. In fact, spin-wave studies are quite simple; they are done in the well explored and accessible microwave bands with extremely moderate pump powers of $P_{p} \sim 1 \mathrm{~W}$. Thus, they provide a convenient model for many nonlinear processes in other media and at other wavelengths, including optical wavelengths, that require complicated apparatus. For various reasons, some optical processes have not yet been observed, such as wave front reversal during first order parametric processes (owing to difficulties in satisfying the conservation laws). In optics, higher order processes, mainly of second order, ${ }^{3}$ are studied. These difficulties do not arise when magnetostatic waves are used. ${ }^{10}$ They have many other advantages, including the possibility of exciting forward and backward waves (with opposite group and phase velocities) and creating interaction regions with dimensions on the order of, or smaller than, the wavelength, i.e., simultaneous excitation of co- and counterpropagating waves.

## 2. DESCRIPTION OF THE EXPERIMENTAL MODEL AND MEASUREMENT TECHNIQUES

In these experiments we used to experimental models with different lengths $l$ of the active region. Model I (Fig. 1) is a structure consisting of three thin metallic conductors in direct contact with a rectangular sample of YIG film on a gadolinium-gallium garnet substrate, a waveguide for backward volume magnetostatic waves. The dimensions of the sample in the plane of the film were $1.6 \times 18 \mathrm{~mm}^{2}$ and the film thickness was $4.9 \mu \mathrm{~m}$. The waveguide is oriented with its long side perpendicular to the axes of the conductors and parallel to the direction of the magnetization field $\mathbf{H}_{0}$. The conductors are made of silver wire with a diameter $d$ $=50 \mu \mathrm{~m}$ and are placed 3.75 mm apart from one another on the free surface of a shielded polycor $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ plate. The plate is 0.5 mm thick. The outer conductors, which perform
the function of exciting and receiving the magnetostatic waves, serve as antennas for the magnetostatic waves with a separation between the input and output antennas of $L$ $=7.5 \mathrm{~mm}$. Antennas of this sort excite waves propagating along the normals to their axes most efficiently. In this case, these waves are backward volume magnetostatic waves with wave numbers $k \leqslant \pi / d$. The middle conductor is the pump inductor and serves to create a longitudinal, high frequency, magnetic pump field $\mathbf{h}_{p} \| \mathbf{H}_{0}$ in the film. It is made in the form of a half wave resonator, open at the ends, which is tuned to the pump frequency and has a load $Q$-factor of $Q \simeq 20$. The small width of the inductor, plus the fact that the resonant frequency of the latter is considerably higher than that of the signal, ensures that it has little effect on the propagation of the backward volume magnetostatic wave when there is no pumping. No reflection of the incident wave from this structure was observed.

During the measurements, microwave pulses with durations of 15 ns or more are incident on the antenna 1 (Fig. 1) and generate a packet of backward volume magnetostatic waves which propagate along the model. When the pump is turned on, a region develops around the inductor 2 in which the pump magnetic field $\mathbf{h}_{p}$ interacts parametrically with the spin subsystem of the ferromagnetic material. The effective length $l$ of this region along the long side of the waveguide is determined mainly by the diameter $d$ of the conductor and the thickness and dielectric constant of the substrate, and is usually several times $d$. The exact value of $l$ can be determined by the method to be described in paragraph 10 of Sec. 3 of this paper. For this model, $l \simeq 220 \mu \mathrm{~m}$. The amplification and reversal of the spin waves take place within this region (referred to as the active region below).

It was possible to increase the interaction length to 3.3 mm in model II by replacing the microcavity pump inductor (Fig. 1) by an open dielectric resonator. The parameters of the excitation, transmission, and receiver systems for the backward volume magnetostatic waves were identical to those for model I.

Before making the measurements associated the parametric effects, we determined the location of the operating point on the dispersion curve for the backward volume magnetostatic waves. It is known that, for $k=0$, the frequency $\omega$ of the backward volume magnetostatic waves is bounded by the ferromagnetic resonance frequency $\omega_{\perp}$ $=g \sqrt{\left(H_{0}+4 \pi M\right) H_{0}}$ and that for $k \rightarrow \infty, \omega$ approaches a lower bound of $\omega_{H}=g H_{0}$. Here $M$ is the saturation magnetization and $g$ is the gyromagnetic ratio for the electron spin. $H_{0}$ was chosen so that, even for backward volume magnetostatic waves with frequencies near the upper bound $\omega_{\perp}$, the band where they exist excluded the possibility of a first order parametric decay. For this, it is enough that $\omega_{\perp}$ exceed twice the lower bound of the frequency band for the spin waves, $\omega_{H}$. The upper frequency limit $\omega_{\perp}$ for the backward volume magnetostatic waves was determined from the amplitudefrequency characteristic of the experimental model and, for $H_{0}=1020 \mathrm{Oe}$, it equalled $2 \pi \cdot 4775 \mathrm{MHz}$. For our film, $4 \pi M=1750 \mathrm{G}$, and a calculation yields the above value of the frequency of the ferromagnetic resonance when $H_{0}$ is replaced by the effective (superposed) magnetization field
$H_{0}+22 \mathrm{Oe}$. This substitution is justified by the need to account for the influence of the anisotropy of the actual ferrite sample and corresponds to a rather typical value of the total field of the cubic and uniaxial anisotropies for YIG films grown in the (111) plane, -86 Oe .

In the following, it is precisely the effective magnetization field which was used for determining all the parameters of the backward volume magnetostatic wave. An elementary calculation indicates that here the working frequency $\omega=2 \pi \cdot 4720 \mathrm{MHz}$ corresponds to a wave number $k=155 \mathrm{~cm}^{-1}$, a group velocity $\mathrm{v}=-2.21 \mathrm{~cm} / \mu \mathrm{s}$, and a delay of $T_{L}=339 \mathrm{~ns}$ for propagation from the input to the output antenna. Given the actual weak inhomogeneity of the magnetization field, the calculated delay is in good agreement with the experimental value of 336 ns . The shortest duration of the signal pulses at the input antenna was 15 ns in the experiments. The limited actual transmission bandwidth of the system and dispersion effects distort the backward volume magnetostatic wave pulse shape and transform it from a rectangular to a bell shape.

The width of the ferromagnetic resonance line for our samples was $2 \Delta H \simeq 0.4 \mathrm{Oe}$. The relaxation parameter for the backward volume magnetostatic waves was $\Gamma=g \Delta H=3.52$ $\times 10^{6} \mathrm{~s}^{-1}$ and the calculated loss for a backward volume magnetostatic wave over a 1 mm path is 1.6 dB .

The experiment was done in a linear regime with respect to the power of the input signals. The pulsed power at the antenna 1 (Fig. 1) was less than $P_{\mathrm{in}}=5 \mathrm{~mW}$.

As a preliminary estimate of the effect of twodimensional exchange spin waves on our results, we have measured the threshold for parametric generation of these waves. A weak continuous signal with a frequency $\omega$ $\neq \omega_{p} / 2$ was applied to the input of the model. After pumping above the threshold for two-dimensional spin waves was applied, the losses of the backward volume magnetostatic waves increased owing to scattering on two-dimensional spin waves that had been parametrically excited in the active region. Attainment of the threshold was indicated by the appearance of a dip in the continuous output signal during the time of the pump pulse, and the pump duration was increased to $10 \mu \mathrm{~s}$ for low power levels above critical in order to establish this time more precisely. The measurements showed, for example, that for model II the threshold for generation of two-dimensional spin waves is 10 mW for the maximum attainable pump power in our experiment, $P_{p \max }$ $=5 \mathrm{~W}$.

A word about the measurement technique and accuracy: Times (the signal delay $T_{L}$ and its width and shift caused by the pump) were measured on a wide band analog oscilloscope. Time intervals shorter than 50 ns were determined with an accuracy of $\pm 0.5 \mathrm{~ns}$. The relative amplitude of the output signals was measured by an insertion method using a precision polarization attenuator with an accuracy of $\pm 0.5 \mathrm{~dB}$. Pump power with a pulse duration of from 10 ns to $10 \mu \mathrm{~s}$ at a repetition rate of 300 Hz was also varied using a polarization attenuator with an accuracy of better than 0.1 dB.


FIG. 2. Frequencies and wave numbers of backward volume magnetostatic waves which interact parametrically through nonstationary local pumping. The smooth curve is the dispersion curve of the backward volume magnetostatic wave.

## 3. THEORY

1. The equation of motion for the amplitudes $c_{k}$ of waves travelling along the $z$ axis acted on by a spatially inhomogeneous longitudinal pump can be written in the form ${ }^{15}$

$$
\begin{equation*}
\frac{\partial c_{k}}{\partial t}=-i \omega_{k} c_{k}-\Gamma_{k} c_{k}+\sum_{k^{\prime}} h_{k+k^{\prime}} \exp \left(-i \omega_{p} t\right) V_{k k^{\prime}} c_{k^{\prime}}^{*}, \tag{1}
\end{equation*}
$$

where $\omega_{k}$ and $\Gamma_{k}$ are, respectively, the frequency and damping parameter for the spin wave and $V_{k k^{\prime}}$ is the parametric interaction coefficient for waves with wave vectors $k$ and $k^{\prime}$. For the case of parametric amplification of backward volume magnetostatic waves in a longitudinally magnetized YIG film of interest to us,

$$
\begin{equation*}
V_{k k^{\prime}}=\frac{\omega_{k} \omega_{k^{\prime}}-\left(g H_{0}\right)^{2}}{4 H_{0} \sqrt{\omega_{k} \omega_{k^{\prime}}}} \tag{2}
\end{equation*}
$$

where $h_{k}$ is the $k$ th Fourier harmonic of the nonuniform pump field $h_{p}(z)$,

$$
\begin{equation*}
h_{k}=\frac{1}{V} \int_{V} h_{p}(z) \exp (-i k z) d V \tag{3}
\end{equation*}
$$

and $V$ is the volume of the ferrite film.
Equation (1) describes the parametric coupling of waves with wave numbers $k$ and $k^{\prime}$. The Fourier harmonic $h_{k+k^{\prime}}$ in Eq. (1) can be regarded as the amplitude of a pump wave with an effective wave vector $k_{p}=k+k^{\prime}$. According to Eq. (3), the amplitude of the effective pump wave depends on the scale length $l$ for localization of the pumping. For uniform pumping, $l \rightarrow \infty$ and all the Fourier harmonics go to zero, except the uniform one with $k_{p}=0$; this implies the possibility of a parametric coupling only for two waves, $k+k^{\prime}$ $=k_{p}=0$, i.e., $k=-k^{\prime}$. In principle, for nonuniform pumping $h_{p}(z)$, waves with arbitrary effective $k_{p}$ exist, but, in reality, their amplitudes differ from zero only for $k_{p} \leqslant 2 \pi / l$. This circumstance leads to a substantial change in the character of the parametric interaction of the waves as the pumping length $l$ is varied. In order to explain this, we turn to the dispersion characteristics of the backward volume magnetostatic waves shown in Fig. 2. With homogeneous pumping, only waves 1 and 2 , which propagate counter to one another
with $k_{1}$ and $k_{2}=-k_{1}$, interact. As $l$ decreases, the number of waves that actually interacts rises, and now, besides 1 and 2 , waves 3 and 6 , and 4 and 5 , for which $\left|k_{3,5}-k_{4,6}\right| \leqslant k_{p}$ $\sim 2 \pi / l$, also interact, but the interacting waves are, as before, counterpropagating. Finally, for $2 \pi / l \geqslant\left|k_{1}\right|=\left|k_{2}\right|$, the interaction of copropagating waves moving in the same direction (e.g., 3 and 5, or 4 and 6 in Fig. 2) becomes possible. The above condition implies that, because of the inhomogeneity of the pumping, a copropagating interaction is possible only for sizes $l$ of the pumping region that are on the order of the wavelength of the backward volume magnetostatic waves, $\lambda \equiv 2 \pi / k$. It is this circumstance which makes it extremely difficult to observe these sorts of effects in nonlinear optics, where they have not even been studied theoretically. ${ }^{3,14}$ The presence of a copropagating interaction along with the counterpropagating interaction leads to the propagation, in both the forward and backward directions, of two waves with different phases relative to the pump phase (for example, wave 4 may develop as a result of an interaction with wave 5 and with wave 6). In the experiment, because of the randomness in the pump phase, this leads to beating of the output signals.

It is clear from all of the above that a correct theoretical description of the parametric wave interaction under the influence of nonuniform pumping will require some extremely careful simplifications of the equation of motion (1). For example, the standard approach using truncated equations for the wave packets ${ }^{12-15,18,19}$ is valid, strictly speaking, only when the copropagating interaction is included for active regions of length $l \gg \lambda$ : only in this case can we assume that the spread of the wave numbers in the packet obeys $\Delta k$ $<k$. For $l \leqslant \lambda$, the wave packet approximation is valid only for low pump levels (substantially below critical) in the presence of input signals considerably above the thermal level for the excited waves. In general, for $l \leqslant \lambda$, Eq. (1) can only be solved numerically, which we shall do, despite the tediousness and lack of clarity.
2. First we shall examine the case of long pumping ( $l$ $\gg)$. As shown above, then it is possible to use a system of truncated equations for the wave packets. ${ }^{14,18,19}$

Truncated equations are obtained from Eq. (1) by transforming to the $z$-representation. ${ }^{15}$ Assuming that two narrow packets of waves are excited near waves 1 and 2 (see Fig. 2) with wave vectors $k_{1}$ and $k_{2}$ and frequencies $\omega_{1}$ and $\omega_{2}$ such that $k_{1}+k_{2}=0$ and $\omega_{1}+\omega_{2}=\omega_{p}$, and taking the inverse Fourier transform of Eq. (1), we obtain a system of equations for the slowly varying complex amplitudes (envelopes) of the signal $a_{1}(z, t)$ and idler $a_{2}(z, t)$ waves:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\Gamma_{1}+\mathrm{v}_{1} \frac{\partial}{\partial z}\right) a_{1}=h_{p} V_{1,2} a_{2}^{*}, \\
& \left(\frac{\partial}{\partial t}+\Gamma_{2}-\mathrm{v}_{2} \frac{\partial}{\partial z}\right) a_{2}^{*}=h_{p} V_{1,2}^{*} a_{1} . \tag{4}
\end{align*}
$$

For the case of parallel pumping of backward volume magnetostatic waves of interest to us, $\Gamma_{1}=\Gamma_{k_{1}}=\Gamma_{2}=\Gamma_{k_{2}} \equiv \Gamma$, $\mathrm{v}_{1}=\mathrm{v}_{k_{1}}=\mathrm{v}_{2}=\mathrm{v}_{k_{2}} \equiv \mathrm{v}$ is the group velocity of the waves in the packets, and $V_{1,2}=V_{k_{1}, k_{2}} \equiv V$.

The system of Eqs. (4) has been studied in most detail in Ref. 14. It has been solved in the case where the spatial pumping profile has the form of a hyperbolic secant, $h_{p}(z)$ $=h_{p 0} / \cosh (z / l)$. On the other hand, in the case of paramagnetic amplification of magnetostatic waves with a long active region, $l \gtrdot \lambda$ (model II, where the active region is created using an open dielectric resonator), the spatial pumping profile has a shape closer to rectangular. Since the pumping shape has a strong influence on the output signal profile, ${ }^{14}$ for best correspondence with the experimental situation we have assumed that the pump field amplitude $h_{p}$ is locally uniform within an active region $0 \leqslant z \leqslant l$ and equal to zero outside it.

We shall also assume that the pump is applied to the film at time $t=0$ and that it has a rectangular shape of duration $\tau_{p}$. Signal and idler waves with arbitrary shapes can be incident on the left $(z \leqslant 0)$ and right $(z \geqslant l)$. Thus, the initial and boundary conditions for the system of Eqs. (4) can be written in the form

$$
\begin{align*}
& a_{1}(t=0)=a_{1}^{0}(z), \quad a_{1}(z=0)=a_{1}^{S}(t), \\
& a_{2}^{*}(t=0)=a_{2}^{0 *}(z), \quad a_{2}^{*}(z=l)=a_{2}^{S *}(t) . \tag{5}
\end{align*}
$$

3. The solution of Eq. (4) with Eq. (5) was obtained by the Green function $G_{i j}\left(t, z, z^{\prime}\right)$ method; ${ }^{20}$ here the amplitudes of the signal and idler waves are given by

$$
\begin{align*}
a_{1}(t, z)= & \int_{0}^{t} d t^{\prime} \int_{0}^{l} d z^{\prime}\left[G_{11}\left(t-t^{\prime}, z, z^{\prime}\right) F_{1}\left(t^{\prime}, z^{\prime}\right)\right. \\
& \left.+G_{12}\left(t-t^{\prime}, z, z^{\prime}\right) F_{2}\left(t^{\prime}, z^{\prime}\right)\right]  \tag{6}\\
a_{2}^{*}(t, z)= & \int_{0}^{t} d t^{\prime} \int_{0}^{l} d z^{\prime}\left[G_{21}\left(t-t^{\prime}, z, z^{\prime}\right) F_{1}\left(t^{\prime}, z^{\prime}\right)\right. \\
& \left.+G_{22}\left(t-t^{\prime}, z, z^{\prime}\right) F_{2}\left(t^{\prime}, z^{\prime}\right)\right],
\end{align*}
$$

where

$$
\begin{aligned}
& F_{1}(t, z)=a_{1}^{0}(z) \delta(t)+\mathrm{v}_{1} a_{1}^{S}(t) \delta(z) \\
& F_{2}(t, z)=a_{2}^{0 *}(z) \delta(t)+\mathrm{v}_{2} a_{2}^{S *}(t) \delta(l-z) .
\end{aligned}
$$

Here $\delta(x)$ is the Dirac delta function.
Now, in place of Eqs. (4) and (5) we have to solve simpler equations for the four Green functions with zero boundary and initial conditions:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\Gamma_{1}+\mathrm{v}_{1} \frac{\partial}{\partial z}\right) G_{11}=V h_{p} G_{21}+\delta(t) \delta\left(z-z^{\prime}\right), \\
& \left(\frac{\partial}{\partial t}+\Gamma_{2}-\mathrm{v}_{2} \frac{\partial}{\partial z}\right) G_{21}=V h_{p} G_{11}, \\
& \left(\frac{\partial}{\partial t}+\Gamma_{2}-\mathrm{v}_{2} \frac{\partial}{\partial z}\right) G_{22}=V h_{p} G_{12}+\delta(t) \delta\left(z-z^{\prime}\right),  \tag{7}\\
& \left(\frac{\partial}{\partial t}+\Gamma_{1}+\mathrm{v}_{1} \frac{\partial}{\partial z}\right) G_{12}=V h_{p} G_{22} .
\end{align*}
$$

It is clear from Eq. (7) that it is actually necessary to solve only one pair of equations, since the solution of the other is obtained automatically on switching the subscripts $1 \leftrightarrow 2$ and making the substitutions $z \rightarrow l-z, z^{\prime} \rightarrow l-z^{\prime}$.

The equations for $G_{i j}$ were solved by the Laplace transform method in the time domain, which yielded a system of ordinary differential equations whose solution presents no special difficulty. After in inverse Laplace transform, we finally obtain

$$
\begin{align*}
G_{11}\left(t, z, z^{\prime}\right)= & \frac{\rho}{\mathrm{v}_{1}} G\left[\rho t+\eta\left(\frac{z}{l}-\frac{z^{\prime}}{l}\right), \frac{z}{l}, \frac{z^{\prime}}{l}\right] \\
& \times \exp \left(-\omega_{r} t+k_{r}\left(z-z^{\prime}\right)\right), \\
G_{21}\left(t, z, z^{\prime}\right)= & \frac{\rho}{\sqrt{\mathrm{v}_{1} \mathrm{~V}_{2}}} H\left[\rho t+\eta\left(\frac{z}{l}-\frac{z^{\prime}}{l}\right), \frac{z}{l}, \frac{z^{\prime}}{l}\right]  \tag{8}\\
& \times \exp \left(-\omega_{r} t+k_{r}\left(z-z^{\prime}\right)\right) .
\end{align*}
$$

Here

$$
\begin{aligned}
H\left(\tau, \zeta, \zeta^{\prime}\right)= & \frac{\sigma}{2} \sum_{n=0}^{\infty}\left[P_{2 n}\left(\tau, \alpha_{n}\right)-P_{2 n}\left(\tau, \beta_{n}\right)\right. \\
& \left.-P_{2 n+2}\left(\tau, \gamma_{n}\right)+P_{2 n+2}\left(\tau, \delta_{n}\right)\right] \\
G\left(\tau, \zeta, \zeta^{\prime}\right)= & \frac{\sigma}{2} \sum_{n=0}^{\infty}\left[P_{2 n+1}\left(\tau, \alpha_{n}\right)-P_{2 n+1}\left(\tau, \beta_{n}\right)\right. \\
& \left.-P_{2 n+1}\left(\tau, \gamma_{n}\right)+P_{2 n+1}\left(\tau, \delta_{n}\right)\right]
\end{aligned}
$$

for $\zeta<\zeta^{\prime}$ and

$$
\begin{aligned}
G\left(\tau, \zeta, \zeta^{\prime}\right)= & \delta\left(\tau-\alpha_{0}\right)+\frac{\sigma}{2} \sum_{n=0}^{\infty}\left[P_{2 n-1}\left(\tau, \alpha_{n}\right)\right. \\
& -P_{2 n+1}\left(\tau, \beta_{n}\right)-P_{2 n+1}\left(\tau, \gamma_{n}\right) \\
& \left.+P_{2 n+3}\left(\tau, \delta_{n}\right)\right]
\end{aligned}
$$

for $\zeta>\zeta^{\prime}$. In these equations

$$
P_{n}(\tau, \xi)=\theta(\tau-\xi)\left(\frac{\tau-\xi}{\tau+\xi}\right)^{n / 2} I_{n}\left(\sigma \sqrt{\tau^{2}-\xi^{2}}\right)
$$

$\theta(x)$ is the Heaviside unit function, $I_{n}(x)$ is the Bessel function with an imaginary argument, and

$$
\begin{aligned}
& \alpha_{n}=2 n+\left|\zeta-\zeta^{\prime}\right|, \quad \beta_{n}=2 n+2-\left(\zeta+\zeta^{\prime}\right), \\
& \gamma_{n}=2 n+\left(\zeta+\zeta^{\prime}\right), \quad \delta_{n}=2 n+2-\left|\zeta-\zeta^{\prime}\right|, \\
& \sigma=\frac{V h_{p} l}{\sqrt{\mathrm{v}_{1} \mathrm{v}_{2}}}, \quad \rho=\frac{2 \mathrm{v}_{1} \mathrm{v}_{2}}{\left(\mathrm{v}_{1}+\mathrm{v}_{2}\right) l}, \quad \eta=\frac{\mathrm{v}_{1}-\mathrm{v}_{2}}{\mathrm{v}_{1}+\mathrm{v}_{2}}, \\
& \omega_{r}=\frac{\mathrm{v}_{1} \Gamma_{2}+\mathrm{v}_{2} \Gamma_{1}}{\mathrm{v}_{1}+\mathrm{v}_{2}}, \quad k_{r}=\frac{\Gamma_{2}-\Gamma_{1}}{\mathrm{v}_{1}+\mathrm{v}_{2}} .
\end{aligned}
$$

4. The expressions for the Green functions (8) together with Eqs. (6) are the general solution for the parametric interaction of waves with nonstationary, locally-uniform parametric pumping for an interaction region $l \gg \lambda$. In deriving them, we have not imposed any restrictions on the form of the initial and boundary conditions, or on the duration and power of the pump pulse. It can be shown that our solution yields all the particular cases obtained before. ${ }^{1-3,8,18,19}$ For example, an expression for the generation threshold follows from Eq. (8) in the limit $t \rightarrow \infty$. As a result, we obtain a
generalization of the threshold formula for parallel pumping first derived, as far as we know, in Ref. 5 for identical waves $\left(\mathrm{v}_{1}=\mathrm{v}_{2} \equiv \mathrm{v} ; \Gamma_{1}=\Gamma_{2} \equiv \Gamma\right)$ :

$$
\begin{equation*}
\left(h_{p t h} V\right)^{2}=\frac{\left(\mathrm{v}_{1} \Gamma_{2}+\mathrm{v}_{2} \Gamma_{1}\right)^{2}}{4 \mathrm{v}_{1} \mathrm{v}_{2}}+\mathrm{v}_{1} \mathrm{v}_{2} \chi^{2}, \tag{9}
\end{equation*}
$$

where $\chi$ is the solution of the equation

$$
2 \mathrm{v}_{1} \mathrm{v}_{2} \chi=-\left(\mathrm{v}_{1} \Gamma_{2}+\mathrm{v}_{2} \Gamma_{1}\right) \tan (\chi l), \quad \pi / 2 l \leqslant \chi \leqslant \pi / l .
$$

The gain coefficient for a signal passing from the input to the output of the active region in the stationary subthreshold regime $\left(t \rightarrow \infty, h_{p}<h_{p t h}\right)$ is given by

$$
\begin{equation*}
K_{1}=\left[\cos \sqrt{\sigma^{2}+\Omega^{2}}-i \frac{\Omega}{\sqrt{\sigma^{2}+\Omega^{2}}} \sin \sqrt{\sigma^{2}+\Omega^{2}}\right]^{-1} \tag{10}
\end{equation*}
$$

where $\Omega=(\Delta \omega+i \Gamma)(l / \mathrm{v})$, which expression is a generalization of the one obtained in Ref. 6 for the resonance $\Delta \omega$ $\equiv \omega-\omega_{p} / 2=0$.

Without going into detailed comparisons here, we note only that we have obtained the same results as Ref. 3 for stationary pumping and zero initial conditions, as Ref. 21 for zero initial conditions, as Refs. 8 and 19 for stationary initial and boundary conditions, as Ref. 14 for uniform ( $l \rightarrow \infty$ ) pumping, and so on, which confirms the validity and generality of our results.
5. The purpose of this paper is to study parametric effects in detail, with backward volume magnetostatic waves in YIG ferrite films as an example. Thus, we shall begin by discussing the peculiarities of that case. First, let us examine the effect of the multiwave character of the ferrite sample. At the frequencies of the pump, signal, and idler, there is an infinite set of eigenmodes and waves that differ in the magnitude and direction of the wave vector $\mathbf{k}$. Only in an ideal crystal and only for small amplitudes are these waves independent. When the wave amplitudes are finite, various kinds of nonlinear effects become significant, in particular, the parametric effects that form the basis of the effects considered in this paper. At the same time, the conservation laws for parametric interactions $\left(\mathbf{k}_{1}+\mathbf{k}_{2}=\mathbf{k}_{p}\right.$ and $\left.\omega_{1}+\omega_{2}=\omega_{p}\right)$ simultaneously permit a parametric coupling between an infinite number of eigenmodes and waves in ferrite films; their excitation will be determined solely by the condition that the threshold amplitude $h_{p \text { th }}$ (9) be exceeded. Unfortunately, it seems that in ferrite films there are waves (exchange twodimensional spin waves) whose excitation threshold, because their propagation velocity $\left(\mathrm{V} \sim 10^{4} \mathrm{~cm} / \mathrm{s}\right)$ is low, lies considerably below the threshold for excitation of the backward volume magnetostatic waves, whose velocity is usually on the order of $10^{6} \mathrm{~cm} / \mathrm{s}$. According to Eq. (9), for the typical dimensions of the active region, $l \simeq 0.1-1 \mathrm{~mm}$, even when the damping parameters of the two-dimensional spin waves and the backward volume magnetostatic waves are equal ( $\Gamma \sim(2-4) \cdot 10^{6} \mathrm{~s}^{-1}$ ), the excitation threshold for the former is more than order of magnitude below that for the latter. If, on the other hand, we note that the parametric effects increase significantly only near the threshold, then it becomes clear that in order to achieve significant gain for backward
volume magnetostatic waves with parametric pumping, the amplitudes of the variable magnetic pump fields must be an order of magnitude higher than the excitation thresholds for the two-dimensional spin waves. Here the amplitudes of the two-dimensional spin waves increase exponentially, suppressing (owing to phase limiting and other nonlinear mechanisms ${ }^{11,15}$ ) the parametric coupling of the pump with other degrees of freedom and damping them further, so that the excitation threshold for the backward volume magnetostatic waves cannot be reached at all, even for pump fields at these levels. ${ }^{6,22}$ These undesired effects can be eliminated without letting the amplitudes of the two-dimensional spin waves reach significant values, by, for example, using a pulsed pump oscillator ${ }^{6}$ with a maximum pulse length $\tau_{p \max } \ll \Gamma^{-1} . \tau_{p \text { max }}$ certainly depends on the pump power (the higher $P_{p}$ is, the more rapidly the amplitude of the twodimensional spin waves increases) and, as we shall see below, for real YIG films and $P_{p} \sim 1 \mathrm{~W}, \tau_{p \text { max }}$ should not exceed a few tens of nanoseconds.

Strong dispersion is yet another feature of backward volume magnetostatic waves. ${ }^{4}$ Their diffusion length is only a few millimeters. ${ }^{23}$ Thus, as a signal pulse propagates from the input converter to the active region, it loses its initial rectangular shape and becomes bell shaped. ${ }^{23}$ This is facilitated by the finite bandpass of the input converters, which is usually less than 100 MHz , comparable to the reciprocal of the duration of the nanosecond pulses. Thus, besides rectangular signal pulse shapes, we have examined bell shaped ones with a hyperbolic secant form, $1 / \cosh \left(1.76 t / \tau_{s}\right)$, where $\tau_{s}$ is the full width of the bell shaped pulse at a level of approximately 0.7 times the maximum. In practice, $\tau_{s}$ is close to the width of the initial rectangular pulse.
6. Because of the complexity of Eqs. (6) and (8), at first we shall carry out the subsequent analysis for two limiting cases corresponding to the two operating regimes of a parametric amplifier with local pumping. The first regime is quasistationary, with a pump pulse duration $\tau_{p}$ that is considerably longer than the transit time $\tau_{l}$ for the signal across an active region of length $l$, i.e., $\tau_{p} \gg \tau_{l}=l / \mathrm{v}$. Here, however, the restrictions on $\tau_{p}$ and $l$ should be kept in mind: because of the multiwave property of the ferrite film, $\tau_{p} \leqslant \tau_{p \max }$ $\ll \Gamma^{-1}$, while $l \gtrdot \lambda$ in the case where there is no copropagating interaction and the truncated Eqs. (4) are not generally valid. Thus, this regime is referred to as quasistationary, rather than stationary. The second regime is nonstationary and is characterized by the opposite inequality, $\tau_{p} \ll \tau_{l}$. The difference in these regimes is that, in the first case of a small pump region $l$ and long pump pulse $\tau_{p}\left(\tau_{p} \gg \tau_{l}\right)$, the parametrically coupled waves (see Fig. 2, waves 3-6 or 4 and 5) are rigidly coupled by the frequency condition for a parametric resonance $\left(\omega_{3}+\omega_{6}=\omega_{4}+\omega_{5}=\omega_{p}\right)$, but their wave numbers $k_{3}, k_{6}$ or $k_{4}, k_{5}$ (see Fig. 2) can differ by an amount $\Delta k \leqslant 1 / l$. In the second case of a long pump region and a short pump pulse ( $\tau_{l} \gg \tau_{p}$ ), on the other hand, the condition for conservation of the wave number of the parametrically interacting waves must be satisfied rigorously (waves 3,4 or 5 , 6 in Fig. 2; $k_{3}=k_{4}, k_{5}=k_{6}$ ), but, because of the pump duration $\tau_{p}$, the frequency condition has a set of spectral components within the frequency intervals $\omega_{p} \pm 1 / \tau_{p}$, and
can be smeared out by that amount; i.e., $\omega_{3}+\omega_{4}=\omega_{5}+\omega_{6}$ $=\omega_{p} \pm 1 / \tau_{p}$. Even from this simple analysis, it is clear that in the quasistationary regime the frequency bands and transition processes in a parametric amplifier will be determined mainly by the length $l$ of the interaction region and the transit time for a wave across this region, $\tau_{l}=l / \mathrm{v}$. In the second, nonstationary regime the decisive parameter will be the pump pulse duration $\tau_{p}$. Of course, in general, the characteristics of a parametric amplifier with local pumping will be determined by both quantities ( $\tau_{l}$ and $\tau_{p}$ ), but the shorter the characteristic time is, the more effect it will have.
7. Let us first consider the quasistationary regime, for which $\tau_{l} \ll \tau_{p}$, in more detail. The gain and bandpass can be obtained from Eq. (10) in this case. The resonant (at $\omega$ $=\omega_{p} / 2$ ) gain for the forward wave with $\Gamma^{-1} \gtrdot \tau_{l}, \tau_{s}, \tau_{p}$ is given by

$$
\begin{align*}
K_{1}\left(\omega=\frac{\omega_{p}}{2}\right) & =K_{10}=\frac{1}{\cos \sigma}=\frac{1}{\cos \left(\frac{\pi}{2}\right)\left(\frac{h_{p}}{h_{p t h}}\right)} \\
& =\frac{1}{\cos \left(\frac{\pi}{2}\right) \sqrt{\left(\frac{P_{p}}{P_{p t h}}\right)}}, \tag{11}
\end{align*}
$$

where $P_{p}$ and $P_{p t h}$ are, respectively, the pump power and its threshold value. The bandpass for $K_{10} \geqslant 5$ is

$$
\begin{equation*}
\Delta f \simeq \frac{1}{2 K_{10} \tau_{l}}, \quad K_{10} \Delta f \simeq \frac{1}{2 \tau_{l}} \tag{12}
\end{equation*}
$$

As might be expected, all the characteristics of the quasistationary regime depend significantly on the length of the interaction region. Similar results hold for the backward wave, and these can be obtained easily from Eqs. (11) and (12) using the Manley-Rowe relations, which state that the energy inputs from the pump into the circuits of the signal and idler waves are the same if their frequencies are equal. ${ }^{24}$ Thus, $K_{20}^{2}=K_{10}^{2}-1$ and the resonant reversal coefficient takes the form

$$
\begin{equation*}
K_{2}\left(\omega=\frac{\omega_{p}}{2}\right)=K_{20}=\tan \sigma . \tag{13}
\end{equation*}
$$

All the parameters of the quasistationary regime depend significantly on the pump power. According to Eqs. (11) and (12), as the pump power approaches the threshold, the gain coefficient increases and the passbands become narrower, so that the pulse shape is strongly distorted. Thus, the quasistationary regime can be used in parametric amplifiers with local pumping only for small gains, when the amplified pulses are not significantly distorted. The pump power in this regime must not exceed the threshold $P_{p t h}$.
8. We now turn to an analytic study of the other limiting case, for which $\tau_{p}<\tau_{l}$, i.e., to the nonstationary regime. An especially simple expression for the resonant gain $K_{10}$ is obtained here for $\tau_{p} \leqslant \tau_{s} / 2$ (in this case, each spectral component of the amplified signal corresponds to a frequency doubled spectral component of the pump):

$$
\begin{equation*}
K_{10}=\cosh \left(V h_{p} \tau_{p}\right), \quad \tau_{p} \leqslant \tau_{s} / 2 \tag{14}
\end{equation*}
$$



FIG. 3. The relative passband $\Delta f \tau_{l}$ as a function of the relative power $P_{p} / P_{p \text { th }}$ for different values of the ratio $\tau_{p} / \tau_{l}: 1-\infty ; 2-3 ; 3-2 ; 4-1.5$; 5-1.

For $\tau_{p} \gg \tau_{s}$ (actually, for $\tau_{p} \geqslant 5 \tau_{s}$ ),

$$
\begin{equation*}
K_{10}=I_{0}\left(V h_{p} \sqrt{2 \tau_{s} \tau_{p}}\right), \quad \tau_{p} \gg \tau_{s} . \tag{15}
\end{equation*}
$$

Here the Manley-Rowe relations can also be used to obtain the conversion coefficients for the backward wave. For example, for $\tau_{p} \leqslant \tau_{s} / 2$, we have $K_{20}=\sinh \left(V h_{p} \tau_{p}\right)$.

It is most interesting that the pulse shapes in an essentially nonstationary regime are practically independent of the pump power. In this case, the threshold power does not have the same significance as in the quasistationary case. This can be confirmed by comparing Eqs. (11)-(13) and (14), (15). For example, at high pump powers $V h_{p} \tau_{p} \gg 1$, the time to reach the amplitude is now on the order of $5 \tau_{p} / \sqrt{V h_{p} \tau_{p}}$ $=5 \tau_{p} / \sqrt{\ln \left(2 K_{10}\right)}$, i.e., it even decreases as the power is raised. In this regard, the nonstationary regime is of practical interest for signal processing in parametric amplifiers with local pumping. In this regime, as opposed to the quasistationary regime, the pump power can exceed the threshold $P_{p t h}$. It should be kept in mind that increasing the pump power has its negative aspects: in order to reduce the influence of parasitic two-dimensional spin waves, it is necessary to reduce the pump pulse length $\tau_{p}$. As we shall see below, in the nonstationary regime we actually have $\tau_{p \text { max }} \simeq 30-40 \mathrm{~ns}$.

An exact analysis of the transition of an amplifier from the quasistationary regime into the nonstationary regime was made with the aid of Eqs. (6) and (8). Figure 3 shows the relative passbands $\Delta f \tau_{l}$ as functions of $P_{p} / P_{p t h}$ for different pump pulse durations $\tau_{p}$. Curve 1 for the quasistationary regime was constructed using Eq. (10). It is quite clear from the figure that, while the passband approaches zero as $P_{p}$ $\rightarrow P_{p_{\text {th }}}$ in the quasistationary regime, when the pump pulse duration is reduced it becomes possible to maintain a finite passband for arbitrary powers. By $\tau_{p} \leqslant 3 \tau_{l}$ the passband $\Delta f$ $\geqslant 2 / \tau_{l}$ for arbitrary powers, although the passband becomes narrower near the threshold $P_{p t h}$. For $\tau_{p} \sim \tau_{l}$ the passband increases by more than a factor of two, and the power $P_{p t h}$ ceases altogether to play any special role in the plots of the transmission bandwidth as a function of pump power. Here the gains and conversion coefficients exceed 10 dB .
9. In the case $\tau_{p} \ll \tau_{l}$ studied here, there is the possibility of obtaining a backward wave with a signal whose time variation is reversed in time relative to the time $t_{p}$ the pump power pulse is applied. ${ }^{3}$ In other words, the leading edge of the pulse becomes the trailing edge, and vice versa. In the

case of a pump pulse with a $\delta$-function form ( $V h_{p} \sim \delta\left(t_{p}\right.$ $-t)$ ), the signal amplitude of the reversed wave has the form ${ }^{3}$

$$
\begin{equation*}
a_{2}^{*}(z=0, t)=\text { const } \cdot a_{1}\left(2 t_{p}-t\right), \tag{16}
\end{equation*}
$$

i.e., a signal pulse that is in the active region at time $t_{p}$ begins to move backwards from the point where the $\delta$-function shaped pump pulse found it and, after a time $t_{p}$ reaches the beginning of the active region, but now is the trailing edge of a pulse in the input converter.

We have studied the case of non- $\delta$-function pump pulses lasting a finite time $\tau_{p} \geqslant 0$, while remaining, as before, in the nonstationary approximation, i.e., $\tau_{p} \ll \tau_{l}$. Here, instead of an ideal reversal of the time evolution of the pulse of Eq. (16), distortions arise owing to the finite pump duration $\tau_{p}$ :

$$
\begin{align*}
a_{2}^{*}(z=0, t) & =\sinh \left(V h_{p} \tau_{p}\right)\left[a_{1}\left(2 t_{p}+\tau_{p}-t\right)\right. \\
& \left.+\left(\frac{V h_{p} \tau_{p}}{\tanh \left(V h_{p} \tau_{p}\right)}-1\right) \frac{1}{2 V^{2} h_{p}^{2}} \frac{\partial^{2} a_{1}}{\partial t^{2}}\right] . \tag{17}
\end{align*}
$$

The distortions in the pulse shape are caused by the second term in the square brackets of Eq. (17); they are proportional to the steepness of the pulse fronts of the signal wave and, as expected, go to zero for $\tau_{p}=0$. An analysis of Eq. (17) shows that the duration of the transition processes is on the order of $\tau_{p}$ in this case, as before.
10. We have studied the passage of real bell-shaped signals with shapes $\propto 1 / \cosh \left(1.76 t / \tau_{s}\right)$ through a locally pumped parametric amplifier. Here we note some nontrivial features of the amplified signal profiles.

One of these is a change in the time $\Delta \tau_{l}$ for propagation of the maximum of the output signal as the pumping is varied, which usually shows up as an apparent slowing down of the signal. This effect occurs because the trailing part interacts with the large amplitude idler wave which increases exponentially with time at each point in the active medium. The time $\Delta \tau_{l}$ depends on the pump power and the pulse durations $\tau_{s}$ and $\tau_{p}$, and increases as these quantities increase.

Yet another feature of the output signal profiles is that the duration of the output signals can be reduced compared to the input signals in certain cases. This means that the spectral composition of the input signal can be broadened during nonstationary parametric amplification, while it can only be cut off during ordinary linear amplification because of the finiteness of the transmission bandpass. The physical reason for this narrowing is quite clear: if the pump pulse is shorter than the signal pulse, while the former, in turn, is longer than the interaction length $\tau_{l}$, then only part of the signal pulse will be amplified, so that the output signal is narrowed. One nontrivial result of solving Eqs. (6) and (8) is that for high pump powers the signal can be narrowed even for $\tau_{s}<\tau_{l}$. For example, when $\tau_{s}=0.5 \tau_{l}, \tau_{p}=0.2 \tau_{l}$, and $P_{p}=10 P_{p t h}$, the output signal is narrowed by a factor of 1.3. The backward wave pulse can also be narrowed. It turns out to be shorter than $\tau_{s}$.

The limiting case of a long, quasimonochromatic signal ( $\tau_{s} \rightarrow \infty$ ), where the total duration of the output signal equals $\tau_{p}+\tau_{l}$, while its amplitude increases resonantly as $\omega$ $\rightarrow \omega_{p} / 2$, is of special interest. In fact, this is a filter with a resonant frequency that is determined by the pump frequency and with an output pulse shape that is independent of the signal duration. In addition, by measuring the total duration $\tau_{p}+\tau_{l}$ of the output signal experimentally, in this case we can determine the time $\tau_{l}$ and, from it, the length $l=\mathrm{v} \tau_{l}$ of the interaction region, which plays a decisive role in all the theoretical calculations.

We have only shown the results of the nontrivial theoretical inferences here. As for the conventional dependences, such as the dependence of the gains on the pump power, they will be presented below during a comparison of the theoretical and experimental results. (See Fig. 4, for example.)
11. We now consider the case of a small pump region, $l \leqslant \lambda$, where the co-propagating interaction begins to play a larger role alongside the counter-propagating interaction. As opposed to optics, this case is easy to realize in practice for backward volume magnetostatic waves. In our experiments, for example, $\lambda=2 \pi / k \simeq 400 \mu \mathrm{~m}$, while $l$ could be reduced to $200 \mu \mathrm{~m}$ by using a wire resonator. As indicated above, the
approximation of wave packets can be used only for low pumping, so we do not show an analytic solution of Eq. (1) by this method. We note only that the modulation coefficients for the forward and backward signals are the same and equal to $2 \sigma \exp (-2 k l)(\sigma \ll 1)$, i.e., they decrease exponentially as the size $l$ of interaction region increases and increase linearly with the pumping. It turned out, as well, that a copropagating interaction changes the generation threshold, reducing it by roughly a factor of $[1-\exp (-2 k l)]^{-1}$. In the case of arbitrary pumping, the system of Eqs. (1) must be solved numerically; in the calculations we included the three hundred primary waves of the lowest mode of the backward volume magnetostatic waves within the wave vector interval $\pm 300 \mathrm{~cm}^{-1}$. The results of these calculations differ substantially from those of the wave packet approximation, even for $\sigma \geqslant 0.5$.

## 4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section primary attention is devoted to quantitative comparison of the preceding theoretical results with experiment. All the major conclusions of the theory were either confirmed experimentally, or the reason for any disagreement was understood.

1. A large pump region, $l \gg \lambda=2 \pi / k$, was realized in model II, with $l \simeq 3.3 \mathrm{~mm}$ and $\tau_{l}=150 \mathrm{~ns}$. In this case it was easy to create the most tolerable nonstationary regime for parametric amplification $\left(\tau_{p} \ll \tau_{l}\right)$ and there was almost no beating of the output signals, which corresponds just to counterpropagating parametric interactions of the waves. Here the truncated equations (4) for coupled wave packets can be used for a theoretical description.

Figure 4 shows the measured resonant gain coefficient $K_{10}$ for the transmitted wave and the resonant conversion coefficient $K_{20}$ for conversion of the input signal into a backward wave as functions of the pump power $P_{p}$ for different pump pulse durations $\tau_{p}$. The signal pulse duration in the pump region is $\tau_{s}=20 \mathrm{~ns}$. Theoretical calculations using Eqs. (6) and (8) are also shown as smooth curves for the following parameters of the experimental model: $\tau_{l}=150 \mathrm{~ns}, \quad \mathrm{~V}=2.2 \cdot 10^{6} \mathrm{~cm} / \mathrm{s}, \quad l=\tau_{l} \mathrm{v}=3.3 \mathrm{~mm}, \quad$ and $P_{p t h}=40 \mathrm{~mW}$. The time $\tau_{l}$ for the signal wave to cross the active region and the length of the latter were determined experimentally from the measured duration of the output pulse $\left(\tau_{p}+\tau_{l}\right)$ in regimes with a continuous signal and pulsed pumping, as mentioned in paragraph 10 of the previous section. The pump power was lowered in order to minimize the effect of parametrically excited two-dimensional spin waves on the result.

There is good agreement between the experimental data and theoretical curves in Fig. 4. The saturation of the $K_{10}\left(P_{p}\right)$ and $K_{20}\left(P_{p}\right)$ curves at a level of $30-35 \mathrm{~dB}$ is apparently caused by the effect of parametric two-dimensional spin waves whose amplitude reaches levels of experimental significance during the time $\tau_{p}$ the pump is acting. The higher the pump power $P_{p}$ is, the shorter the time $\tau_{p}$ required for this to happen. According to Fig. 4, for this model the maximum pump pulse duration $\tau_{p \text { max }}$ for operation of a parametric amplifier without two-dimensional spin waves at


FIG. 5. Time reversal of an input signal waveform: 1, 2-signals reflected from the input of the experimental model without having interacted with the pump; $1^{\prime}, 2^{\prime}$ —signals at the input to the experimental model formed by a reversed wave. The amplitudes of the signals 1 and 2 are attenuated by 20 dB relative to the signals $1^{\prime}$ and $2^{\prime}$. The large divisions represent 50 ns . The arrows denote the time the pump is applied.
the maximum pump power of $P_{p}=5 \mathrm{~W}$ was $\tau_{p \max } \simeq 40 \mathrm{~ns}$. When the pump power is lowered to 1.5 W , the pump pulse duration can be raised to 80 ns .

Figure 5 shows the results of using the phenomenon of reversing the wave front of magnetostatic waves to perform the operation of time reversal of a signal shape. In the experiment we used a sequence of two pulses with different amplitudes, whose ordering in time in the wave reversed by the model (Fig. 5, the two pulses on the right) was opposite to their order in a signal that had not interacted with the pump and had been reflected from the input to the model (the pulses on the left), which was actually a copy of the input signal (given the imperfect reflection). Prior to experiment, a sequence of two signal pulses of equal duration and amplitude was fed to the input, while the time of delivery and the duration of the pump were chosen so as to ensure equality of the amplitudes of the reversed signals. This procedure is necessary in order to compensate the effect of damping of the backward volume magnetostatic waves in the YIG on the shape of the reversed signal (in our case, the ratio of the amplitudes of the backward pulses). For the case in Fig. 5, this compensation was possible using a pump signal with $\tau_{p}=30 \mathrm{~ns}$. As discussed in the theoretical section, the use of such a long pump pulse led to significant distortions of the output pulses relative to the input pulses, but in Fig. 5 the reversal of the shape in the backward wave is clearly visible for the case of input pulses with different amplitudes.
2. The opposite case of a short active region with $l \leqslant \lambda$ $=2 \pi / k$ was realized using model I with a wire half-wave pump resonator. Here the length of the active region ( $l$ $\simeq 220 \mu \mathrm{~m}, \tau_{l}=10 \mathrm{~ns}$ ) was more than an order of magnitude shorter than in the case of an open dielectric resonator. This
led to significant changes in the properties of the paramagnetic amplifier for magnetostatic waves. First, because of the enhanced role of the copropagating interaction (see the previous section), beating of the amplitudes of the forward and backward waves took place. The modulation coefficient (i.e., the ratio of the difference between the maximum and minimum amplitude of the beats to their sum) was as high as $80-90 \%$ for the highest pumping levels. This indicates that the copropagating interaction could be of the same order of magnitude as the counterpropagating interaction. Second, according to Eq. (9), there was a sharp (about an order of magnitude) increase in the threshold for excitation of backward volume magnetostatic waves owing to an increased role for energy losses from the interaction space. The threshold for backward volume magnetostatic waves increased to 1.9 W while the threshold for excitation of two-dimensional spin waves was essentially unchanged $(\sim 10 \mathrm{~mW})$, since the mean free path for the latter was, as before, smaller than the size of the active region, even with $l \simeq 220 \mu \mathrm{~m}$, and energy loss processes were insignificant. All this led to an increased contribution from the two-dimensional spin waves and to a further reduction in the duration of the maximum possible pump pulses, $\tau_{p \text { max }}$, to $10-20 \mathrm{~ns}$.

The experimental data on the maximum (because of beating, the readout was taken from the upper edge of the output pulse that had been smeared out by the beating) resonant gain and conversion coefficients as functions of the pump power are in good agreement with the theoretical curves obtained by numerical solution of Eq. (1). Here the best agreement with experiment was obtained for a pump field distribution that was not rectangular, as assumed for solving the truncated equations, but had a Lorentz form

$$
h_{p}=h(z)=\frac{h_{p \max }}{1+(2 z / l)^{2}}
$$

that was closer to that in the experiment. In the experiment with $\tau_{p}=30 \mathrm{~ns}$, saturation of the $K_{10}\left(P_{p}\right)$ and $K_{20}\left(P_{p}\right)$ curves was observed. As before (Fig. 4), this was caused by the parametric excitation of spin waves. We do not show these curves here, since they are fundamentally the same as those in Fig. 4, except that the gain is substantially lower (by roughly 10 dB ). We show only the change in the time evolution of the output signal under the influence of the pump, in order to illustrate clearly two nontrivial features of the nonstationary parametric amplifier: the change in the propagation time for the signal peak, $\Delta \tau_{l}$, and the reduced duration of the output signals compared to the input. As noted in the theoretical section, a real narrowing of the pulses is observed only when $\tau_{p}, \tau_{l} \leqslant \tau_{s}$, which, for the experimental possibilities available to us, could be easily achieved in the case of model I with its small active region.

Figure 6 shows the time evolutions of the forward signal passing through the active region measured at the output antenna for various pump powers $P_{p}$. (See Fig. 1.) Curve 1 , measured without pumping $\left(P_{p}=0\right)$, represents the initial shape of the signal pulse with a duration of $\tau_{s} \sim 30 \mathrm{~ns}$. It is quite clear from this figure that after pumping starts, the delay to the peak of the pulse is increased (to $\Delta \tau_{l} \leqslant 15 \mathrm{~ns}$ )


FIG. 6. The variation in the signal profile at the output antenna as the pump power $P_{p}$ is raised: $1-0 \mathrm{~W} ; 2-0.3 \mathrm{~W} ; 3-0.63 \mathrm{~W} ; 4-1.25 \mathrm{~W} ; 5-2 \mathrm{~W}$; $6-5 \mathrm{~W} ; \tau_{p}=20 \mathrm{~ns}, \tau_{l}=10 \mathrm{~ns}$.
and it is narrowed substantially (from 30 ns to 12 ns ). This last effect may be important for amplifying the envelopes of solitons, for which an increase in the pulse amplitude must be accompanied by a simultaneous reduction in its duration. In the case of an open dielectric pump resonator considered above, there was also a narrowing of the signal, but only for $\tau_{s} \geqslant 100 \mathrm{~ns}$, which was related to the longer length of the active region in model II.

## 5. CONCLUSIONS

The interaction of travelling backward volume magnetostatic waves with a local nonstationary electromagnetic pump at twice their frequency in YIG films has ben studied theoretically and experimentally. In our experiments we have, for the first time, been able to observe the reversal of a wave front and the time reversal of the shape of backward volume magnetostatic wave signals. During reversal and amplification of backward volume magnetostatic wave pulses the shape of the output signals is found to have changed significantly, with narrowing under certain conditions, and an increase in the time delay of the pulse maximum when pumping is applied. Experimental dependences of the gain and of the conversion coefficient for conversion of backward volume magnetostatic waves into backward waves as functions of the power and duration of the pump signal have been obtained.

In order to explain the experimental results we have solved the general problem of the interaction of a travelling linear wave with a spatially localized parametric pulsed pump. In the case of a large region where the backward volume magnetostatic waves interact with the pump, when the length $l$ of this region greatly exceeds the wavelength $\lambda$ of the backward volume magnetostatic waves $(l \gg \lambda)$, the problem was reduced to a system of two truncated equations for the wave packets that only take counterpropagating interactions (i.e., with oppositely directed wave vectors) of the waves into account. A Green function method was used to obtain a general solution for this system in terms of the Bessel function with an imaginary argument. Because the features of the interaction between backward volume magnetostatic waves and a variable magnetic pump field only show up through the constant coupling parameter, this solution can easily be extrapolated to any type of waves in various media with only a change in the coupling parameter. In the opposite
limiting case of a small pumping region $(l \leqslant \lambda)$, numerical methods were used to solve the exact problem of the interaction of the eigenmodes of a ferrite film with a nonuniform nonstationary pump taking both counterpropagating and copropagating (with the wave vectors of the interacting waves in the same direction) interactions of the backward volume magnetostatic waves into account. Both of these cases were realized in the experiments.

Two amplification regimes have been found to exist: quasistationary and nonstationary. In the first case, the pump power $P_{p}$ is below the threshold for excitation of backward volume magnetostatic waves, $P_{p t h}$, while $\tau_{p}>\tau_{l}$, where $\tau_{l}$ is the time for a magnetostatic wave to cross the pump region. Here the usual behavior of a parametric amplifier is manifested, in particular, there is an unlimited growth in the gain as $P_{p} \rightarrow P_{p t h}$ and the gain bandwidth then goes to zero. In the nonstationary regime, $\tau_{p}<\tau_{l}$, and the pump power can exceed the threshold power, i.e., $P_{p}>P_{p t h}$. In this case, both the gain and the passband increase when the pump power is raised and they become greater than the values for the first regime. Yet another feature of the nonstationary amplification regime is the possibility of narrowing the output pulse, i.e., expanding its frequency spectrum, while a stationary linear amplifier can only cut off the signal spectrum.

Essentially all of the measured experimental dependences are in qualitative, but also good quantitative agreement with the corresponding theoretical curves at low powers and for short pump pulse durations. The discrepancies which arise when these parameters are increased can be explained by the influence of parasitic excitation of volume two-dimensional spin waves which are degenerate in frequency with the backward volume magnetostatic wave signals.

Some problems that require further study include the gain processes for nonlinear magnetostatic waves, in particular the formation and amplification of soliton envelopes in forward and backward waves.
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## Erratum: The (a $\gamma \gamma \gamma$ ) vertex and three-photon axion decay in external magnetic fields [JETP 89, 13-17 (July 1999)]

V. V. Skobelev

Moscow State Industrial University, 109280 Moscow, Russia
Zh. Éksp. Teor. Fiz. 116, 2212 (December 1999)
[S1063-7761(99)02612-8]

This article contains the following important misprints:

1. The second formula in Eq. (11) on p. 14 should read $\left(\tilde{\gamma}^{5}\right)^{2}=1$.
2. The last term in Eq. (12a) on p. 14 should be $\tilde{g}^{\alpha \rho} \tilde{g}^{\beta \sigma}$.
3. The last term in the second formula of Eq. (12d) on p. 14 should be $\varepsilon^{\alpha \beta} \widetilde{g}^{\rho \sigma}$.
4. In expression (13) on p .15 the denominator should appear raised to the power $1 / 2$.
5. In Eq. (14) on p. $15 e$ in the numerator of the fraction should be replaced with $e^{3}$.
6. The eleventh and twelfth lines of Eq. (17) on p. 16 should read

$$
\begin{aligned}
& \left.+(q \varepsilon \kappa) \varepsilon_{\alpha \alpha^{\prime}}\left(k^{\prime \prime} \varepsilon\right)_{\alpha^{\prime \prime}}\right]-\frac{1}{\left(m^{2}-\widetilde{m}^{2}\right)^{3}}\left[( q \varepsilon \kappa ) \left(\kappa_{\alpha}^{(1)} \kappa_{\alpha^{\prime}}^{(2)} \kappa_{\alpha^{\prime \prime}}^{(3)}\right.\right. \\
& \left.+\kappa_{\alpha}^{(1)}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime}}\left(\kappa^{3} \varepsilon\right)_{\alpha^{\prime \prime}}+\left(\kappa^{(1)} \varepsilon\right)_{\alpha^{\prime}} \kappa_{\alpha^{\prime}}^{(2)}\left(\kappa^{(3)} \varepsilon\right)_{\alpha^{\prime \prime}}+\left(\kappa^{(1)} \varepsilon\right)_{\alpha}\left(\kappa^{(2)} \varepsilon\right)_{\alpha^{\prime}} \kappa_{\alpha^{\prime \prime}}^{(3)}\right)-
\end{aligned}
$$

7. In (17a) on p. 16 in the second term of the expression for $\tilde{m}^{2}$ the first factor should be $\left(q-k^{\prime \prime}\right)^{2}$.
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