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Abstract—A nonlinear (proportional to the vibration amplitude squared) decrease in the critical (in terms of
instability) charge of a vibrating drop is found to be limited, as follows from third-order asymptotic calcula-
tions. This effect occurs when the spectrum of modes specifying the initial deformation of the drop contains,
along with the fundamental mode, higher modes. The influence of the environment density on nonlinear cor-
rections to the critical conditions for instability is analyzed. © 2005 Pleiades Publishing, Inc.
(1) The critical conditions for instability of an iso-
lated drop of a conducting ideal incompressible liquid
against its charge were theoretically derived at the end
of the 19th century by Rayleigh in the form of the rela-
tionship W ≡ (Q2/4πσR3) ≥ 4, where R and Q are the
radius and charge of the drop, respectively, and σ is the
surface tension coefficient of the liquid [1]. Throughout
the 20th century and at the beginning of the current one,
this relationship was verified many times in a variety of
laboratory experiments: (i) in a vertical electrostatic
field between plane-parallel plates (i.e., in an electro-
static suspension similar to the one used by Millikan in
the experiments on determining the electron charge)
[2], (ii) in a nonuniform time-periodic electric field
between electrodes of complicated geometry (a combi-
nation of rings with cylindrical and spherical surfaces)
[3], in a combined electric suspension made up of an
electrostatic field and periodic electric fields between
three plane electrodes [4], in an air flow [5], and in an
electrodynamic suspension made up of two annular
electrodes [6]. In these experiments, the size of drops
was varied in a wide range: several hundreds of
micrometers [2, 5], several tens of micrometers [3, 4],
and several micrometers [6] (it should be noted, how-
ever, that the physical mechanisms of excess charge
removal from drops several hundreds of micrometers in
diameter and one micrometer in diameter are radically
different; for details, see [7, 8]). The validity of the
Rayleigh criterion was confirmed in all the cases. The
highest experimental accuracy was attained in [4],
where the Rayleigh criterion was found to be accurate
up to 4%, and in [6], where the inaccuracy was close
to 5%.

Nonlinear investigations of the vibration and stabil-
ity of a charged drop [9–12] have shown that quadratic-
in-amplitude corrections to vibration frequencies
appear in calculations of the third order of smallness in
initial deformation amplitude. Since the critical condi-
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tions for instability of the drop against its charge are
derived from the requirement that the squared fre-
quency of the fundamental mode of vibrations pass
through zero and become negative, the critical value of
the Rayleigh parameter, W = Wcr, turns out to be depen-
dent on the squared initial deformation of the equilib-
rium (spherical) shape. This result is valid so long as
the asymptotic expansions used in analyses [9–12] are
applicable and a nonlinear correction to the critical
value of the Rayleigh parameter meets the only require-
ment that it be much smaller than four. In other words,
depending on the experimental conditions (on the
amplitude of the initial deformation of the drop), the
measured critical value of the Rayleigh parameter may
deviate from the value Wcr = 4, which is predicted by
the linear theory, by 10–20%. In view of the aforesaid,
the measurements made in [4, 6] cast some doubt,
because the experimental setups used in those works
unduly excited the fundamental mode of the drop (its
amplitude was very high). This work is aimed at clari-
fying this point. Note that the investigation takes into
account real experimental conditions, namely, the pres-
ence of the environment, which is simulated by an ideal
incompressible insulating liquid.

(2) Let a spherical drop of an ideal incompressible
perfectly conducting liquid of density ρ(i) have radius R
and charge Q and be surrounded by an ideal incom-
pressible liquid of density ρ(e) and permittivity εd (the
gravitational field is absent). The surface tension coef-
ficient is denoted by σ. We assume that the liquid flow
in the drop and environment is potential with velocity
potentials ψ(i) and ψ(e), respectively. The electric field
potential near the drop is denoted by φ. It is assumed
that the shape of the drop is axisymmetric at any
(including the initial) time instant. In dimensionless
variables such that ρ(i) = 1, R = 1, and σ = 1, the equa-
© 2005 Pleiades Publishing, Inc.
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tion for the interface at any time instant t is given by

The mathematical statement of the problem of non-
linear capillary vibrations of a charged drop has the
form

In these equations, p∞ and p0 are the pressure in the
environment at infinity and a constant pressure in the
drop, respectively; pq and pσ are the electric field pres-
sure and the pressure of surface tension forces, respec-
tively; n is the normal vector to the surface of the drop;
φS is the surface electric potential of the drop; ρ ≡
(ρ(e)/ρ(i)); ε is a small parameter that has the meaning of
the initial perturbation amplitude; Pm(cosϑ) is the mth-
order Legendre polynomial; ξ0 is a constant chosen in
such a way that the initial volume of the drop coincides
with the volume of an equilibrium sphere; symbol ∂t

means partial differentiation with respect to time t; Ω is
the set of indices of initially excited modes; constants
hm take into account the contribution of an mth mode to
the initial shape of the drop and satisfy the condition

 = 1; and ∆ is the Laplacian.

(3) Solving the problem by the method of many
scales in the third order of smallness, one arrives at an
analytical expression for the generatrix of a conducting

r 1 ξ ϑ t,( ).+=

∆ψ i( ) 0; ∆ψ e( ) 0; ∆φ 0;= = =

r 0: ψ i( ) 0;

r ∞: ψ e( ) 0; —φ 0;

r 1 ξ ϑ t,( ): ∂tξ+ ∂rψ i( )
1

r2
----∂ϑψ i( )∂ϑξ–= =

=  ∂rψ e( )
1

r2
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2
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2
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V

∫ 4π
3

------;=
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S

∫ —⋅ φdS 4πQ;–=
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m Ω∈
∑+= =

∂tξ 0.=

hmm Ω∈∑
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incompressible liquid charged drop nonlinearly vibrat-
ing in an insulating incompressible medium [13],

(1)

where

The explicit form of the coefficients that appear in
the expression for factor bn in the nonlinear correction
to the frequency can be found in the Appendix. The

awkward analytical expressions for coefficients 

and  are omitted as being of no interest here, since
we are considering the critical conditions for instability
of the drop against its charge that are directly related to
nonlinear corrections to the vibration frequencies.

(i) It has been mentioned above that the corrections
to the frequencies of capillary vibrations of the drop
modify the critical conditions for instability of an mth
mode against the charge. The square of the capillary
vibration frequency is known to decrease with increas-
ing charge and vanish at a certain critical value (Wcr) of
the Rayleigh parameter. A further increase in the charge
makes the frequency squared negative, i.e., gives rise to
imaginary frequencies and causes the amplitudes of
surface capillary vibration of the drop to grow exponen-
tially, which means the onset of instability. With regard
to the nonlinear correction to the frequency, the critical
condition for instability of an nth mode can be written
in the form

(2)

The parameters involved in this expression must sat-
isfy the condition |ωn| @ |ε2bn|. Basically, substituting
the expressions for frequency ωn and coefficient bn into
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Fig. 1. Coefficient b2 = b2(W, ρ) determining the value of the nonlinear correction to the fundamental mode frequency vs. Rayleigh
parameter W and dimensionless environmental density ρ. The calculations were made for various types of initial deformation spec-
ified by superposition of the fundamental mode (n = 2) and a higher mode with number m > 2: m = (a) 11, (b) 12, (c) 14, and (d) 30
at h2 = 0.75 and hm = 0.25.
(2), one can obtain an awkward expression relating crit-
ical value Wcr of the Rayleigh parameter to the spec-
trum of initially excited modes and their amplitudes
expressed in terms of small parameter ε squared. How-
ever, relation (2) is also worth analyzing.

As is evident from (2), the calculations of the second
order of smallness in ε imply that, as the amplitude of
the initial deformation (i.e., ε2) grows, critical value Wcr

of the Rayleigh parameter decreases (compared with
Wcr = 4 predicted by the linear theory) if bn < 0 and
increases if bn > 0. In [13], various situations with sin-
gle-mode initial deformations were analyzed and it was
demonstrated that bn < 0 everywhere except for the
neighborhoods of the frequencies corresponding to
internal nonlinear resonances; thus, the conclusion
drawn in [9–12] that Wcr decreases with increasing
amplitude of the initial deformation was substantiated.
Actually, however, the sign of coefficient bn is a compli-
cated function of the spectrum of modes specifying the
initial deformation, dimensionless environmental den-
sity ρ, and Rayleigh parameter W and is not necessarily
negative.

(ii) Figures 1a–1d present the dependence b2 = b2(W,
ρ) in the parameter range 0 ≤ W ≤ 3.9 and 0 ≤ ρ ≤ 15.
The plots are constructed for various initial deforma-
tions specified by a superposition of the fundamental
mode (n = 2) and a higher mode with number m > 2, i.e.,
for two-mode initial deformations of an equilibrium
spherical drop with partial contributions h2 = 0.75 and
hm = 0.25. Calculations show that coefficient b2 appear-
ing in the nonlinear correction to the fundamental mode
frequency is negative if m ≤ 11. According to Fig. 1b,
when m ≥ 12, parameters W and ρ can be taken such
that b2 ≥ 0. One can see from Figs. 1a–1d that the ranges
of W and ρ where b2 ≥ 0 expand with m. Figure 1c dem-
onstrates that, if m ≥ 14, the leading boundary of this
domain reaches the plane ρ = 0, which physically cor-
responds to the zero environmental density, i.e., to a
drop vibrating in vacuum. For m ≥ 30, ρ = 0, and W <
3.8, coefficient b2 is positive (Fig. 1d), which, accord-
ing to the aforesaid, means that the critical value of the
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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Rayleigh parameter, Wcr, grows with vibration ampli-
tude. In other words, if the initial deformation of the
drop is specified by a superposition of the fundamental
mode and a mode with a number m ≥ 30, a highly
charged drop with W ≤ 3.8 remains stable (in terms of
the asymptotic theory) even if the amplitude of its non-
linear vibrations is significant. This implies that, for the
initial deformation mentioned above, the critical value
of the Rayleigh parameter theoretically cannot deviate
from 4 by more than 5%. It seems that this very fact
explains the results of the experiments in [4, 6], where
the fundamental mode was probably excited together
with several higher modes.

Figure 2 plots coefficient b2 appearing in the correc-
tion to the fundamental mode frequency versus partial
contributions h2 and hm of the fundamental mode (n =
2) and a higher mode with number m (here m = 20) to
the initial deformation of the drop. It can be easily seen
that b2 depends on hm much more strongly than on h2
and that the fundamental mode and the higher mode
contribute to b2 with different signs.

Figures 3a and 3b plot coefficient b2 calculated in a
more complicated situation where the initial deforma-
tion is specified by a superposition of three, rather than
two, modes: the fundamental mode (n = 2) and two
higher modes. The partial contribution of the funda-
mental mode is h2 = 0.75, i.e., the same as in Figs. 1a–
1d. The partial contributions of two higher modes add
up to hm + hk = 0.25, i.e., to the same value as for one
higher mode in Fig. 1. The qualitative and quantitative
similarity of the data presented in Figs. 1 and 3 is obvi-
ous.

Remarkably, Figs. 1d and 3b imply that, in the more
general case of nonlinear vibrations of a drop in an
environment with ρ ≥ 0.1, i.e., when the fundamental
mode is initially excited together with one or several
higher modes with numbers m > 30 at subcritical (in the
sense of the linear theory) values of the Rayleigh
parameter, Rayleigh decomposition of the drop is
barely, if at all, possible.

(ii) The physical meaning of the phenomenon dis-
covered (increased stability of the drop when higher
vibration modes are excited) is intimately related to the
physical mechanism of instability of a heavily charged
drop (for details, see [14–16]). According to [14–16],
when the Rayleigh parameter attains a critical value,
the fundamental mode of the drop becomes unstable; as
a result, the drop elongates, taking the shape of a pro-
late spheroid. As the drop elongates, its charge is redis-
tributed over the surface and the charge density at the
tops rises to the point where higher modes are excited.
Accordingly, the curvature of the tops of the drop
increases further and still higher modes are excited.
Eventually, emissive asperities arise at the tops of the
drop, which release an excess charge by emitting
heavily charged droplets. If a higher mode is imposed
on the surface of the drop with the already excited fun-
damental mode (i.e., on the weakly spheroidal surface),
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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tions were made for three-mode initial deformations speci-
fied by superposition of the fundamental mode with h2 =
0.75 and a pair of higher modes with numbers m and k > 2:
(a) m = 14, k = 20, h14 = 0.15, and h20 = 0.10 and (b) m =
17, k = 34, h17 = 0.1, h34 = 0.15.



1010 GRIGOR’EV et al.
the smooth surface of the spheroid will exhibit a small-
scale relief (ripple) (see Fig. 4) with an increased sur-
face charge density at the ridges, where the curvature is
very high. As a result, the average charge density at the
spheroid’s vertices decreases, since the total charge on
the drop remains constant, and the fundamental mode
amplitude builds up more slowly.

The numbers of modes specifying the initial defor-
mation of the drop were chosen from the following con-
siderations. First, as follows from full-scale experi-
ments [17], the fundamental mode with an amplitude
several times smaller than the radius of the drop is typ-
ically excited in cloud drops because of a turbulent flow
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Fig. 4. Generatrix of the drop calculated for W = 1 and ρ =
0 at time instants t = 0 (thin line), 0.25T (thick line), and
0.5T (the middle-thickness line). T is the vibration period of
the fundamental mode. (a) Fundamental mode alone is ini-
tially excited with ε = 0.3 and (b) fundamental mode and the
24th mode are initially excited with ε = 0.3, h2 = 0.75, and
h24 = 0.25.
around the drop suspended in the updraft. The same
phenomenon was observed in the experiments
described in [8]. In experimental works [4, 6], the fun-
damental mode was excited by the variable component
of a suspending electric field and particular emphasis
was placed on the observed excitation of the fundamen-
tal mode [6]. Excitation of higher modes in large (of
diameter ≈200 µm) drops of stormy clouds is due to
collisions with fine droplets (of diameter ≈10 µm),
whose concentration in clouds is maximal [18]. In the
experiments [2–6], higher modes are excited from
interaction between the drop and the flow of vapor and
clustered charged molecules evaporating from the sur-
face: in all the cases [2–6], drops bearing a charge
smaller than the Rayleigh critical value and having an
initially large radius evaporated from the surface, tend-
ing to reach the critical value of the Rayleigh parameter.

To summarize the aforesaid, we note that the magni-
tude and sign of a nonlinear correction to the funda-
mental mode frequency depend on the spectrum of
modes responsible for the initial deformation of the
drop, bn = bn(Ω). As a consequence, nonlinear correc-
tions to the critical conditions for instability of a
charged drop (or to the critical value of the Rayleigh
parameter) depend on the initial shape (deformation) of
the drop, Wcr = Wcr(Ω).

(4) It has already been noted that coefficients bn(Ω)
have a resonance form. To analyze this circumstance,
we recast the expressions for the nonlinear corrections
to the frequencies in the form of polynomials in powers
of Rayleigh parameter W, as was done in [9].

Consider a free charged drop in vacuum (ρ = 0) the
initial deformation of which is specified by the excita-
tion of a single mth mode; i.e., Ω = {m} and ξ =
ξ0P0(cosϑ) + εPm(cosϑ) at t = 0. If one of the second,
third, or fourth modes is initially excited, coefficients
bm characterizing the correction to the frequency of the
corresponding mode can be represented by the expres-
sions

(3)
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Coefficients , m = 2–4, are given in Table 1. The
denominators of all the coefficients are seen to contain

expressions vanishing at  = 22 . Thus, a degener-
ate resonance can occur.

If several modes of capillary vibrations of the drop
are initially excited in the absence of the environment,
the value of bm characterizing a nonlinear frequency
shift can also be represented in the form of a polyno-

Ai
m( )

ωm
2 ωn

2

Table 1. Coefficients 

i m = 2 m = 3 m = 4

0 6606528 421421024000 55735591155609600

1 –4961440 –4128178176000 –77949491906388480

2 1419804 1682216124000 45351373912349312

3 –177168 –362825358328 –14555386948486656

4 7945 43303979512 2840187292166640

5 – –2679419780 –345863703031648

6 – 66094721 25619763735024

7 – – –1049270108016

8 – – 18006768899

Ai
m( )
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mial in Rayleigh parameter, while with other numerical
coefficients. For instance, if modes 2 and 3 are initially
excited, i.e., if Ω = {2; 3} and

for t = 0, the values of bm characterizing the corrections
to the frequencies of modes 2 and 3 have the form

ξ ξ 0P0 ϑcos( ) ε
2
--- P2 ϑcos( ) P3 ϑcos( )+( ),+=

Table 2. Coefficients 

i m = 2 m = 3

0 28507064560128 5478617683875840

1 –31524733738560 –7819057467750912

2 15054864474528 4925997961586016

3 –4000146404140 –1794842151186848

4 634385531392 415673928885262

5 –59666243685 –63222887884663

6 3064663192 6287045064547

7 –66028600 –392114665003

8 – 13835223520

9 – –208973864

Bi
m( )
(4)
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------------------------------------------------------------------------------------------------------------------------------------------------------ Bi
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Coefficients , m = 2, 3, are given in Table 2.

It is easy to check that, as compared to (3), the num-
ber of resonance situations has increased and secondary
combined resonances occur along with degenerate res-
onances. If one of the factors in the denominators of
expressions (3) and (4) is close to zero, the frequency
correction may become significant (which actually
restricts the applicability of asymptotic expansion (1)).

With a charged drop placed in an dielectric environ-
ment, expressions (3) and (4) change. In this case, cor-
rections to the frequencies of capillary vibrations of the
drop can be represented by a double series in Rayleigh
parameter W and environmental density ρ.

Bi
m( )
 For example, if mode m alone is initially excited,

i.e., if Ω = {m} and

for t = 0, the value of bm characterizing a nonlinear fre-
quency shift for m = 2, 3, or 4 can be represented in the
form

ξ ξ 0P0 ϑcos( ) εPm ϑcos( ),+=
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2 ω4
2 4ω2

2–( )
--------------------------------------------------------------------------------------------–=

× Aij
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j
,
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∑
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1573 3 2ρ+( )2 4 3ρ+( )6 5 4ρ+( )2 7 6ρ+( )2
---------------------------------------------------------------------------------------------------------–=
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Table 3. Coefficients 

j i = 0 i = 1 i = 2 i = 3

0 64 × 4645215 64 × 7062426 64 × 5046448 64 × 1507136

1 –96 × 2325675 –96 × 3487186 –96 × 2616248 –96 × 819616

2 4 × 15972795 4 × 23556618 4 × 18378864 4 × 5935648

3 –8 × 5935648 –8 × 1414089 –8 × 1133192 –8 × 373424

4 357525 464946 374928 124576

Aij
2( )

Table 4. Coefficients 

j i = 0 i = 1 i = 2

0 960000 × 629326659584 960000 × 1983408150528 960000 × 2712246080896

1 –8000 × 92856752701440 –8000 × 289533317285888 –8000 × 39603182031120

2 400 × 972791023411200 400 × 2999075394326528 400 × 4100298992386944

3 –40 × 2807631731351552 –40 × 8538676163356672 –40 × 11634727972545728

4 2 × 9605859672657920 2 × 28671363515022336 2 × 38689881616678592

5 –3 × 645378748456960 –3 × 1872016310675456 –3 × 2470970580690368

6 32 × 3297054503680 32 × 9124083418880 32 × 11489572520672

7 –4 × 592208700160 –4 × 1507906405696 –4 × 1707665679216

j i = 3 i = 4 i = 5

0 960000 × 2061912758832 960000 × 862494305220 960000 × 153319441275

1 –8000 × 304727092678800 –8000 × 129734419287384 –8000 × 23437700153415

2 400 × 3189974081262768 400 × 1379743042615128 400 × 252718279917453

3 –40 × 9125310799251600 –40 × 3998375748074412 –40 × 740549126229705

4 2 × 30423104453043120 2 × 13451299310165652 2 × 2512567396279269

5 –3 × 1928538595397616 –3 × 855641056887444 –3 × 160764059925333

6 32 × 87119177625952 32 × 3843268025499 32 × 724042258758

7 –4 × 1190325182124 –4 × 506557263330 –4 × 94989141585

Aij
3( )
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2 ω2

2 4ω3
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347633 3 2ρ+( )2 5 4ρ+( )7 7 6ρ+( )2 9 8ρ+( )2
---------------------------------------------------------------------------------------------------------------=
Coefficients , m = 2–4, are given in Tables 3–5.

If several modes of capillary vibrations of the drop

× 1

ω2
2ω4

3ω6
2ω8

2 ω2
2 4ω4

2–( ) ω6
2 4ω4

2–( ) ω8
2 4ω4

2–( )
-------------------------------------------------------------------------------------------------------

× Aij
4( )ρiW j.

j 0=

8

∑
i 0=

5

∑

Aij
m( )
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Table 5. Coefficients 

j i = 0 i = 1 i = 2

0 2764800 × 1322934089115625 2764800 × 4614839816039500 2764800 × 6807052318263600

1 –23040 × 222024106178678125 –23040 × 757301895008626500 –23040 × 1106228391650769200

2 384 × 7750478940098759375 384 × 259941718371282427500 384 × 37652477054961494800

3 –512 × 1865619665028196875 –512 × 6131134506449743750 –512 × 8841970685535035200

4 16 × 11649205690527234375 16 × 37502380729932297500 16 × 53536654328692102800

5 –32 × 709290797232871875 –32 × 2223032342251267500 –32 × 3112803543724853600

6 16 × 105081062194434375 16 × 316698999015302500 16 × 426967575505092800

7 –16 × 4303646927409375 –16 × 12184316425980000 –16 × 15205018812313400

8 1181694208996875 2999546960427500 3126793665757200

j i = 3 i = 4 i = 5

0 2764800 × 5553451626253376 2764800 × 2509695611457536 2764800 × 484147691814912

1 –23040 × 903633663255048128 –23040 × 410913465860444160 –23040 × 79705136823156736

2 384 × 30919302553593321280 384 × 14202326231749251072 384 × 2777978728682921984

3 –512 × 73015591377686552960 –512 × 3389390045560944128 –512 × 668777032767583232

4 16 × 44307163388333263680 16 × 20739614218685581312 16 × 4123401945443536896

5 –32 × 2560672383079338560 –32 × 1202842747455597824 –32 × 240493962612197376

6 16 × 343281924045307200 16 × 160381146213516032 16 × 32163463331921920

7 –16 × 11485079526504640 –16 × 5226886014537856 –16 × 1046883289309184

8 1927439719822400 779373860226048 153211941490688

Aij
4( )
placed in an environment are initially excited, correc-
tions to the frequencies of arbitrary initially excited
modes can be represented by series of form (5), while
with other denominators and numerical coefficients.
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For instance, if initially modes 2 and 3 of capillary
vibrations of the drop are excited, the values of bm char-
acterizing corrections to the frequencies of modes 2 and
3 can be written in the form of series
b2
1944
539
------------ 1

2 ρ+( ) 3 2ρ+( )8 4 3ρ+( )5 5 4ρ+( )2 6 5ρ+( )2
--------------------------------------------------------------------------------------------------------------=

× 1

ω2
3ω4

2 ω2
2 4ω3

2–( ) ω4
2 4ω2

2–( ) ω2 ω3–( )2 ω5
2–( ) ω2 ω3+( )2 ω5

2–( )
------------------------------------------------------------------------------------------------------------------------------------------------------

× Bij
2( )ρiW j,

j 0=

7

∑
i 0=

11

∑

b3
559872

1573
------------------–=

× 1

2 ρ+( ) 3 2ρ+( )5 4 3ρ+( )8 5 4ρ+( )2 6 5ρ+( )2 7 6ρ+( )2
-------------------------------------------------------------------------------------------------------------------------------------
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Coefficients  and  are omitted, because the
related expressions are too awkward.

Since the vibration frequencies depend on the drop-
to-environment density ratio, the number of resonance

situations (i.e., those where one of the conditions  =

22  and  =  ±  holds) increases significantly
compared to the case of the drop vibrating in a vacuum.

The effect of nonlinear corrections to the critical
conditions for instability of the drop against its charge
near resonance situations deserves separate study.
Here, we only state that corrections bn(Ω), being of a
resonance character, may influence the critical condi-
tions of stability when the resonance value of parameter
W is close to its critical value Wcr.

CONCLUSIONS

The value of the Rayleigh parameter that is critical
in terms of instability of a drop against its charge
depends on the vibration amplitude of the drop within
the limits imposed by the contributions of each mode
specifying the initial deformation of the drop on a non-
linear correction to the Rayleigh parameter.

APPENDIX

Expressions for the Coefficients of Expansion (1)

× 1

ω2
2ω3ω4

2ω6
2

-------------------------- 1

ω2
2 4ω3

2–( ) ω4
2 4ω3

2–( ) ω6
2 4ω3

2–( )
--------------------------------------------------------------------------------

× 1

ω2 ω3–( )2 ω5
2–( ) ω2 ω3+( )2 ω5

2–( )
------------------------------------------------------------------------------------- Bij

3( )ρiW j.
j 0=

9

∑
i 0=

11

∑

Bij
2( ) Bij

3( )

ωm
2

ωn
2 ωm

2 ωn
2 ωk

2

Hkmln
2 ±( ) ±( ) βkmgln

2 ±( ) λ lmg
±( ) µkmgln

1 ±( )+( ) µkmgln
0 ±( ) ;

g 0=

∞

∑+
g 1=

∞

∑=

Hkmln
1 ±( ) +−( ) βkmgln

1 ±( ) λ lmg
±( ) µkmgln

1 +−( )+( ) µkmgln
0 +−( ) ;

g 0=

∞

∑+
g 1=

∞

∑=

λmln
±( ) γmln ωmωlηmln±( )/ ωn

2 ωm ωl±( )2–( );=

γmln n 1+( )χnKmln ωm
2 n m– 1 ρn+ +((=

× n m– 1–( )/ n 1+( ) ) 2n l l 1+( ) 1–( )+

+ l m 1+( ) m 2m 2n– 7+( )– 3+( )nW /2( )

+ n 1+( )χnαmln 1/m nρ/ n 1+( ) m 1+( )( )–( )ωm
2 nW/2+( );
ηmln n 1+( )χnKmln n/2 m– 1+(=

+ ρn 2m 3 n–+( )/ 2 n 1+( )( ) )
+ n 1+( )χnαmln 1 n/ 2l( )+( )/m(

– nρ n 2l 3+ +( )/ 2 m 1+( ) l 1+( ) n 1+( )( ) );

Kmln Cm0l0
n0( )2

;=

αmln Cm0l0
n0 Cm 1–( )l1

n0 m m 1+( )l l 1+( );–=

χn 1 n 1 ρ+( )+( ) 1– ;=

Ξn
0 ωn

2 n n 1+( )χn n 1–( ) 4 2n 5W–+( );+=

βkmgln
1 ±( ) Πkgn

0 Πkgn
1 ωk ωl ωm±( )– Πkgn

2 ωl ωm±( )2;–=

Ξn
1 n 1+( ) n 1–( ) 3nρ–( )χn;=

βkmgln
2 ±( ) Πkgn

0 Πkgn
1 ωk ωl ωm±( ) Πkgn

2 ωl ωm±( )2;–+=

Ξn
2 n n 1–( )χn;=

µkmgln
1 ±( ) Λkmgln

1 Γ kmgln
1 ωmωk;±=

µkmgln
0 ±( ) Λkmgln

0 Γ kmgln
0 ωmωk;±=

Λkmgln
0 n 1+( )χnωk

2Kgln α kmg k 2–( )/k(=

+ k 1–( ) n k– 2+( )Kkmg/2) ρnχnωk
2 ( g 1 n–+( )Kgln---
+

– αgln/ g 1+( ) ) k 2+( )Kkmg α kmg/ k 1+( )–( )
+ k 3+( )α kmg/ k 1+( ) k 2+( ) n 2– k–( )Kkmg/2+( )Kgln)

+ n n 1+( )χn WKgln k3 2 m 1+( ) m 2+( )– k2 n 9–( )–(((
– k 2m m 3+( ) 3n 22–+( ) )Kkmg 2 k 2+( )α kmg )/2–

– 3k k 1+( ) 2–( )Kkmg l l 1+( )α kmg/2–( )Kgln

+ α kmg l2Klgn 2l 4ν– 1+( )Kl 2ν– g n, ,

ν 1=

l/2[ ]

∑–
 
 
 





;

Λkmgln
1

n n 1+( )χnWkKkmg g 1+( ) l 2– g– n+( )Klgn(=

+ α lgn ) n 1+( )χn α lgn/g n 1 g–+( )Klgn+( )(+

× αkmg/m 1 m–( )Kkmg+( ) )ωm
2 ;
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Γ kmgln
0 n 1+( )χn k 2–( ) Kgln k 1–( )Kkmg/2 α kmg/k–( )((=

+ Kmgn k 1–( )Kklg/2 α klg/k–( ) ) n k 1–( )Kgln–

× αkmg/ mk( ) Kkmg+( ) ρnχn g 2+( )Kmgn((–

– αmgn/ g 1+( ) ) k 2+( )Kklg α klg/ k 1+( )–( )
+ k 3+( )Kmgn α klg/ k 1+( ) k 2+( )Kklg/2–( )
+ g 2+( )Kgln αgln/ g 1+( )–( ) k 2+( )Kkmg(
– α kmg/ k 1+( ) ) k 3+( )Kgln α kmg/ k 1+( )(+

– k 2+( )Kkmg/2 ) n 1+( ) αmgn/ m 1+( ) g 1+( )( )((–

+ Kmgn ) k 2+( )Kklg α klg/ k 1+( )–( ) Kgln k 2+( )Kkmg(+

– α kmg/ k 1+( ) ) α kmg/ k 1+( ) m 1+( )( )(–

+ Kkmg ) k 2+( )Kgln ) );

Γ kmgln
1 n 1+( )χn( α lgn/g( n 1 g–+( )Klgn )+=

× m 1–( )Kkmg α kmg/m–( ) k n+( )α kgn/ gk( )(+

+ n 1 g–+( )Kkgn ) m 1–( )Kmlg αmlg/m–( ) );

Πkmn
0 n 1+( )χn nKkmn 2 k 1–( ) k 2+( )( m m 1+( ) )+((=

+ W k 1–( ) n 5– k–( ) ) α kmn/k n 1 k–+( )Kkmn+( )ωk
2 )+

– ρnχnωk
2 n 1– k–( )Kkmn α kmn/ k 1+( )+( )

+ n n 1+( )χnW m 1+( ) k n m– 2–+( )Kkmn α kmn+( );
Here,  and  are the Clebsch–Gordan coef-
ficients and δkn is the Kronecker delta.
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Abstract—A hydrodynamic theory is developed of the interaction of electromagnetic oscillations with a
monoenergetic charged particle beam propagating through a structure consisting of plasma and dielectric layers
bounded by perfectly conducting planes. It is shown that, in such a system, plasma oscillations are excited due
to the transformation of space charge oscillations of the particle flow into plasma oscillations at the layer bound-
aries. The regions of generation and decay of plasma oscillations are determined. © 2005 Pleiades Publishing,
Inc.
An important line of investigation in modern radio-
physics is the exploration and utilization of millimeter
and submillimeter electromagnetic wavelength ranges.
The foremost problem in this field of research is the
development of sources of such oscillations. Different
approaches have been used to solve this problem [1, 2].
One of them involves the search for unstable states in
solid plasmalike media [3, 4]. It should be emphasized
that modern technology allows one to create various
conducting solid structures: films, semiconductors with
a superlattice and two-dimensional (2D) electronic gas,
metal–dielectric–semiconductor structures, etc. In such
sub-µm structures, a peculiar type of plasma oscilla-
tions caused by the presence of boundaries can arise;
moreover, ballistic mechanisms for charge transfer can
also operate in them. This leads to the onset of instabil-
ities caused by the Cherenkov effect, as well as by the
transition and deceleration radiation from charged par-
ticles [4, 5].

In the present study, we consider the interaction of
electromagnetic oscillations with a charged particle
(electron) beam propagating through a nonuniform
plasmalike medium. It is assumed that an unbounded
monoenergetic nonrelativistic electron beam passes
through a structure consisting of layers with different
electromagnetic properties and bounded by perfectly
conducting planes.

The aim of our study is to determine the eigenfre-
quencies of electromagnetic oscillations in such a
structure, as well as the rates with which these oscilla-
tions are excited (damped) due to the transformation of
the beam kinetic energy into electromagnetic energy
and vice versa.

The interaction of a particle beam with a cold
bounded plasma can be described in terms of either par-
ticle–wave or wave–wave interaction. In the first case,
1063-7842/05/5008- $26.00 1016
the electron beam is described by a kinetic equation and
the perturbed particle flow is regarded as an ensemble
of individual perturbations [6, 7]. In the second case, a
hydrodynamic approach is used and the beam interacts
with the medium through space charge waves (SCWs).
It is the latter approach (i.e., one based on the electro-
static and hydrodynamic equations) that is used in this
paper. The use of the electrostatic approximation is jus-
tified by the assumption that the phase velocities of the
excited waves are small compared to the speed of light.

If we ignore the thermal motion of the beam parti-
cles, then the beam–medium interaction can be
described by the following equations:

(1)

(2)

Here, e and m0 are the charge and mass of the beam
electrons; n0, n, v0, and v are the unperturbed (constant)
and perturbed values of their density and velocity; and
v0 || 0Y.

The electromagnetic induction D in each layer is
related to the electric field E by the material equation.
In the plasma layer, it has the form

(3)

where ε0 is the permittivity of the lattice.
The current of the conduction electrons j = eN0u sat-

isfies the continuity equation

(4)

— E× 0, — D⋅ 4πen,= =

∂n
∂t
------ — n0v nv0+( )⋅+ 0,

∂v
∂t
------ v0 —⋅( )v+

e
m0
------E.= =

D ε0E 4π j t'( ) t',d

∞–

t

∫+=

e
∂N
∂t
------- — j⋅+ 0.=
© 2005 Pleiades Publishing, Inc.
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Poisson’s equation can be written as

(5)

The electron velocity u can be found from the equa-
tion of motion

(6)

Here m, N0, and N are the effective mass and the equi-
librium and perturbed densities of the conduction elec-
trons, respectively. In the dielectric layer, we have N0 =
0 and the dielectric constant ε is assigned an index cor-
responding to the layer number.

The coordinate system is chosen as follows: The
planes y = –d1 and y = d2 are perfectly conducting.
Regions 1 (–d1 ≤ y ≤ –a/2) and 2 (a/2 ≤ y ≤ d2) are occu-
pied by media with permittivities ε1 and ε2, respec-
tively. Between them (–a/2 ≤ y ≤ a/2), there is a plasma
layer. The electron beam propagates along the Y axis
from the cathode (y = –d1) toward the anode (y = d2).

We assume that all the variables in Eqs. (1)–(6)
depend on the spatial coordinates and time as
~exp[i(q ◊ r – ωt)], where ω is the frequency and q =
(qx, qy, 0) is the wave vector. Along the Z axis, the oscil-
lations are assumed to be uniform. The solution to set
of Eqs. (1)–(6) in medium 1 has the form (the factor
exp[i(qxx – ωt)] is omitted)

(7)

(8)

(9)

In Eqs. (7)–(9), the following notation is introduced:

qy1, 2 = ω/v 0 ± q1, q1 = ωb/v 0 , χ1, 2 = ±qx,  =
4πe2n0/m0, and Ak and Bk are arbitrary constants.

The solutions in the plasma layer and medium 2 are
analogous to that in medium 1. It is only necessary to

— ε0E( )⋅ 4πe N n+( ).=

∂u
∂t
------

e
m
----E.=

n y( ) Ak iqyky( ),exp
k 1=

2

∑=

Ex y( ) Ex
l y( ) Ex

t y( ); Ey y( )+
i

qx

-----
∂Ex

∂y
---------;–= =

Ex
l y( )

4πieqx

ε1
-----------------

Ak

qyk
2

------- iqyky( );exp
k 1=

2

∑–=

Ex
t y( ) Bk χky( ),exp

k 1=

2

∑=

v x y( ) v x
l y( ) v x

t y( ), v y y( )+
i

qx

-----
∂v x

∂y
---------,–= =

v x
l y( ) 1

n0
-----

ω qykv 0–( )
qyk

----------------------------Ak iqyky( );exp
k 1=

2

∑=

v x
t y( ) ie

m0ω
----------Ex

t y( ).=

ε1 ωb
2
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introduce new arbitrary constants and replace ε1 with ε2
in medium 2 and with

in the plasma layer.
It can be seen that there are two types of electrostatic

fields in the structure: transverse fields (q ◊ Et = 0) and
longitudinal fields El (fast and slow SCWs), for which
q ◊ El ≠ 0.

To solve the problem, set of Eqs. (1)–(6) should be
supplemented with boundary conditions. Obviously, at
the perfectly conducting boundaries, the tangential
components of the electric field are equal to zero; i.e.,

(10)

Since SCWs are present in the structure, it is also
necessary to formulate boundary conditions for hydro-
dynamic quantities (along with conventional boundary
conditions for electrodynamic quantities), i.e., for the
perturbed density and velocity of the electron beam.
These are the conditions under which the electron den-
sity and the normal component of the electron velocity
are zero on the cathode surface (y = –d1):

(11)

These conditions are known as the Pierce boundary
conditions [8].

At the dielectric–plasma interface, the tangential
component of the electric field and the normal compo-
nent of the electric induction are continuous. Moreover,
the mass and momentum fluxes must be continuous
there; i.e., the perturbed density and the normal compo-
nent of the beam velocity must be the same on both
sides of the dielectric–plasma interface. To avoid labo-
rious calculations, we will consider a thin plasma layer,
such that qxa ! 1 and aω/v 0 ! 1.

In this case, the boundary conditions at y = –a/2 and
y = a/2 can be replaced with those at y = 0; i.e., Ex1, n,
and v y are continuous at y = 0:

(12)

However, the normal component of the electric
induction Dy undergoes discontinuity caused by the
charges induced in the thin plasma layer.

To find the boundary conditions for Dy, we integrate
Poisson’s equation over the plasma layer (from –a/2 to
a/2). As a result, we obtain

(13)

Here, the quantities Dx, N, and n are replaced with their
values at y = 0.

ε ω( ) ε0

ω0
2

ω2
------ ω0

2 4πe2N0

m
------------------= 

 –=

Ex y d1–= 0, Ex y d2= 0.= =

n1 y d1–= 0, v y1 y d1–= 0.= =

Ex1 Ex2, n1 n2, v y1 v y2.= = =

Dy
a
2
--- 

  Dy
a
2
---– 

 – iqxDx 0( )a+

=  4πe N 0( ) n 0( )–[ ] a.–
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Integrating the continuity equations over the plasma
layer and taking into account the equations of motion,
we obtain the following expressions for N(0) and n(0):

(14)

For qxa ! 1, ε0 ~ ε1 ~ ε2, and /ω2 ! 1, expression
(11) can be written as

(15)

From the boundary conditions, we find the disper-
sion relation describing the interaction of plasma oscil-
lations with the beam electrons:

(16)

where

In deriving Eq. (16), the following inequalities were
used:

(17)

The left-hand side of Eq. (16) determines the spec-
trum of electromagnetic oscillations in the structure in
the absence of a beam.

If the permittivities of media 1 and 2 are indepen-
dent of the frequency (i.e., ε1 = const and ε2 = const),
then the frequency of electromagnetic eigenmodes is
determined by

(18)

N 0( )
ieqxN0

mω
----------------Ex 0( ); n 0( )

ieqxn0

m0ω
---------------Ex 0( ).= =

ωb
2

Dy2 0( ) Dy1 0( )–
iω0

2

ω2
--------qxaEx1 0( ).=

ω2 ε1 qxd1coth ε2 qxd2coth+( ) ω0
2qxa–

=  2
iωb

2qxv 0

ω
--------------------Γ ,

Γ Γ 0– Γ1 iωτ1[ ]exp Γ2 iωτ2[ ]exp+ +=

+ Γ3 iωτ[ ] ,exp

Γ0 qxd1coth
2

qxd2coth
2

+=

+ qxd1coth qxd1coth 1,–

Γ j qxd1coth qxd2coth+( )
s j

qxd jsinh
---------------------,=

s j q jd jcos i
ω q jd jsin

2q jv 0
---------------------- j 1 2,=( ),–=

Γ3
1

qxd1sinh qxd2sinh
------------------------------------------- iω

2q1v 0
--------------- q1d1sin s2 q1d1cos– ,=

d d1 d2, τ j+
d j

v 0
------ j 1 2,=( ), τ d

v 0
------.= = =

qx ! 
ω
v 0
------, ωb

2
 ! ω2.

ω2 ω0
2qxa

ε1 qxd1coth ε2 qxd2coth+
------------------------------------------------------------.=
For a = 0, eigenmodes exist only if one of the per-
mittivities ε1 and ε2 is negative. This can occur, e.g., in
a metal–dielectric–semiconductor–metal structure (a =
0, ε1 = εd = const, and ε2 = ε0 – Ω2/ω2). In this case, we
have

(19)

The right-hand side of Eq. (16) describes the inter-
action of plasma oscillations with a charged particle
beam propagating through a nonuniform medium. The
first term does not contain exponential terms and
describes the transformation of transverse oscillations
into SCWs at the boundary y = 0. Indeed, for an isolated
boundary (qxd1, 2 @ 1, q1, 2d1, 2 @ 1), all the terms on the
right-hand side of Eq. (16) (except for the first one) dis-
appear. In this case, the density of a particle beam inci-
dent on a dielectric–semiconductor interface is smooth.
The modulation of the beam by a transverse field occurs
at the interface. The electron density perturbations are
then carried away by the particle beam deep into the
medium (y > 0); as a result, plasma oscillations decay.
The frequency and decay rate of the plasma oscillations
(ω = ω' + δω, δω/ω' ! 1) are equal to

(20)

(21)

Introducing the surface density Ns = N0a, we obtain

(22)

Note that collisionless decay takes place only when

the condition 2 v 0/ a ≥ ν/2 (where ν is the charac-
teristic frequency of the conduction electrons) is satis-
fied.

If the widths of layers 1 and 2 are finite, feedback
between SCWs and transverse oscillations arises due to
their mutual transformations at the boundaries y = –d1
and y = d2. These transformations are characterized by
the corresponding exponential factors. Depending on
the relation between the oscillation period and the time
during which the particles fly between the boundaries,
the oscillations can grow or decay.

Let us consider the effect of the boundaries y = –d1
and y = d2 in some particular cases. We assume that the
conditions qxd1 @ 1, q1d1 @ 1, and q2d2 ! 1 are satis-
fied. In this case, the frequency and growth (decay) rate
of plasma oscillations are

(23)

ω2 Ω2

εd qxd1coth ε0 qxd2coth+
------------------------------------------------------------.=

ω' ω0

qxa
ε1 ε2+
--------------- 

 
1/2

,=

Imδω
2ωb

0v 0

ωb
2a

----------------.–=

Imδω
2nbv 0

Ns

---------------.–=

ωb
2 ω0

2

ω'2
ω0

2qxa
ε1 ε2 qxd2coth+
--------------------------------------,=
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(24)

where

The function ϕ(qx, ωτ2) can assume both positive
and negative values. In regions where ϕ(qx, ωτ2) is pos-
itive, the amplitude of oscillations increases (the gener-
ation zones). Thus, ϕ(qx, ωτ2) > 0 if sinωτ2 > 0 and
ωτ2/2 @ d2.

Figure 1 shows the function ϕ(ωτ2) at qxd2 ! 1. It
can be seen that the first generation zone lies within the
interval 2π < ωτ2 < 3π. Within each generation zone,
the function ϕ(ω, τ2) reaches its maximum and the
growth rate of oscillations is maximum at ωτ2 = π/2 +
2πl (where l = 1, 2, 3, … is the number of the generation
zone). This can occur, e.g., when the electron beam
passes through a thin metal plate with openings. It is
known [9] that, in this case, plasma oscillations are
excited in the plate.

If a = 0 and the permittivity of medium 2 is a func-
tion of frequency (ε2 = ε2(ω)), then, at qxd1 @ 1, the
electron beam propagating through a vacuum–semi-
conductor–metal structure excites oscillations with the
frequency and growth rate

(25)

(26)

The interaction between a particle beam and the
oscillations with frequency (25) can be realized experi-
mentally by passing the beam through openings in a
semiconductor plate placed on a metal substrate. Since
the hydrodynamics boundary conditions at the planes
y = –d1 and y = 0 are nearly the same, a similar process
takes place in a metal–dielectric–semiconductor struc-
ture at qxd2 @ 1 and q2d2 @ 1. In this case, the frequency
and growth (decay) rate of oscillations are described by
expressions (23)–(26), in which d2 should be replaced
with d1, ε1 with ε2, and ε2 with ε1.

Finally, the eigenfrequency of a metal–dielectric–
plasma layer–dielectric–metal structure (ε1 = const,
ε2 = const) at qxd1, 2 ! 1 and q1, 2d1, 2 ! 1 is equal to

(27)

When the current passes through such a structure,

Imδω
ωb

2v 0

ω2a
------------Γ ,=

Γ
1 qxd2coth+

qxd2sinh
-------------------------------ϕ qx ωτ2,( );=

ϕ qx ωτ2,( ) ωτ2

ωτ2

2
--------- ωτ2 qxd2.cosh–sin+cos=

qxcosh

ω'
Ω

ε0 εdtanhqxd2+( )
------------------------------------------,=

Imδω
iωb

2qxv 0

Ω2
--------------------Γ .=

ω' ω0qx

ad1d2

ε1d2 ε2d1+
--------------------------- 

 
1/2

.=
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
we have

(28)

where

The function ψ = ψ(ωτ2) at different ratios between
d1 and d2 is shown in Fig. 2. A comparison between the
functions ψ and ϕ(ωτ2) at d1  ∞ (see Fig. 1) shows
that the finite value of d1 leads to more beneficial con-
ditions for the generation of plasma oscillations,
because, in this case, the first generation zone corre-
sponds to the lower values of ωτ2: 0 < ωτ2 < π.

Let us make some estimates. At a frequency of ω' ≈
3 × 1012 s–1, qx = 103 cm–1, a ~ d1 ~ d2 ≈ 10–4 cm, and
ε1 = ε2 = 4, the density of the conduction electrons
should be N0 ~ 1020 cm–3. When injecting electrons with
a velocity of v 0 ≈ 3 × 108 cm/s and density of nb ~
1013 cm–3, the growth rate of plasma oscillations is
equal to Imδω ~ 1010 s–1. In order for the instability to

Imδω
ωb

2v 0

ω0
2aqx

2d1d2

--------------------------ψ ωτ1 ωτ2; ωτ,( ),=

ψ ωτ1 ωτ2; ωτ,( ) d
d1
----- ωτ1cos

ωτ1

2
--------- ωτ1 1–sin+ 

 =

+
d
d2
----- ωτ2cos

ωτ2

2
--------- ωτ2 1–sin+ 

 

– ωτcos
ωτ
2

------- ωτsin 1–+ 
  .

0
0

2

4

–2

–4

–6

–8

1 32 4
ωτ2/π

ω(ωτ2)

Fig. 1. Regions of the growth and decay of oscillations in a
metal–dielectric–semiconductor–dielectric–metal struc-
ture at d1  ∞ and qxd2 ! 1.
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develop, it is necessary that Imδω be larger than the
collisional decay rate (Imδω > ν/2).

Therefore, a charged particle beam propagating
through a structure consisting of layers with different
electromagnetic properties can generate plasma oscilla-
tions. Whether the oscillations will be excited depends
on the ratio of the oscillation period to the time during

0

20

–20

–40

–60

2 3

ψ(ωτ2)

1

1
2—d1 = 1.0 d2

3—d1 = 2.0 d2

1—d1 = 0.5 d2

2

3

4

0

–4

–8

–12

0.2 0.4 1.00.80.6
ωτ2/π

1 2 3

ψ(ωτ2)

Fig. 2. Comparison of the growth (decay) rates of oscilla-
tions at different ratios between the dimensions of the
dielectric layers separating the conducting plate from the
metal substrate.

ωτ2/π
which the particles fly between the boundaries of the
layers. The oscillation frequency depends on the prop-
erties of the plasma layer. The generation mechanism is
determined by the transformation of the SCW energy
into plasma oscillations at the layer boundaries.
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Abstract—The spectrum of nonlinear magnetoelastic waves in cubic garnet ferrite crystals with induced uniax-
ial anisotropy along the [111] axis is theoretically investigated. It is demonstrated that taking into account a
voltage mismatch between neighboring domains raises the magnetostriction energy and makes description of
the magnetoelastic dynamics in such magnets more involved. For magnetoelastic waves propagating along the
[111] axis, the problem reduces to the solution of the triple sin-Gordon equation. The topology of possible sol-
itary waves is analyzed. The conditions are found under which the velocity of stationary motion of domain walls
may exceed the sound velocity in the material. © 2005 Pleiades Publishing, Inc.
It is known that magnetoelastic (ME) interaction,
being rather weak in most magnets, can be significantly
enhanced under certain conditions and give rise to a
number of dynamic ME effects [1, 2]. Specifically, it
was observed [3] that the dynamics of domain walls
(DWs) in weak ferromagnets, such as YFeO3, exhibits
ME anomalies influencing the DW motion. Such
behavior of DWs is due to the fact that their limiting
velocity in these materials reaches values close to Vlim =
2 × 104 m/s, which provides conditions for an ME res-
onance. A similar situation may occur in other magnets
of this class, in which Vlim exceeds the sound velocity.

At present, it is customary to assume that, normally,
the limiting velocity of DWs in ferromagnets (such as
garnet ferrites) does not exceed 2 × 103 m/s, which is
considerably below the sound velocity in these com-
pounds [4]. However, under certain conditions, Vlim in
ferromagnetic crystals may overcome this threshold.
Accordingly, the nonlinear ME effects that arise in
weak ferromagnets may also occur in materials like
garnet ferrites.

In this paper, we analyze the range of DW limiting
velocities (versus the material parameters) in cubic
crystals such as garnet ferrites with induced uniaxial
anisotropy (IUA) along the [111] axis (an analogue of
epitaxially grown garnet ferrite films with a developed
(111) surface is a (111) wafer [4]). Also, possible types
of solitary ME waves are analyzed and their structure is
determined.

Consider the propagation of ME waves in a (111)
ferromagnetic plate. We assume that M = M(z, t) and

the coordinate system is arranged so that OX || [ ],

OY || [ ], and OZ || [111]. The energy density of such

112

110
1063-7842/05/5008- $26.00 1021
a magnet can be represented in the form

(1)

where θ and ϕ are the polar and azimuth angles of mag-
netization vector M, A is the exchange parameter, Ku is
the IUA constant, K1 and K2 are the first and second
constants of cubic anisotropy (CA), ui are the compo-
nents of displacement vector u; Bi and Cij are magne-
toelastic and elastic constants, and Ms is the saturation
magnetization. The prime means differentiation with
respect to the z coordinate.

E A θ'( )2 θ ϕ'( )2sin
2

+[ ] Ku θsin
2

+=

+ K1
1
4
--- θsin

4 1
3
--- θcos

4 2
3

------- θ θ 3ϕcoscossin
3

+ +

+
K2

54
------ θ 3ϕcossin

3 2
2

------- θ 3 θsin
2

2 θcos
2

–( )cos–
2

+
1
3
---B1 ux'

2
2

------- – θ 2ϕcossin
2

2 2θ ϕcossin+( )

+ uy' 2 θ ϕ θ ϕcossin(sinsin

+ uy' θ ϕ θcos 2 θ ϕcossin–( )sinsin

---+ uz' 3 θcos
2

1–( ) 2 θ)cos+ uz'+

+
1
3
---B2 ux'

2
2

------- θ 2ϕcossin
2 2

2
------- 2θ ϕcossin+ 

 

+
1
6
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uy'( )2
+( ) C11 C12– C44+( )

+
1
6
--- uz'( )2

C11 2C12 4C44+ +( ) ,
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To investigate the ME dynamics of the magnets, we
proceed from the Landau–Lifshitz equations and equa-
tions for an elastic medium,

(2)

where E0 is the energy density minus the exchange dep-
osition and γ is the gyromagnetic ratio.

A solution to (2) will be sought in the form of sta-
tionary ME waves propagating along the OZ || [111]
axis with constant velocity V (i.e., in the form θ = θ(ξ),
ϕ = ϕ(ξ), and ui = ui(ξ), where ξ = z – Vt) subject to the
boundary conditions

(3)

Considering the asymptotic behavior of solutions to
(2) in the vicinity of the equilibrium point (~exp(–k|ξ|)),
where k is a parameter) specified by conditions (3), we
obtain a characteristic equation for k [5],

(4)

Here, ∆0 = 6  is the DW width in the absence of
ME interaction [6],

(5)

where  = Ku – 2π  is the IUA constant renormal-
ized with regard to demagnetizing fields in the plate,

b1 = (2B1 + B2)/3, b2 = (B1 – B2)/3;

θ̇ θsin
γ

Ms
------ 2A

d
dz
----- ∂ϕ

∂z
------ 

  θsin
2

 
  ∂E0

∂ϕ
---------+

 
 
 

,–=

ϕ̇ θsin
γ

Ms
------ 2A

d
2θ

dz2
-------- θ θ dϕ

dz
------ 

 
2

cossin– 
  ∂E0

∂θ
---------+

 
 
 

,=

ρu̇̇i
∂

∂xk

-------- ∂E
∂uik

--------- 
  ,=

θ0 ξ ∞±( ) π/2, ϕ0 ξ ∞±( ) π/2,±= =

∂ui

∂ξ
------- ξ ∞±( ) 0.=

4Ak4 k2∆0
2 2A H2 H3+( ) V2Ms

2/γ2–[ ]–

+ ∆0
4 H2H3 H1

2–[ ] 0.=

A/K2

H1 2 K1 K2/6 3 2b1b2/2ζ1+ +( ),–=

H2 = K1–
K2

6
------

2b1
2 b2

2+
ζ1

-------------------–+

– 2Ku* 2B2 B1 B2+( )/3ζ2,–

H3 K2/3 4b2
2/ζ1,+=

Ku* Ms
2

2

ζ1
2
3
--- V2/St

2 1–( ) C11 C12– C44+( );=

ζ2
1
3
--- V2/Sl

2 1–( ) C11 2C12 4C44+ +( ),=
and

Sl = , 

St = 

are the longitudinal and transverse velocities of sound.

Equation (4) is biquadratic and has the following
solutions:

(6)

where

(7)

Let us consider the roots of characteristic equation
(4).

(1) Assume that ME interaction is weak. In this case,
there exist two characteristic values of parameter V, V+
and V–. For V > V+, k is purely imaginary. This domain
corresponds to the spectrum of spin waves, and param-
eter V+ is their minimal phase velocity. For V < V–, k is
real and there may exist a solution in the form of a sol-
itary DW; here, V– is the limiting velocity of its station-
ary motion [5].

For Ku < 0 (easy-plane magnet) and |Ku| @ K1, 2,
obtainable solutions follow from the system of equa-
tions [6]

(8)

In the resonance case (θ = π/2) with K2 > 0, a solu-
tion to system (8) is a wave of magnetic moment rever-
sal (kink or antikink) and describes the motion of a 60°
DW between two domains, one of them with M || [ ]

(ϕ0|ξ → –∞ = –π/6) and the other with M || [ ]

(ϕ0|ξ → +∞ = π/6) [6]. If K2 < 0, M || [ ] (ϕ0|ξ → –∞ = 0)

and M || [ ] (ϕ0|ξ → +∞ = π/3).

It should be noted that, both for the general case,
θ ≠ π/2, and for the case θ = π/2, the type of solution
and the DW width (∆0) depend on only the value of K2
and are independent of K1. This is because the first con-
stant of CA does not contribute to the direction anisot-

C11 2C12 4C44/3ρ+ +

C11 C12 C44/3ρ+–

k1 2, V( ) 1±( )
Ms∆0

8Aγ
------------- z+ z–±[ ] ,=
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2
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1
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MsV
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2

3
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1
6
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ropy of M in the (111) plane: such an anisotropy arises
only when the second constant of CA is taken into
account.

In the absence of ME interaction, the DW limiting
velocity (V–) and the spin wave minimal phase velocity
(V+) in garnet ferrites, which are determined by the
material parameters, may exceed the sound velocity in
them. This is due to the fact that, in such materials, Ms

and parameter Ku may be varied in a wide range (from
0 to ≥1.5 × 105 J/m and from –104 to 104 J/m3, respec-
tively [4]).

Estimates of V– for A ≈ 6 × 10–10 J/m2, γ ≈ 3 ×
105 s−1 (A m)–1, Ms ≈ 8 × 102 A/m, and |Ku| ≈ 104 J/m3

[4, 7] (under the condition |Ku| @ K1, 2, which is typical
of a number of epitaxially grown garnet ferrite films)
give V– ≈ 1 × 104 m/s, whereas the longitudinal sound
velocity in ferrites is Sl ≈ 7 × 103 m/s under the same
temperature conditions.

Note that, for Sm3Fe5O12 and Tb3Fe5O12 garnet fer-
rites, K2 may exceed Ku by one order of magnitude (for
instance, in Sm3Fe5O12, K2 = 21 × 104 J/m3 at T = 77 K
[7]). Thus, K2 becomes a key parameter defining the
value of V–, which now comes equal to V– ≈ 2 × 104 m/s
(with the values of parameters A, Ku, Ms, and γ remain-
ing the same). Near the point of magnetic moment com-
pensation, V– may be several times higher than the
value mentioned above. Thus, under certain conditions,
V– may significantly exceed the sound velocity in the
materials considered.

(2) Consider the roots of the characteristic equation
with allowance for ME interaction. In the velocity

interval 0 < V ! Vl, the terms that contain  are much
smaller than K1, 2 and Ku. Then, parameters H1, H2, and
H3 in the expression for V± take the form

(9)

In the interval St ! V < Sl, we have  ! 1 and
Eq. (5) becomes

(10)

ζ2
1–

H1 2 K1 K2/6 3 2b1b2/2ζ1+ +( ),–=

H2 –K1 K2/6 2b1
2 b2

2+( )/ζ1– 2Ku*,–+=

H3 K2/3 4b2
2/ζ1.+=

ζ1
1–

H1 2 K1 K2/6+( ),–=

H2 –K1 K2/6 2Ku* 2B2 B1 B2+( )/3ζ2,––+=

H3 K2/3.=
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The dependence of z± on the stationary motion
velocity is schematically shown in Fig. 1, where

(11)

Here,

(at  @ K1, 2).

The roots of Eq. (4) imply that the magnets consid-
ered may support ME waves of the same type as in
weak ferromagnets (provided that V– > St, l) [8]. These
waves are the following.

(i) A moving DW (MDW) may be observed in the
velocity intervals (see Fig. 1) 0 ≤ V ≤ S3, S2 < V < S5,
and S1 < V < S7; (ii) an ME soliton may observed at S3 <
V < S4, S5 < V < S6, S7 < V < S8, 0 ≤ V ≤ S3, S2 < V < S5,
and S1 < V < S7 (see Fig. 1); (iii) a Cherenkov-type radi-
ating solitary ME wave may be observed at S4 < V < S1,
S6 < V < S0, and S1 < V < St ∪  St < V < S2 (see Fig. 1);
and (iv) a coupled ME wave may be observed at V > S8
(see Fig. 1).

Solutions to system (2) with boundary conditions
(3) can be found from the equations

(12)

S3 S1 O1 h( ), S4– S1 O2 h( ),–= =

S5 S2 O3 h( ), S6+ S0 O4 h( ),–= =
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S0 Sl 1 B2 B1 B2+( )/Ku* C11 2C22 4C44+ +( )–[ ] 1/2
,=

S1 St 1 3 3b2
2 3b1

2–( )/Ku* C11 C12– C44+( )–[ ] 1/2
,=

S2 St 1 18b2
2/K2 C11 C12– C44+( )( )+[=

+ 1 K2 2b2
2 3b1

2–( )/12b2
2Ku*+( ) ]1/2

Ku*

θ π
2
---

1
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-------------

MsV
γ

-----------ϕ'–=

–
2

3
------- K1*

1
6
---K2+ 

  3ϕcos
2b1b2

ζ1
------------- ϕcos– ,

z±

S3 S4 St S2 S5 S6 S0 Sl S7
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V
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Fig. 1. Schematic dependence of z± on the stationary motion
velocity.
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where d1 = 1/∆2; d2 = βb1b2/Aζ1| |; d3 =

(b1b2/| |  – /ζ1)2/A; b =  + K2/6;  =

2γ /Ms; and  = Ku – 2π  – B2(B1 + B2)/3ζ2

and  = K1 + 3b1b2/ ζ1 are the IUA and CA con-
stants, respectively, renormalized with regard to ME
interaction. The prime means differentiation with
respect to new variable ξ, and ∆ appearing in the
expression for coefficient d1,

(13)

specifies the DW effective width.

V2

s̃2
------ 1– 

  ϕ'' = d1 6ϕsin
2
3
---d2 4ϕ d3

d2

3
-----+ 

  2ϕ ,sin–sin–

2 Ku*

Ku* ζ1
2 b2

2 K1* s̃

A Ku* Ku* Ms
2

K1* 2

∆ ∆0 1 β 6K1*/K2 1+( )/ Ku*–[ ] 1/2–
,=

∆/∆0

0

0

St Sl V

Fig. 2. Profiles of solitary waves that may arise in case (i)
for A ≈ 6 × 10–10 J/m, Ms ≈ 8 × 102 A/m, |Ku| ≈ 104 J/m3,

K1 ≈ –105 J/m3, and K2 ≈ 2 × 105 J/m3.

0

ϕ

π/2

–π/2

ξ

1

2

3

Fig. 3. Schematic dependence of the DW width on the DW
stationary motion velocity.
One can see from (13) that the dependence of ∆ on
the stationary motion velocity has singularities in the
regions where the DW moves with velocities close to
S3, S5, and S7. In these regions, the DW structure
changes drastically up to collapse when moving at a
velocity close to velocities St, l (see Fig. 2).

It follows from Eq. (12) that ME interaction essen-
tially complicates the dynamics in the magnet. With
allowance for ME, the dynamics is described with the
triple sin-Gordon equation (unlike case (1)). This is
because of an additional magnetostriction contribution
to energy (1) arising from a potential mismatch
between neighboring domains. This, in turn, imposes
restrictions (in the form of boundary conditions (3)) on
the range of waves that might exist according to the
wide spectrum of solutions to (12).

Considering nonlinear ME waves that may be
observed in the velocity spectrum mentioned above,
one can see that, in the ranges corresponding to case (i)
(Fig. 3, curve 3), there may exist, along with MDWs,
solutions corresponding to ME solitons (Fig. 3;
curves 1, 2). It should be noted that, in contrast to paper
[8], the topology of the MDW-related solution is a mag-
netic inhomogeneity corresponding to a 180° DW with
inflexion points near the metastable axes (which are
easy axes in the absence of ME interaction [6]). Such
waists in the DW structure appear when ME interaction
is taken into account: it generates three coupled 60°
DWs with waists at the sites where solutions are sewed
together.

When ME waves move with velocities close to S3,
S5, or S7 (case (ii)), there arises a solution correspond-
ing to a kink-type soliton. In the ranges close to the
sound velocity, Eq. (12) has (in the dissipation-free
approximation) bifurcation points where solutions sat-
isfying condition (3) disappear.

Investigation of the solutions to the characteristic
equation showed that the velocity spectrum for solitary
ME waves exhibits, as in [8], ME gaps near the sound
velocities that are defined as follows:

near St and

near Sl.

With the values of the ME gaps falling into the
domains indicated, coupled ME waves self-sustained at
infinity occur in the absence of decay [8].

The above relations also imply that parameters K2
and Ku contribute considerably to the value of ME gaps.
If IUA is induced by stress s || [111] applied along the

h1t 3 2b1
2 b2

2+( )/Ku* C11 C12– C44+( ),=

h2t 18b2
2/K2 C11 C12– C44+( )( )=

× 1 K2 2b2
2 3b1

2–( )/12b2
2Ku*+( )

hl B2 B1 B2+( )/Ku* C11 2C22 4C44+ +( )=
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crystallographic direction [111], there appears the pos-
sibility of controlling the parameters of ME gaps.

Similarly to [8], it can be assumed that no ME gaps
will be observed in the velocity spectrum of ME waves
in ferrites under certain conditions if dissipative pro-
cesses in magnetic or elastic subsystems are taken into
account. However, the stationary motion velocity-ver-
sus-external magnetic field curve may exhibit anoma-
lies.

Thus, our investigation demonstrates that allowance
for ME interaction makes the description of the dynam-
ics in magnets more involved. In this case, analysis of
the realizable types of ME waves reduces to studying
solutions to the triple sin-Gordon equation with bound-
ary conditions that narrow the spectrum of solutions.

Unlike the topology of waves that may arise in easy-
plane magnets [8] (for instance, a 180° DW), the topol-
ogy of a 180° DW in materials with a more complicated
symmetry may exhibit anomalies (waists). Along with
a solution like a moving DW, soliton-like solutions may
appear for which equilibrium magnetization vector M is

M || [ ] (ϕ0|ζ → ∞ = π/2) and M || [ ] (ϕ0|ζ → –∞ =
−π/2).

From the analysis of the asymptotic behavior of the
solutions to the system of equations describing the ME
dynamics in the magnets, it follows that the limiting
velocity of DW stationary motion may be comparable
to, or even exceed (for example, at the point of mag-

110 110
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netic moment compensation), the well-known values
[4] for such materials.
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Abstract—The diffusion and solubility of helium in palladium with a submicrocrystalline structure are inves-
tigated by thermal desorption of helium from He-saturated specimens at temperatures T = 293–508 K and sat-
uration pressures P = 0.1–35 MPa. As the saturation pressure rises, the effective diffusion coefficient increases,
exhibits a plateau, and then decreases to its initial value. Along with the four plateaus discovered earlier, the
solubility versus saturation pressure dependence in the range 25.5–35.0 MPa demonstrates a fifth plateau,
where the solubility is as high as (3.0 ± 0.4) × 1017 cm–3. It is shown that the helium diffuses along grain bound-
aries, at which clusters (traps) consisting of eight to ten vacancies are localized, and dissolves in these clusters.
The high value of Ceff in the fifth plateau is explained by pairwise merging of adjacent vacancy clusters. From
the Deff(P) dependences, the vacancy clusters concentration is estimated as C* = 2.32 × 1016 cm–3. Within the
experimental error, this value coincides with that obtained from the solubility data. Calculations of the energy
of helium–defect interaction in submicrocrystalline Pd that are made using the molecular dynamics method
support the experimental results. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Interaction of helium with defects in metals is a
decisive factor causing helium embrittlement. How-
ever, little is known about how defects influence the
solubility and diffusion of helium in metals, since this
problem poses significant experimental and theoretical
difficulties. Grain-boundary diffusion and solubility are
the hardest to analyze in this case.

It was shown [1, 2] that, in submicrocrystalline pal-
ladium, boundaries and vacancy clusters assist helium
dissolution and diffusion. In those works, the parame-
ters of helium transfer and the concentration of defects,
such as vacancy clusters, in submicrocrystalline palla-
dium were determined at low temperatures and satura-
tion pressures.

Of interest is computer simulation of helium trans-
fer mechanisms and the structure of defects in SMC
palladium specimens in a range of saturation pressures
wider than that considered in [1, 2].

EXPERIMENTAL AND SIMULATION 
TECHNIQUES

In this work, the diffusion and solubility of helium
was studied on the same palladium specimens as in [1–
3]. The specimens had the form of a disk with surface
area S = (1.25 ± 0.1) cm2, mass m = (90.9 ± 0.1) mg,
and thickness h = (6.1 ± 0.3) × 10–3 cm. The examina-
tion of the specimen by digital optical microscopy
showed that it consists of grains with an average size of
(3 ± 2) µm. The size of constituent subgrains, which
1063-7842/05/5008- $26.00 1026
arise from severe plastic deformation during specimen
preparation, equaled 150 nm, as determined earlier by
transmission electron microscopy [4].

The grain average size remains unchanged upon
annealing at temperatures of up to 1300 K, whereas the
subgrains grow to 1 µm or more even upon annealing at
553 K [4].

The solubility of helium in palladium was studied
by thermal desorption of the gas with the setup
described in [1]. The specimen was saturated by helium
in a helium environment (saturation chamber) at a
given temperature and pressure and then was placed
into the measuring chamber. The ranges of saturation
temperatures and pressures were, respectively, T =
293–508 K and P = 0.1–35.0 MPa. The solubility mea-
surements were taken until the specimen was fully
degassed. The error in solubility determination was no
more than 10%. The effective diffusion coefficients
were obtained from the time variation of the helium
desorption flux from the specimen to a vacuum at the
temperature equal to the saturation temperature. The
effective diffusion coefficients were determined accu-
rate to 15%.

The energies of helium interaction with defects in
the submicrocrystalline palladium were calculated by
the molecular dynamics method. To determine the
energy of helium dissolution in a defect, we used the
following procedure [3]. Prior to simulation, we set the
initial configuration of the system (a defect of appropri-
ate structure with dissolved helium atoms inside). The
particles of the system were assigned randomly
directed momenta so that the temperature of the system
© 2005 Pleiades Publishing, Inc.
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was equal to a given initial temperature of simulation
(100 K). Then, simulation with a necessary number of
steps was performed under the condition of continuous
cooling. During cooling, lattice relaxation near the
defect takes place and helium atoms in the defect are
rearranged so that the dissolution energy is minimal.
The simulation time was taken such that the tempera-
ture of the system decreased to a value at which the
thermal contribution to the total energy of the system
becomes negligible. In our case, a total of 5000 time
steps were used and the temperature of the system at the
end of simulation was lowered to ~3 × 10–9 K. The total
energy of the system was determined by averaging over
the last 500 steps.

The total energy of the system with a defect free of
helium, E0, was calculated by averaging over the full
simulation time. The total energy of the system with a
defect occupied by a desired number of helium atoms,
E, was calculated in a similar way. The dissolution
energy is equal to the difference between the total
potential energies of the system with the defect occu-
pied and unoccupied by helium at absolute zero,

(1)

In the simulation, we used periodic boundary condi-
tions for a cubic crystal with eight fcc palladium lattice
spacings on an edge (lattice spacing a0 = 0.388 nm, the
number of particles in an ideal crystallite is 2048). Inte-
gration of the equations of motion for the system con-
sisting of N particles was performed by the Euler
method with a half-step,

(2)

Here, ∆t = 5 × 10–15 s is the time step of integration;

(t) are the coordinates of the particles; (t) = (t)
are the momenta of the particles; mj are the masses of
the particles; superscripts i = 1, 2, 3 refer to the vector
components; subscripts j = 1, …, N are the numbers of
the particles; and ϕ(rjk) is the interaction potential for a
pair of particles separated by distance rjk = |rj – rk|.

The Lenard–Jones pair central interaction potential
of type (n–m) for the Pd–Pd system was taken from
[5, 6] with parameters ε = 0.41 eV, n = 10, m = 5.5, and
rm = 0.2824 nm. For the He–He pair, we used the (6–12)
Lenard-Jones potential with parameters ε = 8.815 ×
10−4 eV and σ = 0.2556 nm [7].

The potential for the Pd–He pair was taken from [8].
The source potential [8] had only the repulsive compo-
nent. Therefore, to simulate the energy of helium atom
adsorption on the surface of a vacancy cluster, we mod-
ified this potential by adding dispersion interaction in

Ed E E0.–=

r j
i t ∆t+( ) r j

i t( ) ∆tv j
i t ∆t/2+( )+=

v j
t t ∆t/2+( ) v j
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the form of the Buckingham HFD1 potential [9], which
takes into account fading of dispersion interaction at
small distances,

(3)

where A = 214 898 eV, β = 4.154 × 1010 m–1, C6 = 8.73 ×
10–6 eV nm6, and rm = 0.5 nm.

The validity of the chosen attractive component of
the potential was checked by comparing the binding
energy of a helium atom with the metal surface ((111)
plane) with the results of density functional calcula-
tions in terms of the jelly model. Since relevant data for
the He–Pd system are lacking, we used the data for the
He–Au system. The binding energy of a helium atom
with the gold surface is Eb = –8 meV [10]. The selection
of the potential for the Pd–He system is justified in [3],
where four potentials for the Pd–He system obtained by
different methods are compared.

RESULTS AND DISCUSSION

Earlier, it was shown [1] that the flux of the helium
desorbed from the submicrocrystalline palladium spec-
imen can be described by the effective diffusion coeffi-
cient; therefore, analysis was performed in the approx-
imation of effective transport coefficients.

Figure 1 demonstrates the solubility isotherms
Ceff(P) (together with the data taken from [2]) for tem-
peratures of 403, 433, and 508 K (the other isotherms
are omitted to make the figure more illustrative). All the
isotherms have clear-cut steps with extended plateaus.
The effective solubility in the plateaus with the same
number coincide within the error of Ceff measurement

ϕPd–He r( ) A βr–( )exp
C6

r6
------ 1.28

rm

r
----- 1– 

 
2

–
 
 
 

,exp–=

1

0 5

Ceff, 1017 cm–3

P, MPa
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2

3

a

1
2
3

Fig. 1. Helium solubility in the submicrocrystalline palla-
dium vs. saturation pressure. T = (1) 403, (2) 433, and
(3) 508 K. Solid lines, approximation. (a) Solubility data
for the first four steps [2].



1028 ZHIGANOV, KUPRYAZHKIN
in all the isotherms. From the first to fourth plateau, the
solubility varies in the ratio 1 : 2 : 3 : 4, as shown in [2].
The solubility ratio between the fourth and fifth pla-
teaus is 1 : 3. Such an anomalous increase in the solu-
bility at high saturation pressures after the fourth pla-
teau was observed for all the isotherms.

Figure 2 plots the pressure dependences of effective
diffusion coefficient Deff(P) at temperatures of 387,
403, 433, and 483 K (for convenience, the pressure
range here is narrower than in Fig. 1). The curves
Deff(P) can be subdivided into three portions (see, for

1.0

0 2

Deff, 10–9 cm2/s

P, MPa
4 6 8

2.0

4.0

a
I

2
3

0.5

1.5

2.5
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II III

4
5
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~~

Fig. 2. Effective diffusion coefficient of helium in the sub-
microcrystalline palladium vs. saturation pressure. T =
(1) 387, (2) 403, (3) 433, and (4) 483 K; curve 5 is the fitting
curve. I, II, III are portions of curve 2 (T = 403 K).
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Fig. 3. Temperature dependence of the effective diffusion
coefficient. (1) Portion I (low saturation pressures), (2) por-
tion II (plateau of the curve Deff(P)), (3) portion III (the
postplateau region, high saturation pressures), and
(4) approximation.
example, curve 2 taken at T = 403 K, where these por-
tions are the most distinct). In portion I, corresponding
to low saturation pressures (P = 0–0.03 MPa), the effec-
tive diffusion coefficient is pressure-independent
within the measurement error (see, e.g., curve 3). Por-
tion II appears with increasing saturation pressure:
here, Deff first grows with saturation pressure and then
remains constant (plateau). In portion III, Deff(P) starts
decreasing as the pressure rises and decreases to a value
close to Deff in portion I. Subsequently, Deff remains
unchanged up to the end of the pressure range (P = 10–
35 MPa).

Comparing the pressure dependences of the effec-
tive diffusion coefficient and effective solubility shows
that the first portion in the isotherms Deff(P) corre-
sponds to the initial ascending (linear) portion of the
first stage in the corresponding curves Ceff(P) at all tem-
peratures (at temperatures exceeding 400 K, this por-
tion is hardly discernible). The beginning of the first
plateau in the curve Ceff(P) and the plateau itself corre-
spond to portion II in the curve Deff(P), where Deff
grows with saturation pressure. At low temperatures
(387 and 403 K), the end of the plateau in the curve
Deff(P) correlates with the initial pressure of the third
stage. At high temperatures (433, 483, and 508 K), this
plateau is terminated at the initial pressure of the sec-
ond step. The beginning of portion III in the curve
Deff(P) (the decrease in Deff with increasing P) corre-
sponds to the linear portion of the third (at 387 and
403 K) or second (at 433, 483, and 503 K) stages in the
effective solubility isotherms.

Figure 3 presents the temperature dependences of
Deff for portions I–III in the Deff(P) dependence (Fig. 1).
The value of Deff in the respective portion was obtained
by averaging constant values of Deff, Deff(P) = const. All
the Deff(T) dependences consist of two portions (Fig. 3),
either obeying the Arrhenius law Deff =

D0effexp(− /kT). Activation energies  and preex-
ponentials D0eff obtained from the curves Deff(T) are
given in Table 1.

To elucidate the mechanism of diffusion, it is neces-
sary to correlate the experimental energies of helium

dissolution in the specimen, , Table 3) with the
dissolution energy of a helium atom occupying various
positions in the polycrystalline Pd. The dissolution
energy estimated by the molecular dynamics method
with potential (3) for the He–Pd pair was found to be

 = 3.17 eV for helium in an interstitial,  = 0.25 eV

for helium in a vacancy, and  = 0.87 eV for helium
at a dislocation. Accurate to potential setting, these val-

ues coincide with the data from [8] (  = 3.68 eV,

 = 0.52 eV). This allows us to exclude interstitials,
vacancies, dislocations, and subgrain boundaries as
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centers of dissolution. Such a conclusion is also sub-
stantiated by the fact that the growth of subgrains at
annealing [4] does not influence the solubility value
corresponding to the plateaus. Thus, one can argue that
diffusion along large-angle grain boundaries is the
dominating mechanism of helium transfer in the Pd
polycrystal. The low values of D0eff and activation

energy of diffusion, , are consistent with this infer-
ence about the diffusion mechanism.

The run of the effective diffusion coefficient with
saturation pressure (Fig. 2, portions I and II) indicates
that diffusion follows the trapping mechanism [2],
helium atoms being trapped by vacancy clusters local-
ized at grain boundaries and at joints between grain
boundaries. It is seen in Fig. 3 that the mechanism of
helium diffusion in the specimen changes at a tempera-
ture of ≅ 400 K. It can be assumed that the helium is
transferred along grain boundaries via diffusion of
vacancies (true grain-boundary diffusion) and divacan-
cies.

Thus, according to the experimental data (Fig. 3),
low-temperature (T ≤ 403 K) helium transfer in the
specimen is of a low activation energy (Table 1) and
may follow two mechanisms simultaneously (diffusion
along grain boundaries and grain-boundary divacan-
cies) with vacancy clusters serving as traps. At temper-
atures above 403 K, grain-boundary divacancies may
dissociate. Accordingly, diffusion by divacancies
ceases, the effective activation energy of diffusion
increases, and the trap parameters change (the clusters
become smaller at the same temperatures [2]).

To analyze the high-temperature (433–508 K)
behavior of the curve Deff(P, T), it is assumed that the
traps (vacancy clusters) are randomly filled with helium
atoms. Then, in the local equilibrium approximation,
we can write the expression for Deff, using the approach
adopted in [11–13], in the form

(4)

where Dgb = D0gbexp(– /kT) is the coefficient of

grain-boundary diffusion,  is the density of traps
(vacancy clusters), Ceff is the solubility of helium in the
specimen, Bc is the binding energy of a diffusing atom
in a vacancy cluster relative to grain-boundary posi-
tions of dissolution, and kc is a factor slightly varying
with temperature.

In view of the fact that dissolution proceeds prima-
rily in vacancy clusters, which serve as traps, the mech-
anism of the high-temperature behavior of Deff(P),
according to (4), seems to be the following. At a low fill
of traps, Ceff !  (portion I of the curves Deff(P) in
Fig. 2, the linear portion of the first stage of the curves

Eeff
D

Deff

Dgb

1 Cc* Ceff–( )2 kc

Cc*
------- Bc/kT( )exp+

---------------------------------------------------------------------------,≅

Egb
D

Cc*

Cc*
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Ceff(P) in Fig. 1a [2, 3]), the diffusion coefficient
depends on the trap parameters (see (4)) and does not
depend on the fill of traps (saturation pressure). In this
case, expression (4) coincides with that obtained in
[12, 13] for the case of a low fill. As the traps are filled,
Ceff ≈ , the curves Ceff(P) (Fig. 1) and Deff(P)
(Fig. 2) exhibit a plateau. The plateaus in the curves
Deff(P) are related to smoothing out of the potential
relief as vacancy clusters are filled with helium
(Fig. 4b).

On a further increase in the saturation pressure, one
more helium atom may dissolve in the trap (the linear
portion of the second stage of the curves Ceff(P) in
Fig. 1a [2, 3]). Accordingly, Deff declines (Fig. 2, por-
tion III), because a larger number of helium atoms in a
cluster may create a potential barrier in the path of dif-
fusion. This barrier may be either overcome or by-

Cc*

Table 1.  Parameters appearing in the dependence of the
effective diffusion coefficient of helium in palladium on des-
orption temperature

Portion
of curve
Deff(P)

T, K D0, cm2/s ED, eV

I 293–403  × 10–9 0.0036 ± 0.0015

403–508  × 10–6 0.31 ± 0.02

II 293–403  × 10–9 0.047 ± 0.002

403–508  × 10–6 0.25 ± 0.02

III 293–403  × 10–9 0.011 ± 0.002

403–508  × 10–6 0.28 ± 0.02

0.98 0.9–
+1.1( )

8.3 3.7–
+6.8( )

8.2 0.6–
+0.6( )

2.3 0.4–
+0.7( )

1.69 0.13–
+0.14( )

8.3 3.7–
+6.8( )

(a)

(b)

(c)

Fig. 4. Potential relief for a helium atom diffusing in poly-
crystalline palladium. (a) Low saturation pressures (a low
fill of traps), (b) complete fill of traps, and (c) fill of traps at
high saturation pressures (emergence of traps of a new
type).
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passed along alternative diffusion paths (Fig. 4c). As
the traps are filled with helium atoms, the effective
helium solubility eventually exceeds the concentration

of vacancy clusters, Ceff ≥ . The current concentra-
tion of traps of a new type (vacancy clusters that have
transformed into barriers due to the dissolution of an

extra helium atom) can be denoted as Cc2 = Ceff – .

According to (4), at 2  ≥ Ceff ≥  (the second stage
of dissolution), the trapping mechanism switches to

Cc*

Cc*

Cc* Cc*
traps of the new type and we again are dealing with
only one type of traps.

One can assume that the parameters of the new traps
differ from those of the former; namely, Bc should be
replaced by Bc2 (the barrier height for a diffusing atom
relative to grain-boundary positions of dissolution) and
kc should be replaced by kc2 (a coefficient weakly vary-
ing with temperature). Then, since vacancy clusters are
filled independently (in terms of the dissolution model),
the high-temperature behavior of Deff(P, T) can be
expressed, using (4), in the form
(5)Deff

D0gb Egb
D /kT–( )exp

1 Cc* Ceff–( )2 kc

Cc*
------- Bc/kT( )θ P0 P–( )exp Cc2

2 kc2

Cc*
------- Bc2/kT( )θ P P0–( )exp+ +

---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------.=
Here, P is the saturation pressure, P0 is the boundary
between portions II and III, Cc2 = Ceff –  is the con-
centration of new traps, and

Note that the low-temperature decline in Deff (the
beginning of portion III in the curve Deff(P), Fig. 2) cor-
responds to the beginning of the third stage, whereas
the high-temperature decline corresponds to the begin-
ning of the second stage of the curve Ceff(P) (Fig. 1a)
[2, 3]. This can be associated with the fact that, at tem-
peratures above 403 K, vacancies are detached from
vacancy clusters, where dissolution occurs, and the
energy of helium dissolution in these clusters rises [2].

Thus, at low temperatures, the volume of clusters is
large and can readily accommodate two helium atoms
without producing a potential barrier in the path of a
helium atom diffusing along grain boundaries. At high
temperatures, vacancies being detached diminish the
cluster’s volume and only one helium atom can be
placed in a cluster. In this case, adding the second
helium atom creates a potential barrier, which is consis-
tent with the model of helium dissolution in palladium
put forward in [2]. Portion III in the curve Deff(P) taken
at temperatures above 403 K corresponds to the disso-
lution of the second atom in a vacancy cluster (second
stage), whereas at temperatures below 403 K this por-
tion corresponds to the dissolution of the third atom in
a vacancy cluster (the third stage of the curve Ceff(P),
Fig. 1a) [2, 3].

The parameters of grain-boundary diffusion, D0gb

and , and those of traps, Bc, Bc2, kc, and kc2, were
estimated using the experimental data for the diffusion
and solubility of helium at high temperatures (T = 403,
483, and 508 K). Such estimates can be made in the

Cc*

θ x( )
0, x 0≤
1, x 0.>




=

Egb
D

limiting cases (negligibly low and complete filling of
vacancy clusters with helium) of expression (4), which
describes the high-temperature behavior of Deff(T)
(Fig. 3). The estimates are given in Table 2. In the cal-
culations, the concentration of vacancy clusters was
taken to be  = (2.3 ± 0.3) × 1016 cm–3, as follows
from the solubility data obtained in [2].

Since the parameters mentioned above were deter-
mined from the curve Deff(T) in the limiting cases (com-
plete or negligibly low filling), it is of interest to evalu-
ate them using a more general dependence of Deff on
temperature and saturation pressure. Expression (5)
describes only the high-temperature behavior of
Deff(P, T) (T = 403, 483, and 508 K) in the range of sat-
uration pressures from zero to the value corresponding
to the beginning of the third stage (40 data points) in the
curves Ceff(P). In (5), the concentration of vacancy
clusters, , remains an unknown parameter. The dif-
fusion parameters and parameters of defects obtained
by minimizing the discrepancy between calculated val-
ues and data points are presented in Table 2. The depen-
dence of Deff with the parameters obtained by minimi-
zation of expression (5) gives a good fit to the experi-
mental data, reproducing the observed nonmonotonic
behavior of Deff(P, T).

Grain-boundary diffusion parameters D0gb and 
found by different methods coincide within the pro-
cessing error, indicating that this model adequately
describes helium diffusion in the specimen. Binding
energies Bc in the traps determined by various process-
ing techniques are also in nice agreement. The differ-
ence in the values of the parameters of new traps (kc2
and Bc2) can be explained by sparse data points for the
Deff(T) curves. The value of  obtained independently
from diffusion experiments (see (5)) is in good agree-
ment with the concentration of vacancy clusters, C* =

Cc*

Cc*

Egb
D

Cc*
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(2.3 ± 0.3) × 1016 cm–3, that was found from measure-
ments of solubility Ceff [2].

Analysis of the low-temperature (293–403 K)
behavior of Deff(T) needs additional experimental and
theoretical data. A greater insight into switching of the
diffusion mechanisms also calls for further investiga-
tion, specifically, simulation of grain-boundary diffu-
sion of helium in palladium.

SOLUBILITY OF HELIUM AT HIGH 
SATURATION PRESSURES

According to the earlier model [1, 2], helium in
polycrystalline palladium dissolves in vacancy clusters
localized at grain boundaries. The presence of the
stages (steps), as well as the fact that the heights of pla-
teaus of the first four steps vary in the ratio 1 : 2 : 3 : 4
(within the experimental error), is explained by succes-
sive and independent filling of vacancy clusters with
helium atoms in amounts from one to four. In terms of
this model, other positions of dissolution were assumed
to contribute negligibly (within the error of solubility
determination) to the effective solubility.

The above hypothesis for the dissolution mecha-
nism was supported by simulating the dissolution of 1–
4 helium atoms in clusters consisting of 8–12 vacancies
(the simulation was carried out by the molecular
dynamics method) [3]. The calculated energies of dis-

solution of i helium atoms,  (i = 1–4), in a cluster of
nine to ten vacancies are in good agreement with exper-

imental values , where the energies of dissolu-
tion for the first and the second stages correspond to the
low-temperature part of the curve Ceff(T) (Table 3).

As the saturation pressure increases, an anomalous
rise in the solubility is observed (the fifth stage).
Throughout the temperature range studied (T = 293–
508 K), the temperature dependence of the solubility
for the fifth stage obtained from its linear portion (see
[2]) is described by the formula

(6)

Preexponential C05 is equal to ( ) × 1015 cm–3.
According to the dissolution model proposed, the
energy of dissolution of helium atoms at the fifth stage
of the curve Ceff(P) corresponds to dissolution of eight
more helium atoms in a vacancy cluster where four
helium atoms have already dissolved. This energy is

equal to  = (1.3 ± 1.6) × 10–3 eV. Energy 
is seen to be considerably lower than the energy of dis-
solution of the fourth helium atom in the vacancy clus-

ter,  = (0.070 ± 0.007) × 10–3 eV (Table 3). This
leads us to conclude that, at high saturation pressures,
the mechanism of helium dissolution in a vacancy clus-

Ei
d

Ei
d exp( )

Ceff T( ) C05 E5
d/kT–( ).exp=

5.37 2.2–
+2.1

E5
d exp( ) E5

d exp( )

E4
d exp( )
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ter changes, resulting in an anomalous increase in the
solubility at nearly zero dissolution energy.

The anomalous increase in the solubility upon tran-
sition from the fourth to fifth plateau can be explained
by association of adjacent vacancy clusters at grain
boundary as the specimen is saturated by helium at high
pressures (≈30 MPa). Such an association reduces the
dissolution energy, which may raise the solubility by a
factor of 2–3 under the same saturation conditions.

Table 2.  Comparison of the parameters appearing in the
effective diffusion coefficient of helium in palladium in the
temperature interval 433–508 K

Parameter
Processing of experimental 

curves Deff(T) (Fig. 3),
formula (4)

Fitting of the 
parameters in 

formula (5) for 
Deff(T, P)

, cm–3 (2.3 ± 0.3) × 1016* 2.32 × 1016

D0gb, cm2/s Ceff ≈  × 10–6 2.24 × 10–6

, eV 0.25 ± 0.02 0.251

kc, cm3 Ceff ! 1.60 × 10–19 0.259 × 10–19

Bc, eV 0.168 0.251

kc2, cm3 Ceff ≈ 2 3.55 × 10–20 1.79 × 10–17

Bc2, eV 0.228 0.0180

* From the solubility data obtained in [2].

Cc*

Cc* 2.3 0.4–
+0.7( )

Egb
D

Cc*

Cc*

(a)

(b)

1

Fig. 5. Vacancy clusters in palladium ((111) plane): (a) clus-
ter consisting of nine vacancies; (b) cluster consisting of 18
vacancies (an association of two clusters either consisting of
nine vacancies. (1) Vacancy.
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Table 3.  Calculated and experimental values of the energy of helium atom dissolution in a vacancy cluster of nine vacancies
(Fig. 5a)

Number of helium 
atoms in cluster ∆T, K Cluster size

(number of vacancies) , eV , eV

1 273–400 9 –0.02593 –0.028 ± 0.005

400–508 7* +0.15220 +0.086 ± 0.009

2 293–430 9 –0.01300 –0.010 ± 0.003

430–508 7* +0.15540 +0.077 ± 0.009

3 293–508 9 +0.01448 +0.050 ± 0.006

4 293–508 9 +0.05208 +0.070 ± 0.07

12** 293–508 9** –0.01625 (1.3 ± 1.6) × 10–3

  * Dissolution of one or two helium atoms in a cluster from which a divacancy was removed.
** Dissolution of 24 helium atoms in a cluster consisting of 18 vacancies (Fig. 5b).

Ei
d Ei

d exp( )
Upon helium desorption from the specimen, the associ-
ation forces disappear, the associates (clusters) decom-
pose, and the capacity of dissolution sites is recovered,
providing the reproducibility of lower pressure results.

To check the proposed mechanism of anomalous
increase of solubility at high pressures, we performed
molecular dynamic simulation of helium dissolution in
nearby but unassociated clusters consisting of nine
vacancies (Fig. 5a), as well as for associated clusters
(Fig. 5b).

In order to determine the energy of helium dissolu-
tion at the fifth stage of the curve Ceff(P), the process
was simulated for two clusters consisting of nine vacan-
cies, either containing four dissolved helium atoms, and
for a combined cluster consisting of 18 vacancies, in
which 24 helium atoms were dissolved (Fig. 5b). The
energy of formation of the combined cluster was also
evaluated.

The results obtained were the following: the energy
of association of the two vacancy clusters is –3.276 eV
and the energy of dissolution of 16 extra helium atoms
(a total of 24 helium atoms dissolved) in the combined
cluster consisting of 18 vacancies is –0.0325 eV (with
regard to the association energy for the two initial
vacancy clusters).

The energy of dissolution of extra helium atoms cal-

culated per initial cluster is equal to  = −0.016 eV
(Table 3, last row). This means that the suggested
mechanism of anomalous increase of helium solubility
at high saturation pressures can be used for description
of experimental data.

CONCLUSIONS

In this paper, we studied the diffusion and solubility
of helium in submicrocrystalline palladium at tempera-

E5
d

tures T = 293–508 K and saturation pressures P = 0.1–
35.0 MPa. As the saturation pressure increases, the
helium solubility anomalously increases and the effec-
tive diffusion coefficient of helium first grows, exhibits
a plateau, and then decreases to the initial value. Simu-
lation of helium dissolution in submicrocrystalline pal-
ladium and phenomenological analysis of the high-
temperature behavior of Deff(P, T) indicate that the
helium dissolves in clusters consisting of eight to ten
vacancies, which are localized at grain boundaries,
whereas diffusion is accomplished via helium transfer
along grain boundaries, where vacancy clusters serve as
traps. At low pressures, traps are empty clusters of eight
to ten vacancies; at high saturation pressures, helium-
filled vacancy clusters. The anomalous increase in the
solubility, which is observed at saturation pressures of
25–35 MPa, is due to reversible pairwise association of
adjacent vacancy clusters at grain boundaries when the
specimen becomes saturated by helium at high pres-
sures.

The mechanism of low-temperature diffusion
invites further investigation.
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Abstract—The effects of temperature anomalies in materials subjected to the action of shock waves are stud-
ied. The spall failure of aluminum single crystals and polycrystals at various temperatures was experimentally
studied in [1]. An analysis of the experimental data for polycrystalline aluminum shows that the breaking
strength only weakly changes with temperature when it increases from room temperature to 90% of the melting
temperature and, then, drops sharply to zero with a further increase in the temperature. For aluminum single
crystals, the effect of anomalously high temperatures was experimentally detected; i.e., their strength remained
high in the state where melting was expected during tension. The criterion of incubation time of failure is used
to obtain an analytical expression for the temperature dependence of the spall strength of the materials. A new
melting criterion, which relates the instant of a phase transition to the melting incubation period, is introduced.
This criterion allows one to naturally explain the effect of anomalously high melting temperatures detected dur-
ing the pulsed action. © 2005 Pleiades Publishing, Inc.
TEMPERATURE DEPENDENCE OF SPALL 
STRENGTH

The temperature dependence of the spall strength of
materials can be obtained using the incubation time cri-
terion [2–4]. This criterion is based on the principles of
structural macromechanics of fracture and the concept
of incubation time of failure, which is related to the
dynamics of a relaxation process that prepares fracture.
With this criterion, one can calculate the effects of
unstable behavior of dynamic strength characteristics,
which are observed in experiments on fracture of sol-
ids. The time dependence of strength detected under
spalling conditions is a typical example of the complex
behavior of the dynamic strength of solids.

In the case of spall failure, the incubation time crite-
rion has the form

(1)

where σ(t) is the time dependence of the local stress at
the site of rupture; σC is the static strength; and τ is the
incubation time of failure, which can be temperature-
dependent.

In [1], measurements were performed when samples
were subjected to plane shock waves created in the
samples by an impact with an aluminum plate, and the
thickness ratio of the flyer plate and a sample ensured a
near-triangular wave profile. The problem of the reflec-

σ t'( ) t'd

t τ–

t

∫ σCτ ,≤
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tion of a triangular compressive-stress pulse from the
free end of a semi-infinite rod was considered in [2].
The x axis was assumed to be directed along the rod that
was located to the right of zero (x > 0). The incident
pulse was written in the form

Here, P is the pulse amplitude, ti is the pulse duration,
H(t) is the Heaviside function, and c is the maximum
wave velocity. The stress profile reflected by the free
end was

The total stress was written as σ = σ– + σ+. Then, to
determine the breaking amplitude, we applied struc-
ture–time criterion (1). We analyzed threshold pulses,
i.e., breaking pulses of a given duration and the mini-
mum amplitude. At a pulse duration ti, the minimum
breaking amplitude P∗  was calculated from the condi-
tion

(2)

As a result, we obtained equations to describe the
time dependence of strength over the entire loading-

σ– P 1 ct x+
cti

-------------– 
  H ct x+( ) H ct x cti–+( )–[ ] .–=

σ+ +P 1 ct x+
cti

-------------– 
  H ct x–( ) H ct x– cti–( )–[ ] .=

maxI σC, I
1
τ
--- σ t'( ) t'.d

t τ–

t

∫= =
© 2005 Pleiades Publishing, Inc.
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time range by making allowance for the incubation time
of failure:

(3)

The authors of [5] derived an analytical expression
for the temperature dependence of the incubation time
of fracture and showed that this incubation time can be
expressed through a constant τ0, which is equal to the
period of atomic stretching vibrations. Taking this
result into account, we propose to consider the temper-
ature dependence of the incubation time of failure as

(4)

where k = 1.3807 × 10–23 J/K is the Boltzmann constant,
T is the temperature, and τ0 = 10–13 s is the period of
atomic stretching vibrations in a solid (the period of
“elementary fluctuation”).

As is known, kT is the energy of the vibrational
degree of freedom in the equilibrium state. This energy
is required to break an elementary bond, namely, an
interatomic bond. The quantity G should be interpreted
as an elementary energy portion required for destroying
a structure cell. 

We will obtain an expression for spall strength if the
incubation time of failure τ in Eq. (3) for the time
dependence of strength is assumed to depend on tem-
perature T according to law (4). This result can be
applied to analyze the experimental data of [1]. In
experiments [1], samples were subjected to a triangular
pulse and the pulse duration ti was the same (0.12 µs)
for all test temperatures. The tests were performed in
the temperature range from 15 to 650°C, which is only
10°C lower than the melting temperature. For each
material, we fit the elementary cell fracture energy G to
the experimental threshold amplitude obtained at the
minimum test temperature (15°C) [1]. Then, using
Eq. (4), we automatically obtain the corresponding
incubation time of failure for each material. The table
gives the experimental threshold amplitudes at 15°C,
the corresponding elementary fracture energies G cal-
culated by Eq. (4), the incubation times of failure, and
the static strength used in the calculations for both
materials.

The temperature dependences of the spall strength
calculated by Eqs. (3) with regard for Eq. (4) for alumi-
num single crystals and polycrystals are given in the
figure; symbols demonstrate experimental data. The
experimental data have a significant scatter; generally
speaking, this is characteristic of such measurements
with a high spatial resolution (the measurements were
carried out interferometrically). More exact agreement

P*

2σCτ T( )
ti

---------------------, ti τ T( )≤

σC

1 τ T( )
2ti

-----------–
--------------------, ti τ T( ).≥









=

τ τ 0
G
kT
------,=
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between the calculated and experimental values can be
reached as experimental data are accumulated and as
the experimental techniques and calculation procedures
are refined.

Note that the incubation time of failure for polycrys-
talline aluminum at room temperature (0.75 µs) coin-
cides with the value obtained in [5] for the experimental
data of [6]. Bellendir [6] experimentally studied the
brittle fracture of solids in a tensile-stress wave using
plane collisions between a flyer plate and a target plate.
Thus, the experiment performed in [1] for polycrystal-
line aluminum at room temperature agrees well with
the classic experiments carried out at the Ioffe Physi-
cotechnical Institute, and it can be described using the
incubation time theory.

EFFECT OF ANOMALOUS 
TEMPERATURES

When sufficiently high stresses are accumulated in a
material, it begins to melt at temperatures that are lower
than the melting temperature of the material at zero
pressure. To estimate the tensile stresses at which melt-

Table

P∗ (15°C),
 MPa G, Y σC, MPa τ, µs

Polycrystalline 
aluminum

1240 2.97 × 10–14 100 0.75

Single-crystal 
aluminum

2400 0.5727 × 10–14 1000 0.15

3000

0 100

P, MPa

T, °C

2500

2000

1500

1000

500

200 300 400 500 600

1

2
3

4

5 6

Temperature dependence of the breaking threshold ampli-
tude of a 0.12-µs pulse for aluminum single crystals ((1)
experimental data of [1], (3) calculation by Eq. (3)) and alu-
minum polycrystals ((2) experimental data of [1], (4) calcu-
lation by Eq. (3)). The tensile stresses corresponding to the
onset of melting are calculated by (5) classic criterion (11)
and (6) Eq. (10) at τm = 0.7 µs.
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ing begins, the authors of [1] considered the condition
for the intersection of the melting curve of a solid in the
form

(5)

where V is the volume, p is the pressure, and T is the
temperature, and the isentrope of expansion of a solid,
whose linearized equation of state is

(6)

where T0 is the initial test temperature (at p = 0), Tm0 is
the melting temperature at zero pressure, and S is the
entropy.

We performed simple transformations: we multi-
plied both sides of Eq. (6) by p and transposed V(Tm0)
from the right-hand side of Eq. (7) to its left-hand side.
Then, we used the approximate formula

By equating the right-hand sides of the transformed
equations, we obtain the desired relationship between
temperature and pressure, which corresponds to a first-
order phase transition:

(7)

where α = 1/V(∂V/∂T)p = 0 = 1.12 × 10–4 K–1 is the vol-
ume thermal expansion coefficient; KT = –V(∂p/∂V)T =
56.7 GPa and KS = –V(∂p/∂V)S = 71.1 GPa are the iso-
thermal and isentropic bulk moduli, respectively; and
Tm0 = 933.2 K.

This dependence corresponds to a rather smooth
(quasi-static) action and implies that melting is consid-
ered as an instantaneous process.

We express pressure in terms of temperature in
Eq. (7) using the experimental value dTm/dp = 64.1 ×
10–3 K/MPa borrowed from [7] and take into account
the fact that tensile stresses correspond to a negative
pressure. Then, we obtain

(8)

In [1], the tensile stresses initiating melting of a
material were estimated with this expression. For poly-
crystalline aluminum, the experimental data are con-
centrated below this estimate, whereas the experiments
for single-crystal aluminum show that the intersection
of the calculated boundary of the melting region is not
accompanied by a sharp decrease in the breaking
strength of the material. On the contrary, the material
has a high strength.

dV
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------- 
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To explain this effect, we introduce a new fracture
criterion that corresponds to melting. We assume that
melting is a process having an incubation period τm

rather than an instantaneous process. The melting crite-
rion is taken to be

(9)

where Pm is the average (“equilibrium”) stress that must
appear within the incubation period τm to induce melt-
ing.

When the equality in Eq. (9) holds true, a material
melts and the corresponding temperature is taken to be
the melting temperature T = Tm. In its form, this crite-
rion is seen to coincide with the incubation time crite-
rion for brittle fracture. Using this criterion to solve the
problem for triangular wave stress pulses considered
above, we obtain the following dependence of the
dynamic threshold amplitude P∗ melt (which causes
melting) on the pulse duration ti, the melting incubation
period τm, and the temperature T:

(10)

In a classical approach (when melting is considered
to be an instantaneous event), i.e., at τm = 0, we have

(11)

To determine conditions for the onset of melting, the
authors of [1] used a classic melting criterion in the
form of Eq. (11). High-temperature data for single crys-
tals are above this limit; therefore, to calculate the
stresses and temperatures corresponding to the onset of
melting of aluminum single crystals, we applied crite-
rion (10) where τm = 0.7 µs. In the case of single-crystal
aluminum, the melting temperatures that are calculated
by model (10) of incubation time and correspond to the
threshold breaking amplitudes are seen to be noticeably
above the values predicted by classic melting model
(11).

We estimated the melting incubation period τm for
aluminum single crystals from the known overheating
of these crystals with respect to the estimate obtained
by the classic criterion. In other words, we assumed that
experiment gives the temperature at which the spall
strength of the single crystals begins to drop sharply
due to the onset of melting. The difference between this
temperature and its value corresponding to the onset of
melting according to the classic criterion (the latter
value is determined at the point of intersection of
curves 3 and 5) is the overheating for the aluminum sin-

σ S( ) Sd

t τm–

t

∫ Pmτm,≤

P*melt

2Pm T( )τm
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Pm T( )

1
τm

2ti

------–
---------------, ti τm.≥









=

P*melt T( ) Pm.=
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gle crystals. As follows from [1], the overheating is
30°C, and the melting incubation time chosen by us
corresponds to this overheating.

Thus, the model constructed by us explains the
effect of a sharp drop in the strength at near-melting
temperatures by the competition of two processes,
namely, fracture and melting, having their specific
incubation times. We can estimate the pressures and
temperatures of this transition. It is determined as the
point of intersection of the curves that correspond to
each of these processes. The model of melting incuba-
tion time can account for the effect of anomalously high
melting temperatures that was experimentally detected
for aluminum single crystals in [1].

CONCLUSIONS

(1) We used a structure–time criterion and proposed
the temperature dependence of the incubation time of
failure to obtain an analytical expression for the tem-
perature dependence of spall strength.

(2) We were the first to construct a model that takes
into account the structural characteristics of a phase
transition under wave loading. To determine the instant
of a phase transition during shock-wave loading, we
applied a new incubation time criterion.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
(3) Using the melting criterion introduced in this
work, we explained the effect of anomalously high
melting temperatures that was experimentally detected
in aluminum single crystals.
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Abstract—Dynamic fatigue differs from quasi-static fatigue in the spall damage nature. A consequence of the
spall nature is the alternate appearance of longitudinal cracks, each of which becomes the source of rarefaction.
The focusing or interference of rarefaction waves specifies the sites of nucleation and growth of channel and
ring cracks; therefore, initially existing surface defects are not operative. Another consequence of the spall dam-
age nature is the determining effect of the orientation of the lateral faces of flyer plates having finite dimensions,
since these faces specify the intensity of the appearing lateral rarefaction wave. © 2005 Pleiades Publishing,
Inc.
INTRODUCTION

Pulsed loading differs from quasi-static loading in
its wave character. Damage is of a spallation nature and
is localized at the sites of meeting rarefaction waves
accompanying a compression pulse. One-dimensional
spallation has been studied rather comprehensively, and
damage has been shown to be accumulated in time dur-
ing tension of a sample by single rarefaction waves [1].
However, there are many engineering objects that are
subjected to the action of flyer plates having finite
dimensions and low velocities, when a discontinuity
occurs after damage accumulation as a result of multi-
ple loading. For example, such objects are steam tur-
bines, an aircraft skin, the screws of fast ships, pulver-
ized-fuel burners, and railroad rails. One of the most
important problems of track facilities is contact–fatigue
damage of rail heads in the region of compressive
stresses. The cause of longitudinal and transverse
cracks appearing at the sites where they should not
appear according to all the well-known rules is still
unknown [2]. Surface loading at impact velocities
below 200–300 ms–1 is usually considered in the quasi-
static approximation, which is a generally accepted
approach. Apparently, this is one of the reasons why
researchers cannot explain the appearance of defects in
rails, the appearance of transverse cracks in the steady-
state stage of drop erosion, the formation of pits in cra-
ters during cavitation, the formation of spalling cracks
in blades, and so on. The purpose of this work is to
reveal the specific features of surface fatigue fracture
under conditions of multiple pulsed low-rate loading.

EXPERIMENTAL DATA

The propagation of a wave load was experimentally
studied using pulsed laser irradiation. Detonation
500-µm-thick coatings of chromium carbide with a
1063-7842/05/5008- $26.00 1038
nickel binder (the particle size was 40–60 µm) were
subjected to 1.06-nm pulsed laser irradiation at a pulse
duration of 8–10 ms. The coatings were sprayed in a
Korund automatic setup using the products of detona-
tion of a mixture of propane, butane, and oxygen. The
irradiated samples were analyzed metallographically
on a Neophot-30 microscope. The shock-wave inten-
sity appearing during laser irradiation was close to that
created by the collisions of particles having a velocity
of 50–250 ms–1 (M0 = 0.01–0.05 is the Mach number,
which is equal to the ratio of the impact velocity to the
sound velocity). Figure 1 shows transverse polished
sections of the irradiated samples. It is seen that irradi-
ation creates a crater and a longitudinal crack under it
on the target surface and that a transverse crack is local-
ized near the loaded zone (Fig. 1a). An increase in the
irradiation power leads to the formation of a system of
smaller longitudinal cracks accompanying the main
crack (Fig. 1b). A system of longitudinal cracks was
also observed during the irradiation of brittle melted
coatings of aluminum oxide. The irradiation of the det-
onation coatings of tungsten carbide with a nickel
binder (with a particle size of about 100 µm) is also
accompanied by the formation of longitudinal cracks.
However, their penetration depth is substantially lower,
since coarser particles in the coatings can hinder crack
extension deep into the target.

SURFACE EROSION DAMAGE INDUCED 
BY LOW-RATE LOADING

The action of flyer plates having finite dimensions
results in compression waves in the interacting bodies
and a centered rarefaction wave, whose center is
located at the interface of the contacting bodies, and the
rarefaction wave originates from the space subjected to
a compression pulse. The rarefaction wave weakens
© 2005 Pleiades Publishing, Inc.
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(‡) (b)

1

2

Fig. 1. Transverse polished sections of the sample with the detonation coating of chromium carbide with a nickel binder after pulsed
laser irradiation: (a) single (1) longitudinal and (2) transverse crack and (b) set of longitudinal cracks.
and distorts the shock wave [3, 4]. Wave propagation is
considered in the two-dimensional approximation. The
set of equations that describes the interaction of
deformed bodies is solved by the method of character-
istics using a small parameter σ = 0.5(n + 1)u/c0 =

0.5(n + 1)P/ρ0 , in terms of which all propagation
characteristics can be expressed. Here, u is the particle
velocity; P is the pressure; n is the isentropic exponent;
and ρ0 and c0 are the density and sound velocity of the
unperturbed material, respectively. Each state in the
distorted front, which is characterized by a parameter
σ, moves in the space along straight-line trajectories
whose angles with the target face surface are deter-
mined from the expression

(1)

Here, σ0 = 0.5(n + 1)u0/c0 and u0 is the particle velocity
of the ingoing shock wave. The shock-wave intensity σb

at a lateral face with an arbitrary slope ϕ0 is determined
from Eq. (1) by the substitution ψ = ϕ0. It is also seen
from Eq. (1) that the compression pulse propagates
inside a conical surface whose angle ψ0 is calculated
using the substitution σ = 0 in Eq. (1). Inside this cone
surface, the material is hardened. The intensity σb of the
distorted shock wave moving along a particle lateral
face is lower than the initial one. For lateral faces ori-
ented normally to the sample surface, the pressure is
one-fourth of the initial pressure (σb = σ0/4). The rest of
the pressure is decreased by the second rarefaction
wave resulting from the particle lateral face. The inter-
action of flyer plates having finite dimensions with a
massive target is accompanied by the formation of two
rarefaction waves when the slope of the lateral face

c0
2

ψtan
1 2 σσ0 0.5σ0– σ–+

2 σ σ0–
-------------------------------------------------------.=
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does not exceed the opening angle of the compression
cone.

Meeting the lateral rarefaction waves in the axis of
symmetry leads to the formation of a channel zone of
tensile stresses. Tension is caused by the second rar-
efaction wave, since it is the wave that imparts a trans-
lational velocity ub/c0 = 0.5(n + 1)σbsinϕ0 to the particle
lateral faces. Upon low-rate loading, the stress in the
tension zone is substantially lower than the spall

strength of the material Ps, us/c0 = Ps/ρ0 . Therefore, a
discontinuity appears after deformation has accumu-
lated under conditions of dynamic fatigue. The number
of loading cycles N0 required to reach the spall strength
can be calculated from the expression

(2)

where ξ is the elastic–plastic hysteresis. The number N0
characterizes the erosion wear resistance of the mate-
rial. A discontinuity (pore) appears on the surface; upon
the following loading, it grows deep into the material as
a channel crack. However, the channel crack becomes
the source of a rarefaction wave, which creates condi-
tions for damage accumulation in a ring zone. As a
result, by the instant when the number of pulses dou-
bles (N = 2N0), a first-generation crack appears around
the channel crack and the channel crack ceases to grow,
which is related to a decrease in the distance between
rarefaction sources. The maximum depth of the channel
crack L0 (which a dimensionless quantity reduced to the
particle radius) is determined from the accumulation
condition of a critical deformation at the tip of a grow-
ing crack. Since tension is caused by the radial component
of the rarefaction rate, the crack depth is L0 = .

c0
2

N0
1
ξ
---

σs

σb ϕ0sin
------------------- 1– 
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βtan
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The angle β is calculated from the expression cosβ =
σs/(1 + ξN0)σbsinϕ0. The following cyclic loading leads
to the formation of a system of smaller ring spalling
cracks.

The character of the longitudinal damage changes
when the slope of the particle lateral face exceeds the
opening angle of the compression cone (ϕ0 ≥ ψ0). In
this case, the shock-wave intensity at the lateral face
becomes zero and the second rarefaction wave does not
appear. This situation takes place for a spherical parti-
cle. However, in this case, tensile stresses σa induced by
flow divergence, σa = 0.5σ0 (ψ0 – 90°), appear
under the contact zone. The critical number of cycles
required for the appearance of a channel crack is deter-
mined from Eq. (2), where σa should substitute for
σbsinϕ0. As a rule, σa ≤ σb, and a discontinuity appears
at a larger number of loading cycles. It is known from
experiments [5–8] that a plane-face eroding agent
destroys a target faster than a spherical particle of the
same size.

The presence of many longitudinal cracks in the
hardened layer results in the fragmentation of the mate-
rial during loading and in the removal of debris from
the contact zone. The processes of erosion and removal
of material from the contact zone have not yet been
studied. As a result of material loss from the contact
zone, a valley forms on the surface, and this formation
ends when the slope of the wall becomes lower than the
opening of the compression cone ψ0. In this case, an
impact with the bottom of the valley induces a shock
wave that can pass through the wall to the target [3].
The exit of this pulse to the face surface is accompanied
by the formation of a reflected rarefaction wave. Its
interference with the incident wave creates a transverse
zone of tensile stresses. At a distance of δ = 0.125σ0h
from the face surface, a face spalling crack begins to
form (for the case of normal wall orientation), where h
is the height of the valley lateral wall. The crack length
λ depends on angle ψ* of the trajectory of the state
where deformation reaches a critical value σ* =
σs/(8σs/σ0 – 1) at N = 2N0 cycles. The angle ψ* can be
found via the substitution of σ* into Eq. (1), and the
transverse crack length in this case is λ = h ψ* –
90). The values of λ and δ specify the size of the form-
ing fragment.

Thus, multiple action of a flyer plate of finite dimen-
sions leads to the formation of micro- and macrocracks.
In the initial stage, channel and ring cracks are oriented
longitudinally, and, in the final stage, face spalling is
oriented transversely.

DYNAMIC NATURE OF TARGET DAMAGE 
AT LOW-RATE LOADING

A comparison of the surface damage morphologies
induced by pulsed laser irradiation and high-rate load-
ing indicates that they are similar [9]. Indeed, the inter-
action of a flyer bar with a metallic target at an impact

0.5tan

(tan
velocity of 1 km s–1 (M0 = 0.2) [10] results in the forma-
tion of a valley on the target surface; this valley has a
funnel at its center and a longitudinal crack propagating
from this funnel deep into the target. A transverse crack
is localized near the crater, under the edge of the surface
relief. The same similarity is exhibited by the experi-
mental study of erosion induced by a low-velocity par-
ticle flux [5–8]. Single small particles (70 µm in size)
that do not fail during an impact (M0 = 0.02) [11] create
voids at the bottom of the crater, and the voids propa-
gate deep into the material as longitudinal microcracks.
As noted by the authors of [11], the cause of homoge-
neous crack nucleation is still unknown. In the steady-
state erosion stage, the material is rapidly removed, and
the characteristic feature of this process is the forma-
tion of transverse cracks inclined at a small angle with
the target face surface. As a result, wear products
acquire a lamellar, flaky shape [6–8]. Cavitation dam-
age is characterized by the formation of isolated valleys
having deep pits at their centers and longitudinal cracks
penetrating deep into the material from these pits [12].
The pressure induced in the target by periodic surface
loading by spherical waves going from the zone of col-
lapsing cavitation bubbles is estimated to be 50–
1000 MPa [12–14]. The same pressure appears in the
target subjected to an impact with a drop moving at
velocities M0 = 0.005–0.03 [8, 14]. Cavitation damage
in the steady-state stage is characterized by the appear-
ance of large dints, and material is removed through the
fracture of the edges of such pitting aggregations [12–
14]. Longitudinal cracks also form during detonation
spraying, where the velocity of a molten particle flux is
300–500 ms–1. After removing the coating, one can see
stuck grains of the sprayed material in round dints on
the substrate surface that are caused by collisions with
drops. A longitudinal crack forms before the molten
material solidifies. Upon spraying, transverse cracks
are only localized at the peaks of large ridges on the
surface relief.

Thus, the analysis of the experimental data indicates
that, irrespective of the type of pulsed loading (cavita-
tion loading, drop loading, dust loading, laser irradia-
tion, or detonation spraying), the result of a multiple
pulsed low-velocity action on a target is identical to the
fracture induced by high-rate loading. This finding
serves as a basis for the application of the wave
mechanics to low-rate loading. Dynamic fatigue should
reflect the specific features of propagating wave pro-
cesses. Under conditions of surface loading by flyer
plates having finite dimensions, the damage is caused
by non-one-dimensional spallation and results from the
focusing or interference of rarefaction waves appearing
at the lateral faces of a flyer plate.

NUMERICAL EXAMPLE

We calculate interaction with barlike particles hav-
ing a square section and a trapezoidal section; the slope
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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of the lateral faces of the trapezoidal particles coincides
with the opening angle of the compression cone, ϕ0 =
ψ0. In this case, the faces do not move and tensile
stresses in the channel zone are only caused by flow
divergence. We assume that fracture occurs instanta-
neously, as soon as tensile stresses reach a critical
value. The calculation results are shown in Figs. 2–4.
Numerals 1 and 2 belong to the square and trapezoidal
sections, respectively. The calculation was performed
at σs = 0.0313. The loading rate range includes the
ranges of dynamic fatigue and a transition to high-rate
loading, when fracture appears upon single loading at
N0 = 0. As is seen, the reaction of a target material to
pulsed loading depends substantially on the particle
geometry. The number of loading cycles depends on the
particle shape and can be significantly different at the
same loading rates. For each orientation of the lateral
faces of the particles with finite dimensions, there is a
certain critical velocity Mcr of a transition to the high-
velocity range. When the particles and the target are
made of the same material, Mcr = 2ub/c0 = 4σb/(n + 1)
and a discontinuity nucleus in the form of a void
appears on the target surface. An increase in the impact
velocity at the same number of loading cycles is accom-
panied by an increase in the crack depth; however, in
the range of a low-velocity impact, an excess increase
in the critical number of cycles results in an increase in
the longitudinal crack depth as the pulsed load
decreases (Fig. 3). The behavior of a transverse crack,
which is the main cause of material removal in the
steady-state stage of wear, is of interest. At low impact
velocities, erosion wear products have a lamellar shape.
As the impact velocity increases, the ratio of the face
crack length to the distance δ of its nucleation under the
surface (λ/δ) decreases and becomes zero at the critical
impact velocity (the slope of the transverse crack γ =
δ/λ behaves oppositely). A further increase in the veloc-
ity leads to an increase in the ratio λ/δ. Thus, the fluky
shape of the wear products, which was determined
experimentally, can be revealed out of a short velocity
range near the critical velocity. It should be noted that
nonunidimensional spallation has not been studied and
that spall strength and an elastic–plastic hysteresis
under conditions of the focusing effect of rarefaction
waves are unknown. Therefore, the calculation given
above is approximate. Nevertheless, it can reveal the
specific features of dynamic fatigue. The response of a
material to the action of a flyer plate having finite
dimensions manifests itself in the creation of a channel
crack, and it is this crack that determines the maximum
depth of the growing valley. The number of longitudi-
nal cracks continues to increase until conditions for the
appearance of a face spalling crack are satisfied.

DIFFERENCES BETWEEN DYNAMIC FATIGUE 
AND QUASI-STATIC FATIGUE

The basic result of our work is the detection of
dynamic fatigue, which differs from quasi-static
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
fatigue. During quasi-static loading, the characteristic
size of a load (the product of the sound velocity into the
loading time) exceeds the size of a sample subjected to
loading. The penetration of an indenter into a target is
accompanied by the formation of a tensile-stress fan
and the nucleation of radial cracks at defects and stress
concentrators existing on the surface. The cracks
extend simultaneously during cyclic loading.

Under conditions of many-cycle dynamic loads, the
characteristic size of a load is well below the sample
size and cracks result from the interference or focusing
of rarefaction waves. Spalling cracks are strictly local-
ized at the sites of meeting rarefaction waves, and they
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Fig. 2. Dependence of the critical number of cycles on the
Mach number.
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Fig. 3. Dependence of the depth of a channel spalling crack
on the Mach number.
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are mainly oriented normally to the target face surface.
As a consequence of the spall damage nature, stress
concentrators (defects) do not operate during dynamic
loading and, thus, cannot be sources for the nucleation
of a fracture. Under conditions of dynamic fatigue,
spalling cracks form alternately. In the initial stage, a
channel crack is formed. A particle “stings” the surface
during an impact. A longitudinal crack becomes the
source of rarefaction waves; therefore, ring cracks
nucleate and grow sequentially around the channel
crack. Due to a decrease in the distance between the
sources of rarefaction waves, which are longitudinal
cracks, the depth of ring cracks of a certain generation
decreases as compared to that of the previous genera-
tion. Another consequence of the spall nature of
dynamic damage is the determining role of the particle
geometrical shape, since the orientation of the particle
lateral faces specifies the intensity of the appearing rar-
efaction wave. The fact of a substantial effect of the
face angle of an angular particle on the damage during
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Fig. 4. Dependence of the parameters of transverse damage
on the Mach number.
erosion was supported experimentally. The authors of
[6, 7] believe that the face angle of an angular particle
is as important as the velocity and impact direction.
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Abstract—The technology of fabricating photonic crystals with the use of nanoimprint lithography is
described. One- and two-dimensional photonic crystals are produced by direct extrusion of polymethyl meth-
acrylate by Si moulds obtained via interference lithography and reactive ion etching. The period of 2D photonic
crystals, which present a square array of holes, ranges from 270 to 700 nm; the aperture diameter amounts to
the half-period of the structure. The holes are round-shaped with even edges. One-dimensional GaAs-based
photonic crystals are fabricated by reactive ion etching of GaAs to a depth of 1 µm through a mask formed using
nanoimprint lithography. The resulting crystals have a period of 800 nm, a ridge width of 200 nm, and smooth
nearly vertical side walls. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The production and investigation of photonic crys-
tals are a rapidly developing area of present-day opto-
electronics. In view of the unique properties of photo-
nic crystals, their dispersion may be hundreds of times
that of conventional prisms [1] and can provide effec-
tive collimation of a laser beam [2]. Furthermore, pho-
tonic structures hold much promise as elements of
waveguide optoelectronic devices, such as beam split-
ters [3] and filters [4]. Their size may be only several
micrometers, which is by orders of magnitude smaller
than in the case of traditional strip waveguides. It is
expected that further advances in designing both active
[5, 6] and passive elements on the basis of semiconduc-
tor photonic crystals will lead to the advent of optical
integrated circuits in the future.

In view of the achievements in the production of
highly efficient light-emitting devices based on poly-
meric and organic compounds, these materials are also
of considerable interest for the fabrication of photonic
crystals. A drawback of such photonic crystals relative
to their semiconductor analogues is typically lower
refractive indices. However, they have the advantages
of comparatively low price and simplicity of produc-
tion.

The need for industrial fabrication of polymeric and
organic photonic crystals stimulates search for high-
output, comparatively inexpensive “soft” technologies.
Among the most promising methods is nanoimprint
lithography, which was proposed in 1995. In essence,
1063-7842/05/5008- $26.00 1043
this technique is extrusion of a thin polymer film by a
mould and, thus, transfer of the mould pattern to it. The
high output of this technique at a comparatively low
cost, along with the possibility to provide for sub-
25-nm structures, make it suitable for commercial pro-
duction of optical integrated circuits on a photonic
crystal basis. In this study, we describe a production
technology of one- and two-dimensional photonic crys-
tals intended for passive elements in polymer- and
GaAs-based semiconductor structures.

PRINCIPLES OF NANOIMPRINT
LITHOGRAPHY

Figure 1 presents the main stages of the nanoimprint
lithography process [7]. At first, the substrate surface is
covered by a polymer layer with appropriate glass tran-
sition temperature Tg and molecular weight. The poly-
mer layer thickness is usually about several hundreds of
nanometers. Then, the polymer layer is heated to a tem-
perature above Tg and subjected to pressing (imprint-
ing) by a mould with a desired pattern. During the
nanoimprint process, which typically lasts for a few
minutes, the liquid polymer redistributes, filling the
bulk volume defined by the mould profile (Fig. 1b). The
mould pattern is transferred to the film. After cooling
the mould and the polymer, the former is detached from
the substrate (Fig. 1c).
© 2005 Pleiades Publishing, Inc.
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In a first approximation, the ultimate spatial resolu-
tion of nanoimprint lithography depends on the mini-
mal feature size of the mould. Moulds with features
smaller than 100–200 nm are usually prepared by elec-
tron-beam lithography and dry etching from high-
strength materials (metals, silicon, etc.). The produc-
tion of moulds with larger features conventionally
employs the optical lithography methods, including
interference lithography.

The configuration of the mould and the properties of
the polymer to be imprinted should fit each other. One
of the widely used polymers is polymethyl methacry-
late (PMMA). This material proves to be an excellent
candidate for imprinting, since it has a low thermal
expansion coefficient of ~5 × 10−5/°C and a low com-
pression ratio under pressure, ~5.5 × 10–11 Pa–1. The
polymer properties define the pressure and temperature
during imprinting. For PMMA with a glass transition
temperature of about 105°C, the imprinting tempera-
ture usually ranges from 140 to 180°C and the pressure
lies between 4 and 13 MPa. In these conditions, the
thermal contraction of PMMA is under 0.8% and the
compression ratio is under 0.07% (the lowest value is
attained at higher pressures); therefore, the imprinted
profile must correspond to the mould profile. As a rule,
the thickness of the deposited resist exceeds the maxi-
mum profile depth, which makes it possible to preclude
contact between substrate and mould and to prolong the
service life of the mould. The ratio between the imprint
depth and the residual resist thickness is typically 3 : 1.

To reduce the number of air bubbles appearing in the
resist, we carried out the process in vacuum conditions.
The equipment used for nanoimprinting should ensure
an extremely high accuracy of the temperature and
pressure control, as well as the parallel orientation of
mould relative to the substrate throughout the process,
which is necessary to obtain a residual resist layer of
uniform thickness. Another problem is to avoid a tem-
perature gradient; this can be done by using an appro-

(a)

(b)

(c)

... Mould

... Polymer film

... Substrate

Fig. 1. Nanoimprint schematic representation: (a) mould
and polymer film substrate, (b) imprinting, and (c) mould
detachment.
priate combination of heating and cooling elements.
The requirements mentioned above are the qualifying
standards for lithography equipment to suit the nanoim-
print applications.

The reproducibility of the imprint procedure and the
service life of the mould are two key factors that define
the nanoimprint potential for industrial application.
The same mould can be used for more than 30 routine
imprint procedures without any noticeable change
either in the PMMA profile or in the mould.

EXAMPLES OF NANOIMPRINT 
APPLICATIONS

Fabrication of photonic crystals on the basis of
polymeric materials. Nanoimprints can be used for the
direct production of polymeric or organic photonic
structures on substrates of various types. By way of
example, we consider the production of PMMA photo-
nic crystals on a Si substrate.

To obtain Si moulds in the form of periodic stripes
or square networks with round holes in the nodes, the
appropriate etch masks were prepared by means of
interference photolithography, i.e., by exposing the
photoresist to a fringed interference pattern resulting
from the interference of two He–Cd laser beams (wave-
length 442 nm). The interference pattern period is
defined by the laser wavelength and the angle between
the interfering beams and can be controlled with a high
accuracy. A single exposure and the following develop-
ment of the resist yield a mask in the form of parallel
periodic stripes (Fig. 2a). If a specimen after the first
exposure is not developed immediately but is turned by
90° around the normal to its surface and is repeatedly
exposed, a mask with a square network appears after
development. As a photoresist, we used 150-nm-thick
As2S3 chalcogenide glass layers thermally evaporated
in vacuum. The advantages of this inorganic photoresist
are high resolution and high development contrast
ensuring the verticality of the mask edges. Electron-
beam evaporation was used to deposit a 50-nm-thick
layer of nickel on the primary mask of the chalcogenide
glass, which was obtained after development. After
that, the primary mask was dissolved in an alkali sol-
vent, which also removed the nickel layer deposited on
the chalcogenide mask. As a result, only the substrate
areas that were uncovered by the primary mask retained
nickel on the silicon surface. In this manner, striped
nickel masks (Fig. 2b) or square nets of metallic disks
were formed on the silicon substrates. The pattern
period ranged between 270 and 700 nm, and the stripe
widths, or the disk diameters, were nearly equal to half
of this period. The obtained masks had a sufficient
plasma resistance to be used in subsequent reactive ion
etching of silicon.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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In this study, we employed an Alcatel RDE-300
plasma etcher, which is a diode-type computer-con-
trolled setup providing reactive ion etching in rf plas-
mas. When selecting the etching parameters, we pro-
ceeded from the requirement that the side walls of the
resulting structure should be as close to the vertical as
possible. Silicon etching was carried out in an SF6
plasma [8] with 10-sccm (standard cubic centimeters
per minute) SF6 flow, 0.6-Pa gas pressure in the reactor
(the reactor was preliminarily pumped down to 5 ×
10−4 Pa), and 200-V plasma self-bias voltage. The aver-
age etching rate in these conditions was ≈140 nm/min.

Figures 2c and 3a show the pictures of the Si
moulds, which present one-dimensional and two-
dimensional photonic crystals, respectively. The sizes
of the stripes and microcolumns correspond to those of
the mask, and the side walls are sufficiently vertical to
ensure high-quality imprinting.

The nanoimprinting procedure was carried out in
the University of Wuppertal, Germany. To increase the
difference between the refractive indices of the polymer
and the substrate, the substrate surface was thermally
oxidized to form a layer of silicon oxide with a refrac-
tive index of 1.45. Then a PMMA layer was deposited,
and nanoimprinting was performed. Figure 3b presents
a picture of a two-dimensional polymer-based photonic
crystal obtained using the nanoimprint method. It is
seen that the holes are round-shaped, with fairly smooth
edges.

NANOIMPRINT LITHOGRAPHY

Using the method of nanoimprint lithography to
prepare etch masks holds special promise for opto- and
microelectronic submicronmeter semiconductor device
technologies. Nanoimprint lithography is beneficially
distinguished from conventional nanotechnologies by a
comparative simplicity of implementation and the
absence of expensive technological procedures, such as
electron-beam lithography. Unlike the standard litho-
graphic techniques, nanoimprinting involves no energy
beams. Because of this, its resolution is free from limi-
tations associated with wave diffraction, scattering,
reflection from the substrate, and interference in the
resist. An additional advantage of nanoimprinting over
electron-beam lithography lies in that a specimen is not
exposed to high-energy electrons, which penetrate the
surface layer and may deteriorate the material quality.

We studied the potential of nanoimprint lithography
in the production of semiconductor photonic crystals in
collaboration with a scientific team of the University of
Wuppertal, Germany. German colleagues supplied a
variety of patterns imprinted in the PMMA resist on the
GaAs substrate: 5-µm-wide stripes spaced by 5, 0.2,
and 0.08 µm, as well as some other patterns with linear
sizes from 1 to 20 µm.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
Our task was to transfer the contrast imprinted in the
PMMA resist into the GaAs layer as deeply as possible
without a loss of resolution. With the help of a Dektak
profilometer, we determined the contrast: the PMMA
thickness was 400 and 100 nm at the nonimprinted
regions and in the bottom layers, respectively. Then, the
specimens were subjected to reactive ion etching in
oxygen plasma with the following parameters: the self-
bias voltage 50 V, the O2 flow 20 sccm, and the gas pres-
sure in the reactor 1.0 Pa. This regime corresponds to

Si + hsp

(‡) 300 nm20 kV 00000

Si + Ni

(b) 300 nm20 kV 00000

(c) 100 nm20 kV 00000

Si 550 nm

Fig. 2. (a) Si substrate covered by the primary chalcogenide
mask with 550-nm period, (b) Si covered by a Ni mask, and
(c) the silicon mould in the form of a one-dimensional pho-
tonic crystal as obtained after the Si etching through the Ni
mask.
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the PMMA etch rate ≈40 nm/min. As a result, the bot-
tom layers were etched off and the patterned resist with
a thickness of ≈300 nm remained on the substrate. It is
known that PMMA is not a plasma-resistant material;
therefore, it seems impossible to etch GaAs through
such a mask. The proper mask was obtained by the lift-
off method, which consisted in the following. The
PMMA pattern was covered by a Ni layer ≈80 nm.
After that, the PMMA areas under the deposited Ni
were removed in dimethyl formamide. A nickel mask
thickness of ≈80 nm is sufficient to etch the GaAs layer
to a depth of 2 µm and deeper. The reactive ion etching
of GaAs was carried out as follows: the ratio between
the gas components Cl2 : BCl3 : Ar = 1 : 4 : 16 sccm, the
gas mixture pressure in the reactor 0.8 Pa, and the self-
bias voltage 100 V. The average etch rate was ≈70
nm/min.

Stripes with a width of 200 nm and a depth of 1 µm
(Fig. 4) have remarkably smooth and nearly vertical
side walls. This is evidence that the bottom layers were
almost entirely removed by etching in the oxygen plas-
mas and, therefore, the pattern on the substrate per-
fectly corresponds to that on the mould. Figure 4 pre-
sents the pictures of (a) the mould, (b) the bottom
PMMA, and (c) the etched semiconductor.

Si Cl

(‡) 1 mm20 kV 00000

AccV Spot Magn Det WD 2 mm
20 kV 3.0 10000¥ SE 4.8 Lay02_Ac 03.2003(b)

Fig. 3. (a) Silicon mould in the form of a two-dimensional
photonic crystal with a 700-nm period, as obtained after the
Si etching through the Ni mask and (b) two-dimensional
polymeric photonic crystal.
To simplify the technology of semiconductor photo-
nic crystals, it appears reasonable to use polymers with
a higher resistance to dry etching, which would allow
one to etch the resist directly through the mask obtained
by nanoimprinting. Of much considerable interest for
improving the imprint precision is the possibility of a
controllable diminishing of the mask feature size by
etching in oxygen plasmas.

CONCLUSIONS

It is shown that the nanoimprint method provides
the possibility of a direct fabrication of photonic crys-
tals based on polymeric compounds; in addition, it is a
rapid and efficient lithographic technique for the pro-

(‡)

(b)

(c)

1 mm

2 mm

0.5 mm

Fig. 4. (a) Silicon mould with an 800-nm period produced
in Finland; (b) pressed-in PMMA on the SiO2 substrate pro-
duced in Germany; and (c) one-dimensional photonic crys-
tal obtained by the GaAs etching through the Ni mask pro-
duced at the Ioffe Physicotechnical Institute, Russia.
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duction of masks intended for etching semiconductor
structures. Thus, nanoimprinting seems to be a promis-
ing low-cost lithographic method for the industrial pro-
duction of semiconductor devices and integrated cir-
cuits with high (up to 10-nm) resolution. There is good
reason to believe that nanoimprinting will soon become
the main method for the direct production of rapidly
advancing micro- and optoelectronic devices on the
basis of organic and polymeric compounds.
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Abstract—A silicon MIS structure with sulfonate-containing aromatic polyamide as a gate insulator is pre-
pared with the aim of using it as a capacitive-type humidity detector. A detector made of this material offers a
high sensitivity at an elevated relative humidity and a high speed of response. Measurements of the capacitance
of the structure at different frequencies basically make it possible to determine the water distribution in the poly-
mer matrix. The high-frequency (1 MHz) capacitance versus relative humidity dependence (i.e., the calibration
curve of the detector) is typical of the isotherms of water vapor sorption by similar polymers. © 2005 Pleiades
Publishing, Inc.
INTRODUCTION

Impressive achievements in modern sold-state
microelectronics are based on the mature solid-state
physics and physics of semiconductors in combination
with the progress in technologies of single crystals and
related structures, of which Si technology occupies a
prominent place.

Along with this main stream, study of novel materi-
als differing from conventional (“ideal”) semiconduc-
tors and insulators in structure and properties is of ever
increasing fundamental and applied importance. These
materials possess spatial and energy inhomogeneities
(of different type and scale) and feature intricate pro-
files of dopants and localized states at nanocrystalline,
amorphous, homogeneous, (micro)heterogeneous, and
heterophase boundaries. Accordingly, their related
structures frequently offer a number of unique proper-
ties missing from their single-crystal counterparts;
hence, investigation in this field with emphasis on
applications seems to be topical.

In the majority of microelectronic semiconductor
devices, a thin layer of the semiconductor (the near-sur-
face region or the interface between two materials)
serves as an active region. The advances in planar tech-
nology have made it possible to create metal–insulator–
semiconductor (MIS) structures. MIS structures are not
only building blocks for many devices but also appro-
priate objects for gaining deeper insight into the mech-
anisms of electronic processes at the interfaces and
inside of semiconductors and insulators.

Film materials based on aromatic polyamides
(including those containing ionogen groups) are being
widely used not only in the process of membrane sepa-
ration [1] but also in hybrid technology as flexible low-
1063-7842/05/5008- $26.00 1048
permittivity (ε ≈ 3.5) substrates and in chemical detec-
tors as selectively permeable and sensitive layers [2].

Development of microelectronic integrated detec-
tors is a promising line of inquiry aimed at producing a
new component basis for advanced measuring–infor-
mation systems. The possibility of using the achieve-
ments of Si technology is an important factor in choos-
ing the design of primary transducers, including humid-
ity detectors [3].

In detector structures, polymeric materials are
applied as both passive [4] and active elements. In the
latter case, the conductivity [5] or capacitance is usu-
ally used as a parameter being measured. Capacitive-
type MIS detectors may directly measure not only the
capacitance but also a shift of the C–V characteristic
along the voltage axis upon sorption of a gas [6].

The sorptivity of and diffusion in polymers are, as a
rule, subjects of independent research [7–9]. The feasi-
bility of analyzing the response of heterostructure sen-
sors to sorption—a promising approach in studying the
properties of a material—has been demonstrated with
porous silicon in [10, 11]. The high sensitivity of the
electrophysical parameters of heterojunctions to exter-
nal actions and the accessibility of the silicon–polya-
mide interface for sorbate molecules acting as specific
“probes” make it possible to apply heterostructures in
chemical (including humidity) detectors, as well as to
study the structural–energy characteristics of materials
under water vapor sorption and clarify attendant pro-
cesses.

Since heterogeneous systems often exhibit the
mixed electron–ion mechanism of conduction, investi-
gation of both the active and reactive components of the
conductivity in a wide range of variable field frequen-
cies is of great importance. However, the measurements
© 2005 Pleiades Publishing, Inc.
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taken in this way are difficult to treat and the results are
usually ambiguous; therefore, the method of imped-
ance spectroscopy has not as yet found wide applica-
tion, specifically, because of its limited applicability.

The problems of impedance spectroscopy of hetero-
geneous materials stem from the fact that most effects
are related not to the intrinsic properties of a compos-
ite’s components but to the material structure. This
extends the applied potential of the material but plagues
the study of these effects.

In a number of cases, the high frequency of a mea-
suring signal makes it possible to eliminate a great deal
of “slow” processes. Therefore, a major part of the
results presented below was obtained by taking high-
frequency C–V characteristics.

The aim of this paper is to study the feasibility of
aromatic polyamides as a sensitive layer in capacitive-
type humidity detectors based on MIS structures. In
addition, it is of interest to see whether such structures
can be used in investigating the sorptivity of and diffu-
sion in polyamides by electrophysical methods.

EXPERIMENTAL

As a gate insulator of the MIS structure, we tested a
material from the class of aromatic polyamides (PAs):
the copolymer of the sodium salt of 4.4'-diaminodiphe-
nylamine-2-sulfonic acid and }-phenylenediamine
with a different mole fraction of the α component con-
taining the SO3Na ionogen group. Figure 1 shows the
structural formula of an elementary unit of the PA.
Since the mole fraction of sulfogroup-containing α
fragments directly influences the amount of water
sorbed by the polymer [7], we took the polymer with a
maximum value of α, α = 0.41. At α = 0, poly-}-phe-
nylene isophthalamide (Phenylone) forms, whose sorp-
tion capacity with respect to water vapor is negligible.
Therefore, Phenylone was studied as a reference mate-
rial for developing a method of electrophysical mea-
surements.

We studied the polymer films in the free state (20–
80 µm in thickness) and also those prepared by cover-
ing a silicon substrate by a solution of the polymer (pre-
synthesized in dimethyl formamide) with subsequent
evaporation of the solvent at room temperature (in the
latter case, the PA film thickness was several microme-
ters).

As substrates, we used standard KÉF-4.5 (phospho-
rus-doped, resistivity 4.5 Ω) single-crystal (100)Si
wafers. Native oxide on the substrate surface was not
removed, which provided a high quality of the semi-
conductor–insulator interface. Metallic contacts were
made of aluminum (applied by magnetron sputtering)
and In–Ga eutectic.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
As in [11], high-frequency C–V characteristics were
taken in the static regime using a computerized setup
based on an E7-12 immitance meter (the frequency and
amplitude of the test signal were 1 MHz and 20 mV,
respectively). The frequency dependence of the dielec-
tric losses in the polymer was recorded using a Good-
will 719 LCR meter in the 10 Hz–100 kHz range.

The structure was placed into a sealed measuring
cell, which was desiccated with ShSM silica gel. It was
assumed that the partial pressure of water vapor corre-
sponds to the zero relative humidity (p/p0 = 0). The
desired values of p/p0 in the range from 0 to 100% were
set by the standard method using saturated solutions of
various salts [12]. To study the kinetic characteristics of
the detector, the structure was rapidly transferred in and
out of the cells with p/p0 = 0 into the cell with p/p0 =
100%. The measurements were carried out at 295 K.

RESULTS AND DISCUSSION

Note at once that the adhesion of the PA film to the
Si(SiO2) surface was good: multiple cycling of the rel-
ative humidity had no effect even on the capacitance of
the structure.

Low-frequency (1 kHz) measurements showed that
the sorption of water vapor in the PA is accompanied by
a sharp (by a factor of 1000) increase in the capaci-
tance, which lasts about 1 h. Such a significant change
in the capacitance cannot be explained by only the addi-
tive contribution of the water sorbed by the polymer.
Contributing also are the structure-dependent capaci-
tance of the near-electrode double layer at the PA–
metal boundary and PA–Si boundary (the Helmholtz
layer [13]), with respect to which the water-containing
PA is an electrolyte. The Maxwell–Wagner effect,
interlayer polarization due to the charge accumulated at
the boundaries of layers with different conductivities
when the current passes normally to the layers, is also a
factor. In our case, these layers are internal interfaces
between the polymeric matrix and sorbate.

Fig. 1. Structural formula of the polyamide.
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The shape of the dielectric loss dispersion curve for
the hydrated PA films (Fig. 2) is typical of polymers of
this kind [14]. The run of the curve, which is the enve-
lope for relaxation oscillators in a wide frequency range
and is usually explained by the Maxwell–Wagner
effect, shows that, when the electric field frequency
exceeds 1 MHz, the contribution from the structural
effects decreases and influences the capacitive response
of the humidity detector only slightly.

The capacitance of the capacitor structures with the
PA insulator that is measured at frequencies below
1 MHz under the conditions of water vapor sorption is
characterized by a large amount of the effect; however,
the measuring procedure takes too much time: it is
comparable to the time taken to establish sorption equi-
librium, as estimated from gravimetric data. Moreover,
the contribution to the capacitance of the polymer–sor-

0.5

0.01 0.1

tanδ/tanδmax

f, kHz

1.0

0
10 1001

Fig. 2. Frequency dependence of the normalized dielectric
loss tangent in the hydrated PA film (at p/p0 = 100%).
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Fig. 4. Capacitance of the insulator vs. the relative humidity.
bate composite has, in this case, both additive and
structure-dependent components, which are problem-
atic to discriminate.

In order to minimize the role of “slow” effects, we
applied the method of high-frequency C–V characteris-
tics, which was used earlier [11] to solve a similar prob-
lem (water vapor sorption in porous silicon). Note that
the structure of porous silicon is simpler than that of
polymers, which facilitated quantitative estimation.

The high-frequency C–V characteristics taken of the
Si–PA–metal structure under the conditions of variable
relative humidity (Fig. 3) are typical of MIS structures
in which the density of surface states is not too high and
the charge built in the insulator is minor. At positive
biases, the capacitance of the structure depends on the
permittivity of the polymer layer and its growth (with
partial pressure of water vapor) reflects an increase in
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Fig. 3. High-frequency C–V characteristics of the Si/PA/Al
structure vs. the relative air humidity. The detector structure
is schematically shown in the inset. (1) Al, (2) PA, (3) n-Si,
and (4) In–Ga eutectic.
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Fig. 5. Water sorption/desorption kinetics in the polyamide.
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the water concentration in the PA film. The dependence
of the capacitance on the relative humidity, i.e., the cal-
ibration curve of the detector, is shown in Fig. 4. Its
shape is in qualitative correspondence with the iso-
therm of water vapor sorption by similar polymers [14]
(the Henry isotherm). This isotherm features a sharp
increase when the relative humidity exceeds 80%.

At a frequency of 1 MHz, the capacitance of the
structure under water sorption/desorption (Fig. 5) var-
ies over much wider limits compared with lower fre-
quencies and the time it takes for the capacitance to
reach a steady-state value is about 2 min. Once the
detector has been transferred from the cell with p/p0 =
0 to the cell with p/p0 = 100%, water sorption naturally
lasts more than 2 min. However, after a lapse of 2 min,
the sorption, as well as the redistribution, if any, of the
sorbed water in the PA layer, does not affect the capac-
itance. This fact, together with the frequency depen-
dence of the dielectric losses (Fig. 2), allows us to argue
that, at a frequency of 1 MHz, one can measure the con-
tribution from the “free” water sorbed by the PA film
[14], i.e., from the liquid water.

The free water in the polymeric matrix can be char-
acterized by its thermodynamic parameters, in particu-
lar, relative permittivity ε. Nevertheless, the increase in
the capacitance of the PA-containing structure by more
than six times as the relative humidity varies from 0 to
100% is too high. If it is taken into account that the vol-
ume fraction of water in similar materials does not
exceed 10% [14], such an increase cannot be predicted
by the known estimators of the permittivity of compos-
ites (for example, by the Lichtenecker formulas applied
to the structure with porous silicon [11]).

We believe that the observed increase in the capaci-
tance upon polymer hydration is associated with an
increase in the conductivity of the polymer and with a
spread of the charge over the surface (hence, with an
increase in the effective surface area of the metallic
electrode, which seems to be impossible to estimate).
To exclude the effect assumed, we performed measure-
ments on the structure where the electrodes occupied
the entire surface area. In this case, the maximal change
in the capacitance was 30%, which corresponds to a
volume fraction of the water phase in the PA matrix of
about 4%, according to our estimates. This is in agree-
ment with the published data for moisture absorption in
polyamides.

In such a geometry of the experiment, a significant
advantage of the electrophysical method of investigat-
ing water vapor sorption by polymers (high sensitivity)
is almost lost. However, in this case, the time taken to
establish the steady-state value of the capacitance is
specified by the diffusion of water molecules through
the PA film under the metallic electrode. Therefore,
there appears a possibility to study diffusion in poly-
mers by a simple convenient method.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
CONCLUSIONS

Aromatic polyamides containing sulfogroups can be
used as a sensitive layer in capacitive-type humidity
metal–insulator–silicon detectors offering a high sensi-
tivity and speed of response. Although water molecules
can form hydrogen bonds with fragments of –C=O
amide groups [7], the increase in the capacitance was
observed only in the structures where the polymer film
contains sulfonate groups.

Sorption/desorption of water vapor in the polymer is
unrelated to its charge state, as indicated by the C–V
characteristics of the structure. In water solutions of
electrolytes, ion exchange reactions (the primary appli-
cation of this material) change the charge of the polya-
mide film and so are bound to cause a characteristic
shift of the C–V characteristics along the voltage axis.
Our tentative experiments suggest that the MIS struc-
ture considered is promising for pNa-sensitive chemi-
cal detectors operating without a reference electrode.

The capacitance measurements performed in this
work were complemented by the dependences of the
conductivity of the PA-containing structure on the rela-
tive humidity that were recorded in a field varying with
the same frequencies (to exclude polarization of the
insulator). At 1 MHz, these dependences are in qualita-
tive agreement with the capacitance measurements pre-
sented, showing even a better sensitivity. However, to
establish a quantitative correlation between the conduc-
tivity of the PA film and the water concentration in it
from the conductivity data is still a greater challenge
than between the capacitance and water concentration
from the capacitance measurements.

The fact that a polymer film can serve not only as a
sensor of sorbate molecules but also as a transducer, the
possibility of frequency separation of signals from var-
iously associated sorbates, and easy control of the filler
content in the polymer matrix make a Si/PA/metal
structure promising not only for humidity detectors: it
can be used to advantage in investigating sorption and
diffusion in polymeric materials.
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Abstract—Computer simulation of an experiment on scattering of a strongly collimated beam of 13-MeV
bremsstrahlung electrons from a macroscopically smooth surface through ultrasmall angles is carried out by the
Monte Carlo method taking into account the interaction of the beam with an extended air medium. A compar-
ison of the results of calculations and experimental data indicates the possibility of total external reflection of
γ quanta in the energy range ≤1 MeV. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Total external reflection (TER) [1], which has been
used in various X-ray systems [2], is observed when
soft X rays (E ≤ 10 keV) are incident on the surface
(interface between two media) with a roughness (whose
height does not exceed a quarter of radiation wave-
length λ) at an angle ψ smaller than the critical angle

where e and m are the electron mass and charge; Z, A,
and ρ are the charge, atomic mass, and density of the
substance of the reflecting surface; h is the Planck con-
stant; and NA is the Avogadro number. The interest in
small-angle scattering of hard γ quanta is stimulated to
a considerable extent by the possibility of designing
such systems in the range of harder electromagnetic
radiation.

In contrast to soft X rays, the wavelength of hard X
rays is comparable to the mean atomic spacing d in sol-
ids and liquids (in the γ range, it is even 2 or 3 orders of
magnitude smaller than this quantity); any macroscop-
ically smooth surface (consisting of individual scatter-
ing centers) is clearly discrete for this radiation. It was
shown in [3–5] that the interaction of radiation with
λ ! d with such a surface results in elastic as well as
inelastic scattering of quanta. For any wavelength, there
exists the so-called coherence cone θcoh within which
the coherent scattering amplitude is virtually constant,
but rapidly decreases with increasing angle outside this
cone. With increasing energy of photons, the angular
size θkoh ≤ 10–2λ of the cone decreases together with the
TER critical angle αcr ~ θcoh/10. The results of calcula-
tion of the TER critical angle [3] completely coincide
with the corresponding expression obtained from the
classical theory of X-ray dispersion, which was devel-

α cr eh/E( ) ZNAρ/πAm( )1/2,=
1063-7842/05/5008- $26.00 1053
oped initially for soft X rays and repeatedly confirmed
experimentally.

As regards the experimental verification of TER in
the γ range, we are aware of only one report on its
observation in experiments on scattering of 122-keV γ
radiation from 57Co on a 10-m path length [6]. Obvi-
ously, more convincing results can be obtained only for
a much longer path length and a more powerful source
of directional γ radiation. We began such experiments
with an electron bremsstrahlung (EB) beam from the
MT-22S microtron mounted in a bunker adjoining a
300-m-long transit channel (2.5 × 2.5 m in cross sec-
tion) [7, 8]. Here, we report on the results of computer
simulation of these experiments and compare them
with individual preliminary experimental data.

EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1. An accel-
erated electron beam (Ee = 13 MeV, average current Ia ≤
30 µA, electron pulse duration τ = 2.5 µs, pulse repeti-
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Fig. 1. Experimental setup.
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tion rate f = 386 Hz, beam diameter ∅  ~ 5 mm)
extracted from a microtron is directed to a decelerating
target T (horizontal stretched tungsten wire 1 mm in
diameter). Electron bremsstrahlung generated in the
target (with a natural divergence of ~35 mrad and a
solid angle Ω ~ 3 × 10–4 sr) is formed only along the
vertical with the help of a slit collimator G (slit height
∆XG ≥ 10 µm and vertical aperture δ ≥ 15 µrad). The
lower part (θ < 0) of the formed EB beam is absorbed
at the end of reflector R (glass; ∆ZR = 600 mm; ∆YR =
300 mm; ∆XR = 30 mm; surface finish of the 14th grade;
and the grazing angle, i.e., the inclination of the surface
to the beam axis, is controlled to within α = 0–1.5 mrad
with a step ∆α ≥ 15 µrad), while the upper part is scat-
tered from the surface at θ = 0–α or passes above it
without interacting for θ > α. At a level of 330 m, γ
quanta of the beam are detected by a fast counting Df

(Y = 100 mm) and a slow spectrometric DS (YS = 0)
detector. The detectors are rigidly fixed to each other
and are displaced along the vertical with a step hD ≥
1 mm; the detection angle (formed by the beam axis OZ
and TD line) may change in the limits θ = 0 ± 30 mrad
(∆θ ≥ 3 µrad). Horizontal slit collimators KD of the
detector have a gap of height ∆XK = 1 mm, which cor-
responds to the solid angle of detection ΩD = 4 ×
10−11 sr; depending on the average current of extracted
electrons, from a few to a hundred γ quanta pass
through them during the acceleration cycle τ = 2.5 µs.

The error in adjustment of the test bench elements
(decelerating target T, slit collimator G, reflector R, and
detector DS) relative to the EB beam axis is ~10 µrad.
To reduce the background contribution associated with
scattered γ quanta and charged particles to the events
registered by the detectors, the primary (after target T),
formed (after slit collimator G), and reflected (after
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Fig. 2. Critical angles of TER for γ quanta, calculated by
formula (1). The mean free path of γ quanta in air is taken
from [10].
reflector R) EB beam is cleaned by auxiliary collima-
tors and permanent magnets (not shown on the dia-
gram), respectively, and detection is blocked over a
time interval of 2.5 µs between the end of an accelera-
tion cycle and the beginning of the next cycle.

The experiment includes the measurement by detec-
tors DS and Df of the spectra and intensity of the EB
beam of γ quanta, respectively, as functions of the
height ∆XG of the gap of the slit collimator, angle of
inclination α of reflector R, and detection angle θ.

The geometrical parameters of the test bench ele-
ments correspond to the conditions of observation of
the expected effect of TER of hard X rays in the energy
range E ≤ 13 MeV; however, in the range of E ≤ 4 MeV,
the effect is slightly suppressed by the interaction of γ
quanta with atmospheric air (Fig. 2). As regards the
reflectivity of the surface of the reflector used in the test
bench, the calculations and experiments on reflection of
122-keV γ rays emitted by 57Co [6] from an analogous
reflector (glass with a surface polished to the 14th grade
with a roughness height of ~500 Å) showed that the
reflection coefficient of γ quanta is close to unity for
angles α < 264 µrad.

For a fixed grazing angle α of the reflector, γ quanta
from the low-energy part of the EB spectrum, for which
ψ = 0–αcr, must obviously experience TER, while this
effect is not observed in the high-energy range, where
ψ > αcr.

In spite of TER blurring due to edge effects at the
collimators and reflector, interaction of γ quanta with
the 300-m air medium, as well as the finite size of the
decelerating target and gaps in the slit collimators, the
high angular resolution of the test bench may ensure the
observation of the TER in experiment.

SIMULATION OF EXPERIMENT

Since the problem being solved here is quite compli-
cated, we developed a statistical model of the experi-
ment using the Monte Carlo method to estimate the
effect of the above-mentioned factors on the expected
result. The computer model of the experiment was
worked out with the help of the Mathematica software
on computers of the Intel Pentium III and higher class.
In this program, the energy of bremsstrahlung γ quanta
is assumed to be distributed in accordance with the
well-known Schiff formula [9]. The positions of γ
quanta in the plane of the target are distributed in the
horizontal and vertical projections in accordance with
the normal law with the same standard deviation equal
to 1.5 mm. The smallness of the solid angle of the γ
quanta used in the experiment makes it possible to
assume, to a high degree of accuracy, that their direc-
tion distribution is equiprobable and to simulate it with
the help of two random quantities. Accordingly, the
correlation between the angular and energy distribu-
tions of bremsstrahlung γ quanta was ignored.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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The program approximately presumes that a γ quan-
tum vanishes when its stimulated trajectory intersects
with any material objects of the experimental setup
(except the reflector and air). The effect of air on each γ
quantum is simulated probabilistically. For this pur-
pose, tabular data are used for the energy dependence of
the total absorption coefficient of γ quanta in air [10].
We assumed that any interaction of a γ quantum with air
leads to its annihilation. The case with the reflector is
considered as follows. When the trajectory of the γ
quantum intersects with the reflector, we first determine
its grazing angle relative to the reflector surface and
then compare it with the critical angle of scattering αcr
calculated by formula (1) for the preset energy E of the
γ quantum. If this angle turns out to be larger than the
critical angle, the γ quantum is assumed to disappear as
a result of absorption and the program begins a new
testing (i.e., the parameters of a new γ quantum are gen-
erated in the target). If, however, this angle is smaller
than the critical angle, the program replaces the param-
eters of the trajectory of the γ quantum incident on the
reflector by the parameters of the specularly reflected
trajectory. The trajectory of the γ quantum behind the
reflector is traced to the end of the channel, where the
position of the detector is determined as well as the
energy with which the γ quantum is detected. The pro-
gram assumes 100% efficiency of its detection.

Using this program, we analyzed the effect of vari-
ous values of the path length, the gap in the slit collima-
tor, and the angle of inclination of the reflector on the
energy distribution and vertical angular distribution of
γ quanta.

RESULTS OF SIMULATION 
AND DISCUSSION

The following circumstances should be borne in
mind while analyzing the results of simulation pre-
sented below.

The slit height of the collimator is set by three val-
ues (50, 20, and 10 µm), and the BE beam axis coin-
cides with the center of the slit. The front edge of the
reflecting surface is made to coincide with the lower
plane of the slit collimator along the vertical; the dis-
tance from the edge to the slit exit along the horizontal
was 30 cm, as in the experiment. The calculations were
made for values of 20 and 40 µrad of the angle of incli-
nation of the reflector to the beam axis. These values
correspond to calculated values of the TER critical
angle for γ quanta energies of 1.55 and 0.78 MeV,
respectively. The BE beam incident in the reflector
always contains a γ quanta satisfying and not satisfying
the TER conditions.

We assumed that the energy of electrons incident on
the target was 13 MeV, which corresponded to the first
working mode of the MT-22S microtron. The simulated
energy of bremsstrahlung quanta was bounded by val-
ues of 0.01 and 12.5 MeV from below and from above.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
To compare the data obtained for different simula-
tion characteristics (corresponding to various experi-
mental conditions), the data were recalculated taking
into account the normalization factors obtained for a
collimator slit height of 50 µm. The number of BE γ
quantum formed by such a slit and sampled by the pro-
gram exceeded 50 000. Figure 3 illustrates the transfor-
mation of the energy spectrum of γ quanta in a BE beam
(integrated over all virtual positions of detector DS) as a
function of path length L, angular aperture δ of the slit
collimator, and the angle of inclination α of the reflec-
tor; Fig. 4 shows the same dependences for the vertical
angular distribution of the intensity of γ quanta with
energy E < 12.5 MeV. The spectra of BE γ quanta scat-
tered by the reflector through angles θ = 3, 40, and
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80 µrad for fixed angles δ = 62 µrad and α = 40 µrad are
shown in Fig. 5. Analysis of these data provided a quan-
titative estimate of the effect of experimental conditions
on the intensity as well as the energy and angular distri-
bution of detected γ quanta of the BE beam: (a) attenu-
ation of BE γ quantum beam intensity in air increases
upon a decrease in the γ quantum energy and reaches an
order of magnitude for path length L = 330 m in the
case of γ quanta with E ≤ 4 MeV (curves 1 and 3 in
Fig. 3); (b) the intensity of the BE beam formed in
experiment is proportional to the angular aperture δ of
the slit collimator (curves 3–5 in Fig. 3 and 2–4 in
Fig. 4); (c) with increasing angle of inclination α of the
reflector introduced into the formed BE beam, the
transformation of the spectrum to the low-energy
region increases (curves 7 and 8 in Fig. 3) and the dis-
placement of the vertical distribution to the range of
larger angles θ are enhanced; in the region of θ ≥ 2α, a
TER component of γ quanta with an energy corre-
sponding to critical angle αcr ≤ α appears (curves 4–6
in Fig. 4 and 1–3 in Fig. 5).

For a path length L = 120 m, the expected TER
effect is manifested much more clearly; in this case, the
angular resolution of the test bench is worse to the same
extent as in the case of L = 330 m (∆θ/∆hD =
8.3 µrad/mm for L = 120 m and ∆θ/∆hD = 3 µrad/mm
for L = 330 m). Considering that the detection of the
effect requires primarily a high angular resolution, we
used path length L = 330 m in our experiments. Some
of the preliminary results can be compared with the
results of simulation. Figure 6 shows the experimental
intensity distributions of γ quanta in the BE beam
formed with a vertical aperture δ = 62 µrad and mea-
sured without a reflector (A) and with a reflector
inclined at angles α = 3 µrad (B) and 40 µrad (C). It
should be expected that the shape of distribution A in
the angular interval θ = 0 ± δ must be close to normal,
while distributions B and C must have components due
to γ quanta that have not interacted with the reflector
(ψ = α–δ) as well as due to γ quanta that have interacted
with it (ψ = 0–α), since δ > α. If the TER effect is
observed for γ quanta, the latter components must be
manifested in the form of TER peaks for angles θ ≥ 2α.
This peak should not be resolved from the component
due to noninteracting radiation in distribution B (since
2α < δ) and should be resolved in distribution C (since
2α > δ). These expectations with corrections for the
finite size of decelerating target T and collimators G
and KD hold in the calculated distribution C'. As regards
the experimental distribution C, it is strongly blurred by
other disregarded factors (like beam aperture broaden-
ing due to the finite absorption coefficient of the mate-
rial of collimators G and K, scattering in the air
medium, and instability of the electron beam). Never-
theless, distribution C exhibits bulging in the region of
θ ~ 2α. If the right slope of distribution A or B is taken
as the component due to noninteracting radiation in dis-
tribution C, the difference between C and A or B in a
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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first approximation corresponds to the calculated TER
peak of γ radiation (distribution 6 in Fig. 4).

Naturally, this fact should not be treated as a direct
manifestation of the TER effect in the γ range; it is
rather an indication of the existence of this effect and
the possibility of its more exact resolution under
improved experimental conditions (decrease in the ver-
tical size of the formed BE beam and the noise level,
use of remote control of the reflector tilting and posi-
tion-sensitive detectors, increase in the temporal stabil-
ity of the BE beam, shortening of the experimental
time, etc.).

The comparison of the experimental and calculated
distributions necessitates the development of a more
perfect computational algorithm taking into account
edge effects in the slit collimator and reflector and
Compton scattering in air, as well as a more realistic
dependence of the reflection coefficient of BE γ quanta
on the tilt angle of the reflector.
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Abstract—Transition surface electromagnetic radiation from electron bunches that cross a metal–insulator–
semiconductor structure in a perfectly conducting semi-infinite cylindrical waveguide is studied. It is shown
that, using a periodic sequence (train) of electron bunches, a particular surface waveguide eigenmode can be
amplified by bringing its frequency to resonance with the bunch repetition frequency in the train. Those eigen-
modes are amplified most efficiently whose frequency falls into the range occupied by the first maximum of the
geometric factor of one bunch. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

It is well known that transition radiation, as well as
Cherenkov radiation, is convenient to apply in diagnos-
tics of pico- and femtosecond electron bunches and
electrical performance of semiconductors. At the same
time, together with the conventional approaches, such
as the method of frustrated total internal reflection,
method of diffraction gratings, and others [1], surface
waves induced by the transition radiation from charges
can be used for gaining insight into the structure and
electrical properties of the surface. To this end, the
energy of surface waves must be high enough for them
to be detected in experiment (from 1 to 10 eV). In this
paper, it is suggested that these waves be generated
using coherent effects associated with the transition
radiation from a periodic sequence (train) of electron
bunches.

The properties of the transition radiation from one
electron crossing the interface between two media have
been studied at length in [2]. It is also well known that,
due to coherent effects, the transition radiation pro-
duced by an extended bunch of charges may differ sig-
nificantly from the transition radiation from one elec-
tron [3, 4]. In particular, the transition radiation from a
charged bunch may produce wide-band electromag-
netic pulses whose waveform copies that of the pulsed
current of the bunch. The bunch kinetic energy-to-elec-
tromagnetic pulse energy conversion efficiency may be
as high as several tens of percent.

The works cited above addressed the transition radi-
ation of volume electromagnetic waves. It is also of
interest to see how the coherent radiation from bunches
influences the transition radiation of surface electro-
magnetic waves. The transition radiation of surface
electromagnetic waves from a single nonrelativistic
electron bunch crossing a vacuum–semiconductor
1063-7842/05/5008- $26.00 1058
interface has been studied in [5]. However, as was noted
above, for these surface waves to be used in practice,
their energy must be sufficiently high. Therefore, it is
necessary to use a train of electron bunches. We will
show that, by appropriately choosing the size and repe-
tition period of bunches, the energy of a harmonic being
amplified can be made proportional to the square of the
product of the number of electrons in a bunch by the
number of bunches in a train. Consequently, not only
the radiation from all electrons in each bunch but also
the radiation from all bunches taken together will be
coherent. In this work, the system under study is a
waveguide, which has a limited transverse dimension—
a feature typical of real systems.

FORMULATION OF THE PROBLEM 
AND BASIC EQUATIONS

Consider a perfectly conducting semi-infinite cylin-
drical waveguide closed by a perfectly conducting plate
at one end. The generatrix of the waveguide is parallel
to the z axis. The origin of the z axis is on the inner sur-
face of the end plate. The waveguide region 0 < z < d is
filled with a dielectric of permittivity εd; the region z > d,
with a semiconductor of permittivity εs. Monoenergetic
electron bunches in the form of ellipsoids of revolution
with their axes aligned with the waveguide axis are
injected into the waveguide along its axis through an
opening in the end plate. The transition radiation from
the bunches induces surface and volume waves on the
dielectric–semiconductor interface inside the
waveguide. The surface (standing) waves are localized
near the interface and have a discrete spectrum.
© 2005 Pleiades Publishing, Inc.
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The charge density of the bunch is specified as fol-
lows:

(1)

where Jk(x) is the Bessel function of order k,  is a

kth root of the Bessel function of order 0, κk = /R is
the wavenumber of the surface wave in the plane of the
interface, R is the waveguide radius, ρ is the magnitude
of the radius vector in the waveguide’s cross section,
kz = ω/v, v  is the bunch velocity, nb is the electron den-
sity in a bunch, Vb = 4πa2b/3 is the bunch volume, and

(2)

is the geometric factor of a bunch.
In (2), x0, y0, and z0 are the coordinates of an elec-

tron in a bunch in the co-moving frame of reference.
Integration over the ellipsoid in formula (2) yields

(3)

where ψk(ω) = .

Next, we expand the electromagnetic fields of the
bunch and radiation in the Fourier–Bessel series, apply
the method developed in [2], and use the boundary con-
ditions to obtain the following expressions for the sur-
face wave fields in the dielectric:

(4)

(5)

(6)
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(7)

(8)

(9)

Here, β = v /c, c is the velocity of light in free space, and

 = εl/c2 –  is the axial wavenumber squared.
Subscript l = d for the dielectric and s for the semicon-
ductor, and frequency ωk is a solution to the dispersion
relation ∆0(ω, κk) = 0 for the surface waves for κk found
from the condition J0(κkR) = 0.

For the surface wave fields to decay from the dielec-
tric–semiconductor interface into either medium, it is
necessary that Im{λsk} =  > 0 and Im{λdk} =  < 0.

Substituting formulas (4)–(6) into the standard
expression for the energy density of a kth harmonic of
the radiated field [2] and integrating the resulting
expression over the region occupied by the dielectric,
we obtain an expression for the energy radiated in the
frequency range ωk ! Ωsp,

(10)

where Ωsp is the surface plasmon frequency at which
εs = –εd with |λdk|d ! 1 and Nb = nbVb is the number of
electrons in the bunch.

When deriving formula (10), we assumed that εs =

(1 – /ω2), where ε0 is the permittivity of the semi-

conductor lattice, Ω0 =  is the plasma fre-
quency, ns is the electron concentration in the semicon-
ductor, and m is the effective mass of electrons in the
semiconductor.

DISCUSSION

Consider the transition radiation of surface electro-
magnetic waves from one electron bunch moving with
velocity v  = 0.1c. The waveguide radius is taken to be
R = 10–2 m. Let the dielectric be a vacuum and the semi-
conductor be GaAs, for which ε = 12.53 and m =
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b ω κk d, ,( ) εdẼρ d,
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0.067m0 (where m0 is the mass of a free electron). We
also assume that d = 5 × 10–4 m and ns = 1022 m–3. Fig-
ure 1 plots the frequency dependences of surface wave
energy Ssw(ωk) (curve 1) and geometric factor f(ωk) of
the bunch (curve 2) at a = 10–5 m and b = 5 × 10–5 m.
Each square data point in Fig. 1 is associated with a cer-
tain waveguide harmonic. Dashed line 3 shows the fre-
quency of the surface plasmon. It is seen that the curve
Ssw(ωk) covers a discrete set of harmonics whose ampli-
tudes decrease in an oscillatory manner with increasing
k. The harmonics that fall into the frequency range of
the first maximum of geometric factor | f(ωk)| have the
highest energies,

(11)

where ψk(ωk) ≈ 3π/2 roughly corresponds to the first
zero of function | f(ψk)|.

The energy oscillations are due to the oscillating
character of function sin(ωkd/2v)2 in expression (10).
Energy maxima occur when d = (M + 1/2)λVK, where
λVK = 2πv /ωk is the van Kampen wavelength and M =
1, 2, …, is an integer. In frequency range (11), the geo-
metric factor the bunch takes is close to unity, which
means that the vast majority of electrons in the bunch
radiates coherently and the radiated energy is propor-
tional to the squared number of particles in the
bunch [2].

Consider the transition radiation of surface harmon-
ics from a train of bunches with given spatial period h.

0 ωkb/v( )2 aµk
0( )/R( )

2
+  ! 

3
2
---π,≤

1

0 0.2

Sk
sw, 10–19 J

ωk/Ω0

0.4 0.6 0.8 1.0

2

3

4

1 2 3

1.0

0.8

0.6

0.4

0.2

| f |

0

Fig. 1. (1) Energy Ssw(ωk) of surface waves induced by one
electron bunch and (2) geometric factor | f(ωk)| of the bunch
vs. frequency calculated by formulas (10) and (3), respec-
tively. The bunch has the form of an ellipsoid of revolution
(radius a = 10–5 m, the axis of revolution 2b = 10−4 m long
is aligned with the waveguide axis) and moves with velocity
v  = 0.1c (where c is the velocity of light in free space) along
the perfectly conducting waveguide with radius R = 10–2 m.
As the period, we take the center distance between
adjacent bunches. In this case, the expression for geo-
metric factor f(ωk) takes the form of the product of geo-
metric factor fb(ωk) of one bunch by factor fs(ωk), which
arises from summation over bunches in expression (1)
for the charge density,

Here,

(12)

fb(ωk) is given by expression (3), σ is the number of
bunches in the train, and z0 is the distance between the
first bunch and the vacuum–semiconductor interface.

As follows from formula (12), period h can be taken
such that the resonance condition

(13)

is met for one of the waveguide eigenmodes (M = 1, 2,
…, is an integer).

If this harmonic lies in frequency range (11), its
energy is proportional to the squared product of the
number of electrons in a bunch and the number of
bunches in a train; accordingly, this harmonic will be
amplified most efficiently. Figure 2 plots functions
| f(ωk)| (curve 1) and | fb(ωk)| (curve 2) versus frequency

f ωk( ) f b ωk( ) f s ωk( ).=

f s ωk( )

ωkh
2v
---------σsin

ωkh
2v
--------- 

 sin

--------------------------- i
ωk

v
------ z0

σ 1–( )h
2

--------------------+ 
 – ,exp=

ωkh
2v
--------- πM and f s σ= =

2

0 0.2
ωk/Ω0

0.4 0.6 0.8 1.0

6

8

10

1 2

1.0

0.8

0.6

0.4

0.2

| fb|| f |

4

0

Fig. 2. (1) Resulting geometric factor f(ωk) of the train of
electron bunches and (2) geometric factor | fb(ωk)| of one
bunch vs. frequency calculated by formulas (12) and (3),
respectively. The bunches have the same dimensions: a =
10–5 m and b = 5 × 10–5 m. The number of bunches in the
train is σ = 10, and the bunch spacing h = 3 × 10–4 m is cho-
sen such that the harmonic with ωk ≈ 0.1 Ω0 (k = 7) is ampli-
fied most efficiently. This harmonic corresponds to M = 1 in
resonance condition (13).
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at a = 10–5 m, b = 5 × 10–5 m, σ = 10, and h = 3 × 10−4 m.
It can be seen that the curve | fb(ωk)| cuts off only those
oscillations of function | fs(ωk)| falling into frequency
range (11). Therefore, resulting geometric factor | f(ωk)|
has only a few first maxima in this range. The higher the
order of maximum (i.e., the greater integer M in for-
mula (13)), the smaller its amplitude. Consequently,
amplification of a kth waveguide harmonic is the most
efficient when M = 1 and h = 2πv /ωk. In Fig. 2, the
highest maximum of geometric factor | f(ωk)| at fre-
quency ωk ≈ 0.1 Ω0 (k = 7) corresponds to M = 1 in res-
onance condition (13). The next highest maximum of
| f(ωk)|, which occurs at frequency ωk ≈ 0.2Ω0 (k = 14),
corresponds to M = 2 in resonance condition (13). The
energy radiated in the first maximum of | f(ωk)| in Fig. 2
is approximately equal to 10–17 J.

CONCLUSIONS
We considered surface electromagnetic waves

excited by a train of electron bunches injected into a
perfectly conducting semi-infinite cylindrical
waveguide with a vacuum–semiconductor interface
inside. The bunches, having the form of ellipsoids of
revolution, are injected into the waveguide through an
opening in the perfectly conducting end wall. Transi-
tion radiation from the bunches induces volume and
surface waves at the interface. The surface waves have
the form of standing waves with a discrete spectrum
and are localized near the interface. It is shown that, by
appropriately choosing the parameters of the train, a
particular waveguide surface eigenmode (harmonic)
can be amplified by bringing its frequency to resonance
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
with the bunch repetition frequency in the train. In this
case, the energy of this harmonic is proportional to the
number of bunches in the train squared. Amplification
will be the most efficient when the frequency of a har-
monic being amplified falls into the range occupied by
the first maximum of the geometric factor of one bunch,
within which transition radiation from electrons is
coherent and the radiated energy is proportional to the
number of electrons squared.
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Abstract—The transmission of the H10 wave through a waveguide–capillary cavity in the form of a section of
a rectangular waveguide with a square liquid-filled capillary inside is studied theoretically. The capillary passes
through the center of the waveguide perpendicularly to its wide walls. The problem is solved by constructing
the mirror images of the capillary on the narrow walls of the waveguide with subsequent consideration of the
diffraction of the Brillouin components of the H10 waveguide mode by a periodic “array of capillaries.” It is
shown that a resonance minimum in the frequency dependence of the energy coefficient of transmission of the
H10 wave through the waveguide–capillary cavity can be explained by the destructive interference of diffraction
harmonics propagating in antiphase. The experimentally found existence of the capillary optimum dimension
at which the resonance minimum is the most pronounced is corroborated analytically. © 2005 Pleiades Pub-
lishing, Inc.
INTRODUCTION

The structure and concentration of water solutions
of various substances can be determined from the
dielectric characteristics of these solutions measured in
various ranges of electromagnetic wavelengths [1–7].
In particular, the coefficient of transmission of the
waveguide H10 mode through a waveguide–capillary
cavity representing a waveguide with a liquid-filled
capillary placed between the centers of its wide walls
was measured in the frequency ranges 27.5–37.5, 37–
53, and 54–78 GHz [3–6]. It was found that the fre-
quency dependence of the transmission coefficient of
the H10 mode has a clear-cut resonance minimum in the
frequency range where the waveguide is single-mode.
The frequency of this minimum depends on the concen-
tration [3–7] and temperature [8] of a solution under
study. Based on these measurements, a method of mea-
suring the concentration of water solutions of different
substances was proposed [3–6] and patented [7].

Propagation of electromagnetic waves in a rectan-
gular waveguide with an inductive dielectric cylinder
(whose axis is parallel to the propagation direction of
the H10 wave) was studied theoretically by various tech-
niques [8–12]. In those works, theoretical frequency
dependences of the transmission coefficient of the H10
wave exhibited the resonance minimum mentioned
above, but a clear physical explanation of this effect
was not given. Earlier [3], the resonance absorption was
studied in terms of the model of surface wave excitation
at the capillary and the resonance effect was explained
by reflection from the wide walls of the waveguide.
Later [13], it was found that resonance reflection of the
1063-7842/05/5008- $26.00 1062
surface waves from the wide walls cannot provide a
high-Q resonance; therefore, it was conjectured that
excitation of the H20 wave is also a factor. However,
experiments did not reveal resonance absorption of the
H20 wave energy.

In this paper, we theoretically study the propagation
of the H10 wave through a waveguide–capillary cavity
consisting of a square liquid-filled capillary placed in a
waveguide perpendicularly to its wide walls. The prob-
lem is reduced to considering the diffraction of the H10
wave by a periodic array of capillaries that is con-
structed by multiply imaging the capillary on the nar-
row waveguide walls. The existence of a frequency at
which the waveguide becomes nontransparent is physi-
cally justified.

BASIC EQUATIONS

Consider a rectangular waveguide of cross section
a × b (a > b). Let the waves in the waveguide propagate
in the z direction, the wide walls of the waveguide lie in
the planes y = 0 and y = b, and the narrow walls lie in
the planes x = 0 and x = a (Fig. 1). A capillary is placed
in the middle of the waveguide perpendicularly to its
wide walls. It is made of a material with permittivity εc
and is filled with a liquid of complex permittivity εl. For
convenience, we assume that the capillary is a square
tube with outer side D and inner side d and its axis is
aligned with the y axis. Thus, the capillary with the liq-
uid occupies the domain 0 < z < D, a/2 – D/2 < x < a/2 +
D/2, while the liquid itself occupies the domain D/2 –
d/2 < z < D/2 + d/2, a/2 – d/2 < x < a/2 + d/2. An H10
© 2005 Pleiades Publishing, Inc.
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electromagnetic wave propagating in the positive z
direction is incident on the capillary. The components
of the electromagnetic field of the incident wave are
given by

(1)

(2)

(3)

where ω is the circular frequency of the wave, c is the

speed of light in free space, Γ =  > 0, and
k ≡ ω/c.

To calculate the diffracted field, we will use the
method of mirror images [14]. Since electromagnetic
waves propagate in a waveguide by reflections from the
metal walls, each event of reflection may be assigned an
equivalent source of the reflected field, i.e., multiple
imaging of the capillary on the waveguide walls takes
place. These sources form an array of parallel square
bars with period a (Fig. 1). Then, the incident wave may
be represented as a superposition of two plane waves
(Brillouin waves) as follows:

(4)

where

(5)

(in (5), factor exp(–iωt) is omitted for brevity). Compo-
nents Hx(x, z) and Hz(x, z) of the incident electromag-
netic wave can be represented as a superposition of two
Brillouin waves in a similar fashion.

Eventually, the problem of propagation of the H10
wave in a waveguide with a dielectric capillary is
reduced to the problem of diffraction of two plane TE
waves by a periodic array of two-layer dielectric bars.
The Maxwell equations for a TE wave can be written as
follows:

(6)

(7)

(8)

Here, superscripts m = 1–5 refer to the domains (Fig. 1)
z < z1, z1 < z < z2, z2 < z < z3, z3 < z < z4, and z > z4,
respectively, where z1 = 0, z2 = (D – d)/2, z3 = (D + d)/2,

Ey x z t, ,( ) E0
10 πx/a( ) iΓz iωt–( ),expsin=

Hx x z t, ,( ) Γ
k
---E0

10 πx/a( ) iΓz iωt–( ),expsin–=

Hz x z t, ,( ) i
k
--π

a
---E0

10 πx/a( ) iΓz iωt–( ),expcos–=

k2 π/a( )2–

Ey x z,( ) Ei
+ iπx/a iΓz+( )exp=

+ Ei
– iπx/a– iΓz+( ),exp

Ei
+ E0

10/ 2i( ), Ei
– E0

10/ 2i( )–= =

∂Hz
m( )

∂x
-------------

∂Hx
m( )

∂z
-------------– ikεm x( )Ey

m( ),=

∂Ey
m( )

∂z
------------- ikHz

m( ),–=

∂Ey
m( )

∂x
------------- ikHz

m( ).=
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and z4 = D. In this case, ε1(x) = ε5(x) = 1 and

(9)

(10)

where n ∈  (–∞, ∞).

It should be noted that periodic functions εm(x) (m =
2–4) written in form (9) and (10) can be expanded into
the Fourier–Floquet series in spatial harmonics,

(11)

Here, g = 2π/a is the vector of the array, ε2||0 = ε4||0 = 1 +
(εc – 1)D/a, ε3||0 = 1 + (εc – 1)D/a + (εl – εc)d/a, ε2||n =

ε4||n = (εc – 1)sin(ngD/2), and ε3||n= [(εc –

1)sin(ngD/2) + (εl – εc)sin(ngd/2)] (at n ≠ 0) are the
amplitudes of the spatial harmonics.

Eliminating components  and  of the mag-
netic field from system of equations (6)–(8), we obtain

ε2 x( ) ε4 x( )=

=  
1, na a D–( )/2– x na a D–( )/2+< <
εc, na a D–( )/2+ x na a D+( )/2,+< <




ε3 x( )

1, na a D–( )/2– x na a D–( )/2+< <
εc, na a D–( )/2+ x na a d–( )/2+< <
na a d+( )/2+ x na a D+( )/2+< <
εl, na a d–( )/2+ x na a d+( )/2,+< <








=

εm x( ) εm||n ingx( ).exp
n ∞–=

∞

∑=

1–( )n

πn
------------- 1–( )n

πn
-------------

Hz
m( ) Hx

m( )

1

0 D

d
y

b

a

x

z

d

0

D

a 2

34
5

......

Fig. 1. Waveguide–capillary cavity consisting of a a × b
rectangular waveguide with a square liquid-filled capillary
inside. The outer and inner sides of the capillary are D and
d, respectively.
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a wave equation in the form

(12)

First, consider the diffraction of incident wave

(x, z) = exp(iπx/a + iΓz) (the first term in expres-
sion (4)) by the array. Since a solution must be periodic
in coordinate x, we represent the electric field of the TE
wave as the Fourier–Floquet series in spatial harmon-
ics:

Here, we used the property π/a = g/2. Substituting the

series for functions εm(x) and (x, z) into wave
equation (12) and equating the coefficients multiplying
the same exponential functions to zero, we come to the
infinite system of differential equations

(13)

(14)

Here,  =  + g2 – k2 and ( )2 =  + g2 –

k2εm||0. In addition, Re(ps) – Im(ps) ≥ 0 and Re( ) –

Im( ) ≥ 0. A solution to system of equations (13)
that meets the radiation condition at infinity can be
obtained in the form

(15)

(16)

Note that the first term in expression (15) is the inci-
dent wave (with iΓ = –p0). On rearrangement, a solution
to system of linear differential equations (14) can be
represented as

(17)

Here,  is determined from the condition that the

determinants of matrices  (m = 2, 3, 4) equal zero;

∂2Ey
m( )

∂x2
---------------

∂2Ey
m( )

∂z2
--------------- k2εm x( )Ey

m( )+ + 0.=

Ey
+ Ei

+

Ey
m +,( ) x z,( ) Ey||s

m +,( ) z( ) i s
1
2
---+ 

  gx .exp
s ∞–=

∞

∑=

Ey
m +,( )

∂2Ey||s
m +,( )

∂z2
------------------- ps

2Ey||s
m +,( )– 0; m 1 5,,= =

∂2Ey||s
m +,( )

∂z2
------------------- Pm||s

2 Ey||s
m +,( )–

+ k2 εm||s n– Ey||n
m +,( )

n s≠
∑ 0; m 2 3 4., ,= =

ps
2 s-

 1
2
---


2

Ps
m( ) s-

 1
2
---


2

Ps
m( )

Ps
m( )

Ey||s
1 +,( ) z( ) δs 0, Ei

+ psz–[ ]exp Ey||s
1 +,( ) 0( ) psz[ ] ,exp+=

Ey||s
5 +,( ) z( ) Ey||s

5 +,( ) D( ) ps z D–( )–[ ] .exp=

Ey||s
m +,( ) z( ) ϕ sn

m( ) B1||n
m( ) γn

m( ) z zm 1––( )[ ]exp{
n ∞–=

∞

∑=

+ B2||n
m( ) γn

m( ) z zm 1––( )–[ ]exp } .

γn
m( )

F m( )
the elements of these matrices can be written as  =

δsn[(γ(m))2 – ( )2] + (1 – δsn)k2εm||s – n (δsn is the Kro-
necker delta). Also, in expression (17),

where ( ) is the algebraic complement of ele-

ment  at γ(m) = ± .

As boundary conditions, we use the continuity con-
ditions for the tangential components of the electric and
magnetic fields at the boundaries z = zm (m = 1–4).
Since the tangential components of the electric and
magnetic fields are related through expression (7), the
boundary conditions have the form

(18)

Thus, by substituting expressions (15)–(17) into
boundary conditions (18), we get a linear system of
algebraic equations in the matrix form,

(19)

(20)

where

Fsn
m( )
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ϕ sn
m( ) 1–( )s n+ Mns
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-------------------------,=
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m( )
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m 1+ +,( ) zm( ),=

∂Ey||s
m +,( ) zm( )
∂z

---------------------------
∂Ey||s

m 1+ +,( ) zm( )
∂z

---------------------------------.=

H11||snX1||n H12||snX2||n+{ }
n ∞–=

∞

∑ Q1||s,=

H21||snX1||n H22||snX2||n+{ }
n ∞–=

∞

∑ Q2||s,=

H11||sn

=  

δsn– ϕ sn
2( ) ϕ sn

2( ) 0

δsn– pn γn
2( )ϕ sn

2( ) γn
2( )ϕ sn

2( )– 0

0 ϕ sn
2( )Cn||+

2( )– ϕ sn
2( )Cn||–

2( )– ϕ sn
3( )

0 γn
2( )ϕ sn

2( )Cn||+
2( )– γn

2( )ϕ sn
2( )Cn||–

2( ) γn
3( )ϕ sn

3( ) 
 
 
 
 
 
 
 

,

H12||sn

0 0 0 0

0 0 0 0

ϕ sn
3( ) 0 0 0

γn
3( )ϕ sn

3( )– 0 0 0 
 
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 
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 
 

,=
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When deriving expressions (19) and (20), we also
used the relationships z2 – z1 = z2, z3 – z2 = d, z4 – z3 =

z2,  = , and  = .

Since we are considering the single-mode
waveguide, g/2 < k < g. Consequently, the waveguide
supports the propagation of only those harmonics for
which n = 0 and n = –1 (with p0 = p–1 = –iΓ). The field
of the transmitted propagating wave that arises as a

result of diffraction of incident wave (x, z) =

exp(–iπx/a + iΓz) by the array can be written in the
form

(21)

From symmetry considerations, the relationships

(22)

H22||sn

=  

ϕ sn
3( )Cn||–

3( )– ϕ sn
2( ) ϕ sn

2( ) 0
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0 ϕ sn
2( )Cn||+

2( )– ϕ sn
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 
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 
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 
 
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Ey||0
5 +,( ) D( )
Ei

+
----------------------

Ey||0
5 –,( ) D( )
Ei

–
---------------------- t0,= =
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are valid for the diffraction of the wave (x, z) =

exp(–iπx/a + iΓz) (the second term in expression
(4)) and the field of the propagating wave can be written
as

(23)

Using relationships (5) and (22), we can derive an
expression for the total field of the transmitted H10 wave
in the form

(24)

Note that the term (t0 – t1) in expression (24) has the
meaning of the coefficient of transmission of the H10
wave through the waveguide–capillary cavity.

NUMERICAL RESULTS

Thus, propagation of waves in a waveguide with a
discontinuity is completely defined by transmission
coefficients t0 and t1 (expression (22)) of the propagat-
ing modes. Figure 2 plots the energy transmission coef-
ficient T = |t0 – t1|2 of the H10 wave versus its frequency.
The parameters of the mathematical model are the same
as those used in the experiment: we assumed that the
wave propagates in a 3.4 × 1.8-mm rectangular
waveguide and the capillary is made of Teflon with
complex permittivity εc = 2.04 + i3.468 × 10–4, has
dimensions D = 1.329 mm (outer side) and d =
0.975 mm (inner side), and is filled with distilled water

Ey
–

Ei
–

Ey
t –,( ) x z,( ) Ey||0

5 –,( ) D( ) i– gx/2 p0 z D–( )–[ ]exp=

+ Ey||1
5 –,( ) D( ) igx/2 p0 z D–( )–[ ] .exp

Ey
t( ) x z,( ) Ey

t +,( ) x z,( ) Ey
t –,( ) x z,( )+=

=  t0 t1–( )E0
10 gx/2( )sin p0 z D–( )–[ ] .exp

46 48 50 52 54 56 58 60 62 64 66 68 70
f, GHz

–80

–70

–60

–50

–40

–30

–20

T, dB

Fig. 2. Theoretical (solid line) and experimental (dashed
line) frequency dependences of the energy transmission
coefficient of the H10 wave propagating through the
waveguide–capillary cavity filled with distilled water.
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at a temperature of 10°C.1 The frequency and tempera-
ture dependences of the complex permittivity of dis-
tilled water, which are necessary for calculations, were
obtained by polynomial fitting of the experimental data
given in Table 1. The dashed line in Fig. 2 shows the
experimental dependence for comparison.

As can be seen in Fig. 2, both the analytical and
experimental frequency dependences of the coefficient
of transmission of the H10 wave through the
waveguide–capillary cavity exhibit a sharp minimum in
the frequency range f = 60–63 GHz. The frequencies of
this resonance minimum in the analytical and experi-
mental curves differ insignificantly. This minimum
stems from the fact that, at a certain frequency, t0 ≈ t1

and, as a consequence, transmission coefficient T = |t0 –
t1|2 is close to zero at this frequency. Thus, the physical
reason for the resonance minimum of the transmission
coefficient for the H10 waveguide mode propagating in
a waveguide–capillary cavity is that diffraction of

either of the Brillouin components ( (x, z) and

(x, z), see (4)) of this mode generates two propagat-
ing waves whose wavevectors have the codirected z
components and oppositely directed x components. In
other words, the field diffracted by the capillary con-
sists of four plane waves,

1 When choosing the dimensions of the capillary, we recognized
that, in the experiment, a circular capillary with outer diameter
Dc = 1.5 mm and inner diameter dc = 1.1 mm was used. Since our
model uses the square capillary, its dimensions were taken such
that the cross-sectional areas of the circular and square capillar-
ies, as well as the cross-sectional areas of the liquid columns in
them, are equal: D2 = π(Dc/2)2 and d2 = π(dc/2)2. 

Ey
+

Ey
–

Ey||0
+ x z,( ) t0

E0
10

2i
------- i

π
a
---x iΓz+ 

 exp ,=

Ey|| 1–
+ x z,( ) t1

E0
10

2i
------- i–

π
a
---x iΓz+ 

 exp ,=

Ey||0
– x z,( ) t– 0

E0
10

2i
------- i–

π
a
---x iΓz+ 

 exp ,=

Table 1.  Real (ε') and imaginary (ε'') parts of the permittivity
of distilled water found experimentally [15]

f = 30
(GHz)

f = 37.5
(GHz)

f = 60
(GHz)

f = 100
(GHz)

t = 10°C ε' 15.35 11.92 7.8 5.97

ε'' 26.78 22.49 14.86 9.13

t = 20°C ε' 21.14 16.17 9.75 6.72

ε'' 30.92 26.82 18.45 11.55
If t0 = t1, waves (x, z) and (x, z), as well

(x, z) and (x, z), cancel each other. Note that a
small transmission coefficient in the low-frequency
region (analytical curve) is explained by the fact that, at
frequencies close to the waveguide cutoff frequency,
the z components of the wavevectors of the incident
Brillouin waves are much smaller than the x compo-
nents. Thus, the Brillouin waves are incident on the
capillary at a grazing angle, resulting in a small trans-
mission coefficient [16].

Consider now how the transmission coefficient of
the H10 wave varies with capillary dimensions.
Figures 3–5 show the transmission coefficient as a
function of the frequency and dimension of the outer
wall of the capillary with the distilled water kept at 10,
15, and 20°C, respectively. The differently colored
domains correspond to different values of the transmis-
sion coefficient: the lower T, the darker the domain. On
the left of Figs. 3–5, the transmission coefficient is plot-
ted versus the dimension of the capillary outer wall at
fixed frequencies (the frequencies are shown on the
right by vertical dashed lines). To make Figs. 3–5 more
illustrative, dimension D of the capillary outer wall is
converted to outer diameter Dc of the equivalent circu-
lar capillary. Here, it was assumed that diameter d of the
capillary inner wall is a linear function of outer diame-
ter Dc of the equivalent circular capillary,

(25)

where dc2 = 1.1 mm, Dc2 = 1.5 mm, dc1 = 0.7 mm, and
Dc1 = 1.0 mm. These values reflect the fact that the
experiment was performed with capillaries of three
dimensions (see Table 2). Thus, expression (25)
describes a gradual transition from capillary no. 1 to
capillary no. 2.

Figures 3–5 show that, as the outer dimension of the
capillary increases, the minimum in the frequency
dependence of the transmission coefficient shifts
toward lower frequencies (because of the growth of
zero-order spatial harmonics ε2||0, ε3||0, and ε4||0 of the

Ey||1
– x z,( ) t– 1

E0
10

2i
------- i

π
a
---x iΓz+ 

  .exp=

Ey||0
+ Ey||1

–

Ey||0
– Ey||1

+

d
π

2
-------

dc2 dc1–
Dc2 Dc1–
----------------------- Dc Dc1–( ) dc1+ .=

Table 2.  Outer and inner diameters of the capillaries used in
the experiment

Capillary no. Dc, mm dc, mm

1 1.0 0.7

2 1.5 1.1

3 2.3 1.8
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Fig. 4. Same as in Fig. 3 at 15°C.

Fig. 5. Same as in Fig. 3 at 20°C.
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Fig. 3. Energy transmission coefficient of the H10 wave calculated as a function of frequency f and outer dimension D of the capillary
at a temperature of distilled water of 10°C.
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permittivity). Also, the dependence of the transmission
coefficient both on the frequency and outer dimension
of the capillary has a clear-cut minimum (in other
words, there exists an optimum dimension of the capil-
lary at which the resonance minimum is the most pro-
nounced). At a water temperature of 10°C, this opti-
mum dimension is Dc ≈ 1.5 mm (on the left of Fig. 3).
Therefore, the transmission coefficient of the H10 wave
is the smallest when the capillary dimensions roughly
equal those of capillary no. 2 (Table. 2). This observa-
tion can explain the fact that the resonance minimum in
the frequency dependence of the transmission coeffi-
cient in the experiments with capillaries no. 1 and 3 is
indistinct. As the temperature of the distilled water
rises, the frequency of the resonance minimum and the
capillary optimum dimension decrease. In particular, at
15°C, the frequency of the minimum is f ≈ 55.9 GHz
and the optimal dimension is Dc ≈ 1.49 mm (Fig. 4); at
20°C, f ≈ 51.9 GHz and Dc ≈ 1.47 mm (Fig. 5).

CONCLUSIONS

In this paper, we theoretically studied propagation
of the waveguide H10 mode through a waveguide–cap-
illary cavity consisting of a single-mode waveguide
with a square capillary filled with a lossy liquid inside.
The capillary runs parallel to the narrow walls of the
waveguide through the middles of its wide walls (where
the electric field of the H10 wave is maximal). The prob-
lem is solved by considering the diffraction of the H10
mode by a periodic array of capillary mirror images
constructed on the narrow walls of the waveguide. The
frequency dependence of the coefficient of transmis-
sion of the H10 mode through the system shows a reso-
nance minimum. This minimum arises because, at a
certain resonance frequency, the diffraction harmonics
propagate in antiphase and cancel each other by inter-
ference. The experimental and theoretical frequency
dependences of the transmission coefficient of the H10
mode are in satisfactory agreement. It is also corrobo-
rated theoretically that there exists an optimum dimen-
sion of the capillary at which the resonance minimum
of the frequency dependence of the transmission coef-
ficient is the most pronounced.
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Abstract—A nonlinear mechanism of the effect of broadband fluctuations on oscillations in a Thomson self-
oscillator has been revealed. The correlation function for oscillations, which takes into account all appreciable
effects in the second approximation, has been obtained for the first time. A new method has been developed for
analyzing steady-state synchronous oscillations in a generator forming a part of the phase-synchronization sys-
tem; linearized equations of steady-state synchronous oscillations, which take into account the effect of broad-
band noise, have been developed for the first time. An example of calculation of a complex phase-synchroniza-
tion system is considered, in which the possibility of synthesizing highly effective systems with the help of the
proposed methods of analysis is illustrated. The diffusion coefficients of the phase are estimated. © 2005 Ple-
iades Publishing, Inc.
INTRODUCTION

Oscillations in a Thomson oscillator can be defined
by the equation [1–6]

(1)

where u(t) is a normalized oscillatory process; ε and µ
are small parameters (ε ! 1, µ ! ε, the characteristic
value of ε being much smaller than 0.1); f(u) is a non-
linear function, q(t) is an external stationary action; n(t)
is broadband (thermal, Schottky, or technical) noise,
except in regions of substantial bursts n(~)ε; the sym-
bols in parentheses indicate that the relation holds
“almost everywhere”; the average value 〈n〉  = 0; and the
effective band of the noise spectrum ωn ∈  (1 – ∆n, 1 +
∆n), ∆n @ ε.

We assume that a soft excitation mode is imple-
mented in system (1) and a steady-state mode of self-
sustained oscillations sets in. The inclusion of the noise
effect changes the nature of oscillations of the Thomson
oscillator, increasing the number of degrees of freedom
of the system. In particular, system (1) may acquire a
type of steady-state oscillation such that the process
evolving almost periodically in time changes randomly
for relatively short accidental “bursts” (in the theory of
random processes, this is associated with outbursts of
the process, while a similar phenomenon in the theory
of nonlinear dynamic systems is referred to as intermit-
tence). It is well known [1–6] that many effects strongly
influencing the oscillatory process can be studied only
in the framework of the second approximation in ε. The
closeness of system (1) to a linear one-dimensional
oscillator and the difficulty of reliable measurement of
many effects in the second approximation primarily
necessitate the estimation of the correctness of the
mathematical and physical models of the oscillatory
system at each stage of theoretical analysis. The con-
ventional asymptotic methods of analysis are well sub-

u̇̇ u+ εf u( ) n t( ) µq t( ),+ +=
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stantiated mathematically [1, 2, 7]; however, the addi-
tional conditions ensuring the uniqueness of the solu-
tion to Eq. (1) do not ensure physically realizable
uniqueness in determining the parameters of oscilla-
tions. For n(t) ≠ 0, such analytical methods may lead (in
the second approximation in ε) to doubtful results from
the standpoint of physics. In addition, operations with
nonlinear functions are always nonlinear and incom-
mutable with other operations. For example, in deriving
the differential equation for a self-excited oscillator,
Van der Pol adopted the cubic nonlinearity model f(x)
= (x3/3); strictly speaking, this leads to the equation

(naturally, this is immaterial in the case of a self-excited
oscillator).

Combining the methods of statistical and harmonic
linearization and assuming that harmonic linearization
is a special case of statistical linearization [3–5] can
ensure a correct analysis of Eq. (1). Such an approach
makes it possible not only to refine the mechanism of
oscillations in a Thomson self-excited oscillator taking
into account second-approximation effects, but also to
obtain new results.

ANALYSIS OF OSCILLATORY PROCESSES
IN A GENERALIZED VAN DER POL 

OSCILLATOR

If we are dealing with cubic nonlinearity, the equa-
tion describing oscillations of a Thomson oscillator for
q(t) = 0 can be written in the form

(2)

ẋ̇ ε d
dt
----- x3

3
----- x– 

  x+ + 0=

u̇̇ ε d
dt
----- 4

3
---u3 u– 

  u+ + ng,=
© 2005 Pleiades Publishing, Inc.
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where noise ng(~)ε and 〈ng〉  = 0.

Let the spectral density of noise (in the spectral band
2∆g) be given by

the noise dispersion being  = 2N∆g/π. It can be seen
that, being a source of energy of the oscillatory process,
noise can be matched with the load only in a limited fre-
quency band of the spectrum; consequently, the energy
band of the noise participating in the formation of oscil-
lations is finite (we assume that ∆g ≤ ∆n). In the case of
a stationary low-intensity perturbation, the possibility
of a steady-state mode of self-excited oscillations is
known to be determined by the structural stability
(roughness in Andronov’s sense) of the Thomson oscil-
lator [1–7]. To carry out a correct statistical lineariza-
tion of nonlinearity in Eq. (2), the following obvious
conditions must be satisfied (in the stationary oscilla-
tion mode) [3–5]:

(3)

here,  is the dispersion of steady-state oscillation
u(t).

According to [3–5], we can derive the following
expression for the criterion of the minimal mean square
of the difference in processes at the exit of a nonlinear
element and an equivalent linear element:

(4)

Relations (2) and (4) yield

Assuming that p = d/dt, p(=)iω, and i2 = –1, where ω
is the spectral frequency, we define the dispersion of
oscillations using the well-known formula [3]

Here, we assume that ε(2  – 1) ! ∆g; consequently,

in the definition of , we assume that we are dealing
with white noise. This is a tabulated integral [3]; its
evaluation leads to the algebraic formula

whence

(5)

Sg 2N , N  ! ε2, ωg 1 ∆g– 1 ∆g+,( ),∈=

σg
2

u〈 〉 0, u2〈 〉 σ u
2 const;= = =

σu
2

4
3
---u3 2σu

2u.=

u̇̇ ε 2σu
2 1–( )u̇ u+ + ng t( ).=

σu
2 N

2π
------ ωd

iω( )2 ε 2σu
2 1–( )iω 1+ +

2
------------------------------------------------------------------.

∞–

∞

∫=

σu
2

σu
2

2σu
2 2σu

2 1–( ) N
ε
----– 0,=

σu
2 1

2
--- 1 N

ε
----+ 

  O ε2( ).+=
Relations (2)–(5) lead to the statistically linearized
equation for oscillations

(6)

This equation can be treated as the initial-approxi-
mation equation for the generalized Van der Pol oscil-
lator defined by Eq. (2).

From the standpoint of physics, the dynamic stabil-
ity of self-excited oscillations (according to
Kharkevich) is defined by the restoring (retrieving)
force for the amplitude of steady-state oscillations [1].
Consequently, to take into account the dynamics of pro-
cesses in the vicinity of steady-state oscillations, we
carry out a change of variables in Eq. (6), assuming that
u = aX, where a is the amplitude of oscillations. We also
assume that the effect of higher harmonics has been
taken into account in the value of the amplitude and that
amplitude is independent of normalized oscillation X in
the second approximation in ε. Qualitative analysis of
Eq. (2) shows that

where x is the first harmonic oscillation normalized in
amplitude.

Taking into account the low intensity of noise, we
can assume that parameters of oscillation are slow
almost everywhere [1, 2, 4–6],

(7)

where ϕ is the phase and Ω is the frequency of oscilla-
tions.

Steady-state conditions (3) should be apparently
supplemented by analogous conditions for the steady-
state oscillation parameters

(3a)

It is clear from physical considerations that condi-
tions (3) and (3a) can be regarded as sufficient. Using
Eqs. (6) and (7), we obtain

where Vx = N + 2 /a, 〈Vx〉  = N, ∆g @ N ! ε2.

Further, we assume [1–5] that ng . ngkX + ngi ,

where  =  = , 〈ng/a〉  = 0. In this case, we can
easily determine the dispersion of the amplitude of
steady-state oscillations from the conditions of energy

u̇̇ Nu̇ u+ + ng.=

aX =( )ax O ε( ), σu
2+ σu1

2 O ε2( ), u1+ ax,= =

u aX , ȧ ~( )ε, ȧ〈 〉 ȧ̇〈 〉 0= = =

ȧ( )2〈 〉( ) σa'
2
 @ σa''

2 ε3, x =( ) ϕcos∼=

X =( ) ϕcos O ε( ), ϕ̇+ Ω, ϕ̇̇ ~( )ε2,=





a2〈 〉 σ a
2 const, X〈 〉 0,= = =

X2〈 〉 σ X
2 const,= =

x〈 〉 0, x2〈 〉 σ x
2 const, Ω〈 〉 const.= = = =

Ẋ̇ V x Ẋ 1 ȧ̇
a
--- O ε2( )+ + X+ +

ng

a
-----,=

ȧ

Ẋ

σg
2 σgk

2 σgi
2
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balance and normalization of steady-state oscillations
[4, 5],

(8)

where  is the dispersion of the nonlinear frequency
modulation by noise [4].

Since the amplitude of oscillations is independent of
other oscillation parameters by definition (this is also in
accordance with formulas (8)), we can easily derive the
equation for the amplitude from Eq. (2) using the meth-
ods of harmonic linearization and assuming that

(9)

In the vicinity of the steady-state oscillation mode,
we assume that [1, 4, 5]

(10)

Using relations (9) and (10), we can easily derive the
Rytov equation for amplitude fluctuations [1],

(11)

Obviously, taking into account formulas (9)–(11),
we can write the expression for the correlation function
of the amplitude in the form

(12)

where τ is the time shift.
Using the harmonic linearization methods, we can

easily show [1, 2, 4] that, in the first approximation,
Eq. (2) under conditions (7) can be presented in the
form

(13)

Taking this relation into account, we can write the
expression for the nonlinear component in Eq. (2) in the
form [4]

(14)

aV x ngi, σa
2 1 O ε3( ),+= =

σu
2 σX

2 O ε3( )+ σx
2 O ε2( ),+= =

2σu
2 σa

2– 2σ f m

2 O ε2( ), 2σ f m

2+ N /ε,= =

σ f m

2

ng ngk ϕcos ngi ϕ , ωgi 0 ∆g,( ),∈sin–=

σa
2 1 O ε3( ) 1 2 4, ,[ ] ,+=

2ȧ εa a2 1–( )+ ngi, 2 ȧ̇ 2εȧ . ṅgi.+=

a2 1 2η , η〈 〉+ 0, η ~( )ε,= =

σa
2 a〈 〉( )2 ση

2 ,+=

a . 1 η η 2/2, η2〈 〉[ ]–+ ση
2 ε.<=

2η̇ 2εη+ ngi.=

Ka τ( ) 1 N
2ε
-----–

N
2ε
----- ετ–( ),exp+=

u u1
εa3

8Ω
-------- 3ϕsin– O ε2( ), u1 =( )a ϕcos .+=

4
3
---εdu3

dt
-------- 4

3
---ε

u1
3d

dt
-------- ε2a4

8
----------u1– ε2u j O ε3( ).+ +=
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Confining ourselves to analysis of the first harmonic
of oscillation and assuming that

we obtain from Eq. (2) taking into account relations (5),
(7), (8), and (14)

(15)

The value of DV = 〈[ ]〉  can be determined directly
from the second formula in system (15) taking into
account relations (7) and (9) [1, 4, 5].

In addition, we can easily obtain the values of V and
DV from the conditions of normalization and balance of
average densities. This gives

In the vicinity of steady-state conditions of oscilla-

tions, parameter  is small almost everywhere; fre-
quency fluctuations are also small almost everywhere.
Consequently, taking into account the structural stabil-
ity (roughness) of the Thomson self-excited oscillator,
we will determine the correlation function of the nor-
malized process x(t) from relations (15) using the
method of freezing of parameters and then average the
results [3–7],

(16)

where 〈( )〉  = , Ωc = 1 –  – ε2/16, and  =

/8.

A comparison of formula (16) with the known
results [1, 3, 4] shows that  is the diffusion coeffi-
cient for the phase of oscillation and the dispersion of
the phase diffusion is DΦ(τ) = τ. It follows from
relation (16) that noise plays the role of drag force in
this case [3, 4]. The formula defining DΦ(τ) can also be
derived by the methods of harmonic linearization. Set-

ting u = ax, x = cosϕ,  = 1 +  + O(ε2), and 〈 〉  = 0
in formula (2), we can easily determine the dispersion
of nonstationary phase fluctuations (dispersion of phase

4u1
3/3( ) 2a3σx
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ẋ̇ Ṽ ẋ Ω̃2
x+ +
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a
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a
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a
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ng =( )ngk ϕcos ngi ϕ , ng/a( )〈 〉sin– 0.=
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diffusion) using the Rytov formula [1] for noise fluctu-
ations of oscillation frequency:

(17)

Equating the values of diffusion coefficients of the
phase, which are determined using different methods,
we can estimate the energy band of noise participating
in the formation of oscillation u(t),

(18)

Equation (15) for the normalized oscillatory process
and formula (18) show that the Thomson oscillator can
be treated as a highly selective system only for aver-
aged parameters of oscillations. The steady-state oscil-
lation process is close to periodic almost everywhere
except in the regions of relatively short outbursts. The
correlation function of the first harmonic of oscillations
is obviously given by

(19)

where

Results (15) and (19) were obviously derived for the
first time. The estimates of the effective band of noise
close to the value given by formula (18) have been
known for more than 20 years [4]; however, these
results have not revealed the physical essence of this
effect.

PHASE DIFFUSION IN A SELF-EXCITED 
THOMSON OSCILLATOR WITH LOCKING

We define oscillations in a Thomson oscillator by
the equation

(20)

where uf is a periodic locking oscillation, uf = –bsinϕf,

b ! ε,  = Ωf = 1 + v f, v f = const, v f ! ε, and  ~

ε3; the spectral density of oscillation uf is  =

[πb2/2]δ(ω – (1 + v f )), δ(ω) is the Dirac delta function,
and ω is the spectral frequency [1–3, 7]; and nf is
steady-state noise with a finite spectrum, the spectral
density of noise is  = 2N, 2N < b, the spectral noise

DΦ τ( ) σΦ
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N
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0
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∫d

0
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∆g . π/4, ωu Ωc
π
4
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π
4
---+, 

  .∈

Ku1
Ka τ( )Kx τ( ) 1

2
--- 1 N

2ε
-----

N
2ε
----- ετ–( )exp–+ 

 = =

× 1 N
ε
----+ 

  Nτ /2–( ) Ωcτ ,cosexp

Ωc 1 ε2

16
------–

N
16
------.–=

u̇̇ ε d
dt
----- 4

3
---u3 u– 

  u+ + u f n f ,+=

ϕ̇ f v f
2

Su f

Sn f
band  ∈  (Ωf – ∆n, Ωf + ∆n), ∆n ≈ 1, (1 – ∆n) > 0, nf =

cosϕf + sinϕf, and 〈nf 〉  = 0 (it should be noted that
we are considering here the case of weak locking or,
which is the same, locking due to a very weak external
effect almost everywhere [1, 2, 8]); the remaining
parameters of the system are defined in Eqs. (1) and (2).

We assume that steady-state conditions are satisfied
in system (20) and the synchronous oscillation mode is
realized almost everywhere. Obviously [1–3, 8], for
b ! ε, the amplitude stabilization rate is substantially
higher than the phase stabilization rate and the ampli-
tude dispersion differs from the value defined by the
second formula in (8) only slightly. Consequently, in
this problem, we can mainly confine our analysis to
first-approximation effects and assume that

in the reference frame connected with the oscillator; in
addition, we assume that the oscillation phase in the
reference frame of the oscillator is reduced to the inter-
val –π, π. In this case, the steady-state conditions can be
formulated as

(21)

Taking into account conditions (21) and formula (4),
we obtain from Eq. (20)

(22)

For an external frame of reference, steady-state
oscillations of the oscillator can be represented in the
form u(t) = us(t) + ug(t), where us is a synchronous har-
monic oscillation and ug is a steady-state quasi-har-
monic (random) process. In this case, phase jumps
causing phase diffusion are determined by the interac-
tion of harmonic and random processes [1, 4, 6–9]. In
the oscillator reference frame, phase jumps can be iden-
tified (for a very weak external interaction almost
everywhere and for a large signal-to-noise ratio) with
short-term (on the time scale bt) losses in controllabil-
ity, which do not noticeably affect the characteristics of
the oscillatory process. Linearized equation (22) can be
simplified (truncated) in the first approximation in ε [1–
5, 7]. We present oscillation u(t) in the vicinity of the
steady-state locking mode as follows:

(23)

ωn f

n f k
n f i

u .( ) ϕ , ϕ̇cos 1 Φ̇, Φ̇ ~( )ε, Φ̇̇ ~( )ε2+=

σu
2 u2〈 〉 const; u〈 〉 0= = =

ϕ̇〈 〉 ϕ̇ f const; ϕ π– π,( ).∈= =



u̇̇ Cu̇ u+ + u f n f , C+ ε 2σu
2 1–( ).= =

u U tcos R t, U =( ) ΦU,cossin–=

R =( ) ΦR, U̇̇ ~( )ε2,sin

Φ̇U Φ̇R Φ̇, Φ̇ ~( )ε, Φ̇̇ ~( )ε2,= =

u .( ) ϕ , ϕ̇cos 1 Φ̇, σu
2+ σU

2 σR
2 .= = =
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Then we can easily derive from relations (22) and
(23) the equation

(24)

where Uf = bcosΦf,  = v f; the spectral density of the
process Uf(t) is (ω) = πb2δ(ω – v f )/2, noise nF =

 + ,  = sinΦf,  = cosΦf, spectral

density of noise is  = 2N,  ∈  (v f – ∆n, v f + ∆n).

For a more correct formulation of the problem, we
represent oscillation U as the sum of the harmonic and
quasi-harmonic components,

Applying the spectrum translation operation [3, 7],
we finally obtain

(25)

where p = d/dt, p(=)iω, i2 = –1, ω being the spectral fre-
quency.

Using Eq. (25), we define the correlation function of
oscillation,

(26)

where Ug0(t) = Ug(t) for v f = 0.

Considering that 2  ≈ 1, we can easily derive from
Eq. (26) the following equation defining the value of
parameter C,

(27)

The Descartes rule of signs [7] implies that Eq. (27)
has only one positive root if γ2 < 1. In this case,

For  @ , small time intervals appear at ran-
dom, in which envelope ug of the process is larger than
the amplitude of process us and the phases of these pro-
cesses are opposite. This causes very fast (on the time
scale bt) variations of the phase of the overall process;
as a result, diffusion of the phase of oscillations is
observed, the dispersion of nonstationary phase fluctu-
ations increasing linearly during the observation time
[1, 6, 9, p. 176).

The phase diffusion coefficient D is defined, taking
into account relations (22) and (25)–(27), by the for-
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As
2
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b
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2
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σU
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----------------------, b 2N , γ2 0.5.<>+=
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2
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mula [9, p. 176]

(28)

where  =  =  is dispersion of process ug(t),

 is the standard deviation of process (t),

b  > 2N, and As is the amplitude of processes
us(t) and Us(t).

Thus, the phase diffusion coefficient in an oscillator
with locking can be written, taking into account rela-
tions (22) and (25)–(28), in the form

Let us estimate the statistically averaged duration of
a transient process in an oscillator due to a phase jump
(at instant t = t0) of a locking oscillation (signal) for b @
2N, γ2 < 1/2, assuming that steady-state synchronous
oscillations have already been stabilized in the oscilla-
tor, processes in the vicinity of the steady-state mode
being ergodic [1–3, 6, 8, 10]. In this case, without loss
of generality, we can assume that t0 = 0. This gives

where  is the steady-state phase error.  ≅  γ =
const [8] and Φ0f is the initial phase of the signal.

Since the random nature of the initial phase of the
signal has been taken into account in Eqs. (20) and (24),
the phase jump does not change the statistical lineariza-
tion parameters. Thus, from Eq. (24), we obtain

Finally, we obtain the following estimate of the
duration of a transient process:

(29)

here, Ts is the rated duration of the transient process and
ks is the proportionality factor.

A transient process can be treated as completed
when the value of the phase of an oscillator being
locked at instant Ts deviates from its steady-state value
by less than 10–2; in this case, ks = 2 ln 10. It should be
noted that estimate (29) virtually coincides with the
known estimates [8].
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CONDITIONS OF STATISTICAL EQUIVALENCE 
OF EQUATIONS FOR A LOCKED OSCILLATOR 
AND AN OSCILLATOR IN THE PHASE LOCKING 

SYSTEM

Oscillations in the Thomson oscillator in a phase-
locking system (PLS) can be defined by the equations
[1–3, 8]

(30)

(31)

where ϕe = Φf – Φ,  = v f – , and the remaining
oscillation parameters are specified by formulas (20)
and (21). It is well known [1–3, 8] that Eq. (31)
describes the frequency balance in the first-order PLS
(PLS-1). If the steady-state oscillation in the Thomson
oscillator in a PLS is independent of amplitude fluctua-
tions in the first approximation almost everywhere, the
relations

(32)

satisfy Eq. (30), where U is the steady-state synchro-
nous oscillation of the Thomson oscillator with a fre-
quency shift.

Taking into account relations (21)–(23), we obtain
from Eqs. (30)–(32)

(33)

Obviously, when physically substantiated condi-
tions

(34)

are satisfied, Eq. (33) in the first approximation is sta-
tistically equivalent to Eqs. (24), (25). It should be
emphasized that conditions (34) introduce only energy
constraints ensuring dynamic stability of steady-state
oscillations; the value of C can be determined from the
energy balance conditions for steady-state synchronous
oscillations (for Eq. (25), these conditions are obvi-
ously specified by formula (27)); consequently, condi-
tions (34) can be regarded as general.

COMPLEX PHASE LOCKING SYSTEMS 
WITH IMPROVED DYNAMIC STABILITY

In a complex PLS, parameter  appearing in
Eq. (30) can be determined from the equation [1–3, 8]

(35)
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3
---u3 u– 
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Φ̇

2Φ̇ F p( )b ϕesin=

+ F p( ) ϕesin( )n f i
ϕecos( )n f k

+( ),
where F(p) is the transmission function of the low-fre-
quency filter (F(p = 0) = 1, b|F(p = iω)| ! ε, i2 = –1, ω ∈
(0, ∞), and p is the differentiation operator).

The remaining parameters are defined in Eqs. (30),
(31); the variables appearing in Eq. (35) permit multi-
ple differentiation. We assume that Eq. (35) is stable in
the small; the admissible initial detuning (locking band
γm) is also assumed to be known [1–3, 7, 8]. Further, in
analogy with relation (33), we obtain from Eqs. (32)
and (35)

(36)

We assume that conditions (34) are satisfied in the
vicinity of the steady-state synchronous oscillation
mode. The possibility of representing the oscillatory
process (36) in the form of the sum of processes analo-
gous to (25) apparently imposes additional constraints
on the fluctuation amplitude and the rate of variation of
the phase error function in the vicinity of the steady-
state oscillation mode:

(37)

In transformations of nearly quasi-static functions
for which conditions (37) hold, we can apply the
method of frozen reactions in the right-hand side of
Eq. (36) [3, 4, 7]. In this case, we obviously obtain the
final result,

(38)

The correlation function of oscillations determined
from Eqs. (30) and (38) is obviously given by [1–7]

(39)

where

The asymptotic value of the locking band γs can be
determined from the inequality following from relation
(39),

(40)
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where C > 0, C being the only real root of Eq. (39) for
τ = 0.

It can easily be verified that parameter |γ0| = 1 for
system (38) (which is usually referred to as the relative
locking band [8]) characterizes only the static proper-
ties of the locking band.

The passage from Eq. (36) to Eq. (38) is obviously
nontrivial since conditions (37), which ultimately
change the characteristics of the energy balance, make
the requirements imposed on the parameters of a com-
plex PLS more stringent and in fact determine the class
of phase locking systems with improved dynamic sta-
bility of synchronous oscillation mode. The PLSs
defined by Eqs. (25) and (38) are characterized by
short-term (on the time scale bt) outbursts of the oscil-
latory process.

Preliminary theoretical studies of PLSs defined by
Eqs. (38) with various types of filters proved that the
advantages of such systems are manifested when sec-
ond- and higher-order filters are used. By way of an
example, let us consider the results of analysis of PLS-
3 with a low-frequency filter defined by the relation

where 0.1 < F0 < 0.3.
We can show that the locking band γm [3, 7, 8] and

the locking retention band γs (formula (40)) in this case

are given by  ≈ 3F0 – 2  and  ≈ 2F0 – 2  + ,

respectively, and  > . Parameter |γs| is smaller than
the locking band |γm|, which is typical of locking sys-
tems defined by Eq. (38). It can easily be verified that

The phase diffusion coefficient determined from
formulas (28) and (39) is given by

Since Eq. (30) takes into account far from all sec-
ond-approximation effects and since we confined our
analysis mainly to the first approximation, the estimates
of phase diffusion in the locking system are authentic as
long as D > N. For b ≅  C @ 2N, the statistically aver-
aged duration of a transient process can be estimated,
taking into account results (29), from the equation fol-
lowing from Eq. (38),

It can easily be verified that the transient process
duration Ts in this case is Ts ≈ ksTF, where ks = 2ln10 and
TF ≈ (T1/2F0) = (1/F0C).
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It should be noted that we have considered a rela-
tively simple example without touching upon the prob-
lems of PLS optimization.

CONCLUSIONS

We have presented a comprehensive theoretical
analysis of steady-state oscillations in a free-running
self-excited Thomson oscillator with allowance for sec-
ond-approximation effects (the main results of analysis
of flicker noise effects, which was carried out using an
analogous approach, are given in [5]). For the first time,
the nonlinear mechanism of influence of broadband
fluctuations on oscillations in the Thomson oscillator is
revealed. It is shown that the Thomson oscillator can be
treated as a highly selective system only for average
oscillation parameters. The process of steady-state
oscillations is close to periodic almost everywhere;
however, the process accidentally changes for relatively
short random flares on the intervals characterized by
noticeable outbursts.

A new method of analysis of steady-state oscilla-
tions in an oscillator forming a part of the phase locking
system has been developed, and linearized equations
for steady-state oscillations in a locking system with an
elevated dynamic stability have been derived for the
first time with regard to noise. An example of a complex
PLS is considered, which confirms the possibility of
synthesizing effective systems with high-order filters in
the control circuit.
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RADIOPHYSICS
Diffraction of a Plane Electromagnetic Wave by a Slot 
in a Conducting Screen of Arbitrary Thickness
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Abstract—A 2D theoretical model of the diffraction of a plane electromagnetic wave by a slot in a perfectly
conducting screen is constructed based on the partial domain method. The Tikhonov regularization is used to
solve a system of algebraic equations for the slot-mode amplitudes. This makes it possible to extend the domain
of applicability of the theory to conducting screens of arbitrary thickness and to significantly increase the accu-
racy of solution in the cases when the slot width and the screen thickness are comparable to the wavelength of
the diffracted radiation. The absence of a continuous passage to the limit of an infinitesimal screen thickness
from the case of an arbitrarily small finite thickness is demonstrated. The boundary conditions for the energy-
flux vector are considered. A concept of the energy potential that is convenient for the computer calculations of
the energy-flux lines of 2D diffraction fields is introduced. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The analysis of one of the most important diffrac-
tion elements of microwave, optical, and acoustical
devices is the main reason for the interest in the classi-
cal problem of the plane-wave diffraction by a slot in an
infinite conducting screen. A rigorous solution to the
problem of diffraction by an additional screen of infin-
itesimal thickness representing a flat metal tape can be
found in [1]. However, this solution is a limiting case of
a more general solution for an elliptical cylinder and
can hardly be used in practical calculations. Several
attempts have been made to solve the above problems
on the basis of approximate methods (see, for example,
[2–7]). The method of partial domains, or the sewing
method [8, 9], is the closest to the rigorous diffraction
theory. As well as the rigorous theory [2, 3, 10], this
method employs the division of the field-propagation
volume into domains whose boundaries coincide with
the coordinate surfaces. The fields in these domains are
constructed as superpositions of elementary modes that
satisfy all of the conditions except for the conditions on
interfaces. Unknown amplitudes of the modes are
found using the total-field sewing at the interfaces. This
method was used in [6] to find a solution to the diffrac-
tion problem for the finite-thickness screens (the thick-
ness is comparable to the wavelength of the diffracted
radiation). In this work, we employ the partial-domain
method to construct a solution to the problem of plane
electromagnetic wave diffraction by a slot in a perfectly
conducting screen of arbitrary thickness.
1063-7842/05/5008- $26.00 1076
2. FORMULATION OF THE PROBLEM 
AND ITS SOLUTION FOR H POLARIZATION

We assume that a plane wave,

(1)

is incident on a screen with a slot (Fig. 1). Here, ϕ0 =
α0d is the initial phase; k0 is the wave vector of the inci-
dent wave; α0 = kcosθ and β0 = ksinθ are its projections
along onto the x and z coordinate axes, respectively

(  +  = k2); k = ω/c is the wave number; and θ is the
angle of incidence.

We need to determine the spatial components of the
electric and magnetic vectors of the stationary field that
results from the diffraction of the wave given by expres-
sion (1) by the aforementioned slot structure. We
assume that the field is monochromatic and that its time
dependence is given by a factor of exp(–iωt) (below, we
omit this factor). Evidently, the field-propagation space
can be divided into domains in the following way: the
first domain (x ≤ –d) lies to the left-hand side of the
screen, the second one is inside the slot (–d ≤ x ≤ d,
−l ≤ z ≤ l), and the third domain lies to the right-hand
side (x ≥ d) of the screen (Fig. 1).

The solution to the diffraction problem under con-
sideration depends on the polarization of the incident
wave. First, we consider the H polarization, when the
electric vector of the incident wave is perpendicular to
the propagation plane. In this case, various components

u0 ik0r iϕ0+( )exp i α0 x d+( ) β0z+[ ]( ),exp= =

α0
2 β0

2

© 2005 Pleiades Publishing, Inc.
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of the electric and magnetic vectors can be represented
in terms of single scalar function u [2, 3, 10]:

(2)

The remaining components appear to be equal to
zero. Note that scalar function u should satisfy the
Helmholtz equation:

(3)

We formulate the boundary conditions for this func-
tion based on the known conditions for the electric and
magnetic field vectors. At a conducting surface, the tan-
gential components of the electric field should vanish.
At the domain boundaries, we impose the condition for
the continuity of the tangential components of electric
and magnetic fields. Then, in accordance with expres-
sion (2), function u should satisfy the following condi-
tions:

(4a)

(5a)

(4b)

(5b)

where zero in subscripts denotes an infinitesimal posi-
tive quantity.

In addition, we impose a condition for the finiteness
of the field at x  ±∞ and z  ±∞.

In each of the above domains, we represent field
function u as a superposition of sine waves (plane
waves) that satisfy Helmholtz equation (3) and the
aforementioned boundary conditions except for the
conditions on the planes x = ±d, which separate the
domains. We assume that, inside the slot (–d ≤ x ≤ d and
–l ≤ z ≤ l), function u is given by

(6)

where asn, an and bsn, an are the amplitudes of symmetric
(subscript s) and antisymmetric (subscript a) modes
along the z coordinate whose propagation parameters
form infinite discrete series ξsn = (π/l)(n – 1/2) and ξan =
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u( )x d 0+=

0 z l>( ),

u( )x d 0–= z l<( ),



=

∂u/∂x( )x d 0+= ∂u/∂x( )x d 0–=  z l<( ),=

u x l±,( ) 0 d– x d≤ ≤( ),=

u asn iσsn d x+( )( )exp[{
n 1=

+∞

∑=

+ bsn iσsn d x–( )( )exp ] ξ snzcos

+ i aan iσan d x+( )( )exp[

+ ban iσan d x–( )( )exp ] ξ anzsin } ,
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πn/l. This provides the zero field of each mode at the
slot boundaries (z = ±l) and their mutual orthogonality:

Here, δnm is the Kronecker delta.
Helmholtz equations (3) for modes (6) are fulfilled

if the following conditions are satisfied:

(7)

The domains lying on both sides of the screen do not
contain conducting surfaces that confine the field prop-
agation along the z axis. Therefore, the field is deter-
mined by a continuous spectrum of the modes of free
space rather than a discrete spectrum. To the left of the
screen (x ≤ –d), we have

(8)

Here, the first term on the right-hand side represents an
explicit sum of incident plane wave (1) and the plane

ξ snz ξ smzcoscos zd

l–

+l

∫ ξanz ξamzsinsin zd

l–

+l

∫ lδnm.= =

σsn an, k2 ξ sn an,
2– .=

u β0zcos i β0zsin+( )=

× iα0 x d+( )( )exp iα0 x d+( )–( )exp–{ }

+ As β( ) βzcos iAa β( ) βzsin+[ ] iα x d+( )–( )exp β.d

0

+∞

∫

0–d d x

–l

l

z

θ
α0

β0

k0

Fig. 1. Scheme of the plane-wave diffraction by a conduct-
ing screen with a slot: l is the slot halfwidth, d is the screen
half-thickness, and θ is the angle of incidence of the wave.
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wave reflected from the screen. The integral term repre-
sents an expansion of the diffraction field into the Fou-
rier integral. As well as in expression (6), we represent
each mode as the sum of the symmetric and antisym-
metric components with the amplitudes As(β) and
Aa(β), respectively. For the right-hand-side domain (x ≥
d), we employ the following representation:

(9)

The fields given by expressions (8) and (9) should
have finite amplitudes at x  –∞ and x  +∞.
Therefore, for the parameters

(10)

we need to choose the root with the nonnegative imag-
inary part (Imα ≥ 0). A necessary condition for the
boundedness of these fields at z  ±∞ is an exact
coincidence of the path of integration with the real
axis β.

The modes of the infinite space for fields (8) and (9)
also exhibit orthogonality,

where δ is the Dirac delta function.
The overlap integrals involving these functions and

slot modes (6) are given by

where we use the following notation:

(11)

Here, sinc is the conventional notation for the function
sincx = sinx/x.

We find unknown mode amplitudes of the diffrac-
tion fields using the field sewing at the domain bound-
aries (x = ±d). We substitute expressions (6), (8), and
(9) into the boundary conditions (4) and expand the
resulting equations with respect to the orthogonal set of
functions cosβz and sinβz on the entire z axis (from –∞

u Bs β( ) βzcos iBa β( ) βzsin+[ ]
0

+∞

∫=

× iα x d–( )( )dβ.exp

α k2 β2– ,=

βz β̃zcoscos zd

∞–

+∞

∫

=  βz β̃zsinsin zd

∞–

+∞

∫ πδ β β̃–( ),=

βz ξ snzcoscos zd

l–

+l

∫ lQn
s( ) β( ),=

βsin z ξansin z zd

l–

+l

∫ lQn
a( ) β( ),=

Qn
s( ) β( ) sinc β ξsn–( )l( ) sinc β ξsn+( )l( ),+=

Qn
a( ) β( ) sinc β ξanl–( )( ) sinc β ξan+( )l( ).–=
to +∞). The resulting expressions make it possible to
determine the amplitudes of the diffraction modes of
free space in terms of the slot-mode amplitudes:

(12)

Equations for the latter are derived from boundary
conditions (5) after substituting expressions (6), (8),
(9), and (12) and using an expansion in orthogonal
functions cosξsmz and sinξamz (m = 1, 2, 3, …) for z
ranging from –l to l. The term-by-term summation and
subtraction of the resulting equations yield four inde-
pendent systems of infinite-order linear algebraic equa-
tions (two systems for the amplitudes of the symmetric
slot modes and two systems for the antisymmetric
modes). The expressions resulting from the truncation
of the number of equations and unknown variables to a
finite value of N are written as

(13)

where

(14)

(15)

Each of these systems can directly be solved using
one of the conventional methods from [11, 12] (as was
done in [6]). However, at a relatively small thickness 2d
of the conducting screen, system (13) becomes ill-con-
ditioned [11]: its determinant becomes so small that the
conventional methods do not yield stable solutions. To
obtain a desired solution to system (13) that is valid for
any screen thickness, we employ the Tikhonov regular-
ization method [13]. We search for the minimum of

As β( ) l
π
--- asn bsn 2iσsnd( )exp+( )Qn

s( ) β( ),
n 1=

∞

∑=

Aa β( ) l
π
--- aan ban 2iσand( )exp+( )Qn

a( ) β( ),
n 1=

∞

∑=

Bs β( ) l
π
--- asn 2iσsnd( )exp bsn+( )Qn

s( ) β( ),
n 1=

∞

∑=

Ba β( ) l
π
--- aan 2iσand( )exp ban+( )Qn

a( ) β( ).
n 1=

∞

∑=

Amncn

n 1=

N

∑ f m,=

Amn Wnm
s a,( )Γ sn an,

± σsn an, Γ sn an,
+− δnm,+=

cn csn an,
± , f m α0Qm

s a,( ) β0( ),= =

Wnm
s a,( ) l

π
--- αQn

s a,( ) β( )Qm
s a,( ) β( ) β,d

0

+∞

∫=

Γ sn an,
± 1 2iσsn an, d( ),exp±=

csn an,
± asn an, bsn an,±( )/2.=
TECHNICAL PHYSICS      Vol. 50      No. 8      2005



DIFFRACTION OF A PLANE ELECTROMAGNETIC WAVE 1079
functional

(16)

rather than for a direct solution to the original system of
equations. In expression (16), µ is the regularization
parameter (a small positive quantity) that we choose
based on the condition that the minimum of this param-
eter corresponds to a relatively well-conditioned sys-
tem.

The additional term in on the left-hand side of
expression (16) corresponds to the regularization of the
desired solution with respect to the second derivative
(i.e., to the application of the criterion for choosing the
solution based on the minimum rate of variation along
the slot). Differentiating condition (16) with respect to
all of  (asterisk denotes complex conjugation), we
derive a new well-conditioned system of equations,

(17)

We can now solve system (17) using any conven-
tional approach from [11, 12] (e.g., the square-root
method).

After solving system (13) (or, strictly speaking, reg-
ularized systems (17)), we may use expressions (12) to
calculate the amplitudes of the field modes inside the
slot and to the left-hand and right-hand sides of the
screen:

(18)

Then, we may calculate the spatial components of
the electric and magnetic fields in all three domains by
substituting expressions (6), (8), and (9) in Eqs. (2). For
the numerical calculation of integrals (8) and (9) and
for the calculation of the integrated elements of matri-
ces (14), we may introduce a discrete mesh of argument
β and apply approximate quadrature formulas from
[12] that employ the values of integrands at the nodes
or inside the cells. From the physical point of view, this
means that the continuous spectrum of the field modes
outside the slot (expressions (8) and (9)) is approxi-
mated using a discrete spectrum with the corresponding
weighting coefficients. In this case, the number of
modes that we take into account should be limited (e.g.,
the number should be no greater than certain integer

Amncn

n 1=

N

∑ f m–
2

µ cm
2ξm

2

m 1=

N

∑+
m 1=

N

∑ min,=

cm*

Akm* Akn

k 1=

N

∑ µξn
2δmn+

 
 
 

cn

n 1=

N

∑ Akm* f k;
k 1=

N

∑=

m 1 2 3 … N ., , , ,=

asn an, csn an,
+ csn an,

– , bsn an,+ csn an,
+ csn an,

– ,–= =

As a, β( ) = 
l
π
--- csn an,

+ Γ sn an,
+ csn an,

– Γ sn an,
–+( )Qn

s a,( ) β( ),
n 1=

N

∑

Bs a, β( ) l
π
--- csn an,

+ Γ sn an,
+ csn an,

– Γ sn an,
––( )Qn

s a,( ) β( ).
n 1=

N

∑=
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M). For a uniform mesh, this corresponds to substitut-
ing finite number ∆M (∆ is the mesh step) for the infi-
nite upper limit of integration in formulas (8), (9), and
(14). Here (as well as in the case of limiting the dimen-
sion of system (13)), the verification of the boundary
conditions of the diffraction problem after all calcula-
tions may serve as a criterion for choosing the correct
values of number M and step ∆. At a uniform mesh of
argument β, it is expedient to calculate the integrated
elements of matrices (14) using a simple quadrature
formula for the mean values from [12]. However, in the
integrals entering into expressions (8) and (9), one
should take into account the possibility of fast oscilla-
tions of the exponential functions at relatively large val-
ues of the x and z coordinates. This can easily be real-
ized if the integrals are calculated in the linear approx-
imation with respect to argument β of the exponential
function and in the approximation of the mean values
with respect to the remaining integrands.

3. SOLUTION FOR E POLARIZATION

If the electric vector of the incident wave is polar-
ized parallel to the propagation plane (E polarization),
we also represent various spatial components of the
electric and magnetic vectors in terms of a single scalar
function [2, 3, 10]:

(19)

The remaining components equal zero.

This function  should satisfy Helmholtz equation
(3). The boundary conditions for this function are
established using expressions (19) and the above condi-
tions for the vectors of electric and magnetic fields at
the domain interfaces:

(20a)

(21a)

(20b)

(21b)

Note that the condition for the boundedness of the
fields at x  ±∞ and z  ±∞ remains valid.

As in the case of the H polarization, we construct
field function  as a superposition of the sine modes
satisfying Helmholtz equation (3) in each of the three
domains. We assume that, inside the slot (–d ≤ x ≤ d and

Ex
i
k
--∂u

∂z
------, Ez–

i
k
--∂u

∂x
------, Hy u.= = =

u

∂u/∂x( )x d– 0–=

0 z l>( )
∂u/∂x( )x d– 0+= z l<( ),




=

u( )x d– 0–= u( )x d– 0+= z l<( ),=

∂u/∂x( )x d 0+=

0 z l>( )
∂u/∂x( )x d 0–= z l<( ),




=

u( )x d 0+= u( )x d 0–= z l<( ),=

∂u/∂x( )z l±= 0 d– x d≤ ≤( ).=

u
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–l ≤ z ≤ l), the function is written as

(22)

where

(23)

and the propagation parameters of the symmetric and

antisymmetric modes form infinite discrete series  =

(π/l)(n – 1) and  = (π/l)(n – 1/2), respectively. This
provides for a zero value of the normal derivative of the
field at the slot boundaries (z = ±l) for each mode and
their mutual orthogonality:

We search for the field in the left-hand-side domain
(x ≤ –d) represented as

(24)

In the right-hand-side domain (x ≥ d), the desired
field is written as

(25)

For parameter α given by expression (10), we
choose the branch of the root with the nonnegative
imaginary part. The first term ion the right-hand side of
expression (24) represents an explicit sum of incident
plane wave (1) and the reflected plane wave.

We determine unknown amplitudes of the diffrac-
tion field modes in terms of the parameters of incident
wave (1) substituting expressions (22), (24), and (25)
into boundary conditions (20). We derive the corre-

u k σsn
1– asn iσsn d x+( )( )exp[{

n 1=

+∞

∑=

– bsn iσsn d x–( )( )exp ] ξ snzcos

+ iσan
1– aan iσ d x+( )( )exp[

– ban iσan d  – x( )( )exp ] ξ anzsin } ,

σsn an, k2 ξ sn an,
2

– ,=

ξ sn

ξan

ξ snz ξ smzcoscos zd

l–

+l

∫ lδnm 1 δn1+( ),=

ξansin z ξamsin z zd

l–

+l

∫ lδnm.=

u β0z i β0zsin+cos( )=

× iα0 x d+( )( )exp i– α0 x d+( )( )exp+[ ]

– k α 1– As β( ) βzcos iAa β( ) βzsin+[ ]
0

+∞

∫
× iα x d+( )–( )dβ.exp

u k α 1– Bs β( ) βzcos iBa β( ) βzsin+[ ]
0

+∞

∫=

× iα x d–( )( )dβ.exp
sponding expressions in the same way as in the case of
the H polarization. Expressions obtained for the ampli-
tudes of the free-space modes are identical to expres-
sions (12) and contain the same overlap integrals (11).
Then, we substitute these expressions into formulas
(24) and (25) and boundary conditions (21) and expand

in orthogonal functions cos z and sin z (m = 1, 2,
3, …) at the slot. The resulting systems are identical to
the systems of linear equations (13) for the amplitudes
of the symmetric and antisymmetric slot modes, in
which

χm = 2 for the symmetric mode with m = 1, and χm = 1
for the remaining modes,

(26)

and

(27)

The Tikhonov regularization yields new systems
that are similar to systems (17). We employ the square-
root method to derive the solution. Then, we find the
mode amplitudes outside the slot using formulas (18),
in which we substitute the parameters of E polarization
given by expression (27) for the quantities c and Γ
given by formula (15). Finally, we substitute expres-
sions (22), (24), and (25) with the calculated mode
amplitudes into expression (19) and calculate various
components of the electric and magnetic fields in the
entire space. Numerical calculation of integrals (24)
and (25), as well as of integrated matrix elements (26),
is performed using a discrete uniform mesh of argu-
ment β and approximate quadrature formulas similar to
the formulas derived for the H polarization.

The theoretical model constructed can be applied
for a numerical calculation of electromagnetic fields
resulting from the diffraction of H- and E-polarized
plane waves by perfectly conducting screens of arbi-
trary thickness at various slot widths. By way of exam-
ple, Figs. 2 and 3 demonstrate (on the same scale) the
results of such calculations on coordinate mesh xQz for
the angle of incidence θ = 30°, the slot halfwidth is l =
1.4k–1, and the screen half-thickness is d = 0.5l. In the
calculations, we employ the following parameters of
the model: the step of the uniform mesh of the field-
integration argument outside the slot, ∆ = 0.1k (0.01k)
at kl ≤ 4 (kl > 4); the regularization parameter for the
system of equations (17), µ = 10–5; the number of the
slot modes that are taken into account in expressions (6)
and (22), N = 19 + [2kl/π]; and the number of the out-

ξ sm ξam

Amn Wnm
s a,( )Γ sn an,

± χmσsn an,
1– Γ sn an,

+− δnm,+=

cn csn an,
± , f m k 1– Qm

s a,( ) β0( ),= =

Wnm
s a,( ) l

π
--- α 1– Qn

s a,( ) β( )Qm
s a,( ) β( ) βd

0

+∞

∫=

Γ sn an,
±

1 2iσsn an, d( )exp ,±=

csn an,
± asn an, bsn an,±( )/2.=
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of-slot modes of the approximating discrete spectrum
in expressions (8), (9), (24), and (25), M = 600 +
N[π/∆l]. Here, the brackets denote the integer part of a
real number.

It is seen from Figs. 2b and 3a that Hx and Ez com-
ponents exhibit discontinuities at the slot edges (such a
discontinuity is also observed for Hz and Ex compo-
nents). The reason for this lies in the fact that each slot
edge represents a rectangular wedge. On one side of
this wedge, each of the above field components is
orthogonal to the conducting surface. On the other side,
the same component appears tangential. This compo-
nent of the electric field vanishes on the conductor. The
normal component should be proportional to ρ–1/3 (ρ is
the distance from the edge) in the vicinity of the wedge
edge [8, 14]. An inverse scenario is realized for the
magnetic field. The normal component vanishes on the
conducting surface, whereas the tangential component
increases indefinitely when the distance from the edge
decreases [8, 14].

(a)

z

x

x

z

(b)

Fig. 2. Spatial distribution of the components of (a) electric
Ey and (b) magnetic Hx fields for the diffraction of an H-
polarized plane wave by a slot in a conducting screen.
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4. CALCULATION OF ENERGY FLUXES
FOR THE DIFFRACTION FIELD

For a comprehensive analysis, we should addition-
ally calculate the energy characteristics of the diffrac-
tion field. One of the most important characteristics of
the electromagnetic field is the vector of the mean
energy flux (Poynting vector), which is written in terms
of the electric and magnetic field strengths at a given
point [14]:

(28)

In theory, this vector is normally interpreted as the
radiation field intensity [10]. The value and direction of
vector S at each point can directly be calculated using
formula (28), provided that the spatial distributions of
the fields E and H are known. This approach can easily
be used for the calculation of scalar field |S|. However,
it is not convenient for the construction of the field of
directions. Below, we propose an alternative method to
construct the field of directions of the energy-flux vec-
tor that can easily be realized in computer calculations.

S c/8π( )Re E H*×( ).=

x

z

(a)

x

z

(b)

Fig. 3. Spatial distribution of the components of (a) electric
Ez and (b) magnetic Hy fields for the diffraction of an E-
polarized plane wave by a slot in a conducting screen.
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Consider vector V = (S × ey), where ey is a unit vec-
tor along the y axis of the Cartesian coordinates. For a
plane field completely belonging to the x0z plane and a
nonabsorbing medium (currents and free charges are
absent), we have (∇  ⋅  S) = 0 [14]. Then, (∇  × V) = 0 and
the field of vectors V can be represented as a gradient
of certain scalar function U which we call the energy
potential:

(29)

Here U0 = U(r0) and r0 is the radius vector of an arbi-
trarily chosen fixed point in space.

Equipotential lines of the scalar field U are the flux
lines of the solenoidal field S owing to the orthogonal-
ity of vectors S and V. Thus, it suffices to construct the
equipotential lines of energy potential (29) for the con-
struction of the field of directions of the energy-flux

U  = U0 V rd

r0

r

∫–  = U0
c

8π
------ Re ey E H*×( )×( ) r.d

r0

r

∫+

z

x

x

z

(a)

(b)

Fig. 4. Energy-flux lines for the diffraction of (a) H-polar-
ized and (b) E-polarized plane waves by the slot in a con-
ducting screen.
vector for a plane field in a nonabsorbing medium. In
this case, that value of vector V = –∇ U which is equal
to the value of the energy flux of electromagnetic field
is proportional to the rate of variation of the energy
potential. Then, this value can be estimated locally
using the density of equipotential lines in a given field
region.

For an H-polarized plane field, the energy potential
is defined as

(30)

For an E-polarized field, we have

(31)

Figure 4 demonstrates the equipotential lines of the
energy potential (energy-flux lines) calculated with for-
mulas (30) and (31) for the electromagnetic fields of the
plane-wave diffraction by a slot shown in Figs. 2 and 3.
It is seen that, for the case of H (E) polarization, the flux
lines are repulsed (attracted) by the conducting surface.
The reason for such a behavior of the energy-flux lines
lies in the fact that the flux vector decreases down to
zero for H polarization and increases to a maximum
value for E polarization with a decrease in the distance
from the conducting surface. This effect results from
boundary conditions (28) for the energy-flux vector,
which are derived from the boundary conditions for the
fields E and H (expressions (2) and (19), respectively).
Indeed, for H polarization, the value of this vector on
the conductor surface vanishes, since all of the compo-
nents of the electric field (including the tangential com-
ponent Ey) equal zero on this surface. For E polariza-
tion, the tangential component of vector S (28) is pro-
portional to |Hy|2Im(Hy

–1∂Hy/∂ξ), whereas the normal
component is proportional to |Hy|2Im(Hy

–1∂Hy/∂η),
where ξ is the tangential coordinate of the conducting
surface (z or x) and η is the normal coordinate (x or z).
The tangential component of the electric field equals
zero on the conductor: ∂Hy/∂η = 0 and ∂|Hy|2/∂η = 0.
Hence, the tangential component of the energy-flux
vector and |Hy|2 reach a maximum in terms of argument
η on the conducting surface.

CONCLUSIONS

The theoretical model proposed can easily be gener-
alized to the case when the slot in a conducting screen
is filled with an insulator (permittivity ε). For this pur-
pose, we need to substitute k2ε for k2 in formulas (7) and
(23). Note that this model employs only computational
approximations; in particular, infinite-dimensional sys-
tems are reduced to finite-dimensional systems and the
integrals with respect to the free-space modes are

U U0
c

8π
------ Re EyHx*( ) xd

x0

x

∫ Re EyHz*( ) zd

z0

z

∫+
 
 
 

.–=

U U0
c

8π
------ Re ExHy*( ) xd

x0

x

∫ Re EzHy*( ) zd

z0

z

∫+
 
 
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.+=
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approximated with quadrature formulas. We do not use
any additional approximations. Therefore, the model
can be characterized as rigorous. Note that, in the rigor-
ous classical theory [2, 3, 10], the solution for the fields
is derived as integrals or infinite power series that are
calculated using similar approximations.

In the case of an infinitesimal screen thickness
(d  0), the domain lying between the screen bound-
aries (–d ≤ x ≤ d) degenerates into the aperture plane. In
this case, the model proposed yields relatively large
values of the field components on at the slot edges
(Figs. 2b and 3a). However, the model does not provide
for the Sommerfeld-type singularities of type ρ–1/2,
which should emerge on the edge of a perfectly con-
ducting half-plane [2, 3, 10]. This difference is related
to different mathematical approaches to the construc-
tion of the field in the aperture plane. In the rigorous
theory (in particular, in the Sommerfeld model [2, 3,
10]), the diffraction field is expanded in terms of the
sine basis functions (Fourier components) at the entire
aperture plane including the conductor. In the frame-
work of the partial-domain method, the diffraction field
is calculated only in the slot domain, where the metal is
absent and the field differs from zero. Hence, the
behavior of the field in the vicinity of the screen edges
obtained for a screen with an arbitrarily small finite
thickness differs from that obtained for the screen with
an infinitesimal thickness. Therefore, to solve the prob-
lems of diffraction by screens with extremely small
thickness, it is expedient to concentrate on the selection
of a theoretical model. In particular, the question arises
as to whether these problems can be solved using the
methods and results of the rigorous diffraction theory,
based on the assumption regarding infinitesimally thin
screens.

Real conductors always have a finite thickness.
Therefore, in our opinion, the preference should be
given to the methods that take into account the finite-
ness of the thickness, in particular, the partial-domain
method (see, for example, [15]).

The Tikhonov regularization used to solve system of
equations (13) for the amplitudes of slot modes is help-
ful not only in the case of a thin conducting screen. This
method makes it possible to significantly increase the
accuracy of solution of the diffraction problem for
finite-thickness screens, since it diminishes the error
related to the difference between resulting fields (2) and
(19) on both sides of the slot boundaries. The difference
between the regularized and unregularized solutions
decreases with an increase in the slot width and the
screen thickness. However, this difference is significant
when the slot width is approximately the wavelength of
incident radiation. If the slot width is substantially
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
greater than the wavelength, the theoretical model
under consideration remains valid but the amount of
computations significantly increases. The reason for
this lies in an increase in the number of the slot modes
that are taken into account and of the mesh nodes used
to calculate the field (the mesh step should be a few
times smaller than the wavelength to adequately
describe the diffraction pattern).
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Abstract—Radiation produced by oscillations of an electric dipole moving along its dipole moment through
an insulator with the resonance-type dispersion is considered. The total power of radiation and the power den-
sity spectrum are studied both analytically and numerically. It is shown that the radiation spectrum consists of
either two separate frequency ranges or a single frequency range depending on the parameters of the problem.
The dependences of the radiation power on the velocity of the source are revealed for various values of the res-
onant and Langmuir frequencies. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

By now, the radiation from oscillating dipole
sources that move relative to the ambient homogeneous
medium has been studied over a long period of time
(see, e.g., [1–6]). The most thorough consideration was
given to the motion of various oscillators in dispersion-
free media and in cold plasmas [2, 4, 6]; in these cases,
the problem was analyzed not only in the coordinate
system related to the medium, but also in the system
related to the source [7–11]. This study deals with a
medium with resonant frequency dispersion. It should
be emphasized that the dispersion of this type is typical
of media with bound charges in a very wide frequency
range with its lower edge lying from several gigaherz to
several thousands of gigaherz, depending on the chem-
ical composition of the substance.

It is known that moving oscillating sources may be
both micro- and macroscopic (radiating atoms, anten-
nas, etc.). To macroscopic sources, one could assign
small polarized domains of the medium itself (for
example, a running polarized domain produced by laser
radiation in recent experiments [12]). It is noteworthy
that a number of recent experiments were aimed at pro-
ducing media where the velocity of light is extremely
low (see, e.g., [13, 14]). Therefore, even slow motion of
a source in such media significantly affects the electro-
magnetic field structure. In these conditions, the motion
of conventional macroscopic sources (such as anten-
nas), which is usually characterized by velocities much
lower than the velocity of light in free space, has an
appreciable effect on the emission process.

In this study, we consider the radiation of an oscil-
lating electric dipole that moves uniformly in a homo-
geneous nonmagnetic isotropic nonabsorptive medium
1063-7842/05/5008- $26.00 1084
with permittivity in the form

(1)

where ωr and ωL are the resonance and Langmuir

(plasma) frequencies, respectively, and ε0 = 1 + /
is the permittivity of the medium with respect to a con-
stant field.

Note that a detailed study even in the simplest case
of a point charge has been accomplished only recently.
In particular, the radiation of a charge moving in a
boundless dispersive resonance dielectric medium was
analyzed in [15, 16], and radiation in a waveguide filled
with a dielectric was considered in [17].

1. GENERAL EXPRESSIONS FOR THE FIELD 
AND THE POWER OF RADIATION

Let an electric dipole in the intrinsic coordinate sys-
tem be characterized by dipole moment density P' =
p'δ3(x', y', z'), where p' = exp(–i t') and  is the
frequency in this coordinate system (primed values
relate to the intrinsic coordinate system of the source).
We assume that the dipole moves in the direction of its
moment with the velocity v = vez (v  > 0). In the lab
coordinates, the source also possesses only electric

dipole moment p = p' . General expressions for
describing the field of a longitudinal oscillating dipole
in an isotropic nonabsorptive medium free from spatial
dispersion were derived in [4]. Recall that the nonzero
field components can be represented in the form [4, 6]
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(2)

where

(3)

and the radicals in the expressions for s(ω) are assumed
to be positive.

Note that, in the case (ω – ω0)2 > (ωnβ)2, it appears

convenient to express Hankel function (rs) in the
expression for a(ω, r) in terms of the Macdonald func-

tion with the use of the formula (iξ) = –2iπ–1K0(ξ).

In what follows, we investigate radiation power Σ
and its spectral distribution σ(ω). The radiation power
can be expressed in the form [4, 6]

(4)

(5)

where 1(ξ) is the unit step function

The value of σ(ω), which presents the spectral den-
sity of radiation, is seen to differ from zero in the fre-
quency range defined by

(6)

Within this range, the value of s(ω) is real, which
seems natural, since only propagating waves can con-
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tribute to the radiation field. Note that, in the case of the
more rigid condition

(7)

both integrand terms in (4), ( (ω)) and ( (–ω)), are
nonzero. If, however, condition (6) is met and condition
(7) is violated, then ω ≠ 0 and (–ω) = 0.

Let us apply the results obtained above to a nonmag-
netic medium with a permittivity expressed in the form
(1). This leads to the expression

(8)

where

(9)

Condition (6), which defines the range of the gener-
ated frequencies, can be reduced to the following
requirements:

(10)

Note that no radiation can exist in the frequency

region  < ω2 <  + , since condition (6) is vio-
lated because of negative value of ε.

2. THE CASE OF LOW RESONANT 
FREQUENCY

An approximate analytical description of the most
essential features of radiation is possible in a number of
specific cases. Assume first that the resonance fre-
quency of the medium is much lower than the oscillator
frequency in the lab coordinates,

(11)

It is not difficult to show that the radiation spectrum
includes two frequency ranges in this case. The first
range is defined by the inequalities

(12)

This frequency range can be referred to as “reso-
nant” since it lies near the resonance frequency ωr.

The second range of the generated frequencies is
defined by the inequalities

(13)

This range can be called “intrinsic” with a certain
degree of conditionality, since it includes the oscillator
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frequency  as long as the velocity is comparatively
low (at a sufficiently high β its lower edge rises above

). It should be emphasized that this frequency range
exists in the radiation spectrum only on the condition

 > ωL. Note also that, if condition (11) is met, the
resonance and intrinsic frequency ranges are spaced
well away from each other.

With constraint (11), it is easy to estimate the total
radiation power of the oscillator, which comprises two
terms: Σ = Σr + Σo . For resonant radiation, the approxi-
mate calculation yields the following result:

(14)

where ΩL = ωL/  and Ωr = ωr/ .

The intrinsic radiation power of the oscillator can be
approximately calculated as

(15)

where Ω2, 3 = ω2, 3/ .

Note that formula (15) presents the exact expression
for the total radiation power of a dipole oscillating in a

cold plasma with permittivity ε(ω) = 1 – /ω2 [6].
This fact is explained by the remoteness of the intrinsic
frequency range from the resonance frequency and the
resulting closeness of the permittivity in this region to
the permittivity of the plasma.

It is readily seen that, subject to condition (11), res-
onant radiation is much weaker than intrinsic radiation
(certainly, if the latter exists, i.e., ΩL < 1). This is due to

the smallness of term  entering (14). The depen-
dences of Σr and Σo on the dipole velocity appear to be
different. The intrinsic radiation power monotonically
decreases with β from the value

to the value
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The resonant radiation power turns to zero both at
β = 0 and at β  1 and peaks at a certain intermediate
value. It seems important that, in the case ΩL > 1, intrin-
sic radiation vanishes, but resonant radiation takes
place at any arbitrary relationship between the Lang-
muir frequency and the intrinsic frequency of the
source.

3. THE CASE OF HIGH RESONANCE 
FREQUENCY

Let us now suppose that ω0 ! ωr. This gives rise to
two qualitatively different possibilities. The first one is

realized if β  < 1, i.e., the dipole velocity v  is lower

than the phase velocity c/  of the low-frequency
radiation. In this case, the radiation spectrum includes
both the intrinsic and resonant frequency range, the lat-
ter extending to frequency ωr.

To conveniently estimate the boundary frequencies
and radiation energies requires a number of additional

assumptions. Thus, putting ω0  ! ωr

in the case of the resonant radiation, we obtain

(16)

And assuming ω0 ! ωr(1 – β ) for the intrinsic
radiation, we have

(17)

This expression for Σo is identical to the exact
expression for the total radiation power of a dipole
moving in a nondispersive medium with a refractive
index ε0 [2, 6]. It is naturally explained by the fact that
the intrinsic range falls into the low-frequency region,
where the permittivity is close to ε0.

Note that, if the motion of the source is nonrelativ-
istic (β2 ! 1), the resonant radiation power can be
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approximated as

and the power ratio is defined as

(18)

Because of condition ωr @ , resonant radiation
may dominate over intrinsic radiation even in spite of
the presence of small parameter β.

Now consider the case ω0 ! ωr and β  > 1, i.e.,
the oscillator velocity does not exceed the phase veloc-
ity of low-frequency waves. Then, the radiation spec-
trum consists of only one frequency range,

(19)

The total radiation power can be approximated

under additional condition ω0 ! ωr(1 – β ) as

(20)

As is evident from the above considerations, the
radiation power is almost independent of the oscillation
frequency under the restrictions imposed.

4. NUMERICAL RESULTS

Figures 1a–1d show the spectral energy density of
radiation versus dimensionless frequency Ω = ω/  for
various values of the resonance and Langmuir frequen-
cies and different velocities of the source. No small
parameter was implied: all calculations were carried
out using exact formulas. All curves in each figure share
the same resonance and Langmuir frequencies (given in
the figure caption), the oscillator velocity is indicated
by numbers by the curves.

Figure 1a shows the typical arrangement of curves
in the case when both the resonance and Langmuir fre-
quencies are lower than the oscillator frequency ωr <

, ωL < . Two separate parts of the spectrum are
seen: intrinsic radiation dominates and resonant radia-
tion is only insignificant.

Figure 1b illustrates the situation when ωr <  and

ωL > . It is only resonant radiation that exists in this
case.
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Figure 1c is typical of the case when ωr >  and

ωL < . There are three possibilities here. If the dipole
velocity is less than a certain β∗  (for the parameters
used in Fig. 1c, β∗  ≈ 0.433), the spectrum includes both
the resonant and intrinsic (comparatively low-fre-
quency) ranges. If β∗  < β < β∗∗  (in our case, β∗∗  ≈
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Fig. 1. Spectral power density (in the units of /3c3)

vs. dimensionless frequency Ω = ω/  for Ωr and ΩL equal

to (a) 0.7 and 0.5, (b) 0.7 and 2, (c) 2 and 0.5, and (d) 2 and
2, respectively. The number on each curve is the value of the
oscillator velocity.
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0.82), the radiation exists only in one range covering
the oscillator frequency and adjacent to the resonance
frequency. If, finally, the oscillator velocity is so high
that β > β∗∗ , radiation appears in one more frequency
range lying above the resonance frequency.

Figure 1d illustrates the case when ωr >  and ωL >

. Two possible variants can be realized: with either
two spectral ranges for relatively low velocity or only
one spectral range otherwise.

Figures 2a and 2b present the total radiation power
versus the dipole velocity for various values of the res-
onance and Langmuir frequencies. Figure 2a corre-
sponds to the case when the resonance frequency is
lower than the oscillator frequency (Ωr < 1). If the
Langmuir frequency is also below the oscillator fre-
quency (ΩL < 1), both the intrinsic and resonant parts of
radiation exist and the former one dominates. In this sit-
uation, the dependence of power on the velocity
appears to be insignificant. In contrast, at ΩL > 1, only
relatively weak resonant radiation is generated and the
velocity dependence with a peak at a certain value is
fairly well pronounced.

Figure 2b corresponds to the case when the reso-
nance frequency exceeds the frequency of the oscilla-
tor. The radiation power as a function of velocity shows
a peak, which grows with the plasma frequency.
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Fig. 2. Spectral power density (in the units of /3c3)

vs. dipole velocity β for Ωr = (a) 0.7 and (b) 2. The number
on each curve is the value of the Langmuir frequency ΩL.
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It should be emphasized in conclusion that the
results of this study give evidence of a number of
uncommon features that characterize radiation of an
oscillator moving in a medium with resonant disper-
sion. Whether the radiation spectrum comprises two
separate frequency ranges or they merge into a single
range depends on the parameters of the problem. The
dependence of the radiation power on the velocity of
the source appears different for different ratios between
the resonance frequency, Langmuir frequency, and the
oscillator frequency. Comparing the results to their ana-
logues obtained in the cases of nondispersive medium
[2, 6] and cold plasmas [6], we find that the presence of
resonant dispersion precludes the use of the same
dependences but calls for the employment of some
other substantially more complicated relationships to
describe the radiation of an oscillator moving in such
media.
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Abstract—New experimental data on the dynamics of polarization reversal in thin PZT films prepared by rf
sputtering are reported. The frequency and amplitude dependences of the hysteresis loop area and coercive field
are investigated. It is shown that, at infralow frequencies, there exists a critical frequency at which the shape of
the hysteresis loop changes stepwise. Theoretical analysis of the related problems is given. © 2005 Pleiades
Publishing, Inc.
INTRODUCTION

Recent extensive investigations into polarization
reversal in thin ferroelectric films have been aimed at
applying them in nonvolatile memory devices [1, 2],
microelectromechanical systems [3, 4], high-frequency
optical modulators [5], and controlled microwave
devices [6–8]. The stringent requirements for the
parameters of these devices stimulate, in turn, efforts to
gain a deeper insight into the processes of polarization
reversal and develop adequate theoretical models and
approaches. From the practical standpoint, of primary
importance is the frequency dependences of reversal,
on which investigators have focused their attention in
recent years. As a result, a number of fundamental
physical effects have been found, in particular, those
related to the frequency dependences of dielectric hys-
teresis loop area A and coercive field Ec in the range of
low and infralow frequencies [9–13]. It has been shown
by numerical calculations that quantities A and Ec as
functions of frequency f of an external electric field
have a power-type singularity. Such behavior is bound
to take place in both magnets and ferroelectrics,
although to date these features have been investigated at
length only in magnets [9–13]. With an increase in the
frequency, the area of hysteresis loops in thin magnetic
films passes through a maximum, while at high fre-
quencies, the loops collapse. In particular, this effect
was observed in ferroelectric films [14]. Explanation of
its physical nature is not only of applied significance.
This effect is a key issue in the problem of polarization
reversal and hysteresis. In this study, we analyze new
experimental data concerning the amplitude–frequency
dependence of hysteresis loops in ferroelectric films.

EXPERIMENTAL

Thin (~3-µm) PZT films (Pb(Zr0.53Ti0.47)O3) were
produced by reactive rf sputtering of a stoichiometric
1063-7842/05/5008- $26.00 1089
target (for details of specimen preparation, see [15,
16]). Here, we only note that synthesis and crystalliza-
tion of the films were performed during deposition by
using a high oxygen pressure (0.7 Torr) in the chamber
and a dense plasma with electron concentration ne >
1012 cm–3. The 40-µm-thick metallic substrate (stainless
steel mark 1Kh18N19T) was kept at 650°C, which pro-
vides the polycrystalline state the film crystallized. The
top electrodes (1 mm2 in area) were made from alumi-
num with a vanadium sublayer. X-ray analysis data
indicated that foreign phases in the films were absent
and the lattice parameter was c = 0.4057 nm. The
dynamics of the reversal process was studied at differ-
ent amplitudes (from 0.5 to 300 kV/cm) of a sawtooth
voltage in the frequency range 10–3–104 Hz with a mod-
ified Sawyer–Tower method. To provide a high input
resistance necessary for infralow-frequency measure-
ments, the signal from a reference capacitor (C0 =
1.0 µF) was applied to a high-input-resistance
(250 MΩ) unity-gain noninverting matching amplifier
based on an AD743 op amp.

The exciting signal from a generator and the polar-
ization signal picked up from the standard capacitor
were applied (through a voltage divider and the ampli-
fier, respectively) to two independent analog-to-digital
converting channels of a data-acquisition (DAQ) board.
At an exciting field frequency <5 Hz, a PCL-812
Advantech board was used; at a field frequency >5 Hz,
an LA-1.5PCI-1.4 board. The conversion times of the
signals were 10 µs and 1 ns, respectively. To ensure
independent entry of the signals to the inputs of the
ADCs and independent analog-to-digital conversion,
two separate program flows in the software of the DAQ
board driver were used. This made it possible to inde-
pendently measure both the response to the field action
and the polarization signal as functions of time.
© 2005 Pleiades Publishing, Inc.
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Such a modification of the Sawyer–Tower method
made it possible to reveal an interesting feature in the
frequency dependence of phase shift ∆ϕ of polarization
response P on external field E. This feature is illustrated
in Fig. 1, where the polarization response of the PZT
film subjected to the external sawtooth voltage is plot-
ted against time (in Fig. 1, the dimensionless time scale
θ = ft is used). For frequencies lower or higher than crit-
ical frequency fcr = 0.0085 Hz, a fixed point (a or b,
respectively, in Fig. 1) exists on the P–θ plane. Going
through the critical frequency is accompanied by a
stepwise change in the position of the fixed point within
range ∆f = 0.0005 Hz.

The presence of the critical frequency in polariza-
tion reversal also shows up in the frequency depen-
dence of the shape of the dielectric hysteresis loops
(Fig. 2), which is similar to that in Fig. 1. Here, in either
frequency range (f < fcr or f > fcr), the shape of the loops
changes in such a way that two fixed points, which are
symmetric about the origin, appear on the (P–E) plane
(in Fig. 2, they are connected by straight lines a–a and
b–b). In going from one frequency range into the other,
the position of these lines changes stepwise.

Figure 3 shows the variation of the hysteresis loop
with external field amplitude at frequencies f =
0.005 Hz < fcr and f = 8.4 Hz > fcr. In the frequency
range studied, area A = (f, E) of the loops increases
monotonically with external field amplitude E and is
approximated well by a power relationship of type A =
bEs (Fig. 3). In passing through fcr, exponent s changes
jumpwise from s = 2.15 (at f < fcr) to s = 1.49 (f > fcr),
remaining constant in either of these ranges within the
experimental error.

The loop area and coercive field Ec as functions of
frequency are plotted in Fig. 4 for two values of the
external field amplitude. At certain frequency fm, the
curves A(f) have a maximum. A similar situation also
takes place in magnets [10–13]. When the external field
amplitude decreases, frequency fm shifts toward the
low-frequency range, approaching fcr. As the frequency
drops, the remanent polarization increases, whereas the
coercive field declines, tending to Ec = 5 kV/cm. The
frequency dependence of Ec is characterized by a
smooth maximum at a frequency slightly exceeding fm.
As the external field decreases, the maximum of Ec also
shifts toward lower frequencies.

ANALYSIS AND DISCUSSION

Prior to analyzing the features described above, let
us first consider the physics of the point at issue.
According to the present-day concepts, polarization
reversal in ferroelectrics is categorized as the first-order
phase transition induced by an external electric field, as
a result of which the volumes of two phases corre-
sponding to different polarization directions change
[17–21]. External field E is responsible for overcooling
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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or supersaturation in ordinary first-order phase transi-
tions. In the case of polarization reversal, the critical
parameter is coercive field Ec. Therefore, to describe
hysteresis effects in ferroelectrics, theoretical models
based on the classical nucleation concept [20] (such as
the Kolmogorov–Avrami theory [1, 17–19] and its con-
temporary modifications [17–19]) are routinely used.
However, application of these approaches to analyzing
reversal processes at |E| > Ec has not been validated in
full measure. Under cyclic reversal with frequency f,
parameter E falls into two ranges: |E| < Ec (a two-phase
range, where a new phase nucleates and grows) and
|E| > Ec (stable nuclei cannot exist). In the latter case,
the phase with the initial polarization direction is abso-
lutely unstable and the evolution of nuclei emerging at
the first stage (|E| < Ec) carries the system to a compli-
cated spatially nonuniform state. This state is bound to
depend on a relationship between frequency f of the
external field and the characteristic relaxation times of
polarization in the ferroelectric. Because of this, a more
general approach to describing hysteresis phenomena
in magnets was proposed [10–14].

The numerical data obtained in [10–14] were treated
in terms of the theory of dynamic scale invariance [21],
which equally applies to magnets and ferroelectrics.
According to this theory, the dependences of the phys-
ical characteristics of a system undergoing a phase tran-
sition on the frequency and amplitude of the external
field must exhibit power-type singularities in the neigh-
borhood of critical points. The corresponding expo-
nents are called critical exponents. In our case, an
important consequence following from this model is
slowing-down of the phase transition near critical point
Ec, which makes it possible to estimate the characteris-
tic relaxation time of polarization versus the field mag-
nitude. Let us demonstrate this effect with the purely
dynamic approach (in the absence of fluctuations) pro-
posed in [21] to describe the reversal process in ferro-
electrics. In the case of the spatially uniform state and
constant electric field E > Ec, characteristic relaxation
time τr ~ τ0(E – Ec)–β, where β = 0.5. In the two-phase
range (E < Ec), the characteristic time depends on the
evolution time of a nucleus with a new polarization
direction. In this case, τr ~ τ0(Ec – E)–β with the same β
(β = 0.5). In the combined form,

(1)

where τ0 is a constant independent of field E.
The presence of a singularity in this expression at

E = Ec (at 1/τr, it has the form of a bird’s beak) leads to
a sharp increase in relaxation time τr of polarization in
the vicinity of Ec. There lies the above-mentioned effect
of critical slowing-down of polarization reversal. Polar-
ization reversal in this case is characterized by dimen-
sionless parameter η = fτr(E) depending on both fre-
quency f and field E. In view of the fact that parameter
τ0 in expression (1) is independent of field E, it can be

τ r τ0 E Ec– β– ,∼
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found from independent experiments on linear
response detection (for example, from the data on the
frequency dispersion of the permittivity). The effect of
critical slowing-down results in a power-type singular-
ity in the frequency dependence of the coercive field at
low frequencies, η = fτr ! 1,

(2)

In this expression, ∆Ec is a change in the coercive
field with respect to its static value Ec specified by the
equation of state of a ferroelectric [21]. In the absence
of fluctuations, γ = 2/3; the same exponent also

∆Ec f γ.∼
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describes loop area A as a function of the frequency
[22]. It follows from expression (2) that, at low frequen-
cies, the hysteresis loop in the neighborhood of Ec has
a near-vertical portion, which is responsible for a sharp
maximum of the switching current and rectangular hys-
teresis loops, as was observed, for example, in barium
titanate single crystals [23]).

However, it is known that, along with nonlinearity,
fluctuations (temperature-induced and static spatial
nonuniformities of the electric field and polarization,
which are observed, for example, in polycrystals) play
an important role near the critical point. Fluctuations
flatten out the singularity of type (1) and change the val-
ues of critical indices. For example, from numerical
calculations performed for magnets [10–14] where
fluctuations were taken into account, it follows that
characteristic reversal time τr is also described by
expression (1) but with β = 1, as in the experimental
dependence for the rate of spin relaxation.

In [12–14], calculated frequency dependences of
hysteresis loop area A were processed with scaling
function W(η) related to A as

(3)

where 

(4)

Here, A0 and C are constants that have the asymptote
W ~ ηα with α = 1/3 and β = 1 in the range of low (η !
1) frequencies and W ~ η–1 in the range of high frequen-
cies (η @ 1).

In expressions (3) and (4), E is the external field
amplitude and τr = τ0(C/E) specifies the characteristic
relaxation time of polarization in ferroelectrics. It
meets expression (1) with β = 1 at fields far exceeding
Ec. Numerical calculations show that constant C is very
large, C = 104–105 (amplitude E is normalized to coer-
cive field Ec), and τr @ τ0, which reflects the critical
slowing-down of the phase transition. From the asymp-
tote of scaling function W(η), it follows that the ampli-
tude–frequency dependence of the hysteresis loop area
is given by expressions

(5)

(6)

at low and high frequencies, respectively. At low fre-
quencies, the exponent in the frequency dependence of
the area is α = 0.33. Processing of our experimental
dependences A(f) for PZT films yields α in the range
from 0.246 to 0.417. Its mean value is in good agree-
ment with the analytical data. It has already been noted
that, in this frequency range, one can expect a near-ver-
tical portion of the hysteresis loop near the coercive
field and a value of exponent γ (see expression (2)) that
is close to exponent α ≈ 0.33. It should be remembered

A A0τ0/τ rW η( ),=

η f τ r, τ r τ0C/Eβ.= =

A E2/3 f 1/3,∼

A E2/ f∼
that these exponents appear in the frequency depen-
dences of the coercive field and loop area, respectively.
Similar behavior has been observed in a number of
experiments. According to [24], for strontium tanta-
late–bismuth tantalate solid solutions, γ = 0.3–0.4.
However, the experimental results for the same solid
solution presented in [1] give a much smaller value of
γ, γ ≈ 0.12. Note that, in those experiments, the range of
“low-frequency” power-type growth of the coercive
field is observed in the range 10–100 MHz. This can be
explained by very small values of parameter τ0 in the
works cited. According to [21], the ultimate value of τ0
for an “ideal” electric circuit can be estimated from the
expression τ0 ~ ε/flat, where ε is the permittivity and flat
is the characteristic frequency of lattice vibrations in a
ferroelectric. Putting ε = 102–104 and 1/flat = 10–12–
10−13 s, we find that the ultimate value of τ0 ranges from
10–11 to 10–8 s. In our experiments, the value of 1/τ0 was
not too large (1–10 kHz). This, as well as the effect of
critical slowing-down, leads to a shift of the maximum
in the frequency dependence of the hysteresis loop area,
A(f), toward infralow frequencies. It appears that the
condition γ ≈ α ≈ 0.33 is violated in our experiments for
the same reason: exponent γ in the frequency depen-
dence of the coercive field is much smaller, γ ≈ 0.17 at
f < 0.02 Hz. In other words, because of large values of
parameter τ0, the condition of low frequencies (η =
fτr ! 1), strictly speaking, is not fulfilled. This conclu-
sion is confirmed, in particular, by the absence of a ver-
tical portion in the hysteresis loops near Ec, although
the role of field spatial nonuniformity in thin polycrys-
talline films should not be ruled out here. Studies are
now under way to clarify this point.

According to relationships (5) and (6), a sharp
increase in the hysteresis loop area at low frequencies
changes to a decrease in this area at high frequencies by
the law A ~ E2/f. Quantity A exhibits a maximum, its
position depending on field amplitude E. It should be
noted that a maximum in the frequency dependence of
the loss ellipse area is also observed in linear insulators.
However, the run of the curves A(f) in these two cases
differs radically: at low frequencies, A(f) for ferroelec-
trics and ferromagnets has a power-type singularity,
A( f ) ~ f α (α < 1), while for linear insulators, A(f) lin-
early increases with the frequency, A( f ) ~ f . Physically,
this is because effects like critical slowing-down are
absent in linear systems. At the same time, in nonlinear
systems, the transition from low frequencies (the range
of critical slowing-down) to high frequencies (the range
of the quasi-linear behavior) is accompanied by a radi-
cally new effect. This effect consists in a qualitative
change in the shape of limiting cycles on the P–E plane
(experimentally, these cycles are hysteresis loops). At
low frequencies, there is one stable cycle enclosing the
origin. As the frequency grows (above a certain critical
value), there appear two cycles lying in the upper and
lower half-planes and enclosing the stable points of
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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spontaneous polarization +Ps and –Ps. A similar effect
observed experimentally in magnetic Co films on cop-
per substrates [25, 26] was speculatively related to the
dynamic phase transition [27, 28]. Although the phys-
ics of this effect has been studied largely in magnets, it
is expected to take place in ferroelectrics as well, as
indicated, e.g., by the variation of limiting cycles with
frequency in simple dynamic models of ferroelectrics
[21] and magnets [27, 28] in which only the nonlinear-
ity of the equation of state of a solid (in the absence of
fluctuations) is taken into account. The stepwise varia-
tion in the shape of the hysteresis loops (the fixed points
in Figs. 1 and 3) also suggests that the mechanism of
polarization reversal in ferroelectrics changes radically
when the frequency exceeds a certain critical value.
However, further experimental and theoretical investi-
gations are needed to gain better insight into the physi-
cal nature of the effects described above and clarify
their relation to nonlinearity in the equations of motion
and fluctuations.

Comparing the theoretical and experimental depen-
dences of the hysteresis loop area on the field amplitude
leads us to the same conclusion. Expressions (3) and (4)
imply that these are power-type dependences of type
A ~ Es with strongly differing exponents: s ≈ 0.67 and 2
at high and low frequencies, respectively. Our experi-
mental data also indicate that s changes from 2.15 (at
f < fcr) to 1.49 (at f > fcr) (see Fig.2). However, in the
experiments, exponent s varies in a radically different
manner: the lower the frequency, the larger s. Of even
greater importance is the fact that the exponent exhibits
a step in going through the critical value of the fre-
quency, fcr = 0.0085 Hz, remaining virtually constant on
the right and on the left of fcr. The hypothesis for
dynamic phase transition described above basically
predicts such behavior of the physical characteristics of
polarization reversal. However, a number of issues still
remain unclear and tackling them call for detailed
insight into the physics of hysteresis phenomena.

CONCLUSIONS

The basic results of our study are as follows.
(1) The frequency dependence of hysteresis loop

area A (losses per cycle) is characterized by a sharp rise
at infralow frequencies, f < 10–2 Hz. As the frequency
increases, it changes to a smooth decay. Irrespective of
external field amplitudes, the maximum of the curve
A(f) is at fm ≈ 0.08 Hz.

(2) At certain critical frequency fcr ≈ fm, the fre-
quency dependences of the hysteresis loop shape
exhibit steps.

(3) Comparative analysis of hysteresis effects in
magnets and ferroelectrics in terms of the dynamic
scale theory indicates that the sharp growth of the loop
area at infralow frequencies is due to the critical slow-
ing-down of the process of polarization reversal, which
causes a power-type singularity in the dependence
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
A( f ) ~ f α. The experimental value of the exponent
agrees qualitatively with its theoretical value, α ≈ 0.33.
The transition from low frequencies to high frequencies
is expected to be accompanied by a qualitative change
in the shape of hysteresis loops and, eventually, by their
collapse. In a number of works, this effect is associated
with the dynamic phase transition, which may also be
responsible for the observed steps in the frequency
dependences of the hysteresis loop shape near critical
frequency fcr. However, relevant investigation is still in
its infancy.
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Abstract—The structures of amorphous CNx–Co films grown at different temperatures (Ts = 200–365°C) are
studied by X-ray diffraction. As the growth temperature increases above Ts = 200°C, a concentration phase tran-
sition is found to occur in the amorphous state; this transition is related to a change in the major portion of car-
bon or cobalt in the structure of the cluster films. At Ts = 365°C, a disorder–order phase transition, which is
accompanied by the transition from the amorphous to crystalline state, occurs in the films. © 2005 Pleiades
Publishing, Inc.
INTRODUCTION

Interest in composite materials consisting of a semi-
conductor matrix with embedded conducting nanopar-
ticles has grown in the past few years. Nitrogen alloy-
ing of a carbon film not only transforms it into a semi-
conductor but also preserves all the advantages of
diamond-like carbon [1, 2]. Moreover, the nitrogen
concentration affects the fundamental properties of the
film, such as the bandgap width and the impurity acti-
vation energy, and induces local conduction zones
[3, 4]. Thus, depending on the crystal structure of a car-
bon-nitride-based composite, one can produce materi-
als combining the semiconductor properties of carbon
nitride and the properties of diamond-like carbon [4, 5].
Therefore, the purpose of this work is to study the crys-
tal structure of CNx–Co films.

EXPERIMENTAL

Diamond-like carbon nitride films with a metallic
impurity were deposited in a VUP-5M vacuum device
by ion-plasma sputtering of a graphite target in a nitro-
gen plasma. We used a dc magnetron with the induction
stabilization of a glow discharge. As the target, we used
a plate of pure graphite having a staggered impurity
consisting of a powdered metal oxide. The substrate
(thin glass) was placed onto an electrically insulated
radiation heater, whose temperature was controlled by
a chromel–alumel thermocouple to an accuracy of 5°C.
Thus, we prepared homogeneous CNx–Co films grown
at different temperatures and at the same impurity con-
centration.

Using diffuse X-ray scattering, we studied the struc-
ture of the CNx–Co films synthesized at Ts = 200–
365°C. To this end, we applied long-wavelength CrKα
radiation with a V filter and a photodiode sensitive to
weak diffuse scattering of low-intensity rays. X-ray dif-
1063-7842/05/5008- $26.00 1095
fraction patterns were recorded using the reflection
scheme at two angles of inclination of the samples (25°
and 155°). The exposure time was 20 min, and the
X-ray diffraction patterns were subjected to micropho-
tometering in 0.5° steps (Fig. 1).

RESULTS AND DISCUSSION

Amorphous CNx–Co films are characterized by a
substantially inhomogeneous structure: the medium of
random atoms contains mesoscopic clusters with an
incipient long-range order [6]. A similar situation is
typical of many materials [7]. The introduction of
impurities in the films is accompanied by the formation
of impurity clusters in the matrix. Cluster transforma-
tions detected by us in materials of different chemical
compositions suggest that, apart from the formation of
impurity clusters [8, 9], the alloying of amorphous
materials can also be accompanied by structural phase
transitions. We detected such a structural transition in
the amorphous CNx–Co films when studying the effect
of the growth temperature Ts on their structure. Figure 1
shows X-ray diffraction patterns taken from CNx−Co
films grown at different temperatures Ts. Two diffusion
maxima (halo I and II) are visible in the X-ray diffrac-
tion patterns of the films; they are mainly caused by
coherent X-ray scattering by clusters of two types. The
appearance of a halo as the main diffraction element
means that the films have an amorphous structure
formed by mesoscopic atomic groups (clusters) with an
incipient long-range order and by a random intercluster
medium (which manifests itself in an X-ray diffraction
pattern as a background whose intensity is proportional
to ~sin2θ). As Ts increases, the film structure changes
substantially. As follows from Fig. 1, this increase is
accompanied by changes in the shape and ratio of halo
intensities I1 and I2 (Fig. 2a), which indicates continu-
© 2005 Pleiades Publishing, Inc.
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Fig. 1. X-ray diffraction patterns of CNx–Co films grown at different temperatures Ts: (100)Cg belongs to the graphite phase, and
(111)Cd is a diamond-like phase. Θ is the scattering angle.
ous evolution of the structure with increasing Ts. Based
on the structures of semiconductor materials doped
with metallic atoms [10], we attributed the first halo to
a matrix carbon-based phase and the second halo to an
impurity cobalt-rich phase. As the growth temperature
Ts changes, these mesostructural phase states compete
with each other, which is indicated by a change in the
intensity ratio of halos I and II (Figs. 1, 2a). This com-
petition results in a concentration phase transition for
the major portion of carbon (the base phase, which
mainly generates halo I) or cobalt (the impurity phase,
which mainly generates halo II) in the cluster structure:

impurity phase           base phase         impurity phase
200°C 300°C 355°C
Figure 2b shows the temperature dependences of the
relative intensities of coherent (Icoh/I) and incoherent
(Iincoh/I) scattering. Before the amorphous–crystalline
phase transition at Ts = 360°C, the incoherent scattering
intensity increases (Fig. 2b, curve 1) and the coherent
scattering intensity decreases thereby (Fig. 2b, curve 2).
This behavior indicates a decrease in the order parame-
ter in the system during the disorder–order transforma-
tion in the structure, namely, during the formation of a
crystalline phase, which is supported by the emergence
of lines against the background of the halo at Ts = 350–
365°C (Fig. 1).

By measuring the halfwidths β of the fluctuation
maxima and the angles Θ from Fig. 1 and knowing the
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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wavelength λ for CrKα radiation, we used the Kitaœgor-
odskiœ technique [11] to estimate the linear dimensions
of clusters in Å: m = λ/4πηk. Here, η is a dimensionless
coefficient that relates the cluster dimensions to the
width of a diffusion maximum with allowance for the
geometrical parameters of the X-ray camera used [11];
η is determined from the formula B/D = 19η/(0.004 +
0.084cosθ) + 0.0064θ, where B is the width of the dif-
fusion maximum (deg) and D is the diameter of the
focus spot on the sample (mm). To plot the dependence
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Fig. 2. Intensity as a function on the growth temperature: (a)
curve I is I1/I1 + 2 for halo I; curve II is I2/I1 + 2 for halo II;
(b) (1) Iincoh/I and (2) Icoh/I.
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Fig. 3. Dependence of the cluster size on the growth temper-
ature.
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of the cluster size on the growth temperature, we used
averaged cluster sizes for each temperature (Fig. 3). A
nonmonotonic character of the m = f(Ts) dependence
indicates structural evolution. The minimum on the
curve confirms the presence of a phase transition in the
structure [11]. Upon growth at Ts = 200°C, the sample
has an amorphous structure, and, as the temperature
increases to Ts = 365°C, the structure becomes crystal-
line with nanocrystals of graphite and diamond-like
phases (the latter phase is alloyed by cobalt).

CONCLUSIONS

X-ray diffraction studies of CNx–Co films have
shown that they exhibit two comparable halos and dif-
fraction lines appearing against the background of the
second halo at a growth temperature Ts > 360°C. These
results indicate the formation of a two-phase nanostruc-
ture in the films with an ordered arrangement of chem-
ical elements (which is similar to heterophase separa-
tion) in the form of 20–50 Å clusters of base (CN + Coy)
and impurity (Co + CNy) phases.

We have revealed concentration and crystallo-
graphic phase transitions that occur in the CNx–Co
films at a growth temperature Ts > 200°C.

REFERENCES

1. V. I. Ivanov-Omskiœ, S. G. Yastrebov, A. O. Golubok,
et al., Pis’ma Zh. Tekh. Fiz. 24 (20), 186 (1998) [Tech.
Phys. Lett. 24, 800 (1998)].

2. E. A. Smorogonskaya, T. K. Zvonareva, E. I. Ivanova,
et al., Fiz. Tverd. Tela (St. Petersburg) 45, 1579 (2003)
[Phys. Solid State 45, 1658 (2003)].

3. I. Hu, P. Yang, and C. M. Lieber, Phys. Rev. B 57, 3185
(1998).

4. D. Li, Y. Chung, and M. J. Wong, Appl. Phys. 74, 219
(1993).

5. H. Sjostrom and S. Stafstrom, Phys. Rev. Lett. 75, 1336
(1995).

6. V. D. Okunev and Z. A. Samoœlenko, Pis’ma Zh. Éksp.
Teor. Fiz. 43, 24 (1986) [JETP Lett. 43, 28 (1986)].

7. A. S. Bakaœ, Polycrystalline Amorphous Solids (Éner-
goizdat, Moscow, 1988) [in Russian].

8. V. D. Okunev and Z. A. Samoœlenko, Fiz. Tverd. Tela
(Leningrad) 13, 257 (1989) [Sov. Phys. Solid State 31,
1623 (1989)].

9. V. D. Okunev and Z. A. Samoœlenko, Pis’ma Zh. Éksp.
Teor. Fiz. 53, 42 (1991) [JETP Lett. 53, 44 (1991)].

10. M. A. Krivoglaz, Electronic Structure and Electronic
Properties of Metals and Alloys (Naukova Dumka, Kiev,
1988), pp. 3–39 [in Russian].

11. L. I. Kitaigorodskii, X-ray Diffraction Analysis of Fine-
Crystalline and Amorphous Solids (Nauka, Moscow,
1952) [in Russian].

Translated by K. Shakhlevich



  

Technical Physics, Vol. 50, No. 8, 2005, pp. 1098–1101. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 75, No. 8, 2005, pp. 136–139.
Original Russian Text Copyright © 2005 by Kurlapov.

                      

SHORT
COMMUNICATIONS
Mesoscopy of Cluster Gases
L. I. Kurlapov

e-mail: lkurlapov@yandex.ru
Received October 29, 2004

Abstract—The properties of gases in the near-critical region acquire the features of the liquid state; in other
words, mesoscopy of a dense gas is manifested. In the cluster model [3], mesoscopy is explained by the effect
of large clusters. The results of calculation of the temperature dependence of viscosity agree with experimental
data in the prediction of mesoscopy, which was also observed in the pressure dependence of the thermodiffusion
baric effect (the direction of this effect at high pressures corresponds to the liquid state). The phenomena asso-
ciated with a change in the properties of a gas without the emergence of an interface should be referred to as a
mesoscopic phase transition. © 2005 Pleiades Publishing, Inc.
Under various conditions in gases, formations con-
sisting of several molecules [1, 2] may exist, which are
treated as subcomponents of a cluster mixture in the
cluster model [3]. An essential reason for deviation of
the properties of real gases from ideality is the changes
in the cluster composition upon a change in macropa-
rameters, since the cluster formation or disintegration
corresponds to a change in the number of moles and the
molar mass of this mixture. Each cluster subcomponent
makes a contribution to transport processes, which is
determined by the mass and collision cross section of
clusters. In this communication, it is shown that large
clusters existing in the near-critical region are mesos-
copic particles and that the entire cluster mixture exhib-
its intermediate (mesoscopic) properties between a gas
and a liquid.

Under the local thermodynamic equilibrium condi-
tions for each locally equilibrium domain in a gas, a
certain size distribution of clusters (determined by the
number of molecules constituting the clusters) emerg-
ing in the gas can be described by an exponential func-
tion [3],

(1)

where ng is the number density of clusters containing g
molecules, n1 is the number density of molecules as
monomers, and G is the normalization factor.

To describe transport processes in a cluster mixture,
it is convenient to characterize the composition of a
cluster mixture by the numerical fraction relative to the
total number density of all clusters,

(2)

ng n1 G g 1–( )–[ ] ,exp=

Cg
c( ) C1

c( ) G g 1–( )–[ ]exp ,=

Cg
c( ) ng

n c( )-------, n c( ) ng,
g 1=

r

∑= =
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where  is the concentration of molecules (mono-
mers) and r is the size of the largest cluster, which is
taken into account in calculations.

The application of conventional relations for a clus-
ter mixture leads to an algorithm for calculating con-

centration  using tabulated data on specific volume
[4] and effective diameters of particle collisions. In this
communication, we use the effective diameters of col-
lisions determined by approximating the viscosity of a
rarefied gas [4] by a fifth-degree polynomial and by cal-
culating effective diameters by the formula for the vis-
cosity of a rarefied gas in the kinetic theory. The com-
putational algorithm implies that clusters beginning
with dimers up to clusters containing 45 molecules
should be taken into account.

Figures 1 and 2 represent the results of calculations
for argon and carbon dioxide; it can be seen that quite
large clusters can exist in a gas at low temperatures
under high pressures. Large clusters noticeably affect
the transport properties of gases. This is demonstrated
in Fig. 3 showing the results of calculations of the vis-
cosity of these gases based on a formula stemming from
the application of the formula from the kinetic theory of
multicomponent mixtures to a cluster to a cluster gas
[2, 3, 5].

It can be seen from the curves that the temperature
dependence of viscosity in the high-temperature range
corresponds to a gas, while this dependence in the
range of lower temperatures corresponds to the liquid
state of aggregation (viscosity increases upon cooling).
This effect is also observed in the experiments [4],
which demonstrate that the cluster model correctly
reflects the behavior of the temperature dependence of
the viscosity of gases in the entire temperature range.
The results correspond to temperatures above the criti-
cal value for each gas; consequently, the substance
exists in the gaseous state (there is no visible interface
between two phases). This feature indicates that heavy

C1
c( )

Cg
c( )
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Concentration  of cluster subcomponents as a

function of cluster size g (in the number of molecules) for
argon at different temperatures T, K: (1) 280, (2) 210, and

(3) 190. The curves are calculated by the formula  =

exp[–G(g – 1)].
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Fig. 2. The same as in Fig. 1 for carbon dioxide at different
temperatures T, K: (1) 280, (2) 330, and (3) 310. The curves
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Fig. 3. Temperature dependence of the viscosity coefficient
η (µPa s). The solid curves are calculated using the cluster
model, and the dashed curves are smoothed experimental
data [4]: (1, 2) argon at a pressure of 10 MPa; (3, 4) carbon
dioxide under a pressure of 8 MPa.
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clusters impose the properties of the second phase on
the gas since these clusters are intermediate (mesos-
copic) particles and a cluster gas exhibits mesoscopic
properties.

Analyzing the contribution from each cluster sub-
component to the internal friction of the gas can reveal
the physical mechanism leading to the observed fea-
tures of viscosity. Figures 4 and 5 show the results of
calculations of the partial viscosity coefficient for each
cluster subcomponent and partial viscosity.

It can be seen from Fig. 4 that the partial viscosity
coefficient increases with the cluster size. This is due to
the velocity persistence effect after collisions (heavy
particles colliding with light particles preserve the
direction of the initial velocity to a larger extent) [6]. It
can also be seen that this increase slows down upon an
increase in pressure since the fraction of collisions
between heavy particles increases in this case. The con-
tribution to the viscosity of the cluster mixture substan-
tially depends on the concentration of the correspond-
ing clusters (Fig. 5). Consequently, at relatively high
temperatures, the contribution from large clusters is
small due to their small fraction and, hence, their meso-
scopic properties do not noticeably affect the entire gas.
At low temperatures under a given pressure, mesoscopy
does not affect the properties of the entire gas any
longer. Viscous properties of the liquid state appear
partly due to enhancement of the momentum transfer
mechanism over a distance equal to the effective diam-
eter of collisions, which is taken into account in the for-
mula for viscosity [3] in the nth type correction.

Mesoscopy of cluster gases is also manifested in
other properties of high-density gases. For example, the
concentration dependence of the mutual diffusion coef-
ficient in dense gases corresponds to the dependence
observed in liquids and solids [7]. Calculations based
on the cluster model correspond to the experimentally
observed passage of the ratio of tracing diffusion coef-
ficients through unity [8], which is due to mesoscopy of
a cluster gas.

Another example of mesoscopy is illustrated in
Fig. 6, according to which the thermodiffusion baric
effect in gases changes sign upon an increase in pres-
sure: an increase in pressure is observed not in the
heated region as in rarefied gases [9, 10], but in the cold
region as in liquids [11]. These data were obtained by
calculating the difference in pressure (baric effect)
existing in a closed device consisting of two vessels
connected by a capillary tube or via a porous tablet; the
gas in the vessels is kept at different temperatures
[9, 10]. The kinetic theory of this effect is constructed
on the basis of the assumption that the particle flow
observed in the general case must contain two compo-
nents, reversible and irreversible. In a closed device
under steady-state conditions, the observed particle
flux must be zero, which is ensured by the flow caused
by the baric effect associated with the irreversible part
of the flow. As applied to the cluster model, this physi-
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cal mechanism is preserved, but clusters of various
sizes also participate in the process in addition to mol-
ecules. The variability of the cluster composition and,
hence, the number of structural elements complicate
the process, but the main pattern remains unchanged.
As applied to clusters containing g molecules in a gas
consisting of identical molecules, the expression
derived for the particle flow in the kinetic theory of
inhomogeneous multicomponent mixtures [2, 12] has
the form

(3)

where Gg is the flux density for g-dimensional clusters,

Dg and  are the true diffusion coefficient and the
thermodiffusion coefficient for g-dimensional clusters,
p is the pressure, W is the velocity of the flow, and T is
the temperature.

In experiments on baric effects, pressure diffusion
can be disregarded; in this case, expression (3) for the
molecular flux gives

(4)

The expression for the pressure effect is usually
derived by using the Poiseuille formula for velocity W
averaged over the cross section of the tube, which is
written precisely in terms of pressure difference [9, 10].
This approach leads to the formula for the thermodiffu-
sion pressure effect,

(5)

where 〈η〉  is the average viscosity coefficient and rc is
the radius of the capillary or the effective pore radius of
the porous tablet.

In deriving formula (5), it is convenient to use the

concentration  introduced in terms of the total
number density n(n) of molecules [3],

(6)

and which can be expressed in terms of  by the fol-
lowing relation [3]:

(7)
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Fig. 4. Partial viscosity coefficient for a cluster component
under a pressure of 8 MPa as a function of cluster size in
carbon dioxide at different temperatures T, K: (1) 310,
(2) 330, and (3) 350.
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For low pressures and high temperatures, when the
effect of clusters can be ignored, formula (5) is trans-
formed to the well-known formula for a rarefied gas,
which leads to the results matching the experimental
data [9, 10]. The results of calculations for argon and
carbon dioxide shown in Fig. 6 indicate that the baric
effect differs from that for a rarefied gas upon an
increase in pressure (the sign of the effect is reversed).
This means that an elevated pressure in a cluster mix-
ture is observed in the cold region as in liquids [11].
This is a manifestation of mesoscopy of the cluster gas.

Thus, the experiment and theory show that the prop-
erties of gases at low temperatures and high pressures
correspond to the properties of liquids; in the cluster
model, this is attributed to the effect of large clusters
and is a manifestation of cluster gas mesoscopy. Such
an intermediate region corresponds to a homogeneous
system, and the observed transition can be rightfully
referred to as a mesoscopic phase transition.
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Abstract—The formation of higher manganese silicide (HMS) films on silicon and the properties of the sili-
cide–silicon interface are studied. Morphology analysis of the surface and thin transition layer at the HMS–Si
interface suggests that the growth of HMS films by the method of Mn reactive diffusion follows the vapor–liq-
uid–crystal mechanism. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Comprehensive study of HMS films is of great
importance for thermoelectric and optoelectronic appli-
cations [1, 2], since these films are characterized by a
high thermal stability in the temperature range 300–
1000 K [3]. It is worth noting that the physical proper-
ties of transition metal silicide films may differ substan-
tially from those of the bulk silicides because of the dif-
ference in their structure. When designing film thermo-
elements and thermoelectric microbatteries based on
manganese silicide films, one should take into account
a number of issues, such as the direction of silicide
growth, the silicide–silicon interface condition, and the
influence of the silicon substrate on the electrophysical
parameters of the films.

Investigation into HMS film formation and the prop-
erties of the HMS–silicon interface is a challenging
problem, which this paper is devoted to.

EXPERIMENTAL RESULTS

In [4], we showed that growth of HMS films on a sil-
icon substrate is accompanied by the formation of a 5-
to 7-µm-thick transition layer at the HMS–Si interface.
It was conjectured that this layer is amorphous or poly-
crystalline. However, in that work, manganese silicide
films were grown on mechanically polished silicon sub-
strates, which are known to have an 8- to 12-µm-thick
damaged layer on their surface; therefore, the transition
layer at the interface was most likely to consist mainly
of the remaining (lower) part of the damaged silicon
layer. The lattice mismatch between HMS and Si is
≈1.8% (aSi = 0.543 nm, aM = 0.551 nm) [2]. According
to the published data [5], when the silicide–silicon lat-
tice mismatch is no more than 3%, the growth of sili-
cide films on a silicon substrate may be accompanied
1063-7842/05/5008- $26.00 1102
by the formation of a thin intermediate layer, so that
transition metal silicide films will grow epitaxially.

In this work, silicon substrates were prepared with
the technique detailed in [6]. This technique provides a
surface finish satisfying the stringent requirements of
planar technology (class ∇ 14), where the thickness of
the damaged layer must not exceed 50 nm [7]. Electron
microscopy studies showed that the transition layer at
the HMS–Si interface is 0.1–0.3 µm thick. Optical and
electron micrographs demonstrate a sharp transition
from the Si substrate to the silicide film (Figs. 1a
and 1b).

The surface morphology of HMS films grown on
(111)Si and (100)Si substrates is shown in Fig. 2. It is
seen that the habit and arrangement of HMS crystallites
depend on the substrate orientation. While in the HMS-
on-(111)Si films the crystallites form a texture, i.e., are
misoriented in the substrate plane but cooriented in the
perpendicular direction, the HMS-on-(100)Si films
grow nearly epitaxially.

(‡) (b)

10 mm

Si

MnSi1.71–1.75 Si

SiO2

MnSi1.71–1.75

×700 10 µm WD22

Fig. 1. (a) Cross-sectional image of the HMS films that is
obtained under an optical microscope and (b) electron
micrograph taken from the cross section of the HMS films
grown on silicon in the presence of a SiO2 mask.
© 2005 Pleiades Publishing, Inc.
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DISCUSSION

In accordance with [8], if elemental crystalline sub-
stance M is in contact with a vapor phase containing
atoms of element X that can combine with M to form
solid compound MaXb, crystal M will be covered by a
film of this compound. The reaction proceeds as a result
of a change in the free energy of the system when the
compound forms,

A film of the resulting compound will be continuous
(free of voids and cracks) if the molecular volume of
compound MaXb is larger than, or equal to, that of ele-
ment M. Once a continuous fine-grained film of the
compound has formed, the reaction is controlled by the
diffusion of the reagents through the crystal lattice of
compound MaXb and along grain boundaries.

During reactive diffusion, new phases arise when
atoms of the matrix and diffusate have a limited mutual
solubility or can form compounds [9, 10]. As is known
[9], the solubility of silicon in metals is low: in particu-
lar, 14% in manganese. The solubility of all metals in
silicon is extremely low, because the energy of vacancy
formation in Si is high.

In general, films on a substrate form in two stages
[10]: nucleation and growth of nuclei. In turn, nucle-
ation involves the following processes: (i) mass transfer
of a initial phase (e.g., by means of diffusion), i.e.,
delivery of the material to the substrate surface and
growing layer; (ii) adsorption of initial phase atoms on
the surface, which results in formation of critical
nuclei; and (iii) surface diffusion (migration) of atoms
adsorbed, as a result of which particles are delivered to
critical nuclei, making them crystallization centers.

In crystallization from the vapor (gas) phase, struc-
tural ordering in the films depends largely on the ada-
tom mobility on the substrate: a high mobility of ada-
toms favors growth of oriented nuclei [10]. Films
grown may be single-crystalline epitaxial or polycrys-
talline textured depending on the orienting influence of
the substrate. In the solid-phase reaction mentioned
above, silicide films grow via Mn–Si interdiffusion
[11].

However, in our case, manganese diffuses from the
gas phase and solid manganese layers on the surface
into which silicon atoms could penetrate are absent.
Therefore, the growth of a manganese silicide film is
basically controlled by the inward diffusion of Mn
atoms.

Actually, once early layers of a solid solution or
compound have formed, the outward diffusion of sub-
strate atoms through the growing film is observed.
Depending on the atomic structure of the film grown by
reactive diffusion, the diffusion rate of substrate atoms
may be both higher and lower than that of the diffusate.
The ratio between these rates specifies the direction of
subsequent growth of the film and the direction of the

aM bX+ MaXb ∆G.+=
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diffusate concentration gradient in it. Calculations of
the coefficients of diffusion of manganese into silicon
and silicon into manganese silicide at high tempera-
tures showed that the former exceeds the latter by
almost six orders of magnitude (DMn = 2 × 10–7 cm2/s,
DSi = 2.2 × 10–13 cm2/s) [10].

Thus, it seems that, in our case, a thin low-concen-
tration surface layer of the Mn–Si solid solution first
forms during Mn diffusion from the gas phase into the
single-crystalline silicon and then compound MnSi2 – x

nucleates as a result of reactive diffusion. Here, surface
diffusion plays an important role. The silicon content in
this layer varies, increasing with distance from the sub-
strate surface. Therefore, the rate of outward diffusion
of the silicon through MnSi2 – x is much lower than the
rate of manganese diffusion and the MnSi2 – x film
thickens at the MnSi2 – x–Si interface rather than at the
Mn–MnSi2 – x one. It is seen from Fig. 1b that the sili-
cide film grows inward to the silicon substrate. Thus,
during the formation of the silicide, the HMS–Si inter-
face shifts inward to the silicon; i.e., the manganese sili-
cide film grows from the surface of the silicon substrate
into its volume.

It is known [10] that films grow by the vapor–liq-
uid–crystal mechanism at relatively high temperatures
such that T > 2/3Tmel (Tmel is the melting point of the
condensing metal). At the initial stage of condensation,
the phase that is in equilibrium with vapor is liquid: its
islands coalesce and solidify, producing a polycrystal-
line film [10]. Film growth and, accordingly, melting of
small nuclei of manganese silicide take place at a tem-
perature of 1000–1040°C, which is below the melting
point of bulk HMS (T = 1145°C [11]) but approaches it
as the nucleus size increases. The liberation of the heat
of condensation raises the process temperature and,
thus, favors the vapor–liquid–crystal mechanism.

The data for the morphology of the surface and thin
transition layer at the HMS–Si interface are further evi-
dence that the growth of manganese silicide films fol-
lows this mechanism.

(b)(a)

×1.020 10 µm8B6B 28 kV
100 µm

Fig. 2. Surface morphology of the HMS films grown on
(a) (111)Si and (b) (100)Si.
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CONCLUSIONS
It is found that a thin (0.1–0.3 µm) transition layer

exists at the HMS–Si interface. The cross-sectional
structure of the manganese silicide films grown on the
silicon substrate shows that they grow from the surface
of the substrate into its volume. The surface morphol-
ogy of the HMS-on-(111)Si and HMS-on-(100)Si films
indicates that the orientation of grains in the HMS film
depends on the substrate orientation, the HMS-on-
(100)Si films growing nearly epitaxially. The morphol-
ogy of the surface of the film and thin transition layer at
the HMS–Si interface suggests that the growth of HMS
films via reactive diffusion follows the vapor–liquid–
crystal mechanism.
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Abstract—The solution is obtained to the Frenkel problem of determining the surface current on the boundary
of an ellipsoidal region of space, equivalent (i.e., producing the same external magnetic field) to the simplest
steady-state current specified in the bulk of this region. Simultaneously, multipole representations of pseudo-
scalar magnetic potentials of the volume and surface currents are determined in the framework of this particular
problem. It is shown that these representations are completely analogous to the corresponding multipole repre-
sentations of the scalar potentials of the ellipsoid associated with the volume or surface distributions of scalar
sources (charges or masses). © 2005 Pleiades Publishing, Inc.
INTRODUCTION

This study is devoted to the problem of the magnetic
field of an ellipsoid, which may have an exact analytic
solution.

Historically, the first problem that was solved in
macroscopic magnetostatics was the boundary-value
problem of a homogeneous ellipsoid (with µ ≠ 1) in a
uniform magnetic field. This solution, which was
obtained by Poisson, was included by Maxwell in his
famous Treatise [1] and referred to as “rather inge-
nious.” In Poisson’s work, the ellipsoidal body was an
insulating or conducting (in the absence of conduction
currents) nonferromagnetic magnet. In this case (see,
for example, [2]) the system of magnetostatics equa-
tions and the boundary conditions to these equations
formally coincide with the system of equations defining
the electrostatic field in insulators (in the absence of
free charges) and differs from these equations only in
the substitution

(1)

Among other things, this means that the pseudosca-
lar magnetic potential and the interpretation based on
the concept of bound “magnetic charges” [3] can be
rightfully used in the entire space in analysis of such
magnetostatic problems. It should be noted, bearing in
mind the substitution (1), that generalization of Pois-
son’s results can be found in the works [4, 5] devoted to
a layered inhomogeneous dielectric ellipsoid in a non-
uniform external electrostatic field.

Here, we consider the following problem. In the
bulk of an ellipsoid bounded by the surface

(2)

the simplest current distribution characterized by the

E H, D B.⇒ ⇒

x2

a2
----- y2

b2
----- z2

c2
----+ + 1,=
1063-7842/05/5008- $26.00 0961
density

(3)

which is a linear function of coordinates, is specified.
We must find on surface (2) the density i(r) of a current,
which is equivalent to the volume current (3).1

Since the magnetic field sources (currents) in the
given problem are distributed directly in the bulk of the
ellipsoid, the introduction of the pseudoscalar potential
in the inner region is ruled out (in contrast to the Pois-
son-type problems). The method of analytic solution
which is effective for a sphere [8] and based on the mul-
tipole expansion of potential is also inapplicable since
the number of nonzero magnetic multipole moments is
always infinitely large in the case of an ellipsoid. This
necessitates that vector potentials and magnetic fields
be calculated preliminarily and the pseudoscalar poten-
tials produced by the preset and sought currents be
determined. It will be proved, however, that the results
of this rather cumbersome solution indicate the exist-
ence of the same fundamental relation between magne-
tostatic problems of an ellipsoid (in the presence and
absence of currents in it), which was established for it
in analogous electrostatic problems (in the presence
and absence of charges).

1. POTENTIALS AND MAGNETIC MULTIPOLES 
OF BULK CURRENT

Any constant bulk current must satisfy the steady-
state condition

(4)

1 A class of problems of equivalent (i.e., producing the same exter-
nal fields) sources of the scalar (charges) or vector (currents) ori-
gin was formulated by Frenkel [6, p. 103; 7, p. 524]. The solution
to the problem of equivalent currents for concentric spherical spa-
tial regions was given in [8].

jx 0, jy B001
z
c
--, jz C010

y
b
---,= = =

divj 0=
© 2005 Pleiades Publishing, Inc.
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and the boundary condition

(5)

at the boundary S of the ellipsoid. In the case of the
ellipsoidal boundary (1) under consideration, we can
write the latter condition in the form

(6)

Here, p = 〈x2/a4〉–1/2 is the length of the perpendicular
dropped from the center of the ellipsoid on the plane
tangential to its surface at the point characterized by the
unit normal vector n; angle brackets 〈…〉  denote every-
where the sum of three terms of a cyclic permutation.
Current (3) satisfies condition (4) automatically, while
condition (6) implies that

(7)

Current (3) corresponds to the vector potential2 

(8)

of the magnetic field. Volume integrals contained in
expression (8) for the ellipsoid in question are consid-
ered in detail in [9]. In particular, for points of observa-
tion outside the ellipsoid, we have

(9)

the external potential factors }lmn(ξ) appearing in this
relation are defined as

(10)

Here, Πlmn = (2l – 1)!!(2m – 1)!!(2n – 1)!! and ξ is the
ellipsoidal coordinate of the point of observation (x, y,
z), which is a nonnegative root of the equation x2/(a2 +
ξ) + y2/(b2 + ξ) + z2/(c2 + ξ) = 1. On the surface of ellip-
soid (2), the ellipsoidal coordinate ξ is equal to zero.
The expressions for the integrals differing from expres-
sion (9) in that x in the integrand is replaced by y or z
can be obtained from expression (9) with the help of
cyclic permutation.

2 Semiaxis c of the ellipsoid should not be confused with the veloc-
ity of light c.

jn S 0=

1
p
--- nx jx〈 〉

S

x

a2
----- jx

S

0.= =

cB001 bC010.–=

A
1
c
--- j

R
--- Vd∫=

x
Vd
R

------∫
=  2πa2x }100

1
3
---}200x2– }110y2– }101z2– 

  ;

}lmn ξ( )

=  Π lmn
abc

2
--------- ud

a2 u+( )
l

1
2
---+

b2 u+( )
m

1
2
---+

c2 u+( )
n

1
2
---+

----------------------------------------------------------------------------------

ξ

∞

∫ .
Taking into account relation (7), we obtain the vec-
tor potential components outside the ellipsoid:

(11)

Here, V is the volume of the ellipsoid,

(12)

and expressions for ϕ010 and ϕ001 can be obtained from
relation (12) by cyclic permutation. Quantities ϕαβγ
introduced in [10] form the so-called tensor potential of
rank ν = α + β + γ of the ellipsoid. The transition from
the three-index form of tensor ϕαβγ which is used here
and is valid only for symmetric tensors, as well as ten-
sor ψαβγ appearing in the next section, to the conven-
tional tensor notation is explained by the following
example:

In particular, components ϕ100 ≡ ϕx, ϕ010 ≡ ϕy, and
ϕ001 ≡ ϕz are a vector representative of this family of
tensors.

Vector potential (11) corresponds to the components
of magnetic induction B = curlA, which are described
by the formulas

Using relations

(13)

(14)

which are proved in [11], we arrive at the final expres-
sion,

(15)

where

(16)

Ax
e( ) 0, Ay

e( ) V
5c
------bC010ϕ001,–= =

Az
e( ) V

5c
------bC010ϕ010.=

ϕ100

=  
15

2abc
------------ }100

1
3
---}200x2– }110y2– }101z2– 

  x,

ϕαβγ ϕ x…x  y…y  z…z .≡

        

α times β times γ times

Bx
e( ) V

5c
------bC010

∂ϕ010

∂y
------------

∂ϕ001

∂z
------------+ 

  ,=

By
e( ) V

5c
------bC010

∂ϕ010

∂x
------------, Bz

e( )
–

V
5c
------bC010

∂ϕ001

∂x
------------.–= =

∂ϕ100

∂x
------------

∂ϕ010

∂y
------------

∂ϕ001

∂z
------------+ + 0,=

∂ϕ010

∂x
------------

∂ϕ100

∂y
------------,

∂ϕ001

∂y
------------

∂ϕ010

∂z
------------,= =

∂ϕ100

∂z
------------

∂ϕ001

∂x
------------,=

B e( ) gradΦ e( ),–=

Φ e( ) V
5c
------bC010ϕ100.=
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Thus, we have derived the expression for the pseu-
doscalar magnetic field potential Φ(e) produced by bulk
current (3).

Using the Lagrange formula

(17)

we can now evaluate the magnetic dipole m(j) and octu-

pole  moments of the ellipsoid3 produced by cur-
rent (3).

This gives

(18)

(19)

(20)

(21)

All the remaining components of the octupole mag-
netic moment of current (3) are equal to zero.

The octupole moment of bulk current will be
required at a later stage. Formulas (18) for the dipole
moment make it possible to write relation (16) in the
form of the scalar product,

(22)

2. MAGNETIC MULTIPOLES AND POTENTIALS 
OF SURFACE CURRENT

It is well known (see, for example, [12]) that the vol-
ume charge distributed in an ellipsoid with a density
which is a polynomial (of degree L) function of coordi-
nates is equivalent to a charge of density σ on the sur-
face of the ellipsoid, where σ/p is a polynomial of
degree L + 2. This implies that the Cartesian compo-
nents of the surface current density i at boundary (2),
which is equivalent to preset current (3), should be
sought in the form of cubic polynomials. In addition, it
follows from symmetry considerations that ix must be
an odd function of all Cartesian coordinates, iy must be

3 The quadrupole and higher moments of the same parity are obvi-
ously equal to zero.

x
a
--- 

 
2l y

b
--- 

 
2m z

c
-- 

 
2n

Vd∫
=  3

2l 1–( )!! 2m 1–( )!! 2n 1–( )!!
2l 2m 2n 3+ + +( )!!

-------------------------------------------------------------------------V ,

mklm
j( )

mx
j( ) 1

2c
------ rj[ ] x Vd∫ V

5c
------bC010,= =

my
j( )

mz
j( )

0,= =

mxyy
j( ) 3

4c
------ 10xyz jx x2 z2 4y2–+( )z jy+{∫=

+ 4y2 11x2– z2–( )y jz } dV

=  
9V
7!!c
----------bC010 3a2 4b

2
– c

2
+( ),–

mxzz
j( ) 9V

7!!c
----------bC010 3a2 b

2
4c2–+( ),–=

mxxx
j( ) mxyy

j( )– mxzz
j( ) .–=

Φ e( ) mx
j( )ϕ x.=
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an even function of x and y and an odd function of z, and
iz must be an even function of x and z and odd function
of y. Consequently, the sought surface current can be
written in the form

(23)

For the surface current, the boundary condition (6)
assumes the form

(24)

Substituting expressions (23) into this relation and
equating the coefficients of like powers of coordinates,
we arrive the equalities

(25)

If we assume that the entire ellipsoid (2) is split by
ellipsoidal surfaces (which are similar to it, arranged
similarly, and concentric to it) into infinitely thin ellip-
soidal layers,4 it can easily be proved that equalities
(25) for a bulk current, which differ from (23) only in
that they do not contain factor p, do not allow such a
current to cross the boundaries of the layers. Conse-
quently, the steady-state condition (4) for surface cur-
rent i assumes the form

(26)

supplementing relations (25) by a relation that follows
from (26):

(27)

It should be noted that, on account of four relations
(25) and (27), only three of seven sought coefficients
appearing in polynomials (23) remain independent. In
terms of these three coefficients (we take γ030, γ012, and
γ210 for this purpose), we can express, in particular, the
multipole moments of surface current (23).

It is well known that, in the simply connected region
of space external relative to steady-state electric cur-

4 Such layers are referred to as homeoids.

ix

p
--- α111

xyz
abc
---------=

iy

p
--- β201

x2

a2
----- β021

y
2

b2
----- β003

z2

c2
----+ + 

  z
c
--=

iz

p
--- γ210

x2

a2
----- γ030

y
2

b2
----- γ012

z2

c2
----+ + 

  y
b
---.=













x

a2
-----ix

S

0.=

α111

a
---------

β201

b
---------

γ210

c
--------+ + 0,

β021

b
---------

γ030

c
--------,–= =

β003

b
---------

γ012

c
--------.–=

div
i
p
--- 

  ∂
∂x
------

ix

p
--- 0,= =

α111

a
--------- 2

β021

b
--------- 2

γ012

c
--------+ + 0.=
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rents, the multipole expansion of pseudoscalar poten-
tial of their magnetic field has the form [13]

(28)

where ∇  is the Hamilton operator.
It follows from the universality of the multipole

expansion that all multipole moments corresponding to
equivalent current systems coincide. In particular, the
dipole and octupole magnetic moments of bulk (3) and
surface (23) currents in the problem considered here
must coincide.

Using the Lagrange formula

(29)

we can calculate the magnetic dipole m(i) and octupole

 moments of the ellipsoid caused by current (23).
Taking into account relations (25), we obtain

(30)

(31)

(32)

(33)

All remaining components of the octupole moment
of the surface current (23) are equal to zero.

For subsequent analysis, we also need inverse for-
mulas expressing coefficients α, β, and γ in terms of
magnetic multipoles,

(34)

Φ r( ) 2–( )l

2l( )!
------------mi1…il

∇ i1
…∇ il

1
r
---,

l 1=

∞

∑=

x
a
--- 

 
2l y

b
--- 

 
2m z

c
-- 

 
2n

pdS∫°
=  3

2l 1–( )!! 2m 1–( )!! 2n 1–( )!!
2l 2m 2n 1+ + +( )!!

-------------------------------------------------------------------------V ,

mklm
i( )

mx
i( ) 1

2c
------ ri[ ] xdS∫°

Vb
5c
------- γ012 γ210 3γ030+ +( ),= =

my
i( ) mz

i( ) 0;= =

mxyy
i( ) 3

4c
------ 10xyzix x2 z2 4y2–+( )ziy+{∫°=

+ 4y2 11x2– z2–( )yiz } dS

=  
3Vb
35c
---------- 5a2 20b2– 3c2+( )γ030{–

+ 7a2 4b2– 3c2+( )γ012 9a2 4b2– c2+( )γ210+ } ,

mxzz
i( ) 3Vb

35c
---------- 25a2 5b2 12c2–+( )γ030{–=

+ 13a2 b2 12c
2

+ +( )γ012 9a2 b2 4c2–+( )γ210+ } ,

mxxx
i( ) mxyy

i( )– mxzz
i( ) .–=

cβ021– bγ030
c

6Vδa

------------ 15 14a2 7a2c2 δa–+( )mx
i( )-





= =

+
7
3
--- 11a2 4c2+( )mxyy

i( ) 7
3
--- a

2
c2–( )mxzz

i( )–




,

(35)

(36)

where

(37)

As regards the expressions for bγ012 = –cβ003 and
cβ201, they can be obtained from formulas (34) and
(35), respectively, with the help of mutual substitution
y  z. For all pseudoquantities (including multipole
magnetic moments), we must reverse their signs.

From the nonzero components of the dipole and
octupole moments presented in relations (30)–(33),
three components are independent (by virtue of relation
(33)). This coincides with the number of independent
coefficients of polynomials (23). Consequently, equat-

ing  = ,  = , and  = , we
obtain a system of algebraic equations leading to the
required coefficients. The solution to this system has
the form

(38)

It should be emphasized that, having ensured the
coincidence of the dipole and octupole moments of the
bulk (3) and surface (23) currents, we have not proved
the coincidence of all higher nonzero magnetic multi-
poles of these currents. Consequently, we must verify
that the magnetic field produced by current (23) with
coefficient (38) outside the ellipsoid coincides with the
field of current (3).

The vector potential

(39)

bγ210–
c

6Vδa

------------ 15 δa 14a2b2– 7b2c2–( )mx
i( )---





=

+ 7
3
--- 32a2 b2 12c2+ +( )mxyy

i( ) 7
3
--- 8a2 4b2 3c2+ +( )mxzz

i( )+




,

bc
a

------α111–
7c

9Vδa

------------ 45a2 b2 c2–( )mx
i( ){=

– 12a2 b2– 4c2+( )mxyy
i( ) 12a2 4b2 c2–+( )mxzz

i( )+ } ,

δa 8a4 3a2b2 3a2c2 b2c2.+ + +≡

     

mx
i( ) mx

j( ) mxyy
i( ) mxyy

j( ) mxzz
i( ) mxzz

j( )

γ030

c
--------

β021

b
---------–

a2 2a2 c2+( )
δa

-----------------------------
C010

c
---------= =

γ012

c
--------

β003

b
---------–

a2 2a2 b2+( )
δa

------------------------------
C010

c
---------= =

γ210 = 
b

2
2a2 c2+( )

δa

----------------------------C010

β201

b
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c2 2a2 b2+( )
δa

----------------------------
C010

c
---------–=

α111

a
---------

2a2 b2 c2–( )
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-----------------------------
C010
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---------.–=








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of currents (23) contains surface integrals considered in
detail in [9]. In particular, for points of observation out-
side the ellipsoid, the formulas

hold, as well as those obtained from the first two formu-
las by cyclic permutation or mutual substitution of the
coordinates. Here,

(40)

(41)

(42)

Quantities ψαβγ introduced in [10] form the so-
called tensor potential of a homeoid of rank ν = α + β +
γ. It is shown in [11] that the components of tensor ψαβγ
satisfy the relations

(43)

(44)

which are analogous to relations (13) and (14).

As a result, we obtain the following relations for the
vector potential components outside the ellipsoid:

(45)

(46)

while the expression for  can be obtained from
Eq. (46) by the substitution y  z.

x
a
--- 
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2 y
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----------∫° Vb
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∂y
-----------------------

∂ψα β 1+ γ, ,

∂z
-----------------------,= =

∂ψα 1+ β γ, ,

∂z
-----------------------

∂ψα β γ 1+, ,

∂x
-----------------------,=

Ax
e( ) 18Vabc

7c
-------------------α111ψ111,=

Ay
e( ) Vc

5c
------ β201 β021 3β003+ +( )ϕ001=

+
18Vc

7c
------------- a2β201ψ201 b2β021ψ021 c2β003ψ003+ +( ),

Az
e( )
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Accordingly, the magnetic field of the surface cur-
rent is defined by the formulas

(47)

(48)

The formula for  can be obtained from Eq. (48)
with the help of mutual substitution y  z.

Instead of substituting formula (38) into these
expressions, we represent (47) and (48) in terms of
magnetic multipoles of the surface current analogously
to writing relations (15) and (22). Using simple trans-
formations based on equalities (30) and (34)–(36), rela-
tions (13) and (44), the irreducibility (i.e., vanishing of
the convolution in any two indices) of the octupole
magnetic moment tensor and the tensor potential of the
homeoid, as well as the easily verifiable identity

(49)

where

we can transform expressions (47) and (48) to the uni-
versal vectorial form

(50)

The pseudoscalar magnetic field potential appearing
in this relation in tensor form can be described by the

Bx
e( ) V
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7
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∂z
------------

+
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+
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7
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∂z
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



,
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∂ψ111
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



–
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–
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
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
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formula

(51)

The following remark is appropriate here. If we con-
sidered not currents but scalar sources (e.g., charges),
the electrostatic potential outside ellipsoid (2) carrying
a bulk charge of density r ~ x would be given, accord-
ing to [14], by any of formulas (22) or (51), in which
magnetic multipoles are replaced by the corresponding
electrical multipoles. A formula analogous to (51) also
describes the electrostatic potential outside the ellip-
soid, which is produced by its surface charge of density
σ = P3(x, y, z)p, where P3 is a cubic polynomial whose
coordinate dependence is characterized by the same
symmetry as for the bulk charge.5

It is clear from the above arguments that, if the pseu-
doscalar potential possesses the same multipole repre-
sentations as the electrostatic potential, the substitution
of expressions (18)–(21) for multipole moments of bulk
currents into formula (51) for surface currents must
lead to formula (22). An elementary verification also
based on identity (49) and on irreducibility of the tensor
potential of the homeoid confirms this statement. Thus,
currents (3) and (23) produce identical fields outside
the ellipsoid; this fact was established without using
formulas (38) explicitly. As regards these formulas,
their substitution into relation (23) provides the solu-
tion to our problem.

If ellipsoid (2) degenerates into a sphere (c = b = a),
the density of bulk current (3) in view of (7) is trans-
formed into

while the equivalent surface currents (23) is simplified,
as expected [8], to the form

CONCLUSIONS
Summing up, we confine ourselves to the following

remarks.
(1) The fact that multipole representations (22) and

(51) of pseudoscalar magnetic potentials of ellipsoids
for currents (3) and (23) also exist after the replacement
of magnetic multipoles by electric ones (these repre-
sentations are transformed into the corresponding exact
formulas for multipole representations of electrostatic
potentials)6 is an indication of the existence of multi-

5 For example, the volume charge r ~ x corresponds to P3 contain-

ing only monomials x3, xy2, and xz2.
6 Naturally, the total charge of the ellipsoid must be set equal to

zero in these formulas in view of the absence of magnetic
charges.

Ψ e( ) mx
i( )ψx mxxx

i( ) 9mx
i( )a2–( )ψxxx 3 mxyy

i( )(+ +=

– 3mx
i( )b2 )ψxyy 3 mxzz

i( ) 3mx
i( )c2–( )ψxzz.+

jx 0, jy C010
z
a
---, jz– C010

y
a
---,= = =

ix 0, iy
1
5
---C010z, jz–

1
5
---C010y.= = =
pole representations of magnetic potentials of the ellip-
soid in the general case of currents with a polynomial
coordinate dependence.

(2) It is shown, using the specific example of sim-
plest equivalent bulk and surface currents, that the mul-
tipole representations of their pseudoscalar potentials,
which can be expressed in terms of tensor potentials of
the homeoid, are completely identical.7

(3) Let us suppose that a superconductor filling the
entire space has a cavity which is bounded by ellipsoi-
dal surface (2) and carries a preset current (3). In this
case, a current with a surface density i'(r) = –i(r) will be
induced on the boundary surface of the cavity, where
i(r) is the solution to the problem considered here,
which is described by formulas (23) and (38). Natu-
rally, an infinite superconductor can be replaced by a
finite-size grounded superconducting body.
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Abstract—A method is proposed for solving the nonlinear system of equations of fluxoid quantization for two
interacting linear vortices. It is shown that the centers of the vortices may lie in adjacent cells only if the pinning
parameter I > 0.91, in alternate cells if I > 0.44, and in each third cell if I > 0.25. These critical values are sub-
stantially lower than analogous values for planar vortices. It is shown that, as the value of I tends to zero, the
minimal spacing between linear vortices does not increase indefinitely, but attains a certain finite value and then
remains unchanged. This means that pinning of linear vortices cannot be ignored even for values of I quite close
to zero. It is shown that two linear vortices with centers in the neighboring cells along a diagonal may coexist
for indefinitely small values of I. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

One of the main problems in the physics of high-
temperature superconductors (HTSCs) is analysis of
the structure, motion, and pinning of vortices emerging
in the sample placed in an external magnetic field. A
large number of publications [1–7] are devoted to anal-
ysis of vortices. The behavior of 1D vortices in a long
Josephson junction is analyzed in [3, 4]. However, in
this analysis, a vortex is assumed to be a spatially con-
tinuous phase distribution and its pinning is explained
by the interaction with discretely distributed pinning
centers. In fact, a Josephson medium is a cellular struc-
ture that ensures pinning, which is determined by the
energy required for displacement of the vortex center
from one cell to another.

The behavior of a vortex in a linear SQUID chain
was analyzed in [5]. However, analysis is carried out in
this case in the 2D configuration; i.e., the magnetic field
of an individual loop is taken into account only in the
magnetic flux piercing the loop itself. However, in the
3D case, a vortex is a system of coaxial “solenoids”;
consequently, the magnetic flux through the loop is pro-
duced not only by the loop itself, but also by other cur-
rent-carrying subcircuits (including remote ones). As
the critical current in the junction decreases, the vortex
size (i.e., the number of loops participating in the for-
mation of the magnetic flux through the central cell of
the vortex) increases, which compensates for the
decrease in the contribution from each loop to the mag-
netic flux. A system of equations of fluxoid quantiza-
tion in cells was obtained in [6, 7] for a 3D ordered
Josephson medium.

The equilibrium configurations of a laminar (planar)
vortex in a 3D ordered Josephson medium were calcu-
lated in [8], where the minimal spacings between two
planar vortices were determined. Various configura-
1063-7842/05/5008- $26.00 ©0967
tions of a linear vortex in such a medium were analyzed
in [9]. This study is aimed at calculating minimal pos-
sible spacing between two linear vortices in a 3D
Josephson medium for various values of the pinning
parameter. This problem is of considerable practical
interest, since such vortices are encountered in most
HTSC materials.

We will carry out our analysis using a model in the
form of a cubic grid with period a, formed by supercon-
ducting wires of diameter δ, in which each link contains
a Josephson junction; all junctions are small in size and
have the same value of critical current Jc. The current
distribution has a planar structure (i.e., currents are dis-
tributed identically in all parallel planes perpendicular
to the vortex axis and spaced by distance a). In spite of
its simplicity, this model makes it possible to draw quite
definite conclusions concerning the structure of vorti-
ces, their pinning, and dynamics. These results are
qualitatively preserved in more complex models.

LINEAR VORTICES WITH CENTERS
IN ADJACENT CELLS

Let us consider the possibility of the existence of
two isolated linear vortices of the same orientation with
centers lying in adjoining cells far away from the sam-
ple boundary.

Figure 1 shows a quarter of the section of this pat-
tern by a plane perpendicular to its axis. Central cells of
vortices are marked by bold dots. Since the vortices are
oriented identically, a symmetry plane exists, in which
all phase jumps at the junctions are equal to zero. A
complete pattern can be obtained by symmetric extrap-
olation of Fig. 1 to the left and downwards.
 2005 Pleiades Publishing, Inc.
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In each cell, the condition of fluxoid quantization
[6] is satisfied,

(1)

where  is the sum of phase jumps at the
Josephson elements of the mth cell, Φm is the total mag-
netic flux through the mth cell, Φ0 is the magnetic flux
quantum, and Km is an integer equal to unity for central
cells of the vortices (with a current i0) and zero for all
remaining cells.

With increasing distance from the centers, the
Josephson currents Jk = Jcsinϕk decrease, the rate of the
decrease increasing with the critical current Jc. In this
case, we consider only the configurations in which ϕk !
1; i.e., sinϕk ≈ ϕk for all ϕk except for the largest jumps
in phases ϕ1 and ϕ2 in the cells nearest to the center (see
Fig. 1). The validity of this assumption will be con-
firmed by the result. To avoid writing the balance con-
ditions for currents in junctions, it is convenient to use
the loop current method for the cells. Let us suppose
that a loop current im = Jcψm, where ψm is the loop phase
jump, flows in the mth cell (m ≠ 0). Then the phase

2πΦm/Φ0 ϕk
m( )

k

∑+ 2πKm,=
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Fig. 1. Distribution of currents and phase jumps at the junc-
tions for two linear vortices with the centers in adjoining
cells in the plane perpendicular to their axes; im and ψm are
the loop current in the mth loop and the corresponding
“loop” phase jump. The phase jumps expressed in terms of
ψm are indicated above each junction. Jumps ϕ1 and ϕ2 are
not regarded as small. The cells marked by bold dots con-
tain a flux quantum Φ0, while the remaining cells do not
contain a flux quantum. The pattern can be symmetrically
continued to the left and downwards.
jumps ϕk at junctions (except ϕ1 and ϕ2) are defined as
the differences in the corresponding loop values (see
Fig. 1). The magnetic flux through the mth cell can be
written in the form [6]

(2a)

(2b)

where b is the coefficient of field nonuniformity [6] due
to discreteness of the current distribution along the vor-

tex axis,  is the algebraic sum of currents in the
junctions of the mth cell, and S is the cell area.

For a wire thickness δ ! a, parameter b is defined as

For simplicity, we will henceforth consider the case
of Ib ! 1, where I is the pinning parameter defined by
formula (4). It should be noted that such an analysis is
also valid for a structure formed by superconducting fil-
aments glued to one another over the entire length so
that the surfaces of contact between filaments play the
role of long Josephson contacts. The cross section of
the structure must be in the form of a square lattice, in
which the shape of a cell is not necessarily a square (in
particular, it can be formed by filaments of a circular
cross section).

Substituting relations (2) into formula (1) and
assuming that i0 = Jcsinϕ1 and loop currents ik = Jcψk

(k ≠ 0), we can write (for Ib ! 1) a system of equations
for fluxoid quantization (m is the cell number in Fig. 1),

(3)

where

(4)

The last equation in system (3) was derived from the
additional condition of current continuity in the upper

Φm µ0S/a im b Jk
m( )

k

∑+
 
 
 

 m 0≠( ),=

Φm m 0= µ0S/a i0 i1 4bi0+ +( ) m 0=( ),=

Jk
m( )

k∑

b
1

2π
------ 2 πδ

a
------sinh 

  .ln–=

I ϕ1sin ψ1+( ) 2ϕ1 ψ2+ + 2π m 0=( ),=

I 2+( )ψ1 ψ4– ψ2– ϕ1– 0 m 1=( ),=

I 3+( )ψ10 ψ2– 2ψ4– ψ11– 0 m 10=( ),=

I 4+( )ψ4 ψ1– ψ5– ψ10– ψ12– 0 m 4=( ),=

I 3+( )ψ2 ψ1– ψ5– ψ3– 0 m 2=( ),=

I 4+( )ψ5 ψ2– ψ4– ψ6– ψ7– 0 m 5=( ),=

I 4+( )ψ11 ψ10– 2ψ12– ψ13– 0 m 11=( ),=

I 4+( )ψ12 ψ4– ψ7– ψ11– ψ14– 0 m 12=( ),=

I 4+( )ψ7 ψ5– ψ8– ψ12– ψ15– 0,  etc. m 7=( ),=

ϕ1sin ψ1+ ϕ2 ψ10,+sin=

I 2πµ0Jca/Φ0.≡
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right junction of the cell with number 0, which is
denoted by a bold dot in Fig. 1.

A transition from infinite system (3) to a finite sys-
tem can be carried out by disregarding currents at large
distances from the center (Fig. 1). We assume that the
loop currents in the extreme upper and extreme right
rows of cells (Fig. 1) and farther are zero. It is clear
from symmetry considerations that the situation with
zero currents in the extreme upper junctions in Fig. 1
approximately corresponds to the presence of another
configuration, which is symmetric to that shown in
Fig. 1 and is centered at a cell separated by seven cells
from the cell with m = 0 (strictly speaking, this is not
completely true, since the currents in the vertical sub-
circuits of the upper row of cells would not be equal to
zero in this case). The effect of this remote configura-
tion can be ignored as compared to the interaction of
the two vortices in question with the centers in adjoin-
ing cells. The same is true of zero currents in the
extreme right row. These remarks justify the analysis of
the problem in such geometry.

In this case, system (3) contains only ten equations
written explicitly above, in which we must set ψ3 =
ψ6 = ψ8 = ψ9 = ψ13 = ψ14 = ψ15 = 0. This system will be
solved by expressing all values of ψm in terms of ϕ1 and
ϕ2 from linear equations of system (3) and substituting
them into the first and last equations of system (3). This
gives a system of two nonlinear equations,

(5a)

(5b)

where A, B, C, and D are polynomials in I.
For values of pinning parameter I larger than a cer-

tain critical value I0 = 0.9093 (the subscript corresponds
to the number of cells between the centers), curves (5)
have two points of intersection (Fig. 2) corresponding
to different possible configurations of vortices (both a
or both b [9]). The values of ϕ1 and ϕ2 of the points of
intersection can be determined numerically. Knowing
these values, we can also find all values of ψm. For I <
0.9093, curves (5) have no intersections at all. This
means that the centers of vortices cannot lie in neigh-
boring cells for such values of I. Figure 3 shows the cal-
culated distribution of the phase jump over the junc-
tions of a vortex for I = 0.9093. It can be seen that the
assumption concerning the smallness of all values of ϕk

except ϕ1 and ϕ2 is valid.

Another argument in favor of the geometry chosen
here is the fact that analogous calculation gives the
value of I0 = 0.9758 under the assumption of nonzero
currents only in cells with numbers 0, 1, 10, and 4 (and
symmetric to them). This means that a further increase
in the size of the configuration in question does not
appreciable affect the value of I0. Consequently, we can
state with confidence that the centers of linear vortices
may lie in neighboring cells only for I > 0.9.

ϕ2 2π I ϕ1 A I( )ϕ1–sin–( )/B I( ),=

ϕ1 2π I ϕ2 C I( )ϕ2–sin–( )/D I( ),=
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For planar vortices, the value of I0 is higher (2.907,
according to [8]). This can be explained as follows. If
the superposition principle were satisfied, i.e., if we
could assume that a planar vortex is a continuous row
of linear vortices (which is certainly not true since the
equations are nonlinear in the central part of the vor-
tex), all linear vortices of another plane vortex would
exert forces on each vortex from this row. The resultant
force would be stronger than the force of interaction of
two linear vortices; i.e., it is more difficult for planar
vortices to be confined in the neighboring cells than for
linear vortices. For this reason, the critical value of I0

for planar vortices is larger than for linear ones.

Figure 4 shows the phase jump distribution over
junctions for two linear vortices located in adjacent
rows of chains with the centers located in alternate cells
in each chain. According to calculations, the critical
value of I for this situation is 1.64. It should be noted
that if we confine our calculation not to three vertical
rows from the central cell of a vortex as in Fig. 4, but

ϕ2

ϕ1

Fig. 2. Intersection of the curves described by Eqs. (7).
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only to two rows, the critical value of I will be 1.65. The
closeness of these values indicates that they are close
the exact value. The configuration considered here is
intermediate between the previous case of two linear
vortices with the centers in neighboring cells and two
planar vortices with the centers in adjacent rows. The
force acting in this case on each linear vortex is stronger
than in the case of two linear vortices, but weaker than
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for planar vortices. The same should be expected for the
critical values of the pinning parameter.

CENTERS OF VORTICES LOCATED 
IN ALTERNATE CELL

It follows from symmetry considerations that half
the section of this pattern by a plane perpendicular to its
axis has the form shown in Fig. 5. A transition from an
infinite system of equations to a finite system will be
carried out in the same way as in the case considered
above (i.e., by ignoring currents far away from the cen-
ters). We confine our analysis to the cells shown in
Fig. 5. The central cell of the vortex is denoted by a
bold dot. The complete pattern can be obtained by sym-
metric extrapolation of Fig. 5 in the downward direc-
tion.

It can be seen as a result of calculations that phase
jumps at all junctions except subcircuits shown by bold
lines in Fig. 5 (namely, ϕ4, ϕ5, ϕ10, ϕ11, and ϕ13) are
small (such that sinϕk ≈ ϕk) for all values of I for which
the given configuration can exist. We introduce the loop
currents im = Jcψm for m ≠ 10. This allows us to auto-
matically satisfy the current balance conditions in all
junctions except those shown by bold dots in Fig. 5.

The current balance conditions at these junctions
have the form

(6)

Analogously to relation (3), we derive the following
system of equations of fluxoid quantization in cells for
b = 0 (m is the cell number in Fig. 5):

(7)

System of equations (6), (7) differs from system (3)
in that it is nonlinear not in two but in more (five in our
case) unknowns. Consequently, this system cannot be

ϕ13sin ψ11 ψ13,–=

ψ4 ϕ4sin+ ψ11 ϕ11,sin+=

ψ0 ϕ10sin+ ψ4 ϕ4,sin+=

ψ5 ϕ5sin+ ψ4 ϕ4.sin+=

I ϕ4 ψ4+sin( ) 2ϕ4 ϕ10 ϕ11+ + + 2π m 10=( ),=

I 2+( )ψ11 ψ13 2ψ12– ψ11–+ 0 m 11=( ),=

I 2+( )ψ0 2ψ1– 2ϕ10– 0 m 0=( ),=

I 2+( )ψ4 ψ1– ψ12– ϕ5 ϕ4–+ 0 m 4=( ),=

I 3+( )ψ13 2ψ14– ϕ13– 0 m 13=( ),=

I 3+( )ψ5 ψ2– ψ7– ϕ5– 0 m 5=( ),=

I 4+( )ψ1 ψ0– ψ2– 2ψ4– 0 m 1=( ),=

I 4+( )ψ2 ψ1– 2ψ5– 0 m 2=( ),=

I 4+( )ψ12 ψ4– ψ7– ψ11– ψ14– 0 m 12=( ),=

I 4+( )ψ7 ψ5– ψ12– 0 m 7=( ).=
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reduced to a system of two nonlinear equations, which
can be solved numerically. The problem can be solved
using the method of successive approximations. We
present ϕ5, ϕ10, and ϕ13 as well as their sines in the form

ϕ5 =  + δ5, sinϕ5 = sin  + cos δ5, etc., where ,

, and  are assumed to be known quantities
(equal to zero in the first iteration), while δ5, δ10, and

δ13 are new unknowns (instead of , , and ),
relative to which the system is linear.

We express the values of all ψm, as well as δ5, δ10,
and δ13, in terms of ϕ4 and ϕ11 from the linear equations
of the system; substituting these values into the remain-
ing two nonlinear equations, we obtain a system of the
form

(8)

(9)

where E, D, F, G, H, and M are rational fractional func-

tions of I, whose coefficients depend on values of ,

, and .

As in the previous case, for pinning parameters I
exceeding a certain critical value I1, curves (8) and (9)
have two points of intersection (as in Fig. 2) corre-
sponding to various possible configurations of vortices
(both of type a or both of type b [9]). The values of ϕ4
and ϕ11 at the points of intersection can be found
numerically. Knowing the values of ϕ4 and ϕ11, we
obtain δ5, δ10, δ13, and all values of ψm. For the next

iteration, we take new values of , , and ; add
them to the previous values of δ5, δ10, and δ13; and solve
the system again. After each such iteration, we must
find the corrected value of I1 and carry out the next iter-
ation for the new value of I1. The results of calculations
show that the iterative procedure converges (i.e., each
next iteration gives values of δ5, δ10, δ13, which are
smaller by several orders of magnitude). In this way, the
initial system of equations can be solved to the required
degree of accuracy in just a few steps. The authenticity
of the resulting solutions was verified by their substitu-
tion into all initial equations of system (6), (7).

Calculations show that the critical value of I1 is
equal to 0.441. (It should be noted that the value of I1
before the iterative procedure was equal to 0.422.)

Figure 6 shows the calculated distributions of phase
jumps over the vortex junctions for I = I1 = 0.450. It can
be seen that the condition of the correctness of calcula-
tion (sinϕk ≈ ϕk for all values of ϕk except ϕ4, ϕ5, ϕ10,
ϕ11, and ϕ13) is satisfied.

It should be noted that I1 = 1.947 for planar vortices
[8].

ϕ5
0 ϕ5

0 ϕ5
0 ϕ5

0

ϕ10
0 ϕ13

0

ϕ5 ϕ10 ϕ13

ϕ4 2π I ϕ11 E I( )ϕ11– D I( )–sin–[ ] /F I( ),=

ϕ11 2π I ϕ4 G I( )ϕ4– H I( )–sin–[ ] /M I( ),=

ϕ5
0

ϕ10
0 ϕ13

0

ϕ5
0 ϕ10

0 ϕ13
0
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CENTERS OF VORTICES LOCATED 
IN EVERY THIRD CELL

It follows from symmetry considerations that half
the section of this pattern by a plane perpendicular to its
axis has the same form as in the previous case (see
Fig. 5), the only difference being that phase jumps on
the segments of the lowermost line are equal to zero. As
before, we confine our analysis to the cells shown in
Fig. 5. The central cell of the vortex is marked by a bold
dot. The complete pattern can be obtained by symmet-
ric extrapolation of Fig. 5 in the downward direction.

The equations for cells with numbers 0, 1, and 2 in
system (6) and (7) should be replaced by the following
equations:

(10)

All remaining equations of system (6) and (7) are
unchanged.

We will assume that phase jumps at the same con-
tacts ϕ4, ϕ5, ϕ10, ϕ11, and ϕ13 are not small. All the
remarks concerning the previous case remain valid in
this case also.

Calculations analogous to those presented above
show that the critical value I2 for vortices whose centers
are spaced by two cells from one another is equal to
0.246.

Figure 7 shows the phase jump distribution over the
junctions of the vortex calculated for I = I2 = 0.246. It
can be seen that the condition for the validity of calcu-

I 2+( )ψ0 2ψ1– ϕ10– 0 m 0=( ),=

I 3+( )ψ1 ψ0 ψ2–– ψ4– 0 m 1=( ),=

I 3+( )ψ2 ψ1– ψ5– 0 m 2=( ).=
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0.124

0.004

0.004

Fig. 6. Distribution of phase jumps for two linear vortices
with the centers in alternate cells for I = 0.441. Bold lines
show the segments on which phase jumps are not regarded
as small. The pattern can be symmetrically continued to the
right and downwards.
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lation (sinϕk ≈ ϕk for all values of ϕk except ϕ4, ϕ5, ϕ10,
ϕ11, and ϕ13) is satisfied.

It should be noted that I2 = 1.428 for planar vortices [8].

LINEAR VORTICES WITH CENTERS LOCATED 
IN ADJACENT CELLS ALONG THE DIAGONAL

The section of this pattern by a plane perpendicular
to its axis is shown in Fig. 8. The central cells of the
vortices are marked by bold dots. The segments on
which the phase jumps are not regarded a priori as small
(ϕ1, ϕ2, ϕ3, and ϕ4) are shown by bold lines in Fig. 8.

We introduce the loop currents im = Jcψm for m ≠ 1.
This allows us to automatically satisfy the current bal-
ance conditions at all junctions except those marked by
bold dots in Fig. 8.

The current balance conditions at these junctions
have the form

(11)

Analogously to system (3), we obtain the following
system of equations for fluxoid quantization in cells
(m is the number of a cell in Fig. 8):

ψ3 ϕ3sin+ ψ4 ϕ4,sin+=

ψ3 ϕ3sin+ ψ2,=

ψ2 ϕ2sin+ ψ7 ϕ1.sin+=

I ϕ1sin ψ7+( ) 2ϕ1 2ϕ2+ + 2π m 1=( ),=

I 1+( )ψ2 ϕ3 ϕ4 ϕ2– ψ8–+ + 0 m 2=( ),=

I 3+( )ψ3 ψ5– ϕ3– ψ9– 0 m 3=( ),=

I 2+( )ψ4 2ψ5– 2ϕ4– 0 m 4=( ),=

0.
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4
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0
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2
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0 0
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0.
26

2

0.
26
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0.850

Fig. 7. Distribution of phase jumps for two linear vortices
with the centers in every third cell for I = 0.246. Bold lines
show the segments on which phase jumps are not regarded
as small. The pattern can be symmetrically continued to the
right and downwards.
(12)

System of equations (11), (12) can be solved by the
same method of successive approximations as system
(6), (7). Let us linearize these equations in ϕ3 and ϕ4, as
it was done in the previous section in ϕ5, ϕ10, and ϕ13.

Having expressed the values of all ψm as well as δ3
and δ4 in terms of ϕ1 and ϕ2 from the linear equations
of the system and substituting these values into the two
remaining nonlinear equations, we again arrive at a sys-
tem of form (5). However, in contrast to the cases con-
sidered above, Eqs. (5) have only one point of intersec-
tion. On the one hand, this should be expected since
both vortices in such a diagonal arrangement can have
only type a configuration [8] and the other point of
intersection cannot appear from anywhere. On the other
hand, the solution to the system cannot disappear in the
manner shown in Fig. 2 upon a decrease in I. Thus, we

I 4+( )ψ5 ψ3– ψ4– ψ6– 0 m 5=( ),=

I 4+( )ψ6 2ψ5– 0 m 6=( ),=

I 2+( )ψ7 2ψ8– 2ϕ1– 0 m 7=( ),=

I 4+( )ψ8 ψ2– ψ7– ψ9– ϕ10– 0 m 8=( ),=

I 4+( )ψ9 ψ3– ψ8– 0 m 9=( ),=

I 4+( )ψ10 2ψ8– 0 m 10=( ).=
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Fig. 8. Distribution of phase jumps over junctions for two
linear vortices with the centers in neighboring cells on the
diagonal. The phase jump expressed in terms of “loop”
phase jumps ψm is indicated over each junction. Bold lines
mark the segments on which the phase jumps are not
regarded as small. The cells marked by bold dots contain a
flux quantum, while all remaining cells do not contain flux
quanta. The pattern is symmetric relative to diagonals.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005



POSSIBLE SPACING BETWEEN LINEAR VORTICES 973
can expect that the system will have a solution for any
(indefinitely small) values of I.

The same iterative procedure as the one used before
can be employed for solving the system to the required
degree of accuracy in just a few steps. Calculations con-
firm the existence of a solution for any value of I. Fig-
ure 9 shows the calculated distribution of phase jumps
over junctions for I = 0.0001. It can be seen that the
condition for the validity of calculation (sinϕk ≈ ϕk for
all values of ϕk except ϕ1, ϕ2, ϕ3, and ϕ4) is satisfied,
although with a lower degree of accuracy as compared
to the previous cases.

The above arguments lead to a nontrivial conclu-
sion: two linear vortices with the centers in the neigh-
boring cells on the diagonal can coexist for indefinitely
small values of the pinning parameter.

LINEAR VORTICES AT LARGE DISTANCES 
FROM EACH OTHER

For small values of the pinning parameter (I ! 1),
the pinning force is weak, while the force of interaction
between the vortices is strong; consequently, the vorti-
ces can be in equilibrium only at large distances from
each other.

For small values of I, the vortices can be regarded as
quasi-continuous. The energies of solitary vortices at
distances a and b can be described by the expressions
[9, 10]

(13)

where E0 = /4π2µ0a2, Φ0 being the magnetic flux
quantum and µ0 the magnetic constant.

The approximate average value of the pinning force
is equal to the ratio of the pinning energy, i.e., energy
difference (13), to the distance between the positions of
the center of the vortex in states a and b, i.e., to half the
cell size a/2. The maximal pinning force is larger than
the mean value. Introducing the corresponding coeffi-
cient k, we obtain

(14)

Since vortices for small values of I are described by
the same equation [7] as the Abrikosov vortices, we will
use the expression for the energy of interaction of two
Abrikosov vortices [10] per vortex,

(15)

where K0 is the zero-order Bessel (Hankel) function of
the imaginary argument, x = r/λ, r is the distance

Ea E0
π
2
--- I

1
I
--- 2.77+ln 

  ,=

Eb E0
π
2
--- I

1
I
--- 2.81+ln 

  ,=

Φ0
2

Fp
max k0.04E0

π
a
--- I .=

U int E0πIK0 x( ),=
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between the centers of the vortices, and λ = a/  is the
characteristic vortex size.

Equating the force of interaction Fint = –∂Uint/∂r to
maximal pinning force (14), we arrive at the equation
for determining the maximal spacing between the cen-
ters of the vortices,

(16)

Using the fact that dK0/dx = –K1(x), we can write
Eq. (16) in the form

(17)

We choose the value of k so that relation (17) leads
exactly to the result obtained in one of the previous sec-
tions: for I = 0.25, the minimal spacing between the
central cells of the vortices is equal to two cells; i.e., the
distance between the centers of these cells is 3a. Sub-

stituting  = 0.5, r/a = 3, and x = 1.5 into relation (17),
we obtain k = K1(1.5)/0.08 = 3.5, and relation (17)
assumes the form

(18)

We analyze Eq. (17) as follows. Choosing a certain
value of I, we calculate the value of K1 corresponding
to it by formula (17); using the table of Bessel func-

I

dK0 x( )
dx

----------------- k0.04I 0.5– .–=

K1 x( ) k0.04I 0.5– .=

I

K1 x( ) 0.14I 0.5– .=
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Fig. 9. Distribution of phase jumps over junctions for two
linear vortices with the centers in neighboring cells on the
diagonal for I = 0.0001. Bold lines mark the segments on
which the phase jumps are not regarded as small. The cells
marked by bold dots contain a flux quantum, while all
remaining cells do not contain flux quanta. The pattern is
symmetric relative to diagonals.
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tions, we obtain the corresponding value of x and then

calculate r/a = x/ . The results of such calculations
are presented in the table. Strictly speaking, the approx-
imation of quasi-continuous vortices is satisfied only

for  ! 1 (i.e., for the first three lines of the table).
However, it follows from the table that the results can
be regarded as admissible for large values of I. For
example, for I = 0.45, the exact calculations carried out
in the previous sections give a spacing of one cell
between the central cells of the vortices (i.e., the dis-
tance between the centers of these cells is equal to two
cells. Calculations based on formula (18) give a value
of r/a = 2.5. Consequently, determining coefficient k in
the derivation of relation (18) by applying relation (17)
to the case I = 0.25 can be regarded as substantiated.
The table shows, however, that the use of formula (18)
for large values of I gives values of r/a higher than the
exactly calculated values. Consequently, the value of
r/a obtained from relation (18) for I = 0.25 must also be
higher than the exact value equal to 3. Thus, the value
of k must be smaller than the value calculated above. It
should be noted that the obtained ratio of the maximal
pinning force to the mean value (k = 3.5) appears as
quite plausible on account of the approximate deriva-
tion of expressions (13) in [9].

For small values of x, function K0(x) is approxi-
mately equal to ln(1/x), and relation (16) implies that
the minimal spacing between the vortices is r/a =
1/0.04k = 7.1 cells irrespective of the value of I. In this

case, x = 7.1 ; in other words, the condition of small-

ness of x assumes the form  ! 0.14 (i.e., I ! 0.02).

This means that, as the value of I tends to zero, the
minimal spacing between linear vortices in a discrete
medium does not increase indefinitely (as in the case of
planar vortices [8] as well as Abrikosov vortices in a
continuous medium), but attains a certain finite value
and then remains unchanged. This fact indicates that, as
I tends to zero, we cannot disregard pinning of linear

I

I

I

I

Calculation of minimal distances between vortices

I K1 = 0.14/ x r/a = x/

0.0001 0.01 14 0.071 7.1

0.0049 0.07 2 0.43 6.1

0.01 0.1 1.4 0.57 5.7

0.0625 0.25 0.56 1.05 4.2

0.25 0.50 0.28 1.5 3.0

0.45 0.67 0.21 1.7 2.5

1.00 1.00 0.14 2.0 2.0

I I I
vortices, while pinning of planar vortices can be
ignored.

This is due to the fact that the width of a vortex tends
to infinity upon a decrease in I for planar vortices. Con-
sequently, when a vortex is displaced by a distance
smaller than its size, the change in the vortex energy
(and, hence, the pinning force) decreases at a much
higher rate than the force of interaction between vorti-
ces as the value of I tends to zero [8]. On the other hand,
a linear vortex for indefinitely small values of I has the
central part of a few cells in size [9], where phase jumps
are much larger than in the remaining region of the vor-
tex, and the shape of the central part does not change as
I tends to zero. The pinning force of such a vortex
decreases for I tending to zero at a much lower rate than
for planar vortices; consequently, for very small values
of I, the maximal pinning force and the mutual repul-
sion force of linear vortices exhibit the same depen-
dence on I.

CONCLUSIONS

The method proposed for solving a nonlinear sys-
tem of equations of fluxoid quantization in cells of a 3D
ordered Josephson medium makes it possible to deter-
mine the configuration of currents for two interacting
linear vortices, as well as the minimal possible spacing
between them for a given value of the pinning parame-
ter. The method is based on approximate linearization
of the most nonlinear equations and on the application
of the procedure of successive iterations, which leads to
the exact solution after a small number of steps. The
convergence of the method in all cases is confirmed by
verifying the fulfillment of the initial equations of the
system.

It is shown that the centers of the vortices can be in
adjoining cells only for I > 0.91, in alternate cells for I >
0.44, and in every third cell for I > 0.25. These critical
values are substantially lower than their counterparts
for planar vortices.

In the case of small values of I, a comparison of the
maximal pinning force and the mutual repulsion force
between the vortices has led to the nontrivial conclu-
sion that the minimal spacing between linear vortices in
a discrete medium with I tending to zero does not
increase indefinitely, but attains a certain finite value
and then remains unchanged. This means that pinning
of linear vortices cannot be ignored even for values of I
very close to zero, while pinning of planar vortices can
be ignored.

Another nontrivial result is the fact that two linear
vortices with the centers in the neighboring cells on the
diagonal may coexist for indefinitely small values of
the pinning parameter.

The results may be of interest for solving problems
concerning the penetration of a magnetic field in a 3D
Josephson medium and in determining the magnetic
field profile at the surface boundary.
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Abstract—The dependences of the solutions to the hydrodynamic equations of compressed media that describe
converging shock waves on the density of a substance ahead of a wave front are studied. The properties of
Hugoniot adiabats that can explain the qualitatively different characters of these dependences for the equations
of state of perfect gas and condensed matter are analyzed. The one-dimensional problems of converging shock
waves in graphite and aluminum are considered, and the two-dimensional problem of the compression of graph-
ite in a steel target with a conical cavity is solved. The latter problem is also investigated in terms of a simple
model for a deformable solid that takes into account shear stresses. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

A continuation of the simulation of the shock com-
pression of graphite placed in conical solid targets [1]
led to the necessity of taking into account the initial
porosity of the samples. Here, the authors encountered
unusual properties of converging shock waves in
porous media, which consisted in a significant increase
in the pressure with decreasing initial porosity of
graphite as compared to the crystalline density, all other
things being equal. This stimulated the study of con-
verging one-dimensional spherical and cylindrical
shock waves. Earlier [2], we published a brief commu-
nication about the preliminary results.

To demonstrate that an increase in the pressure with
decreasing initial density is unusual, we give two prob-
lems where this situation does not occur. The first prob-
lem is the problem of a converging spherical or cylin-
drical shock wave in a medium with the equation of
perfect-gas state, and it has a self-similar solution (e.g.,
see monograph [3]). In this solution, the pressure at a
wave front as a function of the radius is determined by
the exponent of self-similarity, which is independent of
the initial density, to within a multiplicative constant.
The constant in the self-similar solution is specified by
the shock-wave intensity far from the center. As will be
shown below, when a shock wave passes through an ini-
tially porous medium, the pressure at its front decreases
with decreasing initial density of the sample. Therefore,
one should expect that the pressure at the front of a
wave with a given radius also decreases with decreasing
initial density. The calculation of the problem with the
equation of perfect-gas state supports this conclusion.
However, the numerical solution of the problem with a
1063-7842/05/5008- $26.00 ©0976
real equation of state for solids has a qualitatively dif-
ferent character: the pressure at the front of a wave with
a given radius increases with decreasing initial density.
As will be shown in this work, this change in the char-
acter of solution is related to the degeneration of the
Hugoniot adiabat of a perfect gas in the strong shock
wave approximation.

Another example that demonstrates an unusual
increase in the pressure when a continuous substance is
changed into a porous one is the one-dimensional prob-
lem of the entrance of a shock wave into a porous sub-
stance, which is a particular case of the problem of the
decay of an arbitrary discontinuity for the hydrody-
namic equations of compressible media. All the
unknown functions depend on one spatial variable x.
The equation of state is assumed to be defined in the
form ε = ε(p, v), where ε is the specific internal energy,
p is the pressure, and v is the specific volume. In the
initial instant, the half-space with x > 0 is occupied by
an immovable (with a velocity u = 0) porous substance
having a pressure p0, a specific volume v 00, a specific
volume of continuous substance v 0 < v 00, and a specific
internal energy ε0 = ε(p0, v 0). A shock wave in this sub-
stance is taken to be a moving boundary that has no
pores behind it [3]. The wave velocity and the values of
the unknown functions behind the wave are related by
conventional laws of conservation. In particular, the
pressure p and specific volume v  behind the wave front
are related by the equation of Hugoniot adiabat

(1)

We assume that the initial substance that has ther-
modynamic parameters p1, v 1, and a velocity u1 and is

ε p v,( ) ε0– p p0+( ) v 00 v–( )/2.=
 2005 Pleiades Publishing, Inc.
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compressed by a shock wave exists at x < 0. The solu-
tion to this problem (e.g., see monograph [4]) has the
form of two waves, which can be either a shock wave or
a centered rarefaction wave, that pass to the right and to
the left from a discontinuity and a contact discontinuity
where pressure and velocity are continuous. For the
considered case of a shock wave going to the right, the
pressure behind the wave fronts can be found from the
solution to the algebraic equation

(2)

which specifies the function p = p(p0, v 00, p1, v 1, u1).
The velocity of a substance flux to the left of the

front is U = Us(p, p1, v 1) at p > p1 or U = Ur(p, p1, v 1)
at p < p1:

The functions Us and Ur have the meaning of a par-
ticle velocity behind the shock wave and the rarefaction
wave, respectively, with a pressure p that passes
through the immovable substance with parameters p∗
and v ∗  and a(p, v) is the Lagrangian sound velocity. In
terms of the Us and Ur functions, the v(p, v ∗ , p∗ )
dependence is specified by Hugoniot adiabat (1) and
the isentrope dε + pdv  = 0, respectively.

By differentiating Eq. (2), we obtain

(3)

For the derivative in the numerator of Eq. (3), we
have

(4)

By differentiating Hugoniot adiabat (1), we find

Substituting this expression into Eq. (4), we obtain

If a rarefaction wave goes to the left, the second term
in the denominator of Eq. (3) is ∂Ur/∂p = 1/a > 0. As a
result, we have

(5)

when two conditions are satisfied; namely, if the deriv-
ative of the velocity behind the shock wave with respect

U p p1 v 1, ,( ) Us p p0 v 00, ,( ) u1+ + 0,=

Us p p* v *, ,( ) p p*–( ) v * v p v * p*, ,( )–( ),=

Ur p p* v *, ,( ) p'd
a p' v p' v * p*, ,( ),( )
-------------------------------------------------.

p
*

p

∫=

∂p
∂v 00
-----------

∂Us p p0 v 00, ,( )/∂v 00

∂Us p p0 v 00, ,( )/∂p ∂U p p1 v 1, ,( )/∂p+
-----------------------------------------------------------------------------------------------.–=

∂Us p p0 v 00, ,( )
∂v 00

-------------------------------------
p p0–
2Us

-------------- 1 ∂v
∂v 00
-----------– 

  .=

∂v
∂v 00
-----------

1
1 ξ+
------------, ξ 2

p p0+
--------------- ∂ε

∂v
------- 

 
p

.= =

∂Us p p0 v 00, ,( )
∂v 00

-------------------------------------
p p0–( )
2Us

------------------- ξ
1 ξ+( )

-----------------.=

∂p
∂v 00
----------- 0<
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to pressure along the Hugoniot adiabat is ∂Us/∂p > 0
and if the thermodynamic derivative is (∂ε/∂v)p > 0.
Both conditions are likely to be always satisfied. There-
fore, an increase in the porosity, i.e., an increase in v 00,
virtually always results in a decrease in the intensity of
a shock wave when it enters into a substance. However,
as will be shown in our work, the further motion of a
converging shock wave into a porous substance can be
accompanied by the formation of a high pressure
behind its front; this pressure can be significantly
higher than the pressure that would appear in the case
of a less porous or even continuous substance.

At present, there is no theory that could analytically
represent the properties of the solutions to the equations
of fluid dynamics for compressible media that were
detected upon a numerical study. Nevertheless, a com-
parison of the solutions obtained with the properties of
Hugoniot adiabats revealed one such property; it can
explain the dependence of the pressure at a wave front
on the initial density in converging shock waves on the
assumption that the density at the wave front only
weakly depends on the initial density. This property of
Hugoniot adiabats is described in the next section of
this work. Then, we present the results of calculation of
spherical and cylindrical converging shock waves for
the equations of state for graphite, aluminum, and per-
fect gas. In particular, these results support the fact that
the density at a wave front only weakly depends on the
initial density for condensed matter. In the last section,
we consider the two-dimensional problem of shock
compression of graphite placed in a conical steel target
in terms of both hydrodynamic equations and the sim-
plest model of dynamics of a deformable solid that
takes into account shear stresses.

ON ONE PROPERTY OF HUGONIOT ADIABATS 
IN SOLIDS

For shock waves in solids, the strong shock wave
approximation, where the pressure and internal energy
ahead of a wave front may be neglected as compared to
their values behind the front, holds true with a high
degree of accuracy. Then, Hugoniot adiabat (1) trans-
forms into the following relation between three quanti-
ties, namely, between p, v, and v 00:

(6)

If an equation of state has the form ε(p, v) = pϕ(v),
pressure p is eliminated from Eq. (6) and Eq. (6) spec-
ifies the function v  = v(v 00). In particular, for the equa-
tion of perfect-gas state, we have ϕ(v) = v /(γ – 1),
where γ = const > 1. For the equation of condensed-
matter state, such degeneration does not occur, and
Eq. (6) specifies the function p = p(v, v 00). This is illus-
trated with Fig. 1, which shows Hugoniot adiabats in
the form of the dependences of the compression σ =
ρ/ρ0 on the pressure p at an initial porosity mp = ρ0/ρ00 =
1 and 2 ahead of a wave for the equations of state for

ε p v,( ) p v 00 v–( )/2.=
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graphite [5, 6] and aluminum [7]. Here, ρ = v –1 is the

density, ρ0 =  is the density of a continuous sub-

stance under normal conditions, and ρ00 =  is the
initial sample density. For graphite, the curves σ(p, ρ0)
and σ(p, ρ0/2) are close to each other, which means a
weak dependence of ρ on ρ00 in the Hugoniot adiabat.
For aluminum, these curves differ significantly from
each other. Nevertheless, we assume that, when a shock
wave moves, the density behind its front ρ, which is a
function of the density ρ00 and any other parameters
characterizing the shock-wave position, depends
weakly on ρ00. For example, for one-dimensional shock
waves, we assume that the function ρ = ρ(r, ρ00), where
r is the wave radius, depends weakly on ρ00. As a pre-
liminary basis for this hypothesis, we refer to works
[8, 9], where the authors assumed that ρ was indepen-
dent of ρ00 when simulating explosions in pore media.
Then, depending on the change in the density ρ00 ahead
of a wave, an increase or decrease in the pressure
behind the wave front p is determined by the sign of the
derivative (∂p/∂ρ00)ρ or, in terms of specific volume, the
sign of the derivative (∂p/∂v 00)v. Let us consider a few
examples of Hugoniot adiabats for which this deriva-
tive can be found analytically.

By taking the differential of Eq. (6) and eliminating
the difference v 00 – v  from the resulting expression
using Eq. (6), we obtain

(7)

For the equation of perfect-gas state, (∂ε/∂p)v = ε/p
and derivative (7) becomes infinite. This behavior
should be expected, since pressure p is eliminated from
Eq. (6) in this case.

v 0
1–

v 00
1–

∂p
∂v 00
----------- 

 
v

p2

2 p ∂ε/∂p( )v ε–[ ]
------------------------------------------.=

1.0

0 80

σ

P, GPa
100

1.4

1.8 1
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1

Fig. 1. Hugoniot adiabats of (solid lines) aluminum and
(dashed lines) graphite with an initial density mp = (1) 1 and
(2) 2.
When simulating some shock-wave flows in solids,
researchers used the so-called two-term equation of
state [10]

where ρ∗  and c∗  are the density and sound velocity of
the substance in the normal state, respectively.

From Eq. (7), we have

at ρ > ρ∗ , i.e., for a substance compressed with respect
to the normal state.

Another example is a Hugoniot adiabat with a linear
relation between the shock-wave velocity D and the
particle velocity u behind the wave:

A relation between p, v, and v 00 for such a Hugoniot
adiabat has the form (e.g., see monograph [11])

(8)

The field of application of Eq. (8) is restricted to the
range v 00 ≥ v  > v 00(b – 1)/b. By differentiating Eq. (8),
one can make sure that (∂p/∂v 00)v > 0 in this range.

Thus, for both considered approximations of a
Hugoniot adiabat in solids, the pressure behind a wave
front increases with decreasing initial density ρ00 if the
density ρ behind the wave does not change with ρ00.
The pressure is also expected to increase for a weak
dependence of ρ on ρ00, e.g., for one-dimensional
shock waves when the function ρ = ρ(r, ρ00) depends
weakly on ρ00. This situation is impossible for the
equation of perfect-gas state, where the relation
between ρ and ρ00 is unambiguously determined by a
Hugoniot adiabat. We may assume that the weak
dependence of ρ on ρ00 is also absent in the case of very
strong shock waves, where the density ρ is close to its
limiting value depending on ρ00. In this case, the char-
acter of the ρ00 dependence of the shock-wave intensity
is likely to be qualitatively identical to that typical of
the equation of perfect-gas state.

For flows with converging shock waves, it is of
interest to study not only the pressure at a converging-
wave front but also the pressure appearing behind the
front of the reflected shock wave. Therefore, as a char-
acteristic of the converging-wave intensity, we intro-
duce a pressure pr that appears upon the interaction of a
shock wave with a rigid immovable wall and that is the
solution to the equation

(9)

ε
p ρ ρ*–( )c*

2–

γ 1–( )ρ
------------------------------------,=

∂p
∂v 00
----------- 

 
v

γ 1–( )ρp2

2 ρ ρ*–( )c*
2

------------------------------ 0>=

D a bu, a 0, b 1.> >+=

p
a2 v 00 v–( )

v 00 b v 00 v–( )–[ ] 2
-----------------------------------------------.=

pr p–( ) v v r pr( )–( ) u,=
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where u is the particle velocity behind the wave front
that is normal to this front and the v r(pr) function is
specified by the Hugoniot adiabat constructed from the
state p, v :

The pressure pr increases with both p and u. For
example, in the acoustic approximation v  – v r ≈ (pr –
p)/ρ2c2 (where c is the velocity of sound), we have pr ≈
p + ρcu from condition (9).

In the strong shock wave approximation, we obtain

u = . Therefore, if (∂p/∂v 00)v > 0, then
(∂u/∂v 00)v > 0. If we now assume that the ρ = ρ(r, ρ00)
function depends weakly on ρ00 for one-dimensional
shock waves, then not only the pressure p but also the
velocity u and pressure pr increase with decreasing ρ00.

ONE-DIMENSIONAL CONVERGING SHOCK 
WAVES

The problem is formulated in terms of the equations
of nondissipative hydrodynamics of a compressible
medium:

(10)

which are completed by the equations of state

(11)

Here, r is the radius; u is the velocity; T is the tempera-
ture; and d/dt = ∂/∂t + u∂/∂r is the Lagrangian derivative
with respect to time,

where superscript ν = 1 corresponds to cylindrical sym-
metry and superscript ν = 2 corresponds to spherical
symmetry. Equation (11) can be inverted to determine,
e.g., ε = ε(ρ, p) and T = T(ρ, p) or p = p(ρ, ε) and T =
T(ρ, ε). At the initial instant, we specify the density ρ00,
pressure p0, and, in the case of a porous sample, the
normal density in the absence of voids ρ0 > ρ00. The
motion of a porous medium is assumed to begin when
a bow shock wave passes through it. The boundary con-
dition for the wave is a Hugoniot adiabat with parame-
ters ρ00, p0 = p(ρ0, T0), and ε0 = ε(ρ0, T0) ahead of its
front.

We used two numerical methods, which are based
on different approaches to the calculation of a converg-
ing shock wave. In the first method, a wave front is
explicitly separated. We initially introduce a small cal-
culation region with a small number of mesh points,
and the values of the desired functions at these points

ε pr v r,( ) ε p v,( )– p pr+( ) v v r–( )/2.=

p v 00 v–( )

dρ
dt
------ ρdivu+ 0, ρdu

dt
------ ∂p

∂r
------+ 0,= =

ρd ε u2/2+( )
dt

--------------------------- div pu+ 0,=

p p ρ T,( ), ε ε ρ T,( ).= =

div ·( ) 1

rν----∂rν ·( )
∂r

--------------,=
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are taken from the solution to the problem of disconti-
nuity decay, which determines the parameters of a
shock wave entering into a porous substance. Then, at
each time step, we calculate the values of the desired
functions in the upper time layer using a scheme pro-
viding second-order accuracy. From the pressure at the
mesh point nearest to the wave front and the Hugoniot
adiabat, we determine the wave velocity and, thus, a
new front position. As the calculation region extends,
new mesh points are added to it until a given number of
points is achieved. When a mesh point is added, new
points are distributed uniformly in r and the values of
the desired functions are calculated at them with inter-
polation by fourth-order accuracy local splines based
on the Hermitian polynomial. The wave front is sepa-
rated explicitly until it reaches a rigid wall located at
sufficiently small r. Then, the initial porous substance
does not affect the solution to the problem, and the
reflected wave is calculated using a standard through-
calculation scheme for Eqs. (10) and (11). In the stage
of explicit separation of a bow converging wave front,
shock waves inside the calculation region are absent,
which allows us to use the isentrope equation dε =
pdρ/ρ2 instead of the third equation in (10). Along with
Eq. (11), the former equation can be integrated at a
rather small ρ step for each point of a Lagrangian mesh.

The second method is based on calculation through
a bow-wave front and on a simple model of pore kinet-
ics (e.g., see [12]). We can also formally introduce a
pore volume v p in the formulation of the problem and

define it at the initial instant as follows: v p =  – 
ahead of the front and v p = 0 behind the front. In calcu-
lations, the v p function is assumed to be a new unknown
function satisfying the equation

(12)

In equation of state (11), the density ρ is replaced by
the density of the continuous substance ρs = (ρ–1 – vp)–1.
Equation (12) is written at each point of the difference
mesh, and the constant A is chosen so that the v p func-
tion decreases by a few orders of magnitude behind the
bow shock wave spread over the mesh.

Test calculations performed using both methods
described above agreed well with each other.

As a test problem for studying the properties of con-
verging shock waves, we consider a ball or cylinder of
radius r0 = 2 mm that consists of a substance with a nor-
mal density ρ0 and an initial porosity falling in the
range 1 ≤ mp ≤ 2 and collide with a poreless ball or cyl-
inder that can be made of another substance and move
at a velocity u0. The initial pressure in the pore sub-
stance and the flyer body is p0 = 0.1 MPa. The quanti-
ties related to the wave front are assumed to be func-
tions of the wave radius r and ρ00 = ρ0/mp.

ρ00
1– ρ0

1–

dv p

dt
--------- Av p p p0–( ).–=
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Fig. 2. Relative changes in (a) the density ρs and (b) the pressure ps in a converging shock wave and relative changes in (c) the
pressure pr and (d) the temperature Tr in the wave reflected by a rigid wall at r = (1) r0, (2) r0/5, and (3) r0/10 for (solid lines)
aluminum, (dashed lines) graphite, and (dot-and-dash lines) perfect gas. Aluminum flyer body moving at u0 = 1 km/s.
For the spherical case and an aluminum flyer ball
moving at u0 = 1 km/s and at r = r0, r0/5, and r0/10,
Fig. 2 shows the ratio f(ρ00, r)/f(ρ0, r) as a function of

the relative initial density ρ00/ρ0 = , where f is the
density ρs and pressure ps in the converging wave and
the pressure pr and temperature Tr in the wave reflected
from a rigid wall. The problem was solved for a ball
with the equations of state for aluminum, graphite, and
perfect gas at γ = 3. In the latter case, the density ρ0
coincided with the graphite density.

For a perfect gas, ρs is a linear r-independent func-
tion of ρ00. The pressure ps decreases with decreasing
ρ00, as follows from the properties of the corresponding
self-similar solution and condition (5) at r = r0. The
pressure pr in the reflected wave also decreases.

For the equation of condensed-matter state, the ρ00
dependence of the solution has a radically different
character. For graphite, the density ρs is almost inde-
pendent of ρ00. For aluminum, this dependence is stron-

mp
1–
ger, especially at low ρ00. However, even at a range
boundary mp = 2, the density ρs decreases by only 15%
as compared to the solution to the problem at mp = 1. At
r = r0, i.e., at the instant of entering the shock wave into
the porous substance, the pressure ps decreases with
decreasing ρ00, as it follows from analysis of the prob-
lem of discontinuity decay. However, at low r, ps(ρ00, r),
in contrast, increases as ρ00 decreases from ρ0 to
~0.7ρ0.

The ρ00 dependences of the parameters of the
reflected shock wave at low r are of particular interest.
The pressure pr in graphite increases almost linearly
with decreasing ρ00. For ρ00 = 0.5ρ0, pr increases by a
factor of 3–3.5 as compared to the case of ρ00 = ρ0. In
aluminum, the increment in pr is less significant: it
increases by a factor of ~2.5. A striking increase in the
temperature Tr at low r in aluminum is noteworthy: this
temperature increases by about an order of magnitude
at ρ00 = 0.5ρ0 as compared to the case with ρ00 = ρ0.
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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However, at r = r0, this temperature increases by a fac-
tor of only 2.5.

In Fig. 3, these ρ00 dependences of the pressure pr

and temperature Tr for aluminum and graphite and a
spherical wave are compared with such dependences
for a cylindrical wave induced by a flyer cylinder mov-
ing at the same velocity. In the cylindrical wave, both
parameters also increase with decreasing ρ00. In both
substances, the pressure pr in the cylindrical wave
increases weaker than in the spherical wave. The tem-
perature Tr in aluminum increases approximately iden-
tically for the cylindrical and spherical waves, and that
in graphite increases more strongly for the cylindrical
wave.

The results shown in Fig. 4 answer the question of
the processes that occur as the shock-wave intensity
increases. As a porous material, we only considered
aluminum, since graphite undergoes phase transforma-
tions accompanied by a large density jump at high tem-
peratures and pressures (which can exert the main
effect on the entire process). For the case of a spherical
wave, we present calculation results for three flyer
balls, namely, for an aluminum ball with u0 = 1 km/s
and for steel balls moving at u0 = 1 and 2 km/s. For the
first steel ball with r = r0/10 and ρ00 = ρ0, the pressure
in the converging wave increases approximately by a
factor of 1.5 as compared to the aluminum ball. For the
steel ball with u0 = 2 km/s, the pressure increases by
another factor of 2.4. As is seen from Fig. 4, as the con-
verging-wave intensity increases, the rate of increase of
the pressure and temperature in the reflected wave
decreases noticeably with decreasing ρ00. In particular,
for the steel ball with u0 = 2 km/s, the pressure in the
reflected wave does not increase with decreasing ρ00.

Above, we have considered the flow characteristics
related to a shock-wave front. Let us describe the char-
acteristics of the entire compressed volume. Figure 5
shows a typical example of the time dependence of the
radius of the flyer ball–compressed ball interface (rb(t))
that corresponds to the average density ρb(t) = m/v b(t),

where v b = 4π /3 is the ball volume and m is the ball
weight

and the total internal energy

It is seen that the functions ρb(t) and E(t) have a
maximum. As integrated characteristics, we chose
ρb max and εb max = Emax/m. The latter quantity is the max-
imum average internal energy of a mass unit in time.

rb
3

m 4π ρr2 rd

0

rb

∫ const,= =

E t( ) 4π ερr2 r.d

0

rb

∫=
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Fig. 3. Relative changes in (a) the pressure pr and (b) the
temperature Tr in the reflected wave at r = r0/10 in (solid
lines) aluminum and (dashed lines) graphite for a (1) spher-
ical or (2) cylindrical wave.
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Fig. 4. Spherical shock waves of different intensities in alu-
minum: (1) aluminum flyer body, u0 = 1 km/s, (2, 3) steel
flyer body, u0 = 1 and 2 km/s, respectively. (Solid lines) f =
pr and (dashed lines) f = Tr; r = r0/10.
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Figure 6 shows relative changes in these character-
istics with ρ00 in a perfect gas, graphite, and aluminum
at different shock-wave intensities. For graphite and
aluminum, ρb max very weakly depends on ρ00 in all
cases. For a perfect gas, ρb max decreases with decreas-
ing ρ00 similarly to the density at the converging-wave
front. εb max increases most intensely in aluminum and
graphite in the case of the aluminum flyer ball moving

1
0.2

rb, mm; ρb, g/cm3

t, µs
0.6

3

ρb

E

0.4

2

0

4

ρb

E

rb
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0.4

0

E, kJ

Fig. 5. Radius of an aluminum ball rb, its average density
ρb, and its total internal energy E as functions of time for
(solid lines) mp = 1 and (dashed lines) mp = 2. An aluminum
flyer body, u0 = 1 km/s.
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Fig. 6. Relative changes in the average quantities that are
maximum in time: (solid lines) f = εb max and (dashed lines)
f = ρb max in (1) graphite, (2) aluminum, and (3) perfect gas
for an aluminum flyer body with u0 = 1 km/s and in alumi-
num for a steel flyer body with u0 = (4) 1 and (5) 2 km/s.
at u0 = 1 km/s. As the converging-wave intensity
increases, the rate of increase of εb max decreases sub-
stantially and approaches that in the perfect gas.

In the conclusion of this section, we propose a pos-
sible mechanism for the density behind the converging-
wave front in a porous substance to be as high as that in
the poreless substance. As is seen from Fig. 2, at rb = r0

(i.e., at the instant of entering a shock wave into a
porous substance), the density behind the front ρ
decreases with decreasing ρ00 and the pressure pr is
almost independent of ρ00. The latter fact means that
the substance velocity at rb = r0 increases with decreas-
ing ρ00, whereas the pressure p decreases. An increase
in the velocity in the converging flow results in a more
pronounced cumulative effect and, correspondingly, in
a higher relative increase in the density as compared to
the case of a crystalline initial density. As was shown by
the calculations given above, this increase compensates
for a pore-induced decrease in the density in many
cases.

CONVERGING SHOCK WAVE IN A CONICAL 
SOLID TARGET

We now solve the following problem (Fig. 7). An
aluminum flyer plate moving at a velocity of 2.5 km/s
collides with a steel target. The target contains a cavity
in the form of a truncated cone filled by graphite. The
opening of the cone is 75°, the radius of the smaller
base is 1 mm, and the cavity height is 7 mm. The flow
in the flyer plate is considered within the framework of
hydrodynamic equations. To describe the flow in the
target and graphite, we applied both hydrodynamic
equations and a more general model of a hypoelastic,
ideally plastic medium. The initial graphite density ρ00

changed in the range ρ0 = 2.265 g/cm3 ≥ ρ00 ≥
1.1 g/cm3. Since the purpose of our work was to study
the effect of porosity on the pressure, we did not take
into account a phase transition in graphite, which also
affects the pressure.

Let us present equations that describe the axisym-
metric flow of a hypoelastic, ideally plastic medium
(e.g., see [13, 14]). In the cylindrical coordinates r, z,
and ϑ , all functions are supposed to be independent of
ϑ . A velocity vector u has two components, namely, ur

and uz. Nonzero stress-tensor components are σrr, σzz,
σrz, and σϑϑ ; for the sake of brevity, they will be
referred to as σr, σz, τ, and σϑ, respectively. Equations
for the laws of conservation of mass, momentum, and
energy have the form

dρ
dt
------ ρdivu+ 0, divu

1
r
---

∂rur

∂r
----------

∂uz

∂z
--------,+= =
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(13)

where d/dt = ∂/∂t + ur∂/∂r + uz∂/∂z is the Lagrangian
derivative with respect to time.

From the stress tensor, we separate a deviator part:
σr = –p + sr, σz = –p + sz, and σϑ = –p + sϑ, where p is
the pressure and sr, sz, and sϑ are the diagonal elements
of the stress-tensor deviator that satisfy the condition

(14)

Equations (13) are completed by equations of state
(11) and the equations

(15)

which describe the evolution of the deviator compo-
nents. Here, the left-hand side contains the Jaumann
derivative of the tensor components with respect to
time; G is the given shear modulus of the medium; and
ϕr = ∂ur/∂r, ϕz = ∂uz/∂z, ϕϑ = ur/r, and ϕrz = ∂ur/∂z +
∂uz/∂r are the strain rate tensor components.

To determine sϑ, we can also use Eq. (14), which fol-
lows from Eq. (15) as a consequence of the equality
ϕr + ϕz + ϕϑ = divu. The function λ is chosen so that the
Mises condition for plastic flow

(16)

where Y is the given yield strength of the medium, to be
satisfied.

Using Eq. (15), we can obtain

(17)

Therefore, assuming

(18)

we find that dQ/dt = 0 from Eq. (17) at Q = 2Y2/3.

ρ
dur

dt
--------

∂σr

∂r
-------- ∂τ

∂z
-----

σr σϑ–
r

-----------------,+ +=

ρ
∂uz

dt
--------

∂σz

∂z
--------

1
r
---∂rτ

∂r
--------,+=

ρd ε u 2/2+( )
dt

------------------------------ 1
r
---

∂r σrur τuz+( )
∂r

-----------------------------------
∂ τur σzuz+( )

∂z
--------------------------------,+=

sr sz sϑ+ + 0.=

dsr

dt
------- τψ– 2Gϕ r

2
3
---Gdivu– λsr, ψ–

∂ur

∂z
--------

∂uz

∂r
--------,–= =

dsz

dt
------- τψ+ 2Gϕ z

2
3
---Gdivu– λsz,–=

dsϑ

dt
-------- 2Gϕϑ

2
3
---Gdivu– λsϑ ,–=

dτ
dt
-----

sr sz–
2

--------------ψ+ Gϕ rz λτ ,–=

Q sr
2 sz

2 sϑ
2 2τ2 2

3
---Y2,≤+ + +=

d
dt
-----Q

2
---- W λQ,–=

W 2G ϕ rsr ϕ zsz ϕϑ sϑ ϕ rzτ+ + +( ).=

λ 0 at Q 2Y2/3,<=

λ 3W /2Y2 at Q 2Y2/3,= =
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We omit the description of the numerical method
used and dwell on its certain specific features. If the
yield strength is Y = 0, the stress-tensor deviator
becomes zero and the equations written above trans-
form into hydrodynamic equations. The numerical
method has a similar property. At Y = 0, it transforms
into a method for hydrodynamic equations providing
second-order accuracy for mobile regular meshes
where interfaces are explicitly separated in the form of
mesh lines. This method was used in our previous stud-
ies [1].

Following [13], we approximate Eqs. (15) without
using the last terms, which are responsible for flow
plasticity. Instead, when Mises condition (16) is vio-
lated, we multiply the deviator by a coefficient that ren-
ders condition (16) valid at each time step. As was
shown by Grigoryan in his remark to [13] (also see
[15]), this algorithm gives a difference scheme that can
approximate Eqs. (15) and (18).

We realized two variants of calculation through the
front of a bow shock wave passing across a porous sub-
stance. The first method is based on a simple model of
pore kinetics and was described in the previous section.
The second method is based on the model [1] of a mix-
ture of two phases, namely, graphite and a perfect gas,
whose initial density ρg is determined from the initial
pressure and temperature. The gas weight concentra-
tion in the mixture β is constant and determined from

the condition  = β  + (1 – β) . Very good
agreement between the results of test calculations car-
ried out by both methods indicates that through calcu-
lation does not introduce noticeable distortions in the
solution to the problem.

The main calculations were performed using a 25 ×
50 mesh in the graphite, where the first number is the
number of intervals along the base of cone and the sec-
ond number is the number of intervals along the axis of
symmetry. For test calculations, we also used a mesh
with a double scale in both directions.

ρ00
1– ρg

1– ρ0
1–

Al

St

St St

St

G

Fig. 7. Schematic diagram for the shock loading of a steel
target (St) having a conical cavity filled by graphite (G) via
an aluminum flyer plate (Al).
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First, we present the calculation results for the
purely hydrodynamic problem with Y = 0. Figure 8
shows isobars in the initial porous graphite with ρ00 =
1.7 g/cm3 at four sequential instants. In Fig. 8a, which
corresponds to the first instant, one can see a bow plane
shock wave near the axis of symmetry and a lateral
compression pulse coming from the cone base angle.
The exact calculation of the parameters of the bow
plane shock wave based on conservation laws demon-
strates that the pressure behind the front is ≈9 GPa. The
numerical method gives approximately the same value,
which indicates its good accuracy. Note that, in the case
of continuous graphite, the pressure behind the bow-
wave front increases to ≈17 GPa.

Then, as is seen from Figs. 8b and 8c, a near-spher-
ical converging shock wave appears. A mechanism that
limits cumulation in this wave is the deformation of the
cone walls. Figure 8d corresponds to the instant after
the wave has collapsed.

As an analog of the pressure pr in the one-dimen-
sional reflected wave, we take the pressure pmax that is
maximum in both time and space. As in the case of one-
dimensional flows, we can introduce the average den-
sity ρmax and the average internal energy εmax that are
maximum in time. Relative changes in these quantities
with increasing ρ00 are shown in Fig. 9. As in the case
of one-dimensional converging waves, a decrease in ρ00

(a) (b)
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11 23
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r

(c)

40 35 30

11

9

25

27

(d)

40

60

80
100

80 140

Fig. 8. Isobars in a conical target of a porous graphite at t =
(a) 2, (b) 2.25, (c) 2.5, and (d) 2.75 µs. Numerals at curves
give pressure in GPa.
leads to a substantial increase in pmax and εmax at almost
constant ρmax.

The increase in the pressure and temperature of
graphite with decreasing ρ00 is not local. To demon-
strate this behavior, we take a certain, rather high pres-
sure (p∗  = 40 GPa) and temperature (T∗  = 1500 K) and
introduce the functions

where m is the total graphite mass.
The function βp(t) is taken to be the weight fraction

of high-pressure graphite, and the function βpT(t) is

βp t( ) ρ V /m, βpT t( )d

p p*>
∫ ρ V /m,d

p p*> T T*>,
∫= =

0.6

f(ρ00)/f(ρ0)

ρ00/ρ0

1.0

4

0.8

2

0

1

2

3

Fig. 9. Characteristics of a flow in the conical target: f = (1)
pmax, (2) εmax, and (3) ρmax.

3

βp, βpT

t, µs
4

0.8 2

0
1

0.4 3

3

2

2

Fig. 10. Weight fractions of (solid lines) high-pressure
graphite (βp) and (dashed lines) high-temperature, high-
pressure graphite (βpT) as functions of time at ρ00 = (1)
2.265, (2) 1.9, and (3) 1.7 g/cm3.
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taken to be the weight fraction of high-temperature,
high-pressure graphite. The latter function approxi-
mately corresponds to the weight fraction of graphite
compressed to a high pressure in a converging shock
wave, since the temperature increases only insignifi-
cantly upon repeated compression in the reflected
wave.

Figure 10 shows the βp(t) and βpT(t) functions for
continuous and pore graphite with ρ00 = 2.265, 1.9, and
1.7 g/cm3. In the case of the continuous sample, ≈10%
of graphite has a pressure p > p

*
 for ~0.5 µs and graph-

ite with p > p
*
 and T > T

*
 is virtually absent (less than

0.1%). For the porous sample with ρ00 = 1.9 g/cm3, the
fraction of graphite with p > p

*
 increases significantly

and approaches unity in a small time interval. More-
over, ~10% graphite has a pressure p > p

*
 and a temper-

ature T > T
*
 for ~0.5 µs. As ρ00 decreases to 1.7 g/cm3,

the entire graphite has a pressure p > p
*
 for ~0.5 µs. The

fraction of graphite with p > p
*
 and T > T

*
 increases

approximately to 30%, and the lifetime of this graphite
increases to ~1 µs.

In conclusion, we present data calculated by the
model of a hypoelastic, ideally plastic medium. The
yield strength Y of the same material can change signif-
icantly in different experiments. For example, for
Kh18N10T steel, the authors of [16] give a value Y =
0.26 GPa, which was obtained from certain shock-wave
experiments. However, Makarov [17] asserts that the
shear stresses in strong shock waves in metals are com-

pared with the theoretical shear strength (k = Y/ ),
which is taken to be G/30 [18]. A typical value for steels
is G = 80 GPa [18, 19]. As a result, we obtain Y ≈
4.6 GPa, which is likely to be the upper estimate of pos-
sible Y values in steels.

For the case of ρ00 = 1.7 g/cm3, Fig. 11 shows the
graphite-cavity boundary at t = 5 µs and the βpT(t) func-
tion for yield strengths Y = 0, 0.26, and 4.6 GPa in a
steel. The calculation results for Y = 0 and 0.26 GPa are
seen to virtually coincide with each other. For Y =
4.6 GPa, shear stresses play a significant role: the
deformation of the graphite cavity changes, the weight
fraction of βpT decreases from ~30 to ~25%, and the
lifetime of the high-temperature, high-pressure graph-
ite decreases to ~0.5 µs. This decrease is related to the
weakening of the lateral compression pulse that forms
a converging shock wave. Nevertheless, when passing
from the continuous to porous graphite, the effect
remains very strong, since βpT = 0 for the continuous
graphite.

The elastic modulus of graphite (G ~ 0.1 GPa) is
well below that of a steel. Correspondingly, the yield
strength Y is lower. Our calculations at G = 0.1 GPa and
Y = 0.05 GPa in graphite show that shear stresses in

3
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graphite exert only a weak effect on the solution to the
problem.

CONCLUSIONS

The solutions to the hydrodynamic equations of
compressed media that describe one-dimensional con-
verging shock waves of a moderate intensity in solids
have the following properties. As the initial density of a
solid decreases, the pressure and temperature of the
reflected wave decrease and the average, maximum-in-
time internal energy of the whole mass of the com-
pressed substance increases substantially. At a given
radius of a converging-wave front, both the density at
the front and the average, maximum-in-time density of
the whole mass of the compressed substance only
weakly depend on the initial porosity.

For the equation of perfect-gas state, the depen-
dences of the flow characteristics on the initial density
have a qualitatively different character, which is related
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3

βpT

t, µs

0.2

(b)

0

0.1

3

2

2

1
0.3

4

Fig. 11. Comparison of solutions for Y = (1) 0, (2) 0.26, and
(3) 4.6 GPa in a steel; G = 80 GPa. (a) The graphite-cavity
boundary at (dashed line) t = 0 and (solid lines) t = 5 µs and
(b) the weight fraction of high-temperature, high-pressure
graphite as a function of time.
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to the degeneration of the Hugoniot adiabat of the per-
fect gas in the strong wave approximation, where the
density behind the wave front is unambiguously con-
trolled by the initial density.

At a high intensity of a converging shock wave, the
pressure behind the reflected-wave front almost ceases
to depend on the initial sample porosity, and the tem-
perature and the average internal energy in the reflected
wave increase with decreasing initial density to a lesser
degree as compared to a low intensity of the converging
wave.

As the initial density decreases, the pressure in the
reflected wave also increases in the two-dimensional
problem of the shock compression of graphite in a steel
target with a conical cavity, where the converging shock
wave is not spherical and its cumulation is restricted to
the deformation of the target walls. As the initial den-
sity decreases, both the weight fraction of graphite
compressed to a high pressure and the time of mainte-
nance of a high pressure in the target increase. This
effect is retained when possible shear stresses in the tar-
get are taken into account within the framework of the
model of a hypoelastic, ideally plastic medium.
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Abstract—The population of various electronic states of particles that arise during the capture of a single elec-
tron in hydrogen and helium atoms, as well as hydrogen molecules, by Ar3+ and Ne3+ ions with an energy of
several kiloelectronvolts was studied by collision spectroscopy, viz., precision analysis of kinetic energy varia-
tion for ions formed as a result of interaction between ions and atoms. It is shown that single-electron capture
in many cases is a multielectron process accompanied by the rearrangement of a multiply charged ion core. It
is found that the triply charged Ne3+ ions formed as a result of ionization of Ne atoms by electron impacts are
formed mainly in metastable states. The population of excited states of particles during their multiple ionization
should be taken into account in determining the characteristics of various particles by the appearance potential
method. Collision spectroscopy can be used for analyzing the metastable ion impurities in ionic beams. © 2005
Pleiades Publishing, Inc.
INTRODUCTION

The interaction of slow multiply charged ions with
atoms has been studied intensely since 1970s. This
research was stimulated primarily by the need for infor-
mation of the cross section of electron capture by impu-
rity ions in the plasma of controlled nuclear fusion
devices for analyzing their effect on the energy balance
and the charge composition of the plasma. The interac-
tion of multiply charged ions with atomic hydrogen is
of special practical importance. Analysis of single-elec-
tron systems revealed that single-electron capture in
slow ion–atom collisions is correctly described by a
two-level quasi-molecular model, in which the electron
capture is determined by the interaction of particles in
the nuclear spacing range corresponding to pseudo-
crossing of the energy levels of the initial and final
states of a quasi-molecule. It was also shown that tran-
sition probabilities can be calculated to a high degree of
accuracy by using the Landau–Zeener model [1, 2] in
view of the exothermal nature of the process involving
multiply charged ions and occurring at a large nuclear
spacing. The capture of a single electron from an atom
by an ion having several electrons may occur as a two-
electron process known as transfer excitation, in which
the general regularities of the process inherent in a one-
electron system are preserved [3]. Two types of such
two-electron processes are obviously possible in this
case. Electron capture can be accompanied by either the
excitation of the core of a multiply charged ion [3–7],
or by electron excitation of a target particle [5, 8].

Theoretical analysis of electron correlations during
the interaction of multiply charged ions with atoms are
usually associated with analysis of the mutual effect of
1063-7842/05/5008- $26.00 ©0987
electrons in the target atom [9]. In most cases, it was
assumed that the electrons in the core of a multiply
charged ion do not participate in the process and only
determine, together with the electrons of the target, the
structure of energy levels of the quasi-molecular sys-
tem formed as a result of slow ion–atom collisions.
However, experiment shows that single-electron cap-
ture may occur as a multielectron process accompanied
by excitation of the electrons in the core of a multiply
charged ion, and the contribution of this transfer excita-
tion to the capture cross section of a single electron may
be quite large even for a high multiplicity of the
impinging ion. A significant role of transfer excitation
was observed in [3] in the interaction of lithium-like
ions Ne7+(1s22s) and F6+(1s22s) with He and Ne atoms.

This study is devoted to analysis of the role of mul-
tielectron channels in single-electron capture by Ar3+

and Ne3+ ions from various targets on the basis of
recording of the electronic states of collision partners.
The results were also used for analyzing the initial elec-
tronic states of impinging Az+ ions.

1. EXPERIMENTAL TECHNIQUE

We studied the electronic states of the ions formed
during single-electron capture by using the method of
collision spectroscopy based on precision analysis of
the kinetic energy of a multiply charged ion after the
collision. The experimental technique is described in
[8, 10] and is based on the fact that the change in the
kinetic energies (∆E) of interacting particles as a result
of inelastic single-electron capture

(1)A
z+

L( ) B A z 1–( )+ L' n1,( ) B+ Q,+ + +
 2005 Pleiades Publishing, Inc.
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is determined by the difference Q in their potential
energies before and after the collision. Here, Az+(L) is a
multiply charged ion with a charge z, whose core is in
the initial electron state L; A{z – 1}+(L', n1) is a multiply
charged ions that has captured an electron in a state
with quantum numbers n, l, whose core is in the quan-
tum state L'; B and B+ are the target atom in the initial
(ground) state and the ion that has lost an electron; and
Q is the change in the potential energy of the system of
colliding particles, which is calculated from the data on
the energy of atomic levels [11, 12].

For small scattering angles, the kinetic energy trans-
ferred to a target particle is negligibly small; conse-
quently, the measured change ∆E in the kinetic energy
of an impinging particle as a result of an inelastic colli-
sion virtually coincides with the change Q in the poten-
tial energy of the system. This makes it possible to use
quantity ∆E to identify excited states of particles after
collisions from the data on the energy of their levels.
For appreciable scattering angles, the kinetic energy of
the recoil ion can also be calculated and taken into
account.

In the present work, we used a source of multiply
charged ions with an electron impact; the relatively low
intensity of the electron beam and the low density of the
gas in the source ensured the formation of ions in single
collisions. The energy of ions crossing the collision
chamber was analyzed with the help of an electrostatic
analyzer of the “plane mirror” type. The possibility of
separating the peaks in the experimentally measured
kinetic energy spectrum of ions is ensured by the instru-
ment function of the energy analyzer and the mono-
chromaticity of the primary beam. Here, the total half-
amplitude width of the instrument function of the
experimental setup was 0.4z eV for a collision energy
of z keV. According to the results of multiple measure-
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∆E, eV
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2D
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3d4s3d
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4s 3d

b2 a3 a2 a1
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Fig. 1. Spectrum of kinetic energy variation ∆E for ions in
the case of single-electron capture by Ar3+ ion from He
atoms. Horizontal lines marked by 4S, 2D, and 2P denote the
Q scales for three possible initial states of the impinging ion
Ar3+(3s23p3). The calculated positions of peaks for various
finite electron states of collision partners are marked by ver-
tical segments.
ments, the error in determining the position of the peaks
in the energy spectra of A(z – 1)+ ions was smaller than
1 eV.

The gas target was produced using a chamber with
differential evacuation. To obtain a target of atomic
hydrogen, a collision chamber made of tungsten was
heated by an electron beam to 2500 K. At this temper-
ature, the degree of dissociation of molecular hydrogen
in the collision chamber was 78%.

2. EXPERIMENTAL RESULTS

a. Interaction of Ar3+ ions with He atoms. Figu-
re 1 shows the spectruum of kinetic energies of Ar2+

ions formed as a result of single-electron capture by
Ar3+ ions with an initial kinetic energy of 5.25 keV
from He atoms. The highest peak in the spectrum cor-
responds to ions that have increased their kinetic energy
by ∆E = 16 eV as a result of electron capture. The Ar2+

ions with such a kinetic energy correspond to the process

(2)

in which an electron is captured by ions in the ground
state Ar3+(3s23p3S) to form the ground state of the
Ar2+(3s2 3p4 3P) ion. The calculated position of the peak
associated with a change Q = 16.16 eV in the potential
energy of collision partners is denoted in Fig. 1 by a1 on
the scale of the ground state 4S.

Primary-beam ions Ar3+(3s2 3p3) can also be in two
metastable electronic states 2D and 2P with excitation
energies EMS = 2.62 eV and EMS = 4.3 eV, respectively.
When a metastable ion captures an electron to the 3p
subshell, the latter is rearranged and the potential
energy of the metastable state liberated in the process of
capture leads to an additional (as compared to process
(2)) increase in the kinetic energy of the ion that has
captured an electron. If an electron is captured to the 3p
subshell by an ion in the ground quartet state 4S, the
Ar2+ ion formed in this case can be only in the triplet
ground state 3P, while the ions formed from the meta-
stable ions Ar3+(2D) and Ar3+(2P) can be in three elec-
tron states: 3P, 1P, and 1S. The calculated positions of
the peaks corresponding to these final states are marked
in Fig. 1 by a1, a2, and a3 on the scales corresponding
to two metastable initial states of Ar3+ ions. It can be
seen in Fig. 1 that a small peak with energy ∆E ≈
18.5 eV can be explained only by the presence of an
impurity of metastable ions in states 2D and/or 2P in the
primary beam.

The spectral region with ∆E approximately from –4
to –11 eV is associated with single-electron endother-
mic processes, in which an electron is captured to the
excited state of the Ar2+(3s23p3 n1) ion (n1 = 3d, 4s, 4p)
without a change in the initial state of the core of the
multiply charged ion. The contribution of such pro-

Ar3+ 3s23 p3 S4( ) He 1s2( ) Ar2+ 3s23 p43P( )+

+ He+ 1s( ) 16.16 eV,+
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cesses amounts to approximately 15% of the total cap-
ture cross section. The spectral region with ∆E ≈ 1–
7 eV corresponds to ions formed in the two-electron
process

(3)

which occurs with excitation of the core of the multiply
charged ions. As a result, the 3s electron passes to the
3p level. The calculated positions of the peaks for this
process are denoted in Fig. 1 by letters b1 for the final
state Ar2+(3s3p5 3P) and b2 for Ar2+(3s3p5 1P).

An analysis of the spectrum shown in Fig. 1 leads to
the conclusion that the major part of Ar3+ ions of the
primary beam are in the ground state. Some of the chan-
nels of single-electron capture (about 10% of the total
cross section) are in fact two-electron processes, which
are accompanied by excitation of one of the 3s elec-
trons of the core to a higher 3p level of the doubly
charged ion formed in the process. The excitation of a
3s electron of the core of the Ar3+ ion during the capture
of an electron from the CF4 molecule was also observed
in [13]. The electron capture by Ar3+ ions, which is
accompanied by excitation of He+ target ions formed in
the process (n = 2), has a much smaller cross section,
since statistically significant peaks in the ∆E spectra of
the Ar2+ ions, corresponding to ∆E ≈ –25 eV, were not
detected.

b. Interaction of Ne3+ ions with He atoms. The
energy spectra of fast Ne2+ ions formed as a result of
capture of a single electron by Ne3+ ions with initial
energies E = 2.7 and 5.25 keV from helium atoms are
shown in Fig. 2. Here and below in the figures, the spec-
tra for various collision energies are normalized to the
maximum of the main peak. Since the outer electron
subshell of impinging Ne3+ ions consists of three p elec-
trons as in the case of Ar3+, the Ne3+ ions formed in the
primary beam can also be in three electron states: 4S, 2D
(EMS = 5.08 eV), and 2P (EMS = 7.7 eV), and all final
electron states of the reaction product are analogous to
the states of Ar2+.

In experiments, ions that have increased their kinetic
energy by ∆E ranging from 0 to 25 eV are detected.
This means that the electron capture by a Ne3+(4S) ion
in the ground state to the ground state of the Ne2+(3P)
ion is not observed to within the sensitivity of the
experiment for the collision energies studied here (the
process

(4)

which is an analog of process (2) for the impinging
Ar3+(4S) ion in Fig. 1).

Ar3+ 3s23 p2 L2s 1+( ) He 1s2( )+

Ar2+ 3s3 p5 P3 P1,( ) He+ 1s( ),+

Ne3+ 2s22 p3 S4( ) He 1s2( ) Ne2+ 2s22 p4 P3( )+

+ He+ 1s( ) 38.88 eV,+
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The processes of formation of Ne2+ ions in states
with a configuration 2s22p42s + 1L from impinging ions
in the metastable states Ne3+(2D) and Ne3+(2P) are not
observed either, since the corresponding peaks should
have occupied the region of ∆E = 37–47 eV. The low
probability of the processes listed above can be
explained by their large resonance defects [11, 12]. As
a result, the quasi-crossings of the energy levels of the
initial and final states of the system of colliding parti-
cles {NeHe}3+ corresponding to these electronic transi-
tions must lie at a small nuclear spacing. This in turn
leads to considerable splitting of energy levels, which
makes electron transitions very unlikely in the range of
low collision rates.

When an electron is captured by Ne3+ ions to excited
levels with n > 3, all channels of the process are endo-
thermic with ∆E < 0 and improbable according to the
experimental results, since no statistically significant
peaks are discovered in this spectral region. Thus, the
observed electron capture accompanied by a change in
the kinetic energy of impinging ions for system
(NeHe)3+ in the range of ∆E = 0–25 eV must corre-
spond to channels of electron capture to the 2p level, for
which the final electron state of the projectile ion or the
target is excited. The list of such channels is given in the
table.

For ions in the ground state (2s22p34S), in the range
of kinetic energy variation ∆E where the capture of a
single electron is observed, only one capture channel
accompanied by simultaneous electron transition from
level 2s to level 2p and liberation of energy Q =
13.55 eV can exist (channel a–4S in the table). How-
ever, a peak corresponding to the realization of this
channel is not observed. The clearly manifested doublet
in Fig. 2 denoted by a–2P and a–2D corresponds to elec-
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Fig. 2. Spectrum of kinetic energy variation ∆E for ions in
the case of single-electron capture by Ne3+ ion from He
atoms. Initial energies E of ions are 2.7 (m) and 5.25 keV
(d). Notation is the same as in Fig. 1 (notation of processes
is given in the table).
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Possible channels of single electron capture, corresponding to experimentally observed variation of the kinetic energy of fast
particles

Reaction participants Reaction products Q, eV Notation of the position
of Q in Fig. 2 ∆E, eV

Ne3+(2P) + He(1s2) Ne2+(2s2p53P) + He+(1s) 21.25 a–2P 21.3 ± 0.5

Ne3+(2D) + He(1s2) 18.63 a–2D 18.7 ± 0.5

Ne3+(4S) + He(1s2) 13.55 a–4S No

Ne3+(2P) + He(1s2) Ne2+(2s2p51P) + He+(1s) 10.69 b–2P 10.6 ± 0.5

Ne3+(2D) + He(1s2) 8.07 b–2D 8.07 ± 0.5

Ne3+(2P) + He(1s2) Ne2+([4S]3s3S) + He+(1s) 6.97 d–2P 6.8 ± 0.5

Ne3+(2D) + He(1s2) 4.35 d–2D 4.8 ± 0.5

Ne3+(4S) + He(1s2) –0.73 d–4S No

Ne3+(2P) + He(1s2) Ne2+(2s2p43P) + He+(n = 2) 5.78 c–2P 5

Ne3+(2D) + He(1s2) 3.07 c–2D 3

Ne3+(4S) + He(1s2) –1.92 c–4S No
tron capture by metastable ions 2P and 2D, accompa-
nied by the formation of Ne2+ ions in the triplet electron
state 2s2p53P. The next (in magnitude) contribution to
the single-electron capture cross section corresponds to
the channel of electron capture by metastable ions
Ne3+(2P) with the formation of the Ne2+(2s2p51P) ion in
the singlet state (b–2P).

The range 1 < ∆E < 8 eV of energy spectrum corre-
sponds to capture occurring as a complex multielectron
process (third group of processes in the table denoted
by d–2s + 1L in Fig. 2). First, the d–2P peak at ∆E =
6.8 eV, which corresponds to the formation of
Ne2+([4S]3s3S) ions from the Ne3+(2P) state, can be
clearly seen in the spectrum. Second, the capture chan-
nel associated with the formation of the Ne2+([4S]3s3S)
ion from the Ne3+(2D) state, to which we can attribute
the experimentally observed d–2D peak in the spectrum
at ∆E = 4.8 eV, falls into this energy interval. These pro-
cesses change the multiplicity of the core of a multiply
charged ion and can occur only as the electron capture
to the 2p subshell of the impinging ion with simulta-
neous excitation of a 2p electron to state 3s and quench-
ing of the metastable state. Simple capture with an elec-
tron transition to the 3s level does not cause quenching
of the metastable state by virtue of the spin conserva-
tion law; this will be confirmed experimentally in the
subsequent analysis of the interaction of Ne3+(2s + 1L)
ions with H atoms and H2 molecules. The ions formed
as a result of electron capture to the ground state of the
Ne3+(2s22p43P) ion with simultaneous excitation of the
He+ target ion (n = 2) fall approximately in the same
range of variation of kinetic energy (third group of pro-
cesses in the table, denoted by c–2P and c–2D in Fig. 2).

The absence of the peak corresponding to electron
capture by ions in the ground state (a4–S in Fig. 2) just
in the middle of the spectrum of kinetic energy varia-
tion ∆E of the Ne2+ ions formed in the process suggests
that Ne3+ ion in the ground state are practically not
formed in the ion source during the production of triply
charged neon ions by an electron impact under the con-
ditions of single collisions. This also implies that the
lifetime of metastable Ne3+ ions is much longer than the
transit time (t < 1.5 µs) to the collision chamber since
the decay of metastable ions does not result in the for-
mation of ions in the ground state in the beam used in
experiments.

The change in the electron energy in an ion source
in the range 150–1500 eV has not led to an appreciable
change in the ∆E spectrum being measured for the elec-
tron capture by Ne3+ ions and, hence, to a change in the
ion beam composition. Thus, the mechanism of forma-
tion of the multiply charged Ne3+ ion under the condi-
tions of single electron–atom collisions is mainly asso-
ciated with electrons of the outer shell 2s2 2p6 of the
neon atom. In all probability, the formation of the 2s
vacancy in the neon atom is accompanied by excitation
of 2p electrons with subsequent decay of excited states.
Conversely, the role of K vacancies in the neon atom is
insignificant even for the energy of the electron beam in
the ion source, which is approximately twice as high as
the binding energy of a 1s electron (867 eV [14]).

The presence of only metastable Ne3+ ions in the ion
beam is in qualitative agreement with the results
obtained in [15, 16]. The measured spectra of the Ne2+

ions formed during collisions of Ne3+ ions with ener-
gies of 600 eV [15] and 150 eV [16] with He atoms
show that the electron capture by the metastable
Ne3+(2P) ion is the main process accompanied by exci-
tation of a 2s electron of the multiply charged ion core,
which is denoted by b–2P in Fig. 2. The contribution
from processes leading to the formation of the triplet
state Ne2+(3P) (denoted by a–2P and a–2D) for collision
energies studied in [15, 16] is insignificant. A compari-
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
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son of the spectra obtained by us at E = 2.70 and
5.25 keV shows that the relative role of the latter pro-
cesses increases indeed with the collision energy.

Thus, electrons from the 2s and 2p subshells of neon
and 1s subshell of helium are involved in the simple
(from the standpoint of change in the charge state of the
particles) process of single-electron capture by Ne3+

ions from He atoms; consequently, it is a complex mul-
tielectron process. 

(c) Interaction of Ne3+ ions with H atoms and H2
molecules. Electron capture by a metastable ion may
lead to a rearrangement of the electron configuration of
the multiply charged ion core and to quenching of the
metastable state during the interaction. This occurs dur-
ing the interaction of triply charged Ne3+ ions with
helium atoms, when an electron is captured directly to
an incompletely filled shell in the core of the multiply
charged ion. The answer to the question about quench-
ing of the metastable state at the instant of interaction
during electron capture to higher levels of the imping-
ing ion, which do not belong to the core of the multiply
charged ion can be obtained either by reducing the col-
lision energy, or by using the target atoms with an ion-
ization potential lower than the ionization potential of
the helium atom.

Figure 3 shows the results of measurements of the
energy of Ne3+ ions with initial energies of 3, 6, and
9 keV during the electron capture from hydrogen mol-
ecules. The higher peak in the spectrum at ∆E ~ 9 eV
corresponds to electron capture to the 3s level of the
Ne2+ ion. Capture to the 3p level is also observed. These
channels of the process are not associated with
exchange of electrons between the 2p and 3s subshells
as in the case of electron capture for the Ne3+–He pair
and do not cause a rearrangement of the core of meta-
stable ions. As a results, the 3s and 3p peaks can be
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∆E, eV
10 15 20

2D

4S

3p

3s

Fig. 3. Spectrum of kinetic energy variation ∆E for ions in
the case of single-electron capture by Ne3+ ion from H2
molecules. Initial energies E of ions are 3 (m), 6 (j), and
9 keV (d). Notation is the same as in Fig. 1.
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attributed to electron capture by the Ne3+ ion in any of
three states. Only one electron is active during capture,
and the process can be described by the single-electron
approximation. In this case, the hydrogen molecule can
be treated as an indivisible particle with an ionization
potential equal to 15.43 eV. The possibility of such a
treatment of the molecule is based on the fact that the
role of processes accompanied by dissociation is rela-
tively small for the system studied here. This follows,
first, from analysis of the obtained energy spectra and,
second, from direct measurements by the method of
coincidence of the electron capture cross sections, viz.,
capture with dissociation and capture with ionization,
which were performed by us for the Arz+–He2 pairs (z =
3, 6). Our measurements showed that the sum of the
cross sections of processes accompanied by dissocia-
tion of molecules in a wide range of collision rates does
not exceed 10% (for z = 3) and 20% (for z = 6) of the
total single-electron capture cross section. Insignificant
role of dissociation processes even for multielectron
molecules (such as N2 and O2) in the electron capture
by slow Ne3+ ions (E = 75 eV) was demonstrated by
Kamber and Ferguson [7]. They also observed peaks in
the energy loss spectrum, which are associated with
electron capture by metastable Ne3+(2D) ions with the
formation of the excited Ne2+([2P]3s3P, 1P) ion.

Thus, the electron capture during a collision with
the hydrogen molecule whose electron has a binding
energy lower than that in the helium atom does not
cause a rearrangement of the electron L shell of the
Ne3+ ion in the collision energy range under investiga-
tion.

Figure 4 shows the spectrum of kinetic energy vari-
ation for Ne2+ ions formed during the capture of a single
electron from hydrogen atoms by Ne3+ ions with energy
3.0, 5.25, and 9.0 keV. Since the binding energy of the
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Fig. 4. Spectrum of kinetic energy variation ∆E for ions in
the case of single-electron capture by Ne3+ ions from H
atoms. Notation is the same as in Fig. 3.
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electron in a hydrogen atom is lower than in a molecule,
the main channel of the process is population of the
higher-lying 3p level of the Ne2+ ion as compared to the
3s level. Such a transition to the 3p subshell is carried
out for still longer nuclear spacings corresponding to
intersection of the energy levels of the initial and final
states for a nuclear spacing of about 8.5 a.u., while
these distances for populating the 3s subshell are
~5 a.u. Owing to such an arrangement of the regions of
interaction, the relative probability of capture to the 3s
subshell increases with collision rate (see Fig. 4). All
conclusions concerning the effect of electron states and
the participation of electrons from the core of multiply
charged ions on the single-electron capture, which were
drawn for collisions with hydrogen molecules, are also
confirmed for the interaction with hydrogen atoms.

CONCLUSIONS

Population of the electron states of ions formed as a
result of capture of a single electron during the interac-
tion of multiply charged ions having an electron core
with atoms is analyzed. It is shown that electron capture
can occur, with a high probability, as a two-electron
process and can be accompanied by excitation of the
multiply charged ion core. The cross sections of exo-
thermal channels of this capture are effective in the
range of potential energy variation Q ≅  +5 + 25 eV in
the system of colliding particles with transfer of the
corresponding kinetic energy to particles participating
in a collision. The cross sections of such processes may
exceed by many times the cross sections of competing
single-electron processes, either endothermic, or with
Q > 30 eV. In the presence of multiply charged ions in
metastable states in the beam, the metastable state is
effectively quenched upon the capture of an electron to
the excited state of the ion core. The method of colli-
sion spectroscopy used by us can be employed for diag-
nostics of electron states of particles in a beam of mul-
tiply charged ions. Choosing atoms with different ion-
ization potentials as target particles at which electron
capture takes place and changing the collision energy,
it is possible to cause effective quenching of metastable
states of ions with different multiplicity.

The formation of multiply charged ions in metasta-
ble states during ionization by an electron impact indi-
cates that multiple ionization of an atom by an electron
impact is associated with excitation of the outer atomic
shell and its subsequent relaxation; the multiply
charged ion formed in this process may remain in the
excited state, which is obviously not necessarily meta-
stable. The possibility of a high probability of populat-
ing long-lived excited states during multiple ionization
of atoms by an electron impact is demonstrated. This
effect must be taken into account in interpreting the
variation of the multiple ionization potentials of heavy
atoms, molecules, and especially clusters if measure-
ments are made under conditions of single collisions of
heavy particles with electrons.
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Abstract—Wave structure of a molten metal layer flowing over the walls of a vapor–gas cavern that appears as
an intense laser radiation penetrates deep into condensed media is studied theoretically taking into account surface
tension, gravitation, thermocapillary effect, and nonuniform evaporation from the free surface of the melt. A long-
wavelength evolution equation describing the evolution of nonlinear waves on the free surface of a plane molten
layer is derived. The spatially periodic running solution to this equation is obtained, and the main characteristics
(amplitude and period) of the nonlinear wave structures are determined. © 2005 Pleiades Publishing, Inc.
The evolution of perturbations on the free surface of
a molten metal layer that is formed under the action of
highly intense external energy fluxes (laser or electron
beams) on condensed media is governed by the capil-
lary and thermocapillary forces, as well as by the vapor
recoil pressure. Another factor that plays a significant
role in the wave perturbation dynamics is the process of
direct mass efflux, which accompanies spatially non-
uniform evaporation. The viscous liquid layer moving
under the action of various forces presents an example
of an active–dissipative condensed medium, where the
energy input is provided by external forces (for exam-
ple, gravitation or thermocapillary forces) and the dis-
sipation is associated with the viscous friction forces
[1]. The instability of the interface significantly affects
the behavior of the heat- and mass-transfer processes,
primarily, due to wave formation, turbulization, and
droplet detachment.

There is a large number of theoretical studies
devoted to the wave processes that accompany the flow
of a thin viscous liquid layer in both the linear and non-
linear statements of the problem in the case of free
flowing (see, e.g., [1, 2]). The channeled penetration of
intense laser beams into metals gives rise to the forma-
tion of vapor–gas caverns in the material. Studying the
hydrodynamic instabilities that are responsible for the
formation of nonlinear wave structures (for example,
nonlinear periodic waves) on the molten walls of such
caverns is complicated by their relation to the heat
transfer and evaporation processes, as well as the inter-
action of the metal vapor with the external energy flux
[3]. In this study, we make a pioneering attempt to
investigate, as a first approximation, the evolution of
nonlinear surface waves appearing in the molten metal
layer flowing over the melt front on the front wall of the
cavern (with a conic configuration) with taking into
1063-7842/05/5008- $26.00 ©0993
account the surface tension, gravitation, thermocapil-
lary effect, and nonuniform evaporation from the free
surface of the melt.

We consider the motion of a layer of viscous incom-
pressible liquid evaporating under the laser irradiation;
the layer is bounded by the vapor–gas flow on one side
and a semi-infinite surface inclined by angle φ to the
horizontal on the other. The flow is assumed to be pla-
nar and periodic with wavelength Λ0. The schematic
diagram of the flow is shown in the figure. The system
of coordinates is chosen so that the x and y axes are par-
allel and perpendicular to the unpertubed interface,
respectively. The free surface equation is taken in the
form y = h(x, t), where h is the melt thickness, t is time,
and y = 0 is the solid–liquid interface. The process takes
place in vacuum conditions. Absorption of radiation in
the vapor phase is ignored.

Subject to the assumptions noted above, the equa-
tions for the melt dynamics and the heat transfer equa-
tion have the form [3, 4]

(1)

(2)

(3)

where v = (u, v) is the velocity vector of the melt with
components u and v  directed along the x and y axes,
respectively; p is the pressure; ρ is the density; g is the
acceleration of gravity; ν is the kinematic viscosity;
T is the temperature; and ∆ = ∂2/∂x2 + ∂2/∂y2 is the
Laplace operator.

In the above system, Eq. (1) is the continuity equa-
tion, Eq. (2) is the Navier–Stokes equation for two

∇ v⋅ 0,=

∂v
∂t
------ v ∇ v⋅+ g

1
ρ
--- ∇ p– ν∆v,+=

∂T
∂t
------ v∇ T+ χ∆T ,=
 2005 Pleiades Publishing, Inc.
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velocity components, and Eq. (3) is the heat conduction
equation. A solution to system (1)–(3) should meet the
following boundary conditions:

(4)

(5)

(6)

(7)

(8)

on the free surface (y = h(x, t)) [5] and

at the solid–liquid interface (y = 0).
In the above expressions, q is the density of the mass

flow due to the evaporation of fluid liquid; v(i) is the
velocity of particles at the liquid–vapor interface; the
quantities with and without the superscript correspond
to the vapor and liquid, respectively; λv is the latent
heat of evaporation; k and k(v) are the thermal conduc-
tivity coefficients of fluid liquid and vapor, respectively;
s is the viscous stress tensor; qL is the absorbed laser
energy; Tm is the melting point; 2H = ∇  · n is the mean
curvature of free surface; and n and t are the normal
and tangent unit vectors, respectively.

Equation (4) presents the definition and the conser-
vation law of the mass flux (q), and Eqs. (5)–(7)
describe the conservation of energy and normal and
tangential momentum components. The energy balance
equation takes into account the absorption of laser
energy and the energy loss through evaporation and
heat conduction. The heat balance is assumed to be

q ρ v v i( )–( ) n⋅≡ ρ v( ) v v( ) v i( )–( ) n,⋅=

qλv k∇ T+ n k v( )∇ T v( )– n⋅ ⋅ qL– 0,=

p p v( )– qv v v v( )–( )+ n⋅ s s v( )–( )– n n⋅
=  2σ T( )H ,

qv v v v( )–( ) t⋅ s s v( )–( )– n t⋅ ∇σ–= t,⋅

v v v( )–( ) t⋅ 0,=

n hx– 1,( )/Y , t 1 hx,( )/Y , Y 1 hx
2+( )1/2

,= = =

v 0, T Tm= =

y

x
φ

h(x, t)

h00
Vapor

Wave flow of molten metal motion of over the melt front;
h(x, t) is the melt thickness and φ is the angle of inclination.
independent of the viscous dissipation and of the radia-
tion loss on the free surface of the melt. Condition (8)
expresses the tangential velocity continuity across the
interface. Surface tension σ of the melt is related to
temperature as σ(T) = σv – σT(T – Tv), where σT = –
dσ/dT is the temperature coefficient of the surface ten-
sion. For most liquids, σT > 0. The density, viscosity,
and thermal conductivity of the melt are considered as
temperature independent.

For the stress tensor, we have s = µv(∂u/∂y + ∂v /∂x),
were µv is the kinematic viscosity. The boundary con-
ditions expressed by Eqs. (4)–(8) should be supple-
mented with the formula for the mass flux density as a
function of the local temperature on the free surface [5],

(9)

where k0 is the accommodation coefficient, rg is the uni-
versal gas constant, Mw is the molecular weight of the
liquid, and Tv is the temperature of the evaporation
front.

Let a plane layer of an evaporating viscous liquid
flow over an inclined surface. For arbitrary Reynolds
numbers (Re), the system of Navier–Stokes and heat
conduction equations has a stationary spatially inhomo-
geneous solution, which defines film thickness h0, tem-
perature distribution T0, and the field of velocities V0.
This flow mode is unstable with respect to infinitesimal
perturbations even at very small Re numbers. The
growth of long-wave perturbations is limited by nonlin-
ear effects and leads to the formation of nonlinear wave
modes with finite amplitudes.

Let v 0 denote a characteristic velocity equal to the
maximum x component of the melt flow velocity
attained at the upper (free) boundary of the melt layer

in the case of a laminar flow. Using h0/v 0, v 0, ρ ,
∆T = Tv – Tm, and k∆T/h0λv as the scales for time,
velocity, pressure, temperature, and the mass flux den-
sity, we pass to dimensionless variables in the follow-
ing way:

In the above expressions, the longitudinal scale Λ0 is
of the order of the perturbation wavelength at the melt
surface; h0 is the scale of the melt layer thickness (for

q
k0ρv λv

Tv
3/2

----------------- 
  Mw

2πrg

----------- 
  T Tv–( ),=

v 0
2

x' y' t', ,( ) εx
h0
----- y

h0
-----

εv 0t
h0

-----------, , 
  ,=

h'
h
h0
-----, u' v ',( ) u

v 0
------ v

εv 0
---------, 

  ,= =

p'
p

ρv 0
2

---------, v 0

g 1 Λ p–( )
2ν

-----------------------h0
2, q'

h0λv q
k∆T

--------------,= = =

∆T
qLh0

k
----------, T'

T Tm–
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----------------.= =
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example, the average thickness), which depends solely
on longitudinal coordinate x; and Λρ = ρ(v)/ρ. To sim-
plify the writing, we below omit the primes in the
superscripts of the dimensionless variables and imply
that x = x', y = y', h = h', etc. Then, system of equations
(1)–(3) with boundary conditions (4)–(8) appears as

(10)

(11)

(12)

(13)

On the free surface y = h(x, t), we have:

(14)

(15)

(16)

(17)

and at the solid–liquid interface (y = 0), u = v = 0 and
T = 0.

The parameters used in Eqs. (10)–(17) are the fol-
lowing: the Reynolds number Re = v 0h0/ν; the Prandtl
number Pr = ν/χ; the Peclet number Pe = Re Pr; the

Weber number W = σ/ρ h0; the Kutateladze number

Ku = λν/Cp∆T; the Froude number Fr = /gh0sinφ; the
Marangoni number Ma = σT∆Th0/2ρνk; K = RePrKu,

F = Re/Fr; Ω = 2λv/ ; and ε = h0/Λ0, where Cp is the
heat capacity, χ is the thermal diffusivity; and qL = αLI
(I is the intensity of laser radiation and αL is the absorp-
tion coefficient). Subscript i = (x, y, t) designates the
partial derivative with respect to the corresponding
variable.

Note that parameter K–1 presents the ratio between

the viscous time scale tν = /ν and vaporization time

scale tE = λv/k∆T (tE is the time taken to complete
evaporation of the liquid): K–1 = E = k∆T/ρνλv.

In dimensionless form, Eq. (9) becomes

(18)

where N = (k /k0h0ρ(v) )(2πrg/Mw)1/2.

Parameter N characterizes the degree of nonequilib-
rium of the evaporating liquid surface. The condition

ux v y+ 0,=

ut v uy uux+ + εFr( ) 1– px– εRe( ) 1– ∆u,+=

ε2 v t vv y uv x+ +( ) = – φFr 1–cot py– εRe 1– ∆v ,+

Tt v Ty uT x+ + εPe( ) 1– ∆T .=

q εK v ht– uhx–( )Y 1– ,=

εK v ht– uhx–( )Y 1– Ty ε2hxT x–( )Y 1– qL+ + 0,=

p ε2WhxxY
3– K 2– Ty ε2T xhx–( )Y 1– qL–[ ] 2

–+

+ 2εRe 1– ux 1 ε2hx
2+( ) 1 ε2hx

2–( ) 1–
0,=

4ε2uxhx uy ε2v x+( ) 1 ε2hx
2–( )–

=  2εMaPr 1– T x Tyhx+( )Y ,

v 0
2

v 0
2

v 0
2

h0
2

h0
2

q N 1– T 1–( ),=

Tv
3/2 λv

2( )
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N = 0 corresponds to the quasi-equilibrium approxima-
tion; N–1 = 0, to the absence of the generated vapor flow
(the case of nonvolatile liquids).

Let a solution to system of equations (10)–(18) be
expanded in terms of small parameter ε ! 1 (long-
wavelength approximation)

(19)

where Z = {U, v, p, q, T}.
Substituting expansion (19) into Eqs. (10)–(18) and

setting the coefficients with the same powers of ε equal
to zero, we obtain a system of differential equations.
Having solved the system, we express the velocity and
temperature fields as polynomials of the transverse
coordinate with the coefficients depending on thickness
h(x, t) and its derivatives. Using condition (15) and
leaving terms up to ε2 inclusively, we arrive at the fol-
lowing evolutionary equation for the variable melt
thickness:

(20)

where a, b, c, d, n1, n2, n3, and n4 are defined by formu-
las

Thus, within the limitations considered, the investi-
gation of the motion of evaporating liquid over an
inclined plane surface is reduced to the analysis of the
solutions to the nonlinear partial differential equation
for variable thickness h(x, t). The second term on the
left-hand side of Eq. (20) describes the mass lost by the
liquid via direct evaporation and due to the action of the
external energy flux. The next two terms account for the
influence of the vapor reactive force exerted on the melt
surface and the thermocapillary effect, respectively; the
fifth term stands for the influence of the surface tension.
The following terms characterize the change in the liq-
uid layer thickness due to inertial forces.

Z ε1Z1,
l 0=

∞

∑=

ht a h( ) b h( )hx c h( )hxx d h( )hxxxx n1 h( )htx+ + + + +

+ n2 h( )hthx n3 h( )hx
2 n4 h( )hxhxxx+ + 0,=

a h( ) qLh 1–( )/εK h N+( ),=

b h( ) F 5Re/8K 1–( )h2[=

– 5Re/6K( )qL φ/3cot–( )h3 ] ,

c h( ) εRe 2 1 qLh–( )h3/3ΛρK2 h N+( )3[=

+ 2F2h6/15 MaPr 1– N h/ n N+( )( )2 ] ,+

d n( ) ReWε3h3/3, n1 h( ) 5εReFh4/2,= =

n2 h( ) 5εReFh4/6,=

n3 h( ) ε 9ReF2h5/20 h2 φ/2cot+( ),=

n4 h( ) εReWh2.=
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In the stationary state (ht = 0), Eq. (20) has the spa-
tially inhomogeneous solution h = h0(x), which
describes the waveless flow of the molten layer over the
inclined surface. Accurate to the first coordinate deriv-
ative of the thickness, the solution can be numerically
found from the equation b(h0)h0x + a(h0) = 0.

We now explore the linear stability of the solution
h = h0(x) and possible nonlinear modes that may stem
from the development of unstable perturbations. Using
Eq. (20) with the change h = h0 + ξ (ξ is the free surface
perturbation) and making appropriate transformations,
we arrive at a nonlinear partial differential equation
(which is omitted here because of its complexity) with
x-dependent coefficients. However, an exact analytic
solution to this equation that describes both the tempo-
ral and spatial behavior of perturbations (ξ) cannot be
obtained. The analysis is substantially simplified when
restricted to the case K @ 1 (or small ∆T ! ∆T∗  =
λvRePr/Cp). For example, for molten iron, ∆T∗  = 103 K.
Considering a slightly varying basic flow as a back-
ground, we proceed with analyzing the linear stability
and possible nonlinear spatially periodic (along the x
coordinate) solutions. This approximation is valid on
the condition that |dξ/dx| ≈ ε @ |dh0/dx|, i.e., when the
wavelength (λ) of the periodic perturbations considered
here is much smaller than the characteristic scale of
changes in the main flow. Note that the approach used
(quasi-parallel approximation) is widely applied for
solving problems with spatial inhomogeneity [1].

Taking into consideration the aforesaid, we repre-
sent the solution to Eq. (20) in the form h = 1 + ξ, where
1 is the equilibrium value of the dimensionless thick-
ness. As a result, we have

(21)

where 

(b1, c1, d1, , , , , , ,  are the values of
a, b, c, d and their derivatives at h = 1; in what follows,
the subscript 1 on these quantities is omitted).

Let us study the stability of the trivial solution ξ ≡ 0
with respect to the perturbations in the form

(22)

where γ = γr + iγi is the dimensionless complex incre-
ment of the instability, γr is the instability frequency,
γi is the instability build-up increment, η is the pertur-

Lξ 1
2
---a1''ξ

2– b1' ξ
1
2
---b1''ξ

2+ 
  ξ x– c1' ξ

1
2
---c1''ξ

2+ 
  ξ xx–=

– d1' ξ
1
2
---d1''ξ

2+ 
  ξ xxxx O ξ4( ),+

(
L

∂
∂t
----- a1' b1

∂
∂x
------ c1

∂2

∂x2
-------- d1

∂4

∂x4
--------+ + + +=

(

a1' b1' b1'' c1' c1'' d1' d1''

ξ η iα x γt–( )[ ]exp c.c.,+=
bation amplitude, and α = 2πh0/λ0 is the dimensionless
wave number.

The substitution of formula (22) into the linearized

equation ξ = 0 yields

whence

(23)

If γi > 0, the perturbation grows with time and the
waveless flow is unstable. On the contrary, if γi < 0, the
waveless flow is stable. The condition γi = 0 defines the
boundary of the neutral stability.

For the maximum increment ( ) and wave period
(dL), expressions (23) yield

(24)

where

The analysis of formulas (23) and (24) suggests that
the loss of stability occurs at a certain critical value of
the Reynolds number Re∗  = 3 (the physical character-
istics correspond to iron: Pr = 4, W = 105, Ku = 6, and
Λρ = 0.003). The inertial parameters (Re number) and
the thermocapillary effect (Ma number) play a destabi-
lizing role in the instability development, while the sur-
face tension (W number) acts as a stabilization factor.
In view of the fact that the transverse heat flux in the
ridges is lower than that in the valleys, the melt thick-
ness increases in the valleys, which precludes the devel-
opment of small perturbations of the free surface. For
high values of Ku, the destabilizing role of the number
E2 and, therefore, of the reaction forces caused by an
intense flow of the evaporating mass (as well as the role
of the inertial effects) becomes dominating.

Let a set of spatial and time scales be introduced at
the nonlinear stage of the instability evolution:

L

)

γ i a' c– d+( )– b,+=

γr F 1
5
6
---Re

K
------ 3

4
--- qL– 

  φcot
3

-----------+ + 
  ,=

γi
2αRe

3
-------------- F2/5 1 qL–( )/ΛρK2 1 N+( )3+[=

+ 3MaN /2Pr N 1+( )2 ] ReWα3/3–

+ qLN 1+( )/αK N 1+( )2.

γim

γim β2Re/3W E qLN 1+( )/ 1 N+( )2,+=

dL 2π/α* 2π Wβ 1– ,= =

β F2/5 E2 1 qL–( )/Λρ 1 N+( )3+=

+ 3MaN /2Pr 1 N+( )2.

xn εnx, tn εnt n 0 1 2 …, , ,=( ).= =
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In all the expressions for differential operators in
(21), we make the following change:

Let us expand the solution to Eq. (21) into a series
in small parameter ε and leave the terms O(ε3),

(25)

where

Consider now the spatially periodic solutions with a
finite amplitude and low modulation over the time
interval of the order of O(ε–m). Parameter ε is taken to
be of the order of the harmonic amplitude in (22).

Equating the coefficients with the same powers of ε,
we obtain

(26)

(27)

(28)

Solution (26), (27) can be represented in the form of
various sums comprised of terms in the form

(29)

∂
∂t
----- ∂

∂t0
------- ε ∂

∂t1
------- …,

∂
∂x
------ ∂

∂x0
-------- ε ∂

∂x1
-------- …,+ + + +

∂2

∂x2
-------- ∂2

∂x0
2

-------- 2ε ∂2

∂x0∂x1
----------------- ε2 ∂2

∂x1
2

-------- 2
∂2

∂x2∂x0
-----------------+

 
 
 

…,+ + +

∂4

∂x4
------- ∂4

∂x0
4

------- 4ε ∂4

∂x1∂x0
3

--------------- ε2 6
∂4

∂x0
2∂x1

2
--------------- 4

∂4

∂x2∂x0
3

---------------+
 
 
 

….+ + +

L0 εL1 ε2L2+ +( ) εξ1 ε2ξ2 ε3ξ3+ +( )

=  ε2Nl2– ε3Nl3,–

( ( (

L0 L, L1
∂

∂t1
------- b

∂
∂x1
-------- 2c

∂2

∂x∂x1
-------------- 4d

∂4

∂x3∂x1

-----------------,+ + += =

( ( (

L2
∂

∂t2
------- c

∂2

∂x1
2

-------- 6d
∂4

∂x2∂x1
2

-----------------,+ +=

(

Nl2
1
2
---a''ξ1

2 b'ξ1ξ1x c'ξ1ξ1xx+ +=

+ d'ξ1ξ1xxxx n1' ξ1xξ1xxx1
,+

Nl3
1
2
---a''ξ1ξ2 b' ξ1ξ2x ξ1ξ1x ξ2ξ1x+ +( )+=

+
1
2
---b''ξ1

2ξ1x c' ξ1ξ2xx 2ξ1ξ1xx1
ξ2ξ1xx+ +( )+

+
1
2
---c''ξ1

2ξ1xx d' ξ1ξ2xxxx ξ2ξ1xxxx+( ) 1
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2ξ1xxxx.+ +

L0ξ1 0,=

(

L1ξ1 L0ξ2+ Nl2,=

( (

L0ξ3 L1ξ2 L2ξ1+ +( ) Nl3.=

( ( (

ξ1 η x1 t1 t2, ,( )eiαx c.c.+=
TECHNICAL PHYSICS      Vol. 50      No. 8      2005
Using Eq. (27) and the condition of solvability
∂η/∂t1 + 2iα(c – 4d)∂η/∂x1 = 0, we derive an equation
for ξ2,

From whence it follows

(30)

Combining solutions (30) and the secular condition
for O(ε3), we have

(31)

where

After the change η = ψexp(iφ0x1), φ0 = ε–1Q/2D,
Eq. (31) takes the form

(32)

where γ1i = γi + Q/4D.
Equation (32) is an amplitude equation (similar to

the Landau–Ginzburg equation) describing the wave
flow of a viscous molten metal layer over an inclined
surface with account taken for the phase transition,
thermocapillary effect, capillary forces, and gravita-
tion. The equation allows one to investigate the nonlin-
ear wave behavior of the melt in relation to the param-
eters of external energy fluxes and the physical proper-
ties of the medium.

Disregarding spatial variations, we can present the
solution to Eq. (32) in the form

Substituting this expression into Eq. (32) and
neglecting the diffusion terms, we obtain the nonlinear
wave amplitude and the increment in the form

Thus, we have studied the linear and nonlinear
stages in the wave instability that evolves on the surface
of a molten metal layer evaporating under the laser
action and gives rise to the formation of stationary trav-
eling nonlinear waves with a finite amplitude on the
walls of the cavern. The corresponding nonlinear evo-
lutionary equation for the variable thickness of the mol-

cξ2xx dξ2xxxx+ a''/2 ib' c'– d'+ +( )– η2e2iαx.=

ξ2 Rη2e2iαx, R Rr iRi,+= =

Rr
a'' 2 c' d'–( )+
16α 4d c–( )

---------------------------------, Ri
b'

16α 4d c–( )
------------------------------.= =

∂η
∂t2
------- iε 1– Q

∂η
∂x1
-------- ε 2– γiη– D

∂2η
∂x1

2
---------– Uη2η+ + 0,=

D 6d c, Q– 2 c 4d–( ), U Ur iUi,+= = =

Ur 3b'Ri– 17d' 5c'–( )Rr
1
2
--- d'' c''–( ),+ +=

Ui 3b'Rr– 17d' 5c'–( )Ri
1
2
---b''.+ +=

∂ψ
∂t2
------- ε 2– γ1iψ– D

∂2ψ
∂x1

2
---------– Uψ2ψ+ 0,=

ψ ψ0 iΓ0t2–( ).exp=

ψ0 γi/ε
2U( )1/2

, ε2Γ0 Ui γi/Ur( ).= =
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ten metal layer is derived from the system of the
Navier–Stokes hydrodynamic equations and the heat
conduction equation with the phase transition (evapora-
tion) and thermocapillary effect being taken into
account. An equation for the traveling wave amplitude
similar to the Ginzburg–Landau equation is obtained in
the third order of the perturbation theory. The main
physical factors that govern the wave formation on the
free surface of a plane melt layer and define the period
and amplitude of the steady nonlinear wave structures
are revealed.
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Abstract—A completely two-dimensional mathematical model for calculating the characteristics of induction
magnetichydrodynamic (MHD) machines with a cylindrical channel is proposed. The flow pattern of a liquid
metal in an electromagnetic pump under MHD instability is obtained by numeric analysis. This pattern is char-
acterized by the formation of large-scale vortices traveling longitudinally and azimuthally. The calculated basic
characteristics of the pump are in good qualitative and in satisfactory quantitative agreement with the experi-
ment. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

In recent years, the instability of a uniform flow of a
liquid metal in induction MHD machines has been
intensively studied theoretically and by experiments
[1–6]. It has been demonstrated that, under certain con-
ditions (the induced magnetic field in the liquid metal is
comparable to or stronger than the applied field,
whereas electromagnetic forces far exceed the friction
forces), such machines exhibit MHD instability of the
flow. Under these conditions, an insignificant distur-
bance of the electromagnetic field or flow hydrody-
namic characteristics results in developing perturba-
tions and causes the instability of the uniform flow. It
has been experimentally established [4–6] that, in
induction electromagnetic pumps (EMB) with a cylin-
drical channel, the MHD instability of the flow is man-
ifested in azimuthally nonuniform distribution of the
liquid metal velocity and magnetic field, low-frequency
pulsations of hydrodynamic (pressure, liquid metal
flow rate) and electric (current, voltage) parameters of
the pump, and in channel pulsation.

Theoretical investigation of the stability of induc-
tion MHD flows in the framework of the one-dimen-
sional jet model [1, 2] confirms that, as soon as the uni-
form flow becomes unstable, secondary flows are
formed and allow qualitative estimation of the possible
velocity profiles of the secondary flows and the asymp-
totic value of the developed pressure. EMP characteris-
tics estimated with the use of the aforementioned model
[7] and its modification [8] are in good qualitative
agreement with experimental data.

The one-dimensional turbulent model has shown the
theoretical possibility of secondary flows. However,
being too simple, it could not describe the experimen-
tally observed real flow pattern. Investigation of the
instability of a uniform flow on the basis of a two-
dimensional model [3] made it possible to detect vortex
1063-7842/05/5008- $26.00 0999
secondary flows such as rotating stalls in high-pressure
compressors.

In this paper, we numerically solve the electromag-
netic field equations and Navier–Stokes equations for a
two-dimensional model in order to obtain the second-
ary flow pattern in an induction EMP and to reveal the
nature of the low-frequency pulsations of the parame-
ters.

Along with the problem of MHD instability, which
is of profound importance for the design of induction
MHD machines with metal working substance, of
undeniable theoretical interest is the investigation of
complex flows of conducting liquids in a magnetic
field.

1. CALCULATION MODEL

A schematic view of the model in the coordinates x
and z is presented in Fig. 1. The liquid metal flows
along the x-axis through a 2b-high channel between

z

x

x0 Lsh 2pnτ Lsh x0

2δ0 2b
2bd

2bd

Ls

Fig. 1. The calculation domain scheme. I—calculation
domain.

I

© 2005 Pleiades Publishing, Inc.
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two ferromagnetic surfaces. On one of the surfaces, an
inductor winding is mounted which produces an x-trav-
eling magnetic field and is really located inside the
inductor slots. The winding is replaced with thin cur-
rent sheets; each current sheet carries the total current
of a single slot and has the same x-size as the slot. The
active (wound) zone of the inductor has the length 2pnτ,
where 2pn is the number of poles of the inductor and τ
is the pole pitch; Lsh is the length of the shunt zones of
the inductor with due regard for the magnetic flux leak-
age at the ends of the inductor; and x0 is the length of
the calculation zone outside the inductor. The cylindri-
cal geometry of the pump is replaced with a 2πR-wide
plane one, where R is the average radius of the channel.
The error introduced by such a replacement is insignif-
icant, because the average radius of the channel is usu-
ally much greater than its height 2b. In this model, the
external magnetic field and the field induced in the
metal have only z-components B0 = (0, 0, B0(x, y)) and
b = (0, 0, bz(x, y)) depending on the longitudinal and
azimuth coordinates and averaged with respect to the
nonmagnetic gap height 2δ0. The velocity components
U = (u, v, 0) and the pressure also depend on the longi-
tudinal and azimuth coordinates and are averaged with
respect to the channel height.

In this case, the equation for the magnetic field
induced in the metal, which is derived from the Max-
well equation system, has the form

(1)

where Rme = (1 + σkbk/σb); σk and σ are the conduc-
tivity of the channel walls and of the liquid metal; 2bk

and 2b are the thickness/height of the channel walls and
of the liquid metal layer;  = Rm0(2b/2δ'); Rm0 =
µ0σω/α2 is the magnetic Reynolds number, µ0 is the
magnetic permeability, ω = 2πf, f is the current fre-
quency in the winding; α = π/τ; 2δ' = 2δ0kδkµ is the
equivalent nonmagnetic gap, kδ is the tooth-slot coeffi-
cient of the inductor, kµ is the magnetic circuit satura-
tion coefficient; and u* = u(α/ω), v* = v(α/ω),  = xα,
and  = yα are the dimensionless velocities and coor-
dinates.

The boundary conditions for the induced field are

(2)

where L = Ls + 2x0.

Rme

ω
--------

∂ bz B0+( )
∂t

-------------------------
∂2

bz

∂x2
----------

∂2bz

∂y2
----------+ +–

– Rm' u*
∂ bz B0+( )

∂x
------------------------- Rm' v *

∂ bz B0+( )
∂y

-------------------------– 0,=

Rm'

Rm'

x
y

bz x 0= 0, bz x αL= 0, bz y 0= bz y 2πRα= ,= = =

∂bz

∂y
--------

y 0=

∂bz

∂y
--------

y 2πRα=

,=
The induced field can be presented in the form  =

 + i , while the external field is given as  =

exp(iωt), where (x, y) is the complex ampli-
tude.

In this case, Eq. (1) takes the form

(3)

The external field amplitude  can be found from
the equation

as the superposition of the fields produced by the cur-
rents in the inductor slots. The field produced by a sin-
gle slot current is calculated by the formula

where

Here, Jn = IUn/2δ' is the amplitude of the linear cur-
rent density in the nth slot, Un is the number of conduc-
tors in the nth slot, I is the effective current in the nth
slot, xn is the coordinate of the beginning of the nth slot,
and Lslot is the x-width of the slot. Thus, the complex
amplitude of the external field is determined by the for-
mula

where ϕn is the current phase in the nth slot.
Equations (1) and (3) take into account the azimuth

dependence of the external field, which is due to the
constructive features of MHD machines,

There is a possibility of specifying the experimen-
tally observed azimuth dependence of the external
field, which is determined by the location of the induc-
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Ḃ0m Ḃ0m

Rme

ω
--------∂ ḃz( )

∂t
------------– ∂2ḃz
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∂y2
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------------–+ +
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tor packages. In the calculations, our concern was with
two model types of the external field, namely, the azi-
muthally uniform one and the weakly nonuniform field
with the azimuth dependence of the form

The induced field obtained from Eq. (3) and the cor-
responding induced current have components in the
channel walls (I) and in the liquid metal (II). Calcula-
tion of the electromagnetic pressure requires only the
current components in the liquid metal (II), whose
complex amplitudes can be obtained by the following
formulas:

To determine the electromagnetic force compo-
nents, one should take the product of the real parts of
the currents’ complex amplitudes and the magnetic
fields:

In the general case, the two-dimensional system of
Navier–Stokes equations for turbulent flow conditions
contains pulsating terms. Applying the Reynolds aver-
aging procedure, expressing the fluctuating velocities
in terms of the averaged velocities, and averaging the
equations with respect to the channel height, we put the
system of Navier–Stokes equations in the following
form:

(4)

where u(x, y) and v(x, y) are the longitudinal and azi-
muth averaged velocity components, p is the pressure,
νeff is the viscosity effective coefficient (the sum of the
laminar ν and turbulent νt viscosity coefficients), ρ is
the liquid metal density, and the last term is the channel
wall friction (cf is the local coefficient of friction).

The third component of the velocity is set equal to
zero, while the components u and v  are related by the

f y( ) 1 0.1 y/R( ), y 0 2πR,[ ] .∈cos+=

jx
II ∂ḃz/∂y2δ'/µ0 2bdσdv ḃz Ḃ0+( )+
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2
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IIRe ḃz Ḃ0+( ){ } ,=
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continuity equation

(5)

The boundary conditions for the velocities have the
form

Similarly to the case of an applied magnetic field,
velocity initial profiles of two types were considered,
namely, the uniform one u0 = us (us is the average flow
rate) and the nonuniform profile of the form u0 = us(1 +
0.1cos(y/R)).

With the use of Eqs. (4) and (5), one can obtain the
Poisson equation for the pressure. Thus, we arrive at a
closed equation system composed of the system of
equations for the real and imaginary components of
induced field (3), Navier–Stokes system (4), and the
Poisson equation. This equation system was numeri-
cally solved by the finite-difference method on a biased
uniform mesh (velocity calculation points were dis-
placed from the points at which the pressure and mag-
netic field were calculated). Equations (3) and (4) were
split by the method of stabilizing correction. Convec-
tive terms were approximated by upstream differences.
The stationary Poisson equation was solved by the suc-
cessive overrelaxation method.

At each time step, calculations include the following
operations: (1) determining the components of the field
induced in the metal for the initial values of the velocity
components and calculating the electromagnetic force
instantaneous components; (2) solving the system of
Navier–Stokes equations, i.e., finding the provisional
values of the velocities u' and v '; (3) solving the Poisson
equation for the pressure correction by the iterative
method; and (4) refining the values of the velocities for
their use at the next step.

Our model involves the Poisson equation for the
pressure correction p' [9] of the form

(6)

where ∆t is the time step of the calculation scheme,
with the boundary conditions
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Here, the pressure at the current time step is the sum of
the pressure at the previous step and the correction

At the current time step, the calculation terminates
with the refinement of the velocities obtained from the
system of Navier–Stokes equations,

In this model, the pressure ∆p developed by the
pump means the channel width average pressure drop
between the lengthwise first and last mesh nodes.

The choice of the initial conditions has a little effect
on the final results and determines only the value of the
initial/nonstationary period of flow development. The
essential feature required of the initial conditions is
their physical adequacy. In this model, we use the fol-
lowing initial conditions: at t = 0, the induced field is
zero and, for all x, the velocities are set equal to the
velocity at the input (when x = 0).

2. INITIAL DATA FOR THE CALCULATION

The above mathematical model (EMP-MHD2D)
was employed for analyzing the electromagnetic and
hydrodynamic characteristics of the liquid metal
(sodium) flow in an electromagnetic pump with a cylin-
drical linear channel (CLIP-B). The flow MHD insta-
bility present in this pump under certain values of s,
which is manifested in azimuthally nonuniform distri-
bution of the magnetic field and liquid metal velocity
and in the low-frequency pulsations of the pressure, is
experimentally observed [6]. Although the liquid metal
velocity is not directly measured in the experiment, the
length and azimuth distribution of its x-component can
be inferred by the distribution of the resulting magnetic
field, as has been shown in [5].

In the calculations, the main parameters of the pump
are taken as follows: the inductor length is Ls = 0.85 m,
the number of poles is 2pn = 6, the pole pitch is τ =
0.1398 m, the inner tooth length is Ltooth 1 = 6.3 mm, the
extreme tooth length is Ltooth 2 = 8 mm, the slot length is
Lslot = 17 mm, the channel average diameter is D =
0.296 m, the total height of the channel walls is 2bd =
4.5 mm, the channel height is 2b = 12 mm, the nonmag-
netic gap height is 2δ0 = 20 mm, the metal conductivity
is σ = 6.6 × 106 (Ω m)–1, the conductivity of the channel
walls is σd = 1.15 × 106 (Ω m)–1, the supply voltage fre-
quency is f = 50 Hz, and the magnetic Reynolds number
Rm0 = 5.44.

pn pn 1– p'.+=

u u'
∆t
ρ
-----∂ p'

∂x
-------,–=

v v '
∆t
ρ
-----∂ p'

∂y
-------.–=

Rm'
3. RESULTS
Some parameters of the model must be predeter-

mined. Among them is the length of the shunt zone,
which is made up of the real zone and the equivalent
one, the latter taking into account the magnetic field
attenuation outside the inductor. The length of the
equivalent shunt zone is here set equal to 2δ', which
corresponds to the exponential attenuation of the mag-
netic field at the ends of the inductor (see [8] for details
on the choice of Lsh). Outside the inductor, the zones
must be sufficiently extended for the boundary condi-
tions to exert little influence upon the flow parameters
in the inductor region. After a number of optimizing
estimations, in the calculations, we took the value
x0 = 4τ.

The value of the local coefficient of friction cf for
turbulent flow conditions in Eq. (4), which is a function
of the velocity, could not be exactly determined. For
this reason, cf was set equal to the resistance coefficient
λ of a plain pipe under turbulent flow conditions. There
is a number of semiempirical dependences for λ (loga-
rithmic resistance law). In the calculations, we used the
formula [10]

where |V| is the local velocity.
The value of the turbulent viscosity coefficient νt in

Eq. (4) is several orders greater than the laminar viscos-
ity ν [11] and, in the general case, is a function of the
velocity coordinate derivative. In our calculations, we
took the viscosity effective coefficient to be constant
over the whole domain and two orders greater than ν.
The impact of the turbulent viscosity coefficient on the
calculation results is to be studied in more detail.

Calculations with the model described above dem-
onstrate that, after a certain nonstationary period, two
regimes of the liquid metal steady flow are possible. For

s below some critical value ( s)cr ≈ 1.5, the sta-
tionary velocity field is realized. The velocity field is
completely uniform (v  = 0 over the whole calculation
domain) if the external magnetic field and the initial
velocity are free of nonuniformities; it is weakly non-
uniform if they are not. The nonuniformity degree of
the velocity field has the same order as that of the exter-
nal magnetic field or the velocity initial profile. There-
for, along with the time-independent component, the
pressure developed by the pump contains a component
that pulsates at twice the supply voltage frequency 2f.

For Rm exceeding the critical value, the flow regime
is also completely uniform within the framework of the
present model in the absence of external nonuniformity.
However, nonuniformity of the external magnetic field
and/or the initial velocity brings about a strongly non-
uniform flow regime with the formation of large-scale
vortices in the inductor region which travel from the
pump input to the output and move azimuthally. An
example of the vortex evolution is given in Fig. 2. The

c f 1/4/ 1.81 V 4b/ν( )log 1.64–( )2,=

Rm' Rm'
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vortices are formed in the inductor region at the pole
pitch distance from the input and travel to the inductor
output at the longitudinal velocity close to the average
flow rate. The azimuth displacement of the vortices
increases as they approach the inductor output, where
the vortex azimuth velocity can exceed its longitudinal
velocity. The larger Rm, the more developed is the flow
nonuniformity exhibited by the regime. This is mani-
fested in the fact that the vortex azimuth velocities
become comparable to the longitudinal velocities right
after the vortices are formed. In such a flow regime, the
azimuth displacements of the vortices attain the value
of 360°. In a nonuniform flow regime, the pressure
developed by the pump exhibits both the high-fre-
quency and low-frequency pulsations (see Fig. 3). For
a strongly nonuniform regime, the frequency spectrum
of the pressure is presented in Fig. 4. It qualitatively tal-
lies with the one obtained experimentally in [6]. The
flow pattern is also in good agreement with the calcula-

(a)

(b)

(c)

Fig. 2. Velocity field development for a strongly nonuni-
form flow regime, s = 0.782. The channel input is on the left.
The vertical lines mark the inductor ends. Time instant:
(a) 0, (b) 0.1 and (c) 0.2 s.
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tion results in [6], though the mathematical models are
essentially different.

The most significant low frequency of the pressure
pulsation corresponds to the vortex longitudinal dis-
placement time determined by the average flow rate
(fl = us/Lvor, where Lvor is the area occupied by the vorti-
ces). The calculation data presented in Table 1 confirm
that this estimate for fl is sufficiently accurate (for
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Fig. 3. The pressure developed by the pump, s = 0.782.
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Fig. 4. The frequency spectrum of the pressure developed
by the pump, s = 0.782.

Table 1.  The value of the basic frequency of the pressure
pulsation (in the low-frequency region) for two flow regimes

Sl
ip

, s

A
ve

ra
ge

flo
w

 r
at

e 
u s

,
m

/s

Basic low frequency
of the pressure pulsation, Hz

experiment fl = us/Lvor

calculated by 
the two-dimen-
sional model

0.715 3.99 3.6 4 4

0.782 3.05 2.9 3 2.5
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CLIP-B, Lvor ≈ 1 m and slightly exceeds the inductor
length Ls). An increase in the slip, i.e., a decrease in the
average flow rate, involves a decrease in the basic fre-
quency of the pressure pulsations. The subsidiary peaks
in the low-frequency region observed in Fig. 4 along
with the basic low frequency seem to be attributed to
the azimuth displacement of the vortices.

Figures 5 and 6 show the time averaged profiles of
the liquid metal velocity calculated by the present
model at various points along the channel. For refer-
ence, the calculation by the one-dimensional jet model
(EMP2D-JET [8]) is also presented. For the two-
dimensional model, in the regime s = 0.466 ( s =
1.4), the averaged velocities coincide with the instanta-
neous velocities. For s = 0.782, the averaging period
was set equal to four periods of the pressure low-fre-
quency pulsations in this regime. Calculation shows
that, in the regime s = 0.466, the nonuniformity degree
of the velocity profile uniformly increases from the
inductor input to the output. In the regime s = 0.782
( s = 2.3), the velocity profile nonuniformity is stron-

Rm'

Rm'
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y–
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0
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4
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Fig. 5. Instantaneous profiles of the liquid metal velocity,
s = 0.466. 1, Quarter the inductor length; 2, half the inductor
length; 3, three quarters of the inductor; 4, end of the induc-
tor; and 5, calculated by the one-dimensional jet model.

Table 2.  Pressure developed by the pump

Slip, s

∆p, 105 Pa

experiment
calculated by 

the one-dimen-
sional model

calculated by 
the two-dimen-
sional model

0.466 2.12 2.42 2.19

0.715 2.78 2.99 2.94

0.782 2.87 3.14 3.12
ger; it increases up to approximately 3/4 of the inductor
length and then reduces to some extent. The velocity
values calculated by the two-dimensional model are
physically adequate, especially as compared to the one-
dimensional model, which gives overvalued velocities
in the reversed-flow region. Both models have a
reversed-flow region of approximately the same width.
However, for the two-dimensional model, the reverse-
flow region appears at higher slip values than for the
one-dimensional model.

The results of calculating the time averaged velocity
profiles by the two-dimensional model are in good
qualitative agreement with the measured distribution of
the resulting magnetic field [6], which can be consid-
ered as an indicator of the liquid metal velocity distri-
bution, as has been shown in [5].

The completely two-dimensional model EMP-
MHD2D demonstrates the following quantitative
results. The pressure developed by the pump (the time-
independent component) is 3–9% above the experi-
mental values and is much closer to the results of calcu-
lations by the one-dimensional model EMP2D-JET
(see Table 2).

–10

0 0.1

V, m/s

y–
0.2 0.3 0.5 0.7 1.0

–5

0

5

0.4 0.6 0.8 0.9
–15

10

1

2 3

4

5

Fig. 6. Time averaged profiles of the liquid metal velocity,
s = 0.782. (1–5) The same as in Fig. 5.

Table 3.  Ratio between the pressure pulsation amplitudes of
the basic low frequency and the electromagnetic pressure

Slip, s

plow/∆pem

experiment calculated by the two-di-
mensional model

0.715 0.05 0.012

0.782 0.052 0.059
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The amplitudes of the basic low frequency plow dif-
fer from the experimental data. This is easy to explain,
since the model nonuniformity of the external magnetic
field taken in the calculations differs from the real one
(see Table 3). The one-dimensional model does not
allow calculation of the pressure low-frequency pulsa-
tions.

The pressure pulsation amplitudes of the double fre-
quency p2f calculated by the two-dimensional model are
three to four times higher than the experimental data (see
Table 4). However, the two-dimensional model pro-
vides much more accurate calculation results than the
one-dimensional jet model.

The pump electromagnetic pressure ∆pem is calcu-
lated by integrating the x-component of the electromag-
netic force over the volume of the calculation domain.

CONCLUSIONS

The flow pattern of a liquid metal in an electromag-
netic pump with a cylindrical channel under the MHD
instability is obtained on the basis of a completely two-
dimensional mathematical model. This flow is charac-
terized by the presence of two-dimensional vortices
which travel from the pump input to the output and
move azimuthally. These vortices give rise to low-fre-
quency pulsations of the pump pressure.

The calculation analysis of the flow regimes in the
CLIP-B pump demonstrates that the weakly nonuni-

Table 4.  Ratio between the pressure pulsation amplitudes of
the double frequency and the electromagnetic pressure

Slip, s

p2f/∆pem

experiment
calculated by 

the one-dimen-
sional model

calculated by 
the two-dimen-
sional model

0.466 0.026 0.125 0.076

0.715 0.015 0.127 0.050

0.782 0.013 0.123 0.036
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form regime turns into the strongly nonuniform one at
the value s ≈ 1.5. In the experiment, the nonuniform

flow regime is attained at s ≈ 1.3–1.4, which is evi-
denced by the substantially increasing amplitudes of
the pressure low-frequency pulsation.

Most of the calculated characteristics except for the
pressure pulsation amplitudes are in good qualitative
and satisfactory quantitative agreement with the exper-
iment.
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