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#### Abstract

Isomeric ratios were measured in the $(\gamma, n)$ and $(n, 2 n)$ reactions leading to the formation of ${ }^{184} \mathrm{Re},{ }^{190} \mathrm{Ir}$, and ${ }^{196} \mathrm{Au}$ odd-odd nuclides. The measurements were performed by the activation method implemented for Re, Ir, and Au samples of natural isotopic composition that were irradiated with $14.7-\mathrm{MeV}$ neutrons and bremsstrahlung photons of endpoint energy 22 MeV . Isomeric- and ground-state nuclei formed in these reactions were identified by their $x$ - or $\gamma$-ray spectra and by their half-lives. The isomeric ratios were calculated on the basis of the statistical model, and the results were compared with experimental data, whereby it was possible to determine parameters that characterize the dependence of the level density on the excitation energy and angular momentum. The effect of the nuclear structure on these parameters is discussed. © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Investigation into the structure of nuclei involves determining the dependence of the level density on the excitation energy and angular momentum. These dependences are an important source of information about collective and single-particle properties of excited nuclei. Their comparison with the results of calculations performed within various models provides a basis for choosing parameters of these models and for describing the properties of excited nuclei.

Various methods are used to study such dependences experimentally. Measurement of the ratios of the cross sections or yields for reactions leading to nuclear levels of substantially different angular momenta (usually, one of these levels is the groundstate level, while the other is an excited one) is one of the most efficient methods. Various systems of excited states participate in the population of each level, and the probabilities of their population allow one to derive information about some properties of these systems. The sensitivity of measurements of cross-section ratios is considerably higher if the excited state is isomeric; that is, it is characterized by a rather long lifetime (for example, in excess of 1 s ). In this case, it is possible to separate in time the excitation of nuclei and measurement of the spectrum of radioactive radiation emitted in their deexcitation and to perform the measurement at a much

[^0]lower level of background radiation. This extends the possibilities of investigations significantly; therefore, measurement of cross sections for reactions leading to isomer formation or of the ratios of cross sections for reactions producing isomeric and ground states (isomeric ratios) has become one of the main lines of investigations of level densities in excited nuclei. A vast body of data on isomeric ratios in photonuclear reactions and the possibility of deriving new information about the structure of nuclei from these data are surveyed in [1, 2]; similar information about $(n, 2 n)$ reactions is given in [3].

The objective of this study is to measure isomeric ratios for the production of ${ }^{184} \mathrm{Re},{ }^{190} \mathrm{Ir}$, and ${ }^{196} \mathrm{Au}$ odd-odd nuclides (which occur in the transition region between spherical and deformed nuclei) in ( $\gamma$, $n$ ) reactions at an excitation energy around a giant dipole resonance and in $(n, 2 n)$ reactions at a neutron energy of 14.7 MeV . In this region of nuclei, the structure of low-lying excited states undergoes changes. An analysis of isomeric ratios on the basis of the statistical model could make it possible to explore the changes in the properties of higher lying levels (up to the neutron binding energy), which determine isomeric ratios. We imply here the level density and its dependence on the excitation energy and angular momentum.

The choice of the above nuclides was motivated by a high level density in them even at relatively low excitation energies, this making it possible to describe these nuclides on the basis of the statistical model. In addition, the ${ }^{190}$ Ir and ${ }^{196}$ Au nuclei have two isomeric states each, with the result that information about

Table 1. Spectroscopic features of the ground and isomeric states of the nuclides under investigation

| Nucleus | $Z$ | $N$ | $\beta_{2}$ | $E_{i}, \mathrm{keV}$ | $J^{\pi}$ | Nucleonic configuration | References |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{184} \mathrm{Re}$ | 75 | 109 | 0.21 | 0 | $3^{-}$ | $\pi 5 / 2[402]+\nu 1 / 2[510]$ | $[5]$ |
|  |  |  |  | 105 | $8^{+}$ | $\pi 5 / 2[402]+\nu 11 / 2[615]$ |  |
| ${ }^{190} \mathrm{Ir}$ | 77 | 113 | 0.17 | 0 | $4^{+}$ | $\pi 3 / 2[402]+\nu 11 / 2[615]$ | $[6]$ |
|  |  |  |  | 26 | $7^{+}$ | $\pi 3 / 2[402]+\nu 11 / 2[615]$ |  |
|  |  |  |  | 175 | $11^{-}$ | $\pi 11 / 2[552]+\nu 11 / 2[615]$ |  |
| ${ }^{196} \mathrm{Au}$ | 7.17 | 0.12 | 0 | $2^{-}$ | $\pi 3 s 1 / 2+\nu 2 f 5 / 2$ | $[7]$ |  |
|  |  |  |  | 85 | $5^{+}$ | $\pi 2 p 3 / 2+\nu 1 i 13 / 2$ |  |
|  |  |  |  | 595 | $12^{-}$ | $\pi 1 h 11 / 2+\nu 1 i 13 / 2$ |  |

the isomeric ratio appears to be richer in this case. It should also be noted that $(\gamma, n)$ and $(n, 2 n)$ reactions leading to the same final nuclei with close excitation energies supplement each other well (in the former, an angular momentum of $1 \hbar$ is introduced in the nucleus at all photon energies, while, in the latter, the mean angular momentum is about $5 \hbar$ at a neutron energy of 14.7 MeV ).

Although isomeric ratios are known for a number of reactions resulting in the formation of the nuclei in question (they are quoted below along with our data for the sake of comparison), they do not provide a complete pattern of isomeric ratios in the nuclear region under investigation. Moreover, they are often insufficiently accurate or were obtained under different conditions of measurements of the yields of the nuclei in the isomeric and ground states. In this study, we measured the isomeric ratios under identical conditions in all cases and determined the yields in the different reactions from the same $\gamma$ lines, whereby we were able to improve the accuracy and reliability of our results.

## PROPERTIES OF THE NUCLIDES UNDER STUDY

As was mentioned above, the nuclides in question belong to the transition region between spherical and deformed nuclei; therefore, the properties of lowlying excited states change sharply in them. In the Nilsson scheme, the single-particle states of ${ }^{184} \mathrm{Re}$ and ${ }^{190} \mathrm{Ir}$ for a deformed potential are identified in terms of the $11 / 2[505]$ and $3 / 2[402]$ proton and the $11 / 2[615], 9 / 2[505]$, and $7 / 2[503]$ neutron orbits. It is precisely these orbits that form the spectrum of lowlying excited states. The presence of high-angularmomentum levels among them leads to the appearance of high-spin isomers. According to the Mayer scheme, the single-particle states in ${ }^{196} \mathrm{Au}$ have the
following configurations for a spherical potential: the $h_{11 / 2}, d_{3 / 2}$, and $s_{1 / 2}$ proton and the $i_{13 / 2}, f_{5 / 2}$, and $p_{3 / 2}$ neutron orbits.

Table 1 gives the spectroscopic features of the ground and isomeric states of the nuclei under investigation: their energies $E_{i}$, spins-parities $J^{\pi}$, nucleonic configurations, and quadrupole-deformation parameters $\beta_{2}$ for the ground state. The features of the radioactive decay of these nuclei in the ground and isomeric states (half-lives $T_{1 / 2}$, energies $E_{\gamma}$ of $\gamma$ lines, their fractions $I_{\gamma}$ per decay, and full-internalconversion coefficients $\alpha$ )-they are necessary for identifying them and for determining their yields-are listed in Table 2. In a number of isomeric states, these nuclei are deexcited in low-energy, high-multipolarity radiative transitions characterized by large internalconversion coefficients. In those cases, the intensity of $\gamma$ radiation was very low, and we measured the areas of x-ray $L$ lines in order to determine the respective yields. The energies $E_{x}$ of the most intense of them ( $\alpha_{1,2}$ lines, whose fraction per decay is $84 \%$ [4]) are also displayed in Table 2. The data in Tables 1 and 2 are systematized in [5-7].

## EXPERIMENTAL PROCEDURE

The isomeric ratios in the relevant ( $\gamma, n$ ) reactions were measured by using a beam of bremsstrahlung photons with an endpoint energy of 22 MeV from a microtron electron accelerator. In the case of the ( $n, 2 n$ ) reactions, we employed $14.7-\mathrm{MeV}$ neutrons obtained at a neutron generator in the interaction of deuterons accelerated to 120 keV and a tritium target.

The targets used were identical for either type of reactions. The targets were made from metallic foils of natural isotopic composition that were 20,30 , and $50 \mu \mathrm{~m}$ thick for Au , Ir , and Re , respectively. They had the shape of a disk 15 mm in diameter. The irradiation was performed in "close" geometry; that is,

Table 2. Features of the radioactive decay of the nuclides under study

| Nucleus | $J^{\pi}$ | $T_{1 / 2}$ | Decay mode | $E_{\gamma}, \mathrm{keV}$ | $I_{\gamma}, \%$ | $\alpha$ | $E_{x}, \mathrm{keV}$ | References |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{184} \mathrm{Re}$ | $3^{-}$ | 38 d | $\varepsilon$ | 903 | 39 | 0.021 | 8.610 | $[5]$ |
|  | $8^{+}$ | 169 d | $\varepsilon$ | 792 | 38 | 0.012 |  |  |
|  |  |  |  | 105 | 75 | 6.5 |  |  |
| ${ }^{190} \mathrm{Ir}$ | $4^{+}$ | 11.8 d | $\varepsilon$ | 187 | 70 | 0.42 |  | $[6]$ |
|  | $7^{+}$ | 1.12 h | i.t. | 26.3 | $10^{-6}$ | $10^{6}$ | 9.117 |  |
|  | $11^{-}$ | 3.25 h | $\varepsilon$ | 616 | 97 | 0.014 |  |  |
|  |  |  |  | 562 | 97 | 0.023 |  |  |
| ${ }^{196} \mathrm{Au}$ | $2^{-}$ | 6.18 d | $\beta^{-}, \varepsilon$ | 357 | 88 | 0.041 |  | $[7]$ |
|  | $5^{+}$ | 8.2 s | i.t. | 64.6 | $4 \times 10^{-3}$ | 240 | 9.686 |  |
|  | $12^{-}$ | 9.7 h | i.t. | 148 | 43 | 0.32 |  |  |
|  |  |  |  | 188 | 32 | 0.23 |  |  |

Note: $\varepsilon$ and i.t. denote electron capture and isomeric transitions, respectively.
the targets were arranged in the immediate vicinity of the braking target (tungsten disk 3 mm thick) or the tritium target (tritium implanted in titanium). This enabled us to harness a considerable fraction of the bremsstrahlung or the neutron flux. Their intensity at the irradiated target amounted to $10^{12} \mathrm{~s}^{-1}$ (in the energy range $7-22 \mathrm{MeV}$ ) and $10^{10} \mathrm{~s}^{-1}$, respectively. Such intensities made it possible to obtain reasonably high yields of the nuclides being studied even for low isomeric ratios.

After been irradiated, the targets were transported into a room protected from $\gamma$ rays and neutrons, and their $\gamma$ spectra were measured there. In these measurements, we employed a HpGe detector of volume $200 \mathrm{~cm}^{3}$, a $\mathrm{Ge}(\mathrm{Li})$ detector of volume $60 \mathrm{~cm}^{3}$ (their resolutions for ${ }^{60} \mathrm{Co} \gamma$ lines at $E_{\gamma}=1331 \mathrm{keV}$ were 2.0 and 2.2 keV , respectively), and a silicon detector 2 mm thick (its resolution for the ${ }^{55} \mathrm{Fe} x$-ray line at $E_{x}=5.4 \mathrm{keV}$ was 0.340 keV ). The choice of detector for the measurement depended on the $\gamma$-line energies in the spectrum. In the case of the short-lived isomer ${ }^{196 m} \mathrm{Au}\left(T_{1 / 2}=8.2 \mathrm{~s}\right)$, the irradiated target was transported to the detector by a pneumatic rabbit (the transportation time was 2 s ).

The measured $\gamma$ spectra were processed by means of a code that made it possible to separate $\gamma$ lines of close energies in a complicated spectrum. For each detector, the dependence of the photon-detection efficiency $\varepsilon$ on the photon energy was determined with the aid of a set of calibration sources. From an analysis of the $\gamma$ spectra, we deduced the areas $S$ of the $\gamma$ lines associated with the products originating from the decay of the nuclei being studied. These areas are
related to the yields of nuclei in the ground or isomeric states by the equation

$$
\begin{equation*}
Y=\frac{S(1+\alpha) f(t) \tau}{\varepsilon I_{\gamma} t} \tag{1}
\end{equation*}
$$

where $t$ is the time of the measurement; $\tau$ is the lifetime of the nucleus; and $f(t)$ is the factor that takes into account the accumulation of nuclei within the irradiation time, their decay prior to the beginning of the measurements, and the population of the ground state owing to the isomer decay.

## EXPERIMENTAL RESULTS

Because the yields of nuclei in the isomeric and ground states were measured by using the same targets under identical conditions of irradiation, the isomeric ratios in the relevant $(n, 2 n)$ reactions can be considered as the ratio of the respective yields:

$$
\begin{equation*}
\mathrm{IR}=\frac{\sigma_{\mathrm{is}}}{\sigma_{\mathrm{gr}}}=\frac{Y_{\mathrm{is}}}{Y_{\mathrm{gr}}} . \tag{2}
\end{equation*}
$$

In $(\gamma, n)$ reactions, this ratio is only approximate because the bremsstrahlung spectrum is continuous and because, for reactions leading to the formation of the isomeric and ground states, the excitation functions have different forms. In this case, the measured isomeric ratios can be represented as

$$
\begin{equation*}
\mathrm{IR}=\frac{Y_{\mathrm{is}}}{Y_{\mathrm{gr}}}=\frac{\int_{B_{n}+E_{\mathrm{is}}}^{E_{\mathrm{max}}} \sigma(E) N(E) d E}{\int_{B_{n}}^{E_{\max }} \sigma(E) N(E) d E}, \tag{3}
\end{equation*}
$$

Table 3. Experimental and calculated values of the isomeric ratios in question

| Nucleus | Levels | Isomeric ratios |  |  |  |
| :---: | :---: | :--- | :--- | :--- | :---: |
|  |  | $(\gamma, n)$ |  | $(n, 2 n)$ |  |
|  |  | experiment | calculation | experiment | calculation |
| ${ }^{184} \mathrm{Re}$ | $8^{+}$(is.), $3^{-}$(gr.) | $0.019(3)$ | 0.019 | $0.20(4)$ | 0.19 |
|  |  | $0.018(5)[9]$ |  | $0.15(8)[12]$ |  |
| ${ }^{190} \mathrm{Ir}$ | $7^{+}$(is.), $4^{+}$(gr.) | $0.15(3)$ | 0.18 | $0.26(5)$ | 0.17 |
|  | $11^{-}$(is.), $4^{+}$(gr.) | $8(2) \times 10^{-4}$ | $7.4 \times 10^{-4}$ | $0.07(2)$ | 0.04 |
|  |  |  |  | $0.11(3)[13]$ |  |
|  |  |  | 0.26 | $0.22(4)$ | 0.50 |
|  | $5^{+}$(is.), $2^{+}$(gr.) | $0.10(3)$ | $5 \times 10^{-4}$ | $0.08(2)$ | 0.09 |
|  | $12^{-}$(is.), $2^{+}$(gr.) | $6.0(4) \times 10^{-4}$ | $5.1(4) \times 10^{-4}[14]$ |  | $0.10(1)[15]$ |

where $\sigma(E)$ and $N(E)$ are, respectively, the reaction cross section and the number of photons in the bremsstrahlung spectrum; $B_{n}$ is the neutron binding energy; $E_{\text {is }}$ is the energy of the isomeric level; and $E_{\max }$ is the endpoint energy of the bremsstrahlung spectrum. In $[8,9]$, it was indicated that, in a number of reactions, the threshold energy exceeds the sum $B_{n}+E_{\text {is }}$ and corresponds to the population of isomers through some activation states lying 1 to 2 MeV above the isomeric state. Information about the relationship between the ratios of the yields and of the cross sections at a given photon energy can be deduced from the shapes of the excitation function (they are given in [10] for the ground states of nuclei and in $[8,9]$ for a number of isomers) and of the bremsstrahlung spectrum (its calculation for the present conditions of irradiation is given in [11]). From these data, it follows that, at the maximum of the excitation function (it is close to the energy of the giant dipole resonance), the ratio of the cross sections is 10 to $15 \%$ greater than the ratio of the yields, the incertainty in determining the threshold for the isomer-formation reaction having but a slight effect on the isomeric ratios.

The isomeric ratios obtained in this way according to Eqs. (2) and (3) are given in Table 3. They agree with known data (which are also presented in Table 3) within the common errors, but, as a rule, the former have a higher accuracy.

## CALCULATION OF ISOMERIC RATIOS

The isomeric ratios were calculated within the statistical model $[16,17]$ on the basis of the method proposed for the first time by Huizenga and Vandenbosch [18] and subsequently improved by a number of authors (see, for example, [19-21]). This method
involves calculating the distributions of nuclei with respect to the excitation energy and angular momentum at each step of the reaction. In $(\gamma, n)$ reactions, the formation of a compound nucleus, the evaporation of a neutron, and the emission of a photon cascade are such steps. In $(n, 2 n)$ reactions, there is yet another step, that of the evaporation of one more neutron from a nucleus whose mass number is greater by unity.

In the case of a $(n, 2 n)$ reaction, the compound nucleus is formed at a single value of the excitation energy, while, in a $(\gamma, n)$ reaction, a distribution of the excitation energy is observed because of the bremsstrahlung spectrum of $\gamma$ radiation. At the same time, the angular-momentum distribution in $(\gamma, n)$ reactions is significantly narrower because a photon introduces an angular momentum of unity in the target nucleus (the contribution from the capture of $\gamma$ rays having higher multipolarities can be neglected). Examples of these distributions at various reaction steps are shown in Figs. 1 and 2.

Neutron evaporation from a compound nucleus (second step of the reaction) leads to the smearing of the distributions with respect to the excitation energy and angular momentum. In order to obtain these distributions, we calculated the transmission coefficients for neutrons having various orbital angular momenta (in these calculations, we used the parameters of the optical model [22]). These transmission coefficients determine the probability of neutron evaporation from a compound nucleus having preset values of the kinetic energy and angular momentum; therefore, they make it possible to derive the excitation-energy and angular-momentum distributions of a product nucleus. In $(n, 2 n)$ reactions, this operation was performed twice.

The calculation of the last reaction step (photon cascade) reduced to obtaining the energy and


Fig. 1. Excitation-energy distributions of Ir nuclei in (upper panel) $(n, 2 n)$ and (lower panel) $(\gamma, n)$ reactions at various steps: (1) compound nucleus, (2) after the emission of the first neutron in $(n, 2 n)$ reactions, and (3) final nucleus prior to the photon cascade.
angular-momentum distributions after the emission of every photon of the cascade. Every time, we computed the probability of a transition to the ground or isomeric state or to a known intermediate level from which the only radiative transition to the ground or isomeric state proceeded. This step of the reaction is the most sensitive to variations in the statisticalmodel parameters that determine the dependence of the level density on the energy $(a)$ and the angular momentum $(\sigma)$, especially in the case of $(\gamma, n)$ reactions, which involve a smaller number of steps and narrower distributions with respect to angular momenta. A detailed description of this method for calculating isomeric ratios and examples of such calculations are given in [23].

Using the approach outlined above, we have calculated the isomeric ratios for all of the nuclei under investigation and all reactions for both isomeric states. Naturally, the isomeric ratios depend on the statistical-model parameters $a$ and $\sigma$. The calculated isomeric ratios are listed in Table 3 for these parameters set to values typical of the nuclear region under investigation ( $a=20 \mathrm{MeV}^{-1}, \sigma=4.9$ ) [24].

## DISCUSSION OF THE RESULTS

From a comparison of the data in Table 3, one can see that the results of the calculations faithfully reproduce the behavior of the isomeric ratios in the nuclear region under investigation-in particular, their dependences on the isomer spin and the angular momentum introduced in the target nucleus. By way of example, we indicate that, in all cases, the isomeric ratios are lower for high-spin isomers than for lowspin ones and that they are higher in $(n, 2 n)$ than


Fig. 2. As in Fig. 1, but for angular momenta.
in $(\gamma, n)$ reactions. At the same time, the distinction between the measured and calculated isomericratio values is beyond the experimental errors for both reactions and levels in a number of cases [the $J^{\pi}=$ $7^{+}$and $11^{-}$levels in ${ }^{190}$ Ir for the $(n, 2 n)$ reactions and the $J^{\pi}=5^{+}$level in ${ }^{196} \mathrm{Au}$ for $(\gamma, n)$ and ( $n$, $2 n$ ) reactions]. This distinction can be explained by the approximate character of the model used in the calculation, the uncertainty in the choice of parameters, and the effect of the nuclear structure on the population of the isomers.

However, agreement between the calculated and experimental isomeric ratios can be attained by varying the parameters $a$ and $\sigma$ within rather narrow intervals. For the same nucleus, the resulting values of these parameters appear to be slightly different for different isomers and reactions. By way of example, we indicate that, for the $J^{\pi}=5^{+}$isomer in ${ }^{196} \mathrm{Au}$, the values of $\sigma$ at the fixed value of $a=20 \mathrm{MeV}^{-1}$ in the $(\gamma, n)$ and $(n, 2 n)$ reactions prove to be 3.3 and 3.7, which are appreciably lower than those for the $J^{\pi}=12^{-}$isomer $(\sigma=4.9)$. A similar distinction is also observed for the ${ }^{190} \mathrm{Ir}$ nucleus in the $(\gamma, n)$ and $(n, 2 n)$ reactions; for the latter, the agreement between the experimental and calculated isomeric ratios is reached at $\sigma=8$. In all probability, the reason behind this distinction is that the above factors responsible for the deviations of the calculated isomeric ratios from their experimental counterparts manifest themselves differently in different cases.

Such a scatter of the values of $\sigma$ that are necessary for describing the isomeric ratios when the entire body of information is used for each of the nuclei under investigation gives no way to establish unambiguously the variation of this parameter (and, consequently, the dependence of the level density on the angular momentum) in the transition nuclear region. It seems that a more refined model that takes
into account the effect of the nuclear structure on the population of isomeric states is required here. This could be the quasiparticle-phonon model proposed by V.G. Soloviev and his coauthors [25, 26] and successfully used, for example, in describing the dependence of isomeric ratios for $1 h 11 / 2$ states on the atomic number of a nucleus in the vicinity of the $N=82$ closed neutron shell [27].
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#### Abstract

The effect of parity violation in the interaction of thermal neutrons with lead was discovered in a number of studies. According to the existing theory, this effect is explained by the mixing of compound states characterized by different parities ( $s$ - and $p$-wave resonances). In view of the absence of a $p$-wave resonance in the region of thermal neutron energies, it is of importance to reveal a level below the neutron binding energy, a so-called negative resonance. The energy dependence of the cross section for radiative neutron capture on lead was measured in the present study, and it is shown that, for the ${ }^{207} \mathrm{~Pb}$ isotope, the results of this measurement deviate from the $1 / \sqrt{E}$ law, thereby suggesting the presence of a strong negative resonance. The parameters of this resonance are estimated. © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

In the early 1980s, enhanced parity-violation effects in slow-neutron interaction with nuclei were predicted theoretically $[1-3]$ and discovered experimentally [4, 5]. It was shown that the mechanism responsible for the enhancement of such effects is associated with the structure and properties of target nuclei. The effects in question are maximal in the region of $p$-wave resonances. By way of example, we indicate that, for ${ }^{139} \mathrm{La}$, the total cross section at the $p$-wave resonance of energy 0.75 eV changes by $10 \%$ upon going over from unpolarized to polarized neutrons.

A detailed investigation of such effects for a number of nuclei was later performed at Los Alamos [6], where total neutron cross sections were measured as functions of the neutron helicity. All of the results obtained in this way were matched with a theory where these effects were explained in terms of mixing of compound states that have different parities, $s$ - and $p$-wave resonances in the case being considered.

In addition to parity violation in the total cross section, there is yet another effect, the rotation of the spin of a neutron having a polarization orthogonal to the momentum vector and traversing the target being studied, and this effect was measured experimentally. Both effects were described on the basis of a unified theoretical model.

[^1]The range of nuclei for which the rotation of the thermal-neutron spin was measured includes lead nuclei. The result obtained for this case in [7] is

$$
\Delta \varphi=(2.24 \pm 0.33) \times 10^{-6} \mathrm{rad} / \mathrm{cm}
$$

The target used was manufactured from natural lead containing four isotopes. Since lead features no resonances in the vicinity of thermal neutron energies, it was interesting to find out which isotope is responsible for the effect. An experiment performed anew with natural lead [8] confirmed the existence of the effect. The value obtained for spin-rotation angle was

$$
\Delta \varphi=(3.53 \pm 0.79) \times 10^{-6} \mathrm{rad} / \mathrm{cm} .
$$

A measurement performed with the ${ }^{207} \mathrm{~Pb}$ isotope, whose concentration in the natural mixture of lead isotopes is $22 \%$, revealed that this isotope makes no contribution to the effect being studied [8].

Later on, a measurement was performed with the ${ }^{204} \mathrm{~Pb}$ isotope [9], whose concentration in natural lead is as low as $1.4 \%$, and the value obtained for the spinrotation angle was

$$
\Delta \varphi=(8 \pm 2) \times 10^{-5} \mathrm{rad} / \mathrm{cm}
$$

This value is somewhat smaller than that which is required for reproducing the effect in natural lead, but it could qualitatively account for it.

Within the simplified two-level model where one $s$-wave resonance is mixed with one $p$-wave resonance, the expression for the spin-rotation angle can be represented in the form [10]

$$
\begin{equation*}
=\frac{4 \pi \lambda^{2}(1 \mathrm{eV}) \rho W_{s p} \sqrt{\Gamma_{n}^{s}(1 \mathrm{eV}) \Gamma_{n}^{p}(1 \mathrm{eV})}}{\left(E-E_{s}\right)\left(E-E_{p}\right)}[\mathrm{rad} / \mathrm{cm}] . \tag{1}
\end{equation*}
$$

Here, $\lambda$ is the neutron wavelength divided by $2 \pi$; $\rho$ is the number of nuclei per unit volume (in $\mathrm{cm}^{3}$ ) of the target; $W_{s p}$ is the matrix element of the weak-interaction-induced mixing of states having opposite parities; $\Gamma_{n}^{s}$ and $\Gamma_{n}^{p}$ are the neutronic widths of, respectively, the $s$ - and the $p$-wave resonance; and $E_{s}$ and $E_{p}$ are their energies. The symbol " 1 eV " in parentheses indicates that a given quantity is rescaled to 1 eV . For the total resonance widths, it is assumed in expression (1) that $\Gamma_{s} \ll E-E_{s}$ and $\Gamma_{p} \ll E-E_{p}$.

By using in (1) the known parameters of $s$ - and $p$-wave resonances in ${ }^{204} \mathrm{~Pb}$ [11], one can show that $\Delta \varphi$ appears to be a few orders of magnitude smaller than its experimental counterpart. It is possible that the compound state corresponding to the $p$-wave resonance lies below the neutron binding energy (this is the case of a so-called negative resonance). From (1), it can be seen that the effect in the thermal region for $E<0.1 \mathrm{eV}$ is proportional to $\sqrt{\Gamma_{n}^{s, p}} / E_{s, p}$. Choosing, for the $s$-wave resonance, the maximum value of this ratio from [11] $\left[E_{s}=-3 \mathrm{keV}\right.$ and $\Gamma_{n}^{s}(1 \mathrm{eV})=$ 1.3 eV ] and assuming, for the $p$-wave resonance, the mean values of $\Gamma_{n}^{p}(1 \mathrm{eV})=3 \times 10^{-7} \mathrm{eV}$ and $E_{p}=D / 10=100 \mathrm{eV}$ ( $D$ is the mean level spacing, which is about 1 keV for ${ }^{204} \mathrm{~Pb}$ ), we obtain $\Delta \varphi=$ $9 \times 10^{-7} \mathrm{rad} / \mathrm{cm}$, which is two orders of magnitude smaller than the corresponding experimental value. The value of $W_{s p}=5 \times 10^{-3} \mathrm{eV}$, which was used here, is somewhat overestimated with respect to the relevant mean value. A greater effect can be obtained by considerably increasing $\Gamma_{n}^{p}$ and by lowering $E_{p}$. By way of example, we indicate that, increasing $\Gamma_{n}^{p}$ by an order of magnitude and placing the resonance at an energy of 5 eV below the neutron binding energy, we would arrive at $\Delta \varphi=6 \times 10^{-5} \mathrm{rad} / \mathrm{cm}$. This value is already close to the experimental result for ${ }^{204} \mathrm{~Pb}$, but it is sizably smaller than that which was obtained in the measurements with natural lead.

Thus, the explanation of the parity-violation effect in lead may be associated with the presence of a strong $p$-wave resonance in the vicinity of the neutron binding energy. Therefore, it would be of paramount importance to discover such a negative resonance.

## FORMULATION OF THE EXPERIMENTAL PROBLEM AND ESTIMATION OF THE EXPECTED RESULT

As a method for seeking a negative resonance, we proposed studying the cross section for radiative neutron capture as a function of neutron energy. This
cross section is described by the Breit-Wigner formula

$$
\begin{equation*}
\sigma_{\gamma}(E)=\frac{\pi \lambda^{2} g \Gamma_{n} \Gamma_{\gamma}}{\left(E-E_{0}\right)^{2}+\Gamma^{2} / 4} \tag{2}
\end{equation*}
$$

For $E \ll E_{0}$ and $\Gamma \ll E_{0}$, expression (2) can be reduced to the form

$$
\begin{equation*}
\sigma_{\gamma}^{s}(E)=\frac{\pi \lambda^{2}(1 \mathrm{eV}) \Gamma_{n}^{(0)} \Gamma_{\gamma}}{E_{s}^{2} \sqrt{E}} \tag{3}
\end{equation*}
$$

for $s$-wave interaction and to the form

$$
\begin{equation*}
\sigma_{\gamma}^{p}(E)=\frac{\pi \lambda^{2}(1 \mathrm{eV}) g \Gamma_{n}^{(1)} \Gamma_{\gamma}}{E_{p}^{2} \sqrt{E}} V_{1} \tag{4}
\end{equation*}
$$

for $p$-wave interaction.
In expressions (3) and (4), $\Gamma_{n}^{(0)}$ and $\Gamma_{n}^{(1)}$ are the neutron-energy-independent reduced neutronic widths of the $s$ - and $p$-wave resonances at the energies $E_{s}$ and $E_{p}$, respectively. The centrifugal attenuation factor

$$
\begin{equation*}
V_{1}=\frac{(k R)^{2}}{1+(k R)^{2}} \tag{5}
\end{equation*}
$$

where $k=1 / \lambda$ is the neutron wave number and $R$ is the nuclear radius, plays an important role in the $p$ wave cross section.

The quantity $V_{1}$ for lead is $V_{1}=3 \times 10^{-6} E$. It follows that the neutron-capture cross section as a function of energy behaves differently for $s$ and $p$ waves; that is,

$$
\sigma_{\gamma}^{s}(E) \sim 1 / \sqrt{E} \quad \text { and } \quad \sigma_{\gamma}^{p}(E) \sim \sqrt{E}
$$

Let us now estimate $\sigma_{\gamma}^{p}$ for the strong negative resonance considered above: $E_{p}=-5 \mathrm{eV}, \Gamma_{n}^{(1)}=$ 1 eV , and $\Gamma_{\gamma}=0.5 \mathrm{eV}$. At an energy of 0.025 eV , we then have $\sigma_{\gamma}^{p}=6.3 \times 10^{-3} \mathrm{~b}$, which is about $1 \%$ of the total capture cross section at the thermal point: $\sigma_{\gamma}^{s}(0.025 \mathrm{eV})=660 \times 10^{-3} \mathrm{~b}[11]$. Even at a neutron energy of 1 eV , however, the relationship in question changes significantly: $\sigma_{\gamma}^{s}=104 \mathrm{mb}$ and $\sigma_{\gamma}^{p}=40 \mathrm{mb}$.

Figure 1 displays (dashed cuve) $\sigma_{\gamma}^{s}$ and (solid curve) $\sigma_{\gamma}^{s}+\sigma_{\gamma}^{p}$ versus the neutron energy. It can be seen that, by measuring the energy dependence of the cross section for radiative neutron capture over the range between the thermal point and 2 to 3 eV , we can estimate the contribution of the $p$ wave or set an upper limit on this contribution.


Fig. 1. Cross sections for radiative neutron capture on a ${ }^{204} \mathrm{~Pb}$ nucleus versus (dashed curve) $\sigma_{\gamma}^{s}$ and (solid curve) $\sigma_{\gamma}^{s}+\sigma_{\gamma}^{p}\left[\left(\sigma_{\gamma}^{s}\right)^{T}=660 \mathrm{mb}\right.$, and $\left.\left(\sigma_{\gamma}^{p}\right)^{T}=6.3 \mathrm{mb}\right]$.

## EXPERIMENTAL PROCEDURE AND DESCRIPTION OF THE EXPERIMENT

The experiment was performed in a neutron beam from the IBR-2 pulsed reactor installed at the Neutron Physics Laboratory (Joint Institute for Nuclear Research, Dubna). The well-developed time-of-flight procedure was used in the spectrometry of neutrons. As follows from the results mentioned in the Introduction, the discovery of a negative resonance in radiative neutron capture on the lead isotope of mass number 204 was expected to be the most probable. For the target being studied, we therefore used a cylindrical sample from lead enriched in this isotope: it contained $36.6 \%{ }^{204} \mathrm{~Pb}, 30.6 \%{ }^{206} \mathrm{~Pb}, 13.2 \%$ ${ }^{207} \mathrm{~Pb}$, and $19.6 \%{ }^{208} \mathrm{~Pb}$ versus $1.43,24.15,22.4$, and $52.4 \%$ in a natural mixture of isotopes. The total weight of the sample was 4.7 g . In order to reduce the probability of various systematic effects in performing the experiment in question, it was thought to be the most convenient to measure the spectra of gamma rays from two targets simultaneously, the target being studied and a reference one such that the neutron-capture cross section for it obeys the standard $1 / \sqrt{E}$ law. If the relationship between the relevant intensities is favorable for the purposes pursued here and if the energy resolution is sufficiently high for separating the chosen gamma lines from the two components of such a target, the results would make it possible to draw an unambiguous conclusion on whether the energy dependence of the cross section for radiative neutron capture deviates from the $1 / \sqrt{E}$ law for the target being studied. In the present study, the spectrum of gamma radiation in radiative neutron capture was measured with the aid of the HPGe detector entering into the composition of the COmbined COrrelative Spectrometer (COCOS). The application of this spectrometer in neutron beams


Fig. 2. Layout of the COCOS gamma spectrometer.
is motivated by the need for suppressing the background to the maximum possible degree in order to improve the accuracy of the analysis of the spectrum of gamma rays accompanying the neutron-nucleus interactions being studied. The concept of the spectrometer is based on the cascade nature of gamma radiation from an excited nucleus. It is characterized by a combined application of a semiconductor Ge detector, which possesses a high energy resolution, and scintillation crystal detectors, which have a high photon-detection efficiency, and by a compact geometry of the multichannel detector system, a correlation analysis of multidimensional experimental data being involved. The layout of the spectrometer is shown in Fig. 2.

A collimated neutron beam ${ }^{1} n_{0}$ of diameter 1 cm is incident on the target of dimensions $\varnothing 0.6 \times 2 \mathrm{~cm}$. Crystal BGO scintillators surrounding the target and the HPGe detector are intended for recording gamma rays with an energy resolution of 15 to $20 \%$ (at the energy of $E_{\gamma}=511 \mathrm{keV}$ ) and an absolute efficiency close to $50 \%$. The semiconductor HPGe detector of 1 to $2 \%$ absolute efficiency records cascade gamma rays in a 200 - to $300-$ ns time window of coincidences. A high energy resolution of this detector ( $0.1-0.4 \%$ ) makes it possible to single out in the spectrum and to identify individual lines associated with the deexcitation of excited compound nuclei formed in the target. The recorded-photon energies lie in the interval between 200 keV and 8 MeV .

In our measurements, information about $\gamma \gamma$ coincidences is recorded on magnetic carriers. The software of the spectrometer makes it possible to monitor basic parameters in the on-line mode and to perform subsequently a full treatment of experimental data in the off-line mode.

In processing data obtained in our experiment, we sorted them with the aim of selecting the required events with respect to the energy of neutrons captured by the sample and with respect to the energy of accompanying gamma radiation. For one measurement series of duration 156 h, Fig. 3 shows the integrated


Fig. 3. Integrated time-of-flight spectrum for the full energy interval of $\gamma \gamma$ coincidences (the mean neutron energy is indicated in eV ).
time-of-flight spectrum-that is, the spectrum corresponding to $\mathrm{HPGe}-\mathrm{BGO} \gamma \gamma$ coincidences over the full range of photon energies. The spectrum was partitioned into seven segments, and the mean neutron energy is indicated within each of these. For each segment, we constructed the spectrum of gamma rays recorded by the HPGe detector in coincidence with the detection of annihilation photons in the energy range $511 \pm 100 \mathrm{keV}$ by the BGO scintillators.

Figure 4 displays the gamma-spectrum section corresponding to that part of the time-of-flight spectrum where the mean neutron energy is 0.04 eV . In the measurement series being discussed, a copper foil served as a reference sample. For photons from a direct transition to the ground state, a selection of coincidences with the $511-\mathrm{keV}$ line ensures a distinct separation of the peaks associated with the single (S) and double (D) emission of annihilation photons for both the lead isotope being studied and the copper isotope used.

The spectrum also features the analogous S and D peaks that clearly stand out against the background and which correspond to radiative neutron capture by the ${ }^{207} \mathrm{~Pb}$ isotope, which was present in the sample along with the ${ }^{204} \mathrm{~Pb}$ isotope. With the aim of reducing the counting rate in the spectrometer, we therefore conducted further measurements without a copper foil and compared the intensities of the relevant gamma radiation for the ${ }^{207} \mathrm{~Pb}$ and ${ }^{204} \mathrm{~Pb}$ isotopes. In the gamma spectra corresponding to each of the seven intervals of the neutron energy, we determined the areas of the S and D peaks for both isotopes and calculated the ratio of the sums of these areas corresponding to the number of recorded photons


Fig. 4. High-energy section of the gamma spectrum from the HPGe detector for a mean neutron energy of 0.04 eV $\left(t_{\text {meas }}=156 \mathrm{~h}\right)$.
associated with a direct transition in compound nuclei upon neutron capture.

For the isotope being studied, the number of events recorded by the spectrometer over the measurement time that contribute to the peak area is generally given by

$$
\begin{equation*}
N_{i}\left(E_{n}\right)=\phi\left(E_{n}\right) n_{i} \sigma_{E_{\gamma}}\left(E_{n}\right) \varepsilon\left(E_{\gamma}\right) \tag{6}
\end{equation*}
$$

where $\phi\left(E_{n}\right)$ is the number of neutrons that hit the sample, $n_{i}$ is the number of nuclei per $1 \mathrm{~cm}^{2}$ in the isotope being studied, $\sigma_{E_{\gamma}}\left(E_{n}\right)$ is the partial radiative-capture cross section for a gamma transition of energy $E_{\gamma}$, and $\varepsilon\left(E_{\gamma}\right)$ is the absolute efficiency of the detection of a photon with energy $E_{\gamma}$.

In our case, the ratio of the areas of the peaks for the sample being studied (1) and the reference sample (2) then corresponds to the ratio $K(1 / 2)$ of the intensities of direct transitions in them and has the form

$$
\begin{gather*}
\frac{N_{1}\left(E_{n}\right)}{N_{2}\left(E_{n}\right)}=\frac{n_{1} \varepsilon_{E_{\gamma} 1}}{n_{2} \varepsilon_{E_{\gamma} 2}} \frac{\left[\sigma_{E_{\gamma}}^{s}\left(E_{n}\right)+\sigma_{E_{\gamma}}^{p}\left(E_{n}\right)\right]_{1}}{\left[\sigma_{E_{\gamma}}^{s}\left(E_{n}\right)\right]_{2}}  \tag{7}\\
=K(1 / 2)\left(E_{n}\right)
\end{gather*}
$$

This expression does not involve the neutron flux since both isotopes are exposed to the same beam simultaneously. The ratio $\left(n_{1} \varepsilon_{E_{\gamma}}\right) /\left(n_{2} \varepsilon_{E_{\gamma}}\right)$ is independent of the neutron energy; only the ratio of the cross sections changes. If the numerator of the expression on the right-hand side of (7) does not involve the $p$-wave cross section for the sample being studied, then the ratio $K(1 / 2)$ will be identical for all values of the neutron energy. Thus, we can see that the existence of the energy dependence of this

Table 1. Normalized ratios of the intensities of direct transitions in the ${ }^{207} \mathrm{~Pb},{ }^{204} \mathrm{~Pb}$, and ${ }^{63} \mathrm{Cu}$ isotopes

| $E_{n}, \mathrm{eV}$ | $K\left({ }^{207} \mathrm{~Pb} /{ }^{204} \mathrm{~Pb}\right)$ | $K\left({ }^{207} \mathrm{~Pb} /{ }^{63} \mathrm{Cu}\right)$ |
| :--- | :---: | :---: |
| 0.008 | $1.00 \pm 0.05$ | $1.03 \pm 0.05$ |
| 0.02 | $1.02 \pm 0.06$ | $0.96 \pm 0.04$ |
| 0.04 | $1.01 \pm 0.06$ | $1.02 \pm 0.04$ |
| 0.10 | $1.02 \pm 0.07$ | $1.04 \pm 0.06$ |
| 0.30 | $1.23 \pm 0.09$ | $1.19 \pm 0.08$ |
| 1.0 | $1.60 \pm 0.16$ | $1.42 \pm 0.17$ |
| 3.0 | $2.30 \pm 0.38$ | $1.84 \pm 0.30$ |

ratio suggests the presence of the sought resonance in the nucleus being studied and makes it possible to estimate its parameters.

## EXPERIMENTAL RESULTS AND THEIR DISCUSSION

Upon processing experimental data from a few series of measurements with samples enriched in the ${ }^{204} \mathrm{~Pb}$ isotope (the total duration of the measurements was 575 h ), it turned out that, with increasing neutron energy, the ratio of the intensities of direct transitions, $K\left({ }^{204} \mathrm{~Pb} /{ }^{207} \mathrm{~Pb}\right)$, decreases instead of increasing (as might have been expected). The values obtained in this experiment for the inverse ratio $K\left({ }^{207} \mathrm{~Pb} /{ }^{204} \mathrm{~Pb}\right)$ are given in Table 1 for seven groups of neutrons in energy. These values were obtained after a normalization where the mean value of the ratio $K\left({ }^{207} \mathrm{~Pb} /{ }^{204} \mathrm{~Pb}\right)$ for two groups in which the neutron energies are 8 and 20 meV and for which the $p$-wave contribution is negligible is taken as unity. According to our experimental data, it is the ${ }^{207} \mathrm{~Pb}$ isotope rather than ${ }^{204} \mathrm{~Pb}$ that has a negative resonance.

In order to confirm this surprising experimental result, we performed additional measurements with a different sample that was enriched in ${ }^{207} \mathrm{~Pb}$ to $88.3 \%$. For a reference sample, we took, instead of the ${ }^{204} \mathrm{~Pb}$ lead isotope, the ${ }^{63} \mathrm{Cu}$ copper isotope from a natural composition. The results obtained by processing data from the additional experiment of duration 125 h are given in Table 1 and in Fig. 5 in the form of the ratio $K\left({ }^{207} \mathrm{~Pb} /{ }^{63} \mathrm{Cu}\right)$. These values were also obtained after a normalization to neutron groups where the mean neutron energies are 8 and 20 meV . The results of the additional experiment exhibit a similar dependence: the ratio of the intensities of direct transitions in compound nuclei upon radiative neutron capture by the ${ }^{207} \mathrm{~Pb}$ and ${ }^{63} \mathrm{Cu}$ isotopes grows with increasing neutron energy.

Table 2. Cross sections for radiative neutron capture by the ${ }^{207} \mathrm{~Pb}$ isotope for the $s$ and $p$ waves

| $E_{n}, \mathrm{eV}$ | $\sigma_{\gamma}^{s}, \mathrm{mb}$ | $\sigma_{\gamma}^{p}, \mathrm{mb}$ | $\left(\sigma_{\gamma}^{s}+\sigma_{\gamma}^{p}\right) / \sigma_{\gamma}^{s}$ |
| :--- | :---: | :---: | :---: |
| 0.008 | 1120 | 5.5 | 1.00 |
| 0.02 | 707 | 9 | 1.01 |
| 0.04 | 500 | 12 | 1.02 |
| 0.10 | 316 | 20 | 1.06 |
| 0.30 | 183 | 33 | 1.18 |
| 1.0 | 100 | 56 | 1.56 |
| 3.0 | 58 | 82 | 2.41 |

The results of these two experiments lead to the conclusion that, in the vicinity of the neutron binding energy, there is a strong $p$-wave resonance in the ${ }^{207} \mathrm{~Pb}$ (and not in ${ }^{204} \mathrm{~Pb}$ ) isotope.

We will now address the question of which negative $p$-wave resonance in ${ }^{207} \mathrm{~Pb}$ may explain the observed parity-violation effect in natural lead, assuming, in accordance with the conclusion drawn in the present study, that this effect is caused by precisely this isotope. Taking, for the spin-rotation angle in natural lead, the average value in two experiments $[7,8], \Delta \varphi=2.5 \times 10^{-6} \mathrm{rad} / \mathrm{cm}$, we find, for the ${ }^{207} \mathrm{~Pb}$ isotope (its concentration in natural lead is $22 \%$ ), that $\Delta \varphi=1.14 \times 10^{-5} \mathrm{rad} / \mathrm{cm}$. Further, we use expression (1) to describe this spin rotation and substitute all known values into it. In the denominator, we can concurrently discard $E$, since thermal and cold neutrons, for which $E \ll E_{s}$, $E_{p}$, were employed in measuring $\Delta \varphi$. For the $s$-wave resonance, we take the maximum value of $\sqrt{g \Gamma_{n}^{s}(1 \mathrm{eV})} / E_{s}$. From [11], we have $E_{s}=-36 \mathrm{keV}$ and $g \Gamma_{n}^{s}=4.7 \mathrm{eV}$, and the relative matrix element is $W_{s p} \approx 5 \times 10^{-3} \mathrm{eV}$. We then have $\sqrt{g \Gamma_{n}^{p}(1 \mathrm{eV})} / E_{p}=4.4 \times 10^{-4}$. This ratio can be used to calculate the $p$-wave cross section for radiative capture. It is obvious that this calculation will yield only a rough estimate, since one has to use a few quantities for which there are no precise data. This concerns the matrix element $W_{s p}$, the radiative width $\Gamma_{\gamma}^{p}$ in (4), and the partial gamma widths $\Gamma_{\gamma i}$ of the $s$ and $p$ resonances (in the experiment, we have examined only the ratio for specific transitions rather than the ratio of the total cross sections for radiative neutron capture). However, even such a rough estimate is sufficient for comparing the values calculated by formula (7) with experimental data. The square of the ratio $\sqrt{g \Gamma_{n}^{p}(1 \mathrm{eV})} / E_{p}$, which was estimated above, directly appears in expression (4); however, we use not only thermal neutrons, for which one can


Fig. 5. Energy dependence of the experimental values of $K$ along with the results of the calculation. The points represent the results for $(\times){ }^{207} \mathrm{~Pb} /{ }^{204} \mathrm{~Pb}$ and (•) ${ }^{207} \mathrm{~Pb} /{ }^{63} \mathrm{Cu}$. The solid curve corresponds to $\left(\sigma_{\gamma}^{s}+\right.$ $\left.\sigma_{\gamma}^{p}\right) / \sigma_{\gamma}^{s}$.
discard $E$ in the denominator of the expression on the right-hand side of (2), but also neutrons of energy up to 3 eV . In view of this, we assume that $E_{p}=-20 \mathrm{eV}$, whence we derive $\Gamma_{n}^{p}(1 \mathrm{eV})$. This choice does not have a significant effect on the ensuing estimations. For the total radiative width $\Gamma_{\gamma}^{p}$, we take the value of 0.5 eV , which lies within the region of the strongly scattered values of $\Gamma_{\gamma}^{p}$ for known $p$-wave resonances [11]. On the basis of values adopted for the parameters of $p$ wave resonances, we can calculate the cross section for $p$-wave radiative neutron capture and compare it with the calculated $s$-wave cross section, which receives the main contribution from the negative resonance with the above parameters. The results of these calculations are presented in Table 2. The ratios $\left(\sigma_{\gamma}^{s}+\sigma_{\gamma}^{p}\right) / \sigma_{\gamma}^{s}$ are also given there for the neutron energies being considered.

Since, in neutron capture by ${ }^{207} \mathrm{~Pb}$ nuclei, a direct gamma transition to the ground state of the compound nucleus ${ }^{208} \mathrm{~Pb}$ nearly exhausts the radiativecapture process, it is reasonable to compare the ratios from Table 2 with the experimental values of $K\left(E_{n}\right)$. The curve in Fig. 5 was constructed on the basis of the results of the calculations from Table 2. One can see that it is in fairly good agreement with experimental data.

## CONCLUSION

The results of our experiments and calculations give sufficient grounds to conclude that the ${ }^{207} \mathrm{~Pb}$ iso-
tope has a strong negative resonance, which can explain the parity-violation effect consisting in neutronspin rotation as polarized neutrons traverse a sample of natural lead $[7,8]$. However, this is at odds with the experimental results reported in [8, 9], where such an effect was not found in ${ }^{207} \mathrm{~Pb}$, but it was observed in ${ }^{204} \mathrm{~Pb}$. In this connection, it is highly desirable to measure anew the effect of parity violation for ${ }^{207} \mathrm{~Pb}$. In addition, it is of interest to make an attempt at revealing parity violation in the correlation $\mathbf{s} \cdot \mathbf{k}$ (between the neutron spin and the photon momentum). The expected magnitude of the effect is about $10^{-5}$; that is, it is accessible to measurement.
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#### Abstract

Results obtained by measuring the energy dependence of the probability of ${ }^{232} \mathrm{Th}$ ternary fission in the region of vibrational resonances are presented. The measurements were performed by using a double ionization chamber with Frisch grids and a CsI(Tl) scintillation detector. The use of digital methods for pulse processing made it possible to obtain highly reliable results. The data analysis reveals that our value of the ternary-fission probability is compatible with existing systematics, which nevertheless need some correction. The results of our measurements unambiguously indicate that local variations in the total kinetic energy of fission fragments in the region of the individual vibrational resonances cannot be explained by corresponding variations in the ternary-fission probability. © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

Almost all fission events are known to be accompanied by the emission of light particles, including neutrons evaporated from fission fragments. However, light particles emitted in the vicinity of the scission point of a fissile nucleus within periods considerably shorter than the evaporation time are of major interest for understanding of the dynamics of the fission process.

Upon formation, a light particle moves under the effect of the Coulomb repulsion of two fragments moving apart. Calculations by the trajectory method allow one to reconstruct the angular and energy distributions of light particles for various initial conditions. The calculations show that the angular and energy distributions of third particles emitted in the process of nuclear fission are highly sensitive to the initial position of the charged particle and to the velocity of fission fragments at the instant of emission. Thus, the final angular and energy distributions of third particles provide the most direct way of determining the properties of a fissile system at the instant of scission. At present, the probability of ternary fission has been studied in detail for almost all spontaneously fissile nuclei and a set of nuclei in fission induced by fast neutrons. Fission channels involving the emission of protons, deuterons, tritons, alpha particles, and other heavier nuclei have been revealed [1].

At the same time, a number of nuclei that can undergo fission only under the effect of fast neutrons have not yet received adequate study. Investigation of the ternary-fission probability for these nuclei can

[^2]contribute to the development of systematics owing to the extension of the range of the fissility parameter $\left(Z^{2} / A\right)$. Also, of particular interest is the dependence of the ternary-fission yield on the excitation energy of a fissile nucleus, and this dependence can be studied only with fast neutrons. For example, the observed effect of a local decrease in the total kinetic energy of fission fragments in the vicinity of some vibrational resonances [2] cannot be explained either by variations in the mass distribution or by the behavior of the prompt-neutron multiplicity [3]. It was assumed that the ternary-fission probability may increase in the vicinity of these resonances, thereby causing a decrease in the total kinetic energy of fission fragments [4].

The breakup of a nucleus into three particles is improbable and can justifiably be classified with rare events. By way of example, we indicate that, in the spontaneous fission of ${ }^{252} \mathrm{Cf}$, the probabilities of alpha-particle, triton, and proton emission are about $3 \times 10^{-3}, 2 \times 10^{-4}$, and $6 \times 10^{-5}$, respectively. Systems of two or more $(\Delta E+E)$ semiconductor detectors are usually used to study ternary fission [5, 6]. This experimental scheme of low luminosity is widely applied in studying spontaneous fission and fission induced by thermal neutrons since the statistical accuracy needed for analysis can be obtained with it. A high threshold of light-particle detectionit is determined by the total particle absorption in a $\Delta E$ detector-is an obvious drawback of this system. Complex multidetector setups characterized by a high efficiency of light-charged-particle detection [7] provide yet another example of setups used to study ternary fission. Detectors of this type were


Fig. 1. Layout of the experimental setup: (PMT) photomultiplier tube, (PSD) pulse-shape digitizer, (CSPA) charge-sensitive preamplifier, (FA) fast amplifier, (CS) coincidences scheme, (DB) delay block, (FD) fast discriminator, ( $S 1-S 4$ ) digitizer inputs, (GE) guard electrodes, and (FG) Frisch grid.
successfully applied in investigating spontaneous ternary fission. However, they cannot be used in beams of fast and even thermal neutrons because of their large dimensions and complexity.

The cross section for fission induced by fast neutrons is two orders of magnitude smaller than that induced by thermal neutrons. A high gamma-ray background from a neutron target and stringent geometric constraints arising in operation at an accelerator cause additional difficulties. In order to solve the problem efficiently, a novel detector system satisfying our specific conditions was designed.

## EXPERIMENTAL SETUP

The spectrometer used incorporates a double pulsed ionization chamber (PIC) with Frisch grids for recording pair fission fragments and a thin scintillation screen with photomultiplier tube (PMT) for recording light particles. Figure 1 shows the layout of the setup. The ionization chamber consisted of two anodes, two Frisch grids, and a common cathode. A ${ }^{232} \mathrm{Th}$ spectrometric layer 3 cm in diameter and $200 \mu \mathrm{~g} / \mathrm{cm}^{2}$ in thickness on an $\mathrm{Al}_{2} \mathrm{O}_{3}$ substrate transparent to fission fragments was placed at the center of the cathode. The whole surface of the spectrometric layer was covered with gold (of thickness about $50 \mu \mathrm{~g} / \mathrm{cm}^{2}$ ) in order to ensure the electrical conductivity of the cathode.

The electrodes are 120 mm in diameter. In order to ensure the uniformity of the electric field, three guard electrodes were placed in between the cathode and the grid. The distance between the cathode and the Frisch grid is 40 mm , and the distance between the grid and the anode is 2 mm . The ring-shaped upper anode of the chamber was manufactured from stainless steel and was covered with a metallized
polypropylene film $100 \mu \mathrm{~m}$ thick glued onto it in order to ensure the accumulation of electrons from the ionization chamber. This film is transparent to long-range particles produced within the layer of the isotope under study. The chamber was filled with a gas mixture $\left(90 \% \mathrm{Ar}+10 \% \mathrm{CH}_{4}\right)$ at a pressure of 0.75 atm , and a $-4-\mathrm{kV}$ bias voltage was applied to the cathode. A system of dividers between the cathode and the ground ensured the application of the required potentials to the guard electrodes and the Frisch grids. The anodes were grounded.

A scintillation detector based on a thin $\mathrm{CsI}(\mathrm{Tl})$ crystal and equipped with an PMT-110 photomultiplier tube was used as a detector of light particles. The crystal, 1 mm thick, can fully absorb alpha particles of energy up to 50 MeV , tritons of energy up to 20 MeV , and protons of energy up to 14 MeV . The scintillator diameter is 70 mm .

The pulses from the spectrometer-that is, a cathode pulse, two anode pulses from the chamber, and one anode pulse from the photomultiplier tubeswere supplied to the input of a pulse-shape digitizer (Le Croy 2262). These four pulses were recast into a digital code and were saved in computer memory for further processing. Figure 2 displays an example of digital oscillograms corresponding to an event of ${ }^{233}$ Th ternary fission. This structure of the spectrometer tract made it possible to improve the accuracy and the reliability of the measurements substantially. A pulse-shape analysis based on well-developed powerful mathematical methods-such as Fourier analysis and the method of least squares-permitted obtaining information that is inaccessible by present-day analog methods for pulse processing.

An analysis of digital oscillograms by digital methods of pulse processing enabled us to obtain the kinetic energy, the mass, and the emission angle


Fig. 2. Example of spectrometer pulses.
[8] and to study the behavior of specific ionization losses [9] for each of the complementary fission fragments simultaneously. The fragment energies were corrected for the inefficiency of the Frisch grid [10], the energy losses within the target [11], and the pulseheight defect [8]. Additionally, each of the pulses was tested carefully for a pileup caused by alpha particles and scattered protons. The following main features of the fission-fragment detector were obtained: the energy resolution for alpha particles was 36 keV at $E_{\alpha}=6 \mathrm{MeV}$; the energy resolution for fission fragments was about 1 MeV ; the mass resolution was about 1 amu ; and the angular resolution was 0.067 in units of the cosine of the emission angle.

Pulses from the long-range-particle detector were analyzed for possible overlaps. The particle energy was determined from the pulse area. The energy resolution estimated by using alpha particles from ${ }^{226} \mathrm{Ra}$ decays was 180 keV . The tail of the pulse was approximated by a superposition of two exponential functions by the method of least squares. For each pulse, this fit yielded the contributions of the individual exponentials and their decay times. The resulting area of the fast component was used as a criterion for sorting the particles according to their types. Methods for processing $\operatorname{CsI}(\mathrm{Tl})$ pulses were described in more detail elsewhere [12]. The method based on an analysis of the contribution of the fast component provides a resolution that is 1.5 to 2 times higher than the resolution of the conventional $\Delta E$ method. This difference in the resolution can be explained by the fact that the former method makes it possible to analyze the total contribution of the fast component over the entire time interval and, in contrast to the analog method
of pulse processing, does not admit any admixture of the slow component. It is of importance that the new method ensures a clear separation of electrons from other charged particles (there is no fast component for electrons at all). In studying ternary nuclear fission induced by fast neutrons, gamma rays, beta particles, and neutrons are the main source of the background, which can be efficiently suppressed by using this method of particle separation.

An analysis of the correlation between the times of arrival of pulses from the cathode of the ionization chamber and the anode of the photomultiplier tube offers wide possibilities for estimating the contribution of random backgrounds and for investigating their structure.

To test the spectrometer, we choose the spontaneous ternary fission of ${ }^{252} \mathrm{Cf}$. The choice was motivated by the fact that this reaction was thoroughly studied, so that the data published in the literature can be used to test the operating properties of the setup. We employed a ${ }^{252} \mathrm{Cf}$ layer of diameter 5 mm whose activity was 15 Bq . Figure 3 displays the twodimensional spectrum of scintillation pulses that was obtained in coincidence with the production of fragments. In addition to alpha particles, the spectrum involves tritons, protons, and electrons. Figure 4 shows the measured energy distribution of alpha particles. The yields of tritons and protons with respect to the yield of alpha particles were $6.96 \%$ and $1.4 \%$, respectively; in [14], these yields were reported to be $7.1 \%$ and $1.6 \%$. The yields of particles and their angular and energy distributions are in good agreement with data obtained by other researchers $[13,15]$.


Fig. 3. Two-dimensional spectrum of light particles accompanying ${ }^{252} \mathrm{Cf}$ spontaneous fission in terms of the area of anode pulses and the area of the fast component (coordinate axes).

The detector design, the structure of the accumulation system, and the algorithms of data processing were described in more detail elsewhere [16].

## DESCRIPTION OF THE EXPERIMENT

The measurements were performed in a beam from the EG-1 accelerator at the Institute of Physics and Power Engineering (Obninsk). The reaction $\mathrm{T}(p, n)^{3} \mathrm{He}$ was used to obtain fast neutrons. The mean current at the target was $10 \mu \mathrm{~A}$. The yields from ${ }^{232}$ Th ternary fission induced by fast neutrons of energy $1.6,1.8$, and 2.2 MeV were measured for the first time. Since the detector of light particles covered only part of the solid angle, it was necessary to determine its detection efficiency. The geometric efficiency $\varepsilon$ was obtained by three independent methods.
(i) A Monte Carlo calculation of $\varepsilon$ was performed for the actual dimensions of the ionization chamber, the fissile layer, the scintillator, and the Frisch grid. The result was $\varepsilon=10.5 \%$.
(ii) The absolute alpha-particle activity was determined for the ${ }^{252} \mathrm{Cf}$ layer within the ionization chamber. After that, the working gas of the chamber was evacuated, and $6-\mathrm{MeV}$ alpha particles from ${ }^{252} \mathrm{Cf}$ spontaneous fission had the possibility of reaching the scintillator. The ratio of the scintillator counting


Fig. 4. Energy distribution of alpha particles produced in ternary fission: (points) data obtained in this study and (solid curve) data from [13].
rates to the absolute activity of the layer served as an estimate of the geometric efficiency, which appeared to be $10.8 \%$.
(iii) In measuring ${ }^{252} \mathrm{Cf}$ ternary fission, the geometric efficiency was determined by using the wellknown value of the ratio of the ternary-fission yield to the binary-fission yield for this element ( $T / B=$ $3.77 \pm 0.11$ [5]). The resulting efficiency appeared to be $\varepsilon=10.6 \%$.

Three independent methods for determining the efficiency allowed us to estimate it to a precision of $4 \%$-that is, $\varepsilon=10.6 \pm 0.4$. A special feature of the geometry of the spectrometer is that it records alpha particles traveling in the forward direction. In turn, long-range alpha particles are emitted with the highest probability in the direction orthogonal to the axis along which fission fragments fly apart. It follows, among other things, that the maximum probability of the detection of long-range alpha particles is observed in the situation where fission fragments fly apart along the layer $(\cos \theta=0)$, while the minimum detection probability is realized for $\cos \theta=1$. This effect is absent if the angular distribution of fission fragments is isotropic, in which case the geometric efficiency can be used to determine the probability of ternary fission correctly. In fact, the angular distributions of fragments originating from ${ }^{232} \mathrm{Th}$ fission can have considerable anisotropy and can fluctuate strongly in the vicinity of vibrational resonances [17]. For each fission fragment, the angles of escape from the target were measured throughout the experimental time. The total angular distributions were reconstructed at the stage of data processing. In Fig. 5, the angular distributions obtained in our study are displayed along with those from [17], where the measurements were performed with tracking detectors. Some discrepancy


Fig. 5. Angular distribution of fragments originating from ${ }^{232} \mathrm{Th}$ fission induced by $1.6-\mathrm{MeV}$ neutrons: (points) our data and (curve) data from [17].
between the angular distributions in the region of cosine values close to zero can be explained by fragment scattering within the target. An additional correction to the detection efficiency was calculated by the Monte Carlo method. This was done on the basis of a specially developed algorithm by using the known shape of the angular distributions of fragments, the geometry of the spectrometer, and the angular distribution of the long-range particles with respect to the fragment emission angle. This correction did not exceed $15 \%$ of the geometric efficiency throughout the neutron-energy range being studied, this value being less than the statistical accuracy attained in the experiment.

Figure 6 shows the resulting probability of ${ }^{233} \mathrm{Th}$ ternary fission as a function of the incident-neutron energy. The mean value of the ternary-fission probability over the range between 1.6 and 2.2 MeV is $(1.7 \pm 0.3) \times 10^{-3}$. The experimental values of the probability of ternary nuclear fission that were obtained for both spontaneous and thermal-neutroninduced fission $[1,7,18,19]$ are displayed in Fig. 7 versus the fissility parameter $Z^{2} / A$. It is evident that a fissile system has different values of the excitation energy, depending on the fission type. However, a simple analysis of the displayed data reveals that the effect of the excitation energy on the ternary-fission probability is modest at low excitation energies. By way of example, we indicate that, according to available data on the spontaneous fission of ${ }^{240} \mathrm{Pu}$ and ${ }^{242} \mathrm{Pu}$ and on ${ }^{239} \mathrm{Pu}$ and ${ }^{241} \mathrm{Pu}$ fission induced by thermal neutrons, these fissile systems are similar apart from the excitation energy associated with the neutron binding energy (about 5 MeV ). Figure 7 demonstrates that the difference of the ternary-fission yields is within the experimental uncertainties in this case. This fact permits performing a global analysis of our result obtained for ${ }^{233} \mathrm{Th}$ and the data available


Fig. 6. Cross section for ${ }^{232}$ Th fission, total kinetic energy of fission fragments [2], and probability of ${ }^{232} \mathrm{Th}$ ternary fission versus the energy of incident neutrons.
from the literature. The fissility-parameter range between 35.69 and 39 has been investigated quite comprehensively (see Fig. 7). However, the data sample presented here can be described, at the same confidence level, in terms of a wide variety of functions, so that it is hardly possible to draw an unambiguous conclusion concerning the behavior of the ternary-fission probability. The fissility parameter for ${ }^{233} \mathrm{Th}$ is 34.76 , which is considerably smaller than the lowest value obtained previously $\left({ }^{232} \mathrm{~Pa}, Z^{2} / A=35.69\right)$. This allows us to assess the behavior of the ternary-fission probability over a wider region of fissility-parameter values. The dashdotted line in Fig. 7 represents the ternary-fission probabilities predicted by the semiempirical formula [20]

$$
\begin{gather*}
T / B=1.081 \times 10^{-7} A^{2 / 3}\left(Z^{2} / A-26.12\right)  \tag{1}\\
\times\left(Z^{2} / A^{2 / 3}-178.13\right),
\end{gather*}
$$

which was obtained within the model assuming a random rupture of the fissile-nucleus neck.

On the whole, this dependence describes fairly well the behavior of the ternary-fission probability, although the predicted values are systematically below the experimental data. The value predicted for ${ }^{233} \mathrm{Th}$


Fig. 7. Ratio of the yields of ternary and binary fission for a set of nuclei as a function of the fissility parameter $Z^{2} / A$ : (■) spontaneous fission, (ロ) fission induced by thermal neutrons, and $(\bullet)$ data obtained in this study. The dashdotted line corresponds to the prediction from [20].
is also somewhat below that which was obtained in our study; probably, a correction of the empirical coefficients in (1) is necessary.

Let us consider in more detail the behavior of the energy dependence of the ternary-fission probability. In the region of the $2.2-\mathrm{MeV}$ vibrational resonance, the total kinetic energy of fission fragments decreases locally by $\Delta T K E \sim 0.5 \mathrm{MeV}$ with respect to nonresonance fission. As was mentioned above, a fluctuation of the ternary-fission yields in nuclear fission via vibrational resonances was hypothesized as one of the possible explanations of this effect. One of our objectives here was to test the validity of this hypothesis.

The measurements performed previously by Mehta et al. [21] showed that the total kinetic energy of ternary-fission fragments is 12 MeV lower than that for ordinary binary fission. This fact permits estimating the ternary-fission-probability value that is necessary for explaining the observed decrease in the total kinetic energy,

$$
\begin{equation*}
\overline{\mathrm{TKE}}=(1-\mu) \mathrm{TKE}_{\mathrm{B}}+\mu \mathrm{TKE}_{\mathrm{T}}, \tag{2}
\end{equation*}
$$

where $\overline{\mathrm{TKE}}$ is the mean total kinetic energy determined for a given neutron energy, $\mathrm{TKE}_{\mathrm{B}}$ is the mean total kinetic energy in binary fission, $\mathrm{TKE}_{\mathrm{T}}$ is the mean total kinetic energy in ternary fission, and $\mu$ is the ternary-fission probability. Considering that $T K E_{B}-T K E_{T}=12 \mathrm{MeV}$, we can easily express the expected difference in the ternary-fission probability ( $\Delta \mu$ ) in terms of the difference of the mean total kinetic energies in fission induced by neutrons of different energies ( $\Delta$ TKE),

$$
\begin{equation*}
\Delta \mu=\Delta \mathrm{TKE} / 12 . \tag{3}
\end{equation*}
$$

Using (3), we can easily find that the observed difference in TKE (about 0.5 MeV ) could be explained by an increase in the ternary-fission probability by 0.042 . The experimentally observed variation in the ternary-fission probability is 0.0012 , which is about 40 times less than the expected value. It follows that, despite the meager available statistics of ternaryfission events, experimental data unambiguously lead to the conclusion that the local decrease in the total kinetic energy in the region of vibrational resonances cannot be explained in terms of a local increase in the ternary-fission probability.
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#### Abstract

The time-of-flight technique is used to measure the ratios $R\left(E, E_{n}\right)=N\left(E, E_{n}\right) / N_{\mathrm{Cf}}(E)$ of the normalized (to unity) spectra $N\left(E, E_{n}\right)$ of neutrons accompanying the neutron-induced fission of ${ }^{238} \mathrm{U}$ at primary-neutron energies of $E_{n}=6.0$ and 7.0 MeV to the spectrum $N_{\mathrm{Cf}}(E)$ neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}$. These experimental data and the results of their analysis are discussed together with data that were previously obtained for the neutron-induced fission of ${ }^{238} \mathrm{U}$ at the primary energies of $E_{n}=2.9,5.0,13.2,14.7,16.0$, and 17.7 MeV . © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

During the evolution of a fissile nucleus from the equilibrium to the saddle-point configuration, neutron emission is the main channel among those that compete with the fission process. It is common practice to assume that the time of the transition from the saddle to the scission point is so short that a significant number of particles cannot be emitted within it.

Up to the threshold of emission fission, there is no preequilibrium component either in the measured spectra of prompt fission neutrons or in their mean multiplicity. Secondary neutrons are emitted predominantly from fully accelerated fragments originating from the fission of the primary compound nucleus $A$. When all directions in which fission fragments may fly apart are equiprobable, the shape of the spectra of prompt fission neutrons is identical at any angle and is the simplest, being close to that of a Maxwell distribution. This case is realized in nuclear fission induced by thermal neutrons or in the spontaneous fission of nuclei. The emission of postfission neutrons has but a small effect on the observables of the fission process, and one can take this effect into account by means of the corresponding corrections. The emission of prefission neutrons leads to more far-reaching consequences. It forms new possibilities for fissionnew reactions in which nuclei of lower mass undergo fission come into play. This causes serious difficulties for studying the properties of the fission process as functions of energy.

In emission fission, the shape of the spectra of prompt fission neutrons differs significantly from the shape of the postfission component because of the

[^3]contribution from prefission neutrons. The spectrum of neutrons from fully accelerated fragments serves as a reference of shape, and it is against this reference that one observes effects associated with the emission of prefission neutrons. A comparison of the experimentally measured ratios $R\left(E, E_{n}\right)=$ $N\left(E, E_{n}\right) / N_{\mathrm{Cf}}(E)$ of the normalized (to unity) spectra of neutrons from the neutron-induced fission of the nuclides under study, $N\left(E, E_{n}\right)$, at the primaryneutron energies of $E_{n}=2.9$ and 14.7 MeV to the spectrum $N_{\mathrm{Cf}}(E)$ of neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}[1-3]$ demonstrates clearly, for ${ }^{232} \mathrm{Th}$, ${ }^{235,238} \mathrm{U}$, and ${ }^{237} \mathrm{~Np}$ target nuclei, the distinctions between the shapes of the measured distributions below and well above the threshold for emission fission. The calculated curves that were obtained on the basis of the model of two neutron sources reproduce satisfactorily the shape of the observed distributions at $E_{n}=14.7 \mathrm{MeV}$ over a broad region of secondary-neutron energies ( $E \geq 2 \mathrm{MeV}$ ). In the "soft" section of the spectrum ( $E<2 \mathrm{MeV}$ ), however, the calculated curves lie considerably lower than the corresponding experimental values [1, 2, 4]. An anomalously high yield of soft neutrons was also observed in the distributions $R\left(E, E_{n}\right)$ measured at different energies for ${ }^{238} \mathrm{U}$ (at $E_{n}=13.2 \mathrm{MeV}[5]$ and at 16.0 and $17.7 \mathrm{MeV}[6,7]$ ) and for ${ }^{232} \mathrm{Th}$ (at 14.6 and $17.7 \mathrm{MeV}[8])$.

In order to remove the discrepancy between the results of the calculations and experimental data for $E_{n}>13 \mathrm{MeV}$, one can assume that, at high excitation energies of the primary compound nucleus, a third source of neutrons, that which produces soft neutrons, comes into play. In [7-9], the system of well-developed fragments prior to their separation-
that is, the system of nonaccelerated fragments-was considered as a third source. It was assumed that this dinuclear system is in a statistical equilibrium with respect to all degrees of freedom and that its lifetime is sufficiently long for neutron emission to occur, provided that this is energetically possible. With allowance for three neutron sources, it proved to be possible to describe the experimental behavior of the distributions $R\left(E, E_{n}\right)$ for $E_{n}>13 \mathrm{MeV}$ over the entire measured range of prompt-fission-neutron energies, including the anomalous segment $E<2 \mathrm{MeV}$.

The entire body of accumulated data on the spectra of fission neutrons in the region of emission fission is insufficient for pinpointing primary-neutron energies $\left(E_{n}\right)$ at which the traditional model of two neutron sources describes experimental results adequately. Alternatively, the question is that of determining the energy value $E_{n}$ above which the third source of neutrons comes into play. In order to answer this question, we must have at our disposal experimental information about the spectra of prompt neutrons from ${ }^{238} \mathrm{U}$ fission over the range between the emission-fission threshold of $E_{n}=6 \mathrm{MeV}$ and $E_{n}=13 \mathrm{MeV}$. In order to supplement the data obtained previously, we have measured and analyzed the energy distributions $R\left(E, E_{n}\right)$ at the emissionfission threshold of $E_{n}=6 \mathrm{MeV}$ and at the beginning of the second plateau in the fission cross section (at $E_{n}=7 \mathrm{MeV}$ ). We present here the respective results and assess the mean multiplicity and the mean energy of prompt fission neutrons within the models of two and three neutron sources.

## 1. DESCRIPTION OF THE EXPERIMENT

The spectra of neutrons from the fission of ${ }^{238} \mathrm{U}$ nuclei were measured over the energy range $E=$ $0.14-15 \mathrm{MeV}$. The measurements relied on the time-of-flight method and employed a fast-neutron spectrometer created at the Institute of Physics and Power Engineering (Obninsk) on the basis of the EGP10 M electrostatic charge-exchange accelerator. The most important units of the spectrometer included a source that produced fast neutrons via the reaction $\mathrm{T}(p, n)^{3} \mathrm{He}$ occurring on a gaseous tritium target, a neutron detector, a fission-fragment detector in the form of a multilayer flow-type ionization chamber, a system for monitoring primary neutrons, and electronics.

In choosing a source of neutrons, we tried primarily to obtain a reasonably high neutron flux at a high energy resolution and a low background from structural materials. As a source of monoenergetic neutrons, a gaseous tritium source [10] bombarded with protons from the EGP-10M accelerator satisfies these requirements. A gaseous-tritium-containing
target chamber in the form of a thin-wall $(0.2-\mathrm{mm}-$ thick) steel cylinder 40 mm in length and 10 mm in diameter was mounted in the ion guide of the accelerator. Two windows between which a cooling helium flux circulated separated tritium from the vacuum system of the proton accelerator. The windows were made from rolled ${ }^{58} \mathrm{Ni}$ foils of thickness $10 \mu \mathrm{~m}$, which were tightened with ring indium gaskets. The geometric dimensions of the proton beam incident on the target were bounded by bars having a straightthrough hole of diameter 6 mm , which were located at a distance of 10 cm upstream of the target. The inner surfaces of the target and of the cooling cell, as well as the side of the bars that faces the beam, were covered with a layer of the ${ }^{58} \mathrm{Ni}$ isotope (its degree of enrichment was $96 \%$ ) 0.1 to 0.3 mm thick. This was done in order to reduce the yield of background neutrons from the reaction $(p, n)$ on the structural materials of the target-the threshold for the reaction ${ }^{58} \mathrm{Ni}(p, n)$ is rather high $(9.5 \mathrm{MeV})$. A detailed comparison of the parameters of solid-state and gaseous tritium targets as neutron sources was performed in [11]. It was shown there that, in the case of a gaseous tritium target, the contribution of nonmonoenergetic neutrons did not exceed $1 \%$ at proton energies in the region $E_{p}<9 \mathrm{MeV}$; at the same time, it turned out that, with solid-state tritium targets, it was very difficult to obtain monoenergetic neutrons of energy in excess of 5 MeV .

In order to determine the sought energy of neutrons emitted at zero angle with respect to the incident proton beam (in this direction the neutron energy and yield are maximal), it is necessary to know the energy of bombarding protons. In the present study, the accelerated-proton energies of $E_{p}=7.7$ and 8.5 MeV were used to obtain the neutron energies of $E_{n}=6$ and 7 , respectively.

The neutron detector consisted of a paraterphenyl crystal 5 cm in diameter and 5 cm in thickness and a FEU-143 photomultiplier tube (Kren) produced in Russia. An anode signal from the photomultiplier tube served for forming a "start" label and for identifying a pulse in shape with the aim of suppressing photons.

A scintillator from paraterphenyl has a higher neutron-detection efficiency than a stilbene crystal. This enables us to create a neutron detector having a lower energy threshold for recording neutrons, about 100 keV , and an absolute efficiency of about $50 \%$. These are features of paramount importance for performing a thorough investigation into the low-energy section of neutron spectra ( $E<2 \mathrm{MeV}$ ), which is of greatest interest for revealing the mechanism of neutron emission in spontaneous fission. For the first time, such a detector was created and applied in [12].

Our neutron detector had the following properties: the time resolution was about 2.5 ns ; the energy threshold for neutron detection was about 80 keV ; and the photon-suppression factor was about 10 . The detector was placed within a special, combined, massive shielding in the form of a tank filled with a mixture of lithium hydride and paraffin. A truncated steel pyramid of length 70 cm was arranged in front of the tank. In order to suppress the photon background, the detector was surrounded on all sides by lead of thickness 10 cm ; the end face of the crystal was closed with lead 0.5 cm thick. Thereby, we ensured an efficient shielding of the neutron detector, and this led to a considerable reduction of the background from photons and neutrons scattered by the walls and the floor of the experimental hall.

The fission-fragment detector has already been repeatedly described in the literature (see, for example, $[1,2]$ ); in view of this, only a brief characterization of its structure and operation is given here. A multilayer flow-type ionization chamber containing fissile-substance ( $\left.{ }^{238} \mathrm{U}\right)$ layers of total weight 5.61 g served as the fission-fragment detector. In order to reduce the electrical capacitance, the chamber was divided into three sections. Each section was connected to a specially developed small-size, wideband preamplifier. One of the sections contained layers of the substance under study, with the ${ }^{252} \mathrm{Cf}$ isotope being uniformly distributed over its thickness. This made it possible to determine the neutron-detector efficiency and to measure the fission-neutron spectra in question with respect to the spectrum of neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}$. A simultaneous measurement of the fission-neutron spectrum being studied and the respective spectrum for the reference nucleus ${ }^{252} \mathrm{Cf}$ under identical conditions makes it possible to get rid of many experimental errors. The efficiency of fission-fragment detection was about $70 \%$. Pure methane ( $99.9 \%$ ) was used as a flowing gas. Special attention was given to the identity of the features of the cross sections for ${ }^{238} \mathrm{U}$ and the reference nucleus ${ }^{252} \mathrm{Cf}$.

The electronic system that was part of the fastneutron spectrometer was implemented within the CAMAC standard. It included equipment connected to the detectors in the experimental hall; equipment for separating, selecting, and sorting events and for coding, processing, and counting events; electronics involved in the detection, on-line accumulation, control, and graphical representation of relevant information; and equipment for saving, storing, and processing information, as well as for recasting it into a convenient form. A dedicated package of codes was developed for accomplishing a computer-aided control of the experiment. A more detailed description
of the electronic equipment used was given in [13]. In order to record the time-of-flight spectra of neutrons from four sections of the chamber simultaneously, one time analog-to-digital converter was used in the spectrometer, whereby it was possible to reduce considerably systematic errors associated with the differential nonlinearity and temperature drift of the converter. This enables us to use the accelerator in the continuous mode. The stability of operation of the electronics and detectors was monitored by tracing, on the time scale, the shape and the position of the photon peak from the spontaneous fission of ${ }^{252} \mathrm{Cf}$ nuclei occurring in the ionization chamber.

The procedure of measurements (accumulation of information) consisted in repeating measurements of neutron spectra many times for each section of the ionization fission chamber, which was arranged at an angle of $45^{\circ}$ with respect to the proton-beam axis at a distance of 15 cm from the target center. In order to monitor the flux of neutrons emitted from the target, use was made of an all-wave counter oriented at an angle of $90^{\circ}$ and positioned at a distance of about 3 m .

The accumulated single experimental spectra were summed, but, preliminarily, they were shifted along the time scale in order to compensate for the time drift of the equipment used. For this, we calculated, for each single spectrum associated with each section, the position of the centroid of the photon peak and determined the shift in terms of channel fractions. Upon performing data treatment in this way, we obtained the total time spectra for each of the four sections of the fission chamber. After that, a correction for different flight-path lengths for each section was introduced in these total time spectra. The spectra corrected in this way were summed and converted into energy spectra.

In Fig. 1, the results of our present experiment are given in the form of the directly measured ratios of the prompt-neutron spectrum $N\left(E, E_{n}\right)$ for ${ }^{238} \mathrm{U}$ fission induced by neutrons of energy $E_{n}=6$ and 7 MeV to the neutron spectrum $N_{\mathrm{Cf}}(E)$ for the spontaneous fission of ${ }^{252} \mathrm{Cf}$; that is,

$$
R\left(E, E_{n}\right)=N\left(E, E_{n}\right) / N_{C f}(E)
$$

The experimental data in question were treated in such a way that, with allowance for the contribution from neutrons of energy in the region $E \leq E_{\min }=$ 0.14 MeV , both spectra were normalized as

$$
\int_{0}^{\infty} N\left(E, E_{n}\right) d E=\int_{0}^{\infty} N_{\mathrm{Cf}}(E) d E=1
$$

The error in the experimental data was determined primarily by the statistical accuracy of the measurements ( $1.5-25 \%$ ). The mean energy of neutrons was


Fig. 1. Ratios $R\left(E, E_{n}\right)$ of the spectra of neutrons from the ${ }^{238} \mathrm{U}+n$ fission process to the spectrum of neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}$. The points represent experimental values. The dotted (for $E_{n}=2.9 \mathrm{MeV}$ ) and the dashed (for 5 MeV ) curves correspond to the ratios of the Maxwell distributions in (22). The solid and dash-dotted curves illustrate various versions of the description of experimental distributions for $E_{n}=6$ and 7 MeV (see main body of the text). The dashed lines show the level of the postfission component.
evaluated by means of integration over the normalized observed spectrum $N\left(E, E_{n}\right)$,

$$
\bar{E}\left(E_{n}\right)=\int_{0}^{\infty} E N\left(E, E_{n}\right) d E
$$

This yielded $\bar{E}\left(E_{n}\right)=1.99 \pm 0.03 \mathrm{MeV}$ at $E_{n}=$ 6 MeV and $\bar{E}\left(E_{n}\right)=1.87 \pm 0.03 \mathrm{MeV}$ at $E_{n}=$ 7 MeV .

## 2. EMISSION OF POST- AND PREFISSION NEUTRONS

### 2.1. Basic Relations

The emission of neutrons from an excited fissile nucleus prior to its disintegration is the main channel that competes with fission. If the excitation energy $E^{*}$ of the primary parent nucleus $A$ is less than some threshold value, $E^{*}<E_{\mathrm{thr}}=B_{n}^{A}+B_{f}^{A-1}$ (where $B_{n}^{A}$
and $B_{f}^{A-1}$ are respectively, the neutron binding energy in the nucleus A and the height of the fission barrier in the nucleus $A-1$ ), then, upon the emission of a first-chance neutron, the residual nucleus $A-1$ cannot undergo fission. In the case of this, single-chance, fission, the excited fragments originating from the fission of the nucleus $A$, which are accelerated owing to their mutual Coulomb repulsion, will be the only source of neutrons. As to the emission of neutrons, it is governed by the evaporation model, in which case the angular distribution is nearly isotropic in the c.m. frame of a fragment of mass number $M$, while their energy spectrum has the form [14]

$$
\begin{equation*}
n(\varepsilon, M) d \varepsilon=\frac{1}{\Gamma(k+1) \theta^{k+1}} \varepsilon^{k} \exp \left(-\frac{\varepsilon}{\theta}\right) d \varepsilon \tag{1}
\end{equation*}
$$

where $k=1$ and $\theta=\tau_{1}(M-1)$ for single-chance emission, $k=5 / 11 \approx 1 / 2$ and $\theta=(11 / 12) \tau_{1}(M-$ 1) for multichance emission, and $\tau_{1}(M-1)$ is the temperature of the residual nucleus $M-1$ after the emission of the first neutron.

In rescaling the distribution in (1) from the c.m. to the laboratory frame, we use the relation $\varepsilon=E+$ $\omega-2 \sqrt{\omega E} \cos \psi$ between the energies involved [the transition Jacobian is $J(\varepsilon, E)=\sqrt{E / \varepsilon}$ ]; taking into account the contribution from the complementary fragment (under the assumption that the two fragments are identical, $M=A-M=A / 2$ ), we obtain the expression at $k=1 / 2$ for describing the spectrum of neutrons at different angles $\psi$ with respect to the direction along which the fragments fly apart:

$$
\begin{gather*}
N_{\mathrm{W}}(E, \psi) d E d \Omega=(2 \pi)^{-1}\left(\frac{E}{\pi \theta^{3}}\right)^{1 / 2}  \tag{2}\\
\times \exp \left(-\frac{\omega+E}{\theta}\right) \cosh \left(\frac{2 \sqrt{\omega E}}{\theta} \cos \psi\right) d E d \Omega
\end{gather*}
$$

The angular distributions of neutrons in the laboratory frame are highly anisotropic, having the shape of rather narrow rosettes along the direction of fragment motion. Expression (2) can easily be generalized to the case of fragments whose parameters are different. For example, one can readily take into account the difference of the mean kinetic energies $\omega$ per nucleon for two groups of fragments, light and complementary heavy ones.

Integration of expression (2) over the solid angle $d \Omega=2 \pi \sin \psi d \psi$ leads to the well-known Watt formula

$$
\begin{gathered}
N_{\mathrm{W}}(E, \theta, \omega)=(\pi \omega \theta)^{-1 / 2} \\
\times \exp \left(-\frac{\omega+E}{\theta}\right) \sinh \left(\frac{2 \sqrt{\omega E}}{\theta}\right)
\end{gathered}
$$

with the mean energy given by

$$
\begin{equation*}
\bar{E}_{\mathrm{W}}=3 \theta / 2+\omega \tag{4}
\end{equation*}
$$

Expression (3) describes integrated spectra, which are identical at different angles if all directions at which fragments fly apart are equiprobable. This case is realized in spontaneous fission and in fission induced by thermal and fast neutrons-for example, in the experiments of our group at $E_{n}=2.9 \mathrm{MeV}[2,3]$ and at 5.0 MeV [5]. The parameters $\theta$ and $\omega$, which are to be determined from experimental results, are averages over a broad distribution of excitation energies of fission fragments and over their mass distribution. Expression (3), which depends on two parameters, is not convenient in constructing a systematics of mean energies and in simulating the spectrum of postfission neutrons in emission (multichance) fission.

For fission events characterized by $\omega \rightarrow 0$, which are not realized in experiments, the Watt formula reduces to a Maxwell distribution; that is,

$$
\begin{equation*}
N_{M}(E, T)=2\left(\frac{E}{\pi T^{3}}\right)^{1 / 2} \exp \left(-\frac{E}{T}\right) \tag{5}
\end{equation*}
$$

Although there is no physical validation of the application of relation (5) to describing the spectra of fission neutrons, it is widely used to parametrize the results of measurements. In this parametrization, there is only one parameter $(T)$, which is determined from the least squares fit to experimental spectra $N\left(E, E_{n}\right)$ and which is related to the mean energy as

$$
\begin{equation*}
\bar{E}_{M}=3 T / 2 \tag{6}
\end{equation*}
$$

Experimental results revealed that the spectra of prompt neutrons from spontaneous fission [15, 16], fission induced by thermal neutrons [17, 18], and fission induced by fast neutrons in the case of singlechance fission ( $E_{n}<B_{f}^{A-1}$ ) have a shape close to that of a Maxwell distribution. Deviations from it can be taken into account quite correctly in terms of the shape function $\mu(E)$,

$$
\begin{equation*}
N(E)=N_{M}(E, T) \mu(E) \tag{7}
\end{equation*}
$$

This function has received the most detailed study for the spontaneous fission of ${ }^{252} \mathrm{Cf}$ [19]. The features of this fission process have the status of a neutron reference [20].

An analytic estimate of the shape function can be obtained with the aid of the relation [21]

$$
\begin{equation*}
\tilde{\mu}(E)=N_{\mathrm{W}}(E, \theta, \omega) / N_{M}(E, T) \tag{8}
\end{equation*}
$$

if the parameters $\theta$ and $T$ are eliminated from (3) and (5) by using the assumption that the mean energies involved are equal, $\bar{E}_{\mathrm{W}}=\bar{E}_{\mathrm{M}}=\bar{E}$. The result
is

$$
\begin{gather*}
\tilde{\mu}(E)=\frac{1}{3}\left[\frac{E}{\bar{E}^{3}} \omega(\bar{E}-\omega)\right]^{-1 / 2}  \tag{9}\\
\times \exp \left[-\frac{3}{2} \frac{\omega(E+\bar{E})}{(\bar{E}-\omega)}\right] \sinh \left[\frac{3(E \omega)^{1 / 2}}{\bar{E}-\omega}\right]
\end{gather*}
$$

for $\omega \rightarrow 0$, we have $\tilde{\mu}(E) \rightarrow 1$. An expression that approximates the thoroughly studied shape function for the ${ }^{252} \mathrm{Cf}$ nucleus is given in [5].

As soon as the excitation energy of the primary compound nucleus $A$ is increased above the threshold for the respective $\left(n, n^{\prime} f\right)$ reaction, $E^{*}>E_{\text {thr }}\left(E_{n}>\right.$ $\left.B_{f}^{A-1}\right)$, the fission process appears to be of an emission character. In this case, each of the $\left(n, x n^{\prime} f\right)$ reactions [where $x=0,1, \ldots, x_{\max }\left(E_{n}\right)$ is the number of neutrons emitted prior to the fission of, respectively, $A, A-1, \ldots, A-x_{\max }\left(E_{n}\right)$ isotopes] makes a contribution $\sigma_{f A-x}\left(E_{n}\right)$ to the total fission cross section:

$$
\begin{equation*}
\sigma_{f}\left(E_{n}\right)=\sum_{x=0}^{x_{\max }\left(E_{n}\right)} \sigma_{f A-x}\left(E_{n}\right) \tag{10}
\end{equation*}
$$

The first chance of fission corresponds to $x=0$, and the $\left(x_{\max }+1\right)$ th chance corresponds to $x=x_{\max }$; here, $x_{\max }\left(E_{n}\right)$ is the maximum number of prefission neutrons that is possible for a given value of the primary neutron energy $E_{n}$.

Within traditional concepts, one considers two sources of neutrons accompanying the emission fission of nuclei. These are (i) the source of postfission neutrons, which originate from the fully accelerated fragments formed in the fission of $A, A-1, \ldots, A-$ $x_{\max }\left(E_{n}\right)$ isotopes, and (ii) the source of prefission neutrons, which originate from fissile nuclei themselves prior to their disintegration. Accordingly, the
differential yield of secondary neutrons can be represented as the sum of two components; that is,

$$
\begin{equation*}
\frac{d \bar{\nu}\left(E, E_{n}\right)}{d E}=\frac{d \bar{\nu}_{\mathrm{faf}}\left(E, E_{n}\right)}{d E}+\frac{d \bar{\nu}_{\mathrm{pre}}\left(E, E_{n}\right)}{d E} \tag{11}
\end{equation*}
$$

The energy distribution of postfission neutrons from fully accelerated fragments can be represented as a superposition of Maxwell distributions:

$$
\begin{align*}
& \frac{d \bar{\nu}_{\mathrm{faf}}\left(E, E_{n}\right)}{d E}=\alpha \sum_{x=0}^{x_{\max }\left(E_{n}\right)} \bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right)  \tag{12}\\
& \quad \times \mu(E) N_{M}\left(E, T_{x}\right) \frac{\sigma_{f A-x}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)}
\end{align*}
$$

In contrast to the primary compound nucleus $A$ $\left({ }^{239} \mathrm{U}, x=0, \bar{E}_{n 0}=E_{n}\right)$, which is characterized by a single value of the excitation energy, $E^{*}=$ $E_{n}+B_{n A}$, the residual nuclei $A-x(x \geq 1)$ formed upon the emission of $x$ neutrons are characterized by a distribution of excitation energies $U=E^{*}-$ $\sum_{i=0}^{x} B_{n A-i}-E$,

$$
\begin{equation*}
F_{A-x}(U)=d \sigma_{n x}\left(E^{*}-\sum_{i=0}^{x} B_{n A-i}-U\right) / d E \tag{13}
\end{equation*}
$$

where $d \sigma_{n x}(E) / d E$ is the spectrum of neutrons emitted from the excited nucleus $A+1-x$ (the main channel that competes with the fission of the nucleus $A+1-x)$. The primary-neutron energy $\bar{E}_{n x}=\bar{U}_{A-x}-\bar{B}_{n A-x}$ and the mean multiplicity $\bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right)$ of prompt neutrons from fully accelerated fragments correspond to the mean excitation energy

$$
\begin{equation*}
\bar{U}_{A-x}=\int_{B_{f A-x}}^{E^{*}-\sum_{i=0}^{x} B_{n A-x}} U F_{A-x}(U) d U / \int_{B_{f A-x}}^{E^{*}-\sum_{i=0}^{x} B_{n} A-x} F_{A-x}(U) d U \tag{14}
\end{equation*}
$$

of the nucleus $A-x$.
The estimate of the mean neutron multiplicity $\bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right)$ in (12) was based on the use of the systematics of $\bar{\nu}_{f}\left(E_{n}\right)$ in [22] and its extrapolation to the region $E_{n} \geq B_{f A-1}$ of emission-fission energies,

$$
\begin{gather*}
\bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right)=2.33  \tag{15}\\
+0.06\left[2-(-1)^{A-x-Z}-(-1)^{Z}\right]  \tag{16}\\
+0.15(Z-92)+0.02(A-x-236) \\
+[0.130+0.006(A-x-236)]\left(\bar{E}_{n x}-E_{t x}\right),
\end{gather*}
$$

$$
\begin{gathered}
E_{t x}=18.6-0.36 Z^{2} /(A-x) \\
+0.2\left[2-(-1)^{A-x-Z}-(-1)^{Z}\right]-B_{n A-x}
\end{gathered}
$$

[in (15), $A$ is a compound nucleus-that is, a target nucleus plus one neutron], while the estimate $T_{x}=$ $2 \bar{E}_{f x} / 3$ was based on the Terrell semiempirical formula [23]

$$
\bar{E}_{f x}=a+b \sqrt{\bar{\nu}_{f A-x}+1},
$$

where the parameters take the values of $a=0.75 \mathrm{MeV}$ and $b=0.65 \mathrm{MeV}$ [24], which are universal for all
nuclei. The constant $\alpha$ in (12) was introduced to fit experimental data and to compensate for the inevitable error in the description of $\bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right)$ on the basis of the systematics of $\bar{\nu}_{f}\left(E_{n}\right)$. A similar uncertainty is also inherent in the use of the systematics of $T_{x}$; in view of this, the quantity $T_{x}=2 \beta \bar{E}_{f x} / 3$ was varied within $3 \%$ with the aid of the constant $\beta$.

The differential yield of prefission neutrons in emission fission can be represented in the form

$$
\begin{gather*}
\frac{d \bar{\nu}_{\mathrm{pre}}\left(E, E_{n}\right)}{d E}  \tag{17}\\
=\sum_{x=1}^{x_{\max }\left(E_{n}\right)}\left(\sum_{i=x}^{x_{\max }\left(E_{n}\right)} N_{x i}\left(E, E_{n}\right) \frac{\sigma_{f A-i}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)}\right) .
\end{gather*}
$$

In expression (17),

$$
\begin{gather*}
N_{x i}\left(E, E_{n}\right)=\frac{d \sigma_{n x}\left(E, E_{n}\right)}{d E} \\
\times f_{i}\left(E, E_{n}\right) / \int_{E} \frac{d \sigma_{n x}\left(E, E_{n}\right)}{d E} f_{i}\left(E, E_{n}\right) d E \tag{18}
\end{gather*}
$$

is the normalized (to unity) spectrum of neutrons emitted by nuclei A $+1-x$ (at a fixed value of $x=1$, $2,3, \ldots$ ) whose energies $E$ are such that the subsequent fission of residual nuclei $A-i$ formed upon the sequential emission of $i$ neutrons ( $i \geq x$ ) is energetically possible. The cutoff function $\bar{f}_{i}\left(E, E_{n}\right)$ is the probability of the fission of nuclei $A-i$ as a function of the emitted-neutron energy $E$ :

$$
\begin{gather*}
f_{i}\left(E, E_{n}\right)  \tag{19}\\
=P_{f A-i}\left(U_{i}=E^{*}-\sum_{x=1}^{i} B_{n A-x+1}-E\right) .
\end{gather*}
$$

If one disregards effects associated with tunnel penetrability of the fission barrier, nuclei $A-i$ cannot undergo fission at energies satisfying the condition $U_{i} \leq$ $B_{f A-i}$. The neutron spectrum $d \sigma_{n x}\left(E, E_{n}\right) / d E(1 \leq$ $x \leq i)$ is cut off by the function $f_{i}\left(E, E_{n}\right)$ at the threshold energy

$$
E=E_{i}^{\mathrm{thr}}=E^{*}-\sum_{x=1}^{i} B_{n A-x+1}-B_{f A-i} .
$$

The neutron spectra studied here refer to the primary-neutron-energy region $E_{n}<20 \mathrm{MeV}$, where there can occur the one-, two-, and three-chance fission reactions ${ }^{238} \mathrm{U}\left(n, x n^{\prime} f\right), x=0,1,2$. In the energy region $E_{n}<B_{f A-1}$ of the one-chance reaction $(x=0)$, we have $d \bar{\nu}_{\text {pre }} / d E=0$. The expression for the spectrum of prefission neutrons in the energy
range $B_{f A-1} \leq E_{n}<B_{n A-1}+B_{f A-2}$ of the twochance reaction $\left[x_{\text {max }}\left(E_{n}\right)=1\right.$ in (17)] has the form

$$
\begin{equation*}
\frac{d \bar{\nu}_{\mathrm{pre}}\left(E, E_{n}\right)}{d E}=N_{11}\left(E, E_{n}\right) \frac{\sigma_{f A-1}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)} \tag{20}
\end{equation*}
$$

In the energy range $B_{n A-1}+B_{f A-2} \leq E_{n}<$ $B_{n A-1}+B_{n A-2}+B_{f A-3}$ of the three-chance reaction $\left[x_{\text {max }}\left(E_{n}\right)=2\right.$ in (17)], the spectrum in question is given by

$$
\begin{gather*}
\frac{d \bar{\nu}_{\mathrm{pre}}\left(E, E_{n}\right)}{d E}=N_{11}\left(E, E_{n}\right) \frac{\sigma_{f A-1}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)}  \tag{21}\\
\quad+N_{12}\left(E, E_{n}\right) \frac{\sigma_{f A-2}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)} \\
\quad+N_{22}\left(E, E_{n}\right) \frac{\sigma_{f A-2}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)} .
\end{gather*}
$$

### 2.2. On the Shape of the Fission-Neutron Spectra in the Reaction ${ }^{238} U(n, f)$ at $E_{n}=2.9$ and 5 MeV

In the studies of our group, the shape of the fission-neutron spectra from $(n, f)$ reactions was investigated in detail at $E_{n}=2.9 \mathrm{MeV}$ for target nuclei ${ }^{232} \mathrm{Th},{ }^{235,238} \mathrm{U}[1,2]$, and ${ }^{237} \mathrm{~Np}$ [3] and at 5 MeV for ${ }^{238} \mathrm{U}$ [5]. For these energy values ( $E_{n}=$ 2.9 and 5 MeV ), the measured spectra of neutrons from ${ }^{238} \mathrm{U}$ fission are given in Fig. 1, along with their description. As was mentioned above, the data are presented in the form of the ratios $R\left(E, E_{n}\right)=$ $N\left(E, E_{n}\right) / N_{\mathrm{Cf}}(E)$ of the normalized (to unity) quantities

$$
N\left(E, E_{n}\right)=\frac{d \bar{\nu}\left(E, E_{n}\right)}{d E} / \bar{\nu}\left(E_{n}\right)
$$

for the induced fission of ${ }^{238} \mathrm{U}$ and the quantity

$$
N_{\mathrm{Cf}}(E)=\frac{d \bar{\nu}_{\mathrm{Cf}}(E)}{d E} / \bar{\nu}_{\mathrm{Cf}}
$$

for the spontaneous fission of ${ }^{252} \mathrm{Cf}$. The experimental ratios $R\left(E, E_{n}\right)$ are described satisfactorily by the smooth energy dependences

$$
\begin{gather*}
R_{M}\left(E, E_{n}\right)=\frac{N_{\mathrm{M}}\left[E, T\left(E_{n}\right)\right]}{N_{\mathrm{M}}\left(E, T_{\mathrm{Cf}}\right)}  \tag{22}\\
=\left(\frac{T_{\mathrm{Cf}}}{T\left(E_{n}\right)}\right)^{3 / 2} \exp \left[\frac{T_{\mathrm{Cf}}-T\left(E_{n}\right)}{T_{\mathrm{Cf}} T\left(E_{n}\right)} E\right],
\end{gather*}
$$

which are obtained as the ratios of the Maxwell distributions in (5) at the temperatures of $T_{\mathrm{Cf}}=1.42 \mathrm{MeV}$ and $T\left(E_{n}=2.9 \mathrm{MeV}\right)=1.332 \mathrm{MeV}$ (dotted curve) and $T\left(E_{n}=5 \mathrm{MeV}\right)=1.352 \mathrm{MeV}$ (dashed curve).

At a rather high precision achieved to date in measuring $R\left(E, E_{n}\right)$, these functions carry virtually no information about the deviations of the shape of
the spectra $N\left(E, E_{n}\right)$ under study from (5). If, in reconstructing the spectra $N\left(E, E_{n}\right)$ on the basis of the experimental ratios $R\left(E, E_{n}\right)$, one takes the Maxwell distribution in (5), the resulting description of the spectra in question will have the same form. From the estimate presented in [19] and based on a vast body of experimental data and from the results of theoretical calculations, it follows, however, that the spectrum $N_{\mathrm{Cf}}(E)$ for the spontaneous fission of californium features quite significant deviations from a Maxwell distribution. These deviations can be taken into account in terms of the shape function in (7). This means that the deviations of the fission spectra $N\left(E, E_{n}\right)$ being studied from the Maxwell distribution in (5) are similar to the deviations $\mu(E)$ exhibited by the shape of the reference spectrum. The foregoing is valid for other actinide nuclei as well; therefore, the statement that the shape function is "universal" [3] is quite plausible. Thus, we can say that, at actual errors in measuring $R\left(E, E_{n}\right)$, information about the shape of the spectra $N\left(E, E_{n}\right)$ under study is correct inasmuch as the estimate of $\mu(E)$ for the reference spectrum is reliable - that is, the situation here is typical of what we usually have for the results of relative measurements.

### 2.3. Spectra of Prompt Fission Neutrons at $E_{n}=6$ and 7 MeV (at the Emission-Fission Threshold and above It)

Let us discuss the data presented in Fig. 1 and obtained by measuring anew the energy dependences for $R\left(E, E_{n}\right)$ at the primary-neutron energies of $E_{n}=6$ and 7 MeV . A specific feature in the soft section of the experimental distributions in the form of a bell stands out clearly against the background of a nearly linear dependence of $R\left(E, E_{n}\right)$ at $E_{n}=2.9$ and 5 MeV in the same region of secondary-neutron energies. At higher energies, $E \geq 1 \mathrm{MeV}$ at $E_{n}=6 \mathrm{MeV}$ and $E \geq$ 2 MeV at $E_{n}=7 \mathrm{MeV}$, all four distributions have the same form peculiar to postfission neutrons.

The feature in the shape of the distributions at $E_{n}=6$ and 7 MeV is a manifestation of the contribution of postfission neutrons, which appear as soon as the relevant $\left(n, n^{\prime} f\right)$ reaction becomes possible. Figure $2 a$ shows the prefission-neutron spectrum $d \bar{\nu}_{\text {pre }}\left(E, E_{n}\right) / d E$ calculated at $E_{n}=7 \mathrm{MeV}$ according to (20) for two versions of the cutoff function, (which is given in Fig. 2b): (curve 1) the function $f_{1}\left(E, E_{n}\right)$ simulated in the form of a step function with a smoothed edge and (curve 2) the function $f_{1}\left(E, E_{n}\right)=P_{f A-1}\left(U=E_{n}-E\right)$ [see (19)]. If one disregards the tunnel penetrability of the fission barrier, the threshold for the relevant $\left(n, n^{\prime} f\right)$ reaction cuts off the spectrum $d \sigma_{n 1}\left(E, E_{n}\right) / d E$ of first neutrons (Fig. 2c) at the secondary-neutron energy $E=$


Fig. 2. (a) Spectrum of prefission neutrons at $E_{n}=$ 7 MeV according to our calculations for two versions of the cutoff function $f_{1}\left(E, E_{n}\right)$ : (curve 1 ) that which is simulated in the form of a step function with a smoothed edge and (curve 2 ) that which is defined by (19); (b) cutoff function (the notation for the curves is identical to that in Fig. 2a); (c) spectrum of first neutrons (solid curve) and its components: (dotted curve) compound component and (dashed curve) preequilibrium component.
$E_{1}^{\mathrm{thr}}=E_{n}-B_{f A-1}$. From Fig. 2, it can be seen that the spectrum of prefission neutrons (Fig. $2 a$ ) is determined primarily by the compound component of the spectrum of first neutrons (Fig. 2c). In this prefissionneutron spectrum, the fraction of preequilibrium neutrons of energy in the region $E \leq 1.5 \mathrm{MeV}$ is more than one order of magnitude less than the fraction of the compound component.

Various versions of the description of the experimental data at $E_{n}=6$ and 7 MeV in terms of expression (11)-that is, in terms of a linear combination of the contributions from post- and prefission neutrons $\left[d \bar{\nu}_{\text {faf }}\left(E, E_{n}\right) / d E(12)\right.$ and $d \bar{\nu}_{\text {pre }}\left(E, E_{n}\right) / d E$ (17), respectively] for $x_{\max }\left(E_{n}\right)=1$-are illustrated in Fig. 1, where the respective results are given in the form of the ratios $R\left(E, E_{n}\right)$. The mean yields $\bar{\nu}_{i}$ and

Calculated mean yields, mean energies (in MeV ) for the components of the neutron spectra, and cross sections for individual chances (in barns)

| Cutoff function | $\bar{\nu}$ | $\bar{\nu}_{\text {faf }}$ | $\bar{\nu}_{\text {pre }}$ | $\bar{E}$ | $\bar{E}_{\text {faf }}$ | $\bar{E}_{\text {pre }}$ | $\sigma_{f 239}$ | $\sigma_{f 238}$ | $\chi_{N}^{2} / N$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{n}=6 \mathrm{MeV}$ |  |  |  |  |  |  |  |  |  |
| $f_{1}\left(E, E_{n}=6 \mathrm{MeV}\right)$ | 3.201 | 3.155 | 0.046 | 1.995 | 2.020 | 0.261 | $0.536^{*}$ | $0.026^{* *}$ | 1.42 |
| $f_{1}\left(E, E_{n}=6.5 \mathrm{MeV}\right)$ | 3.201 | 3.115 | 0.086 | 1.994 | 2.038 | 0.391 | $0.536^{*}$ | $0.051^{*}$ | 0.50 |
|  |  |  |  |  |  |  |  |  |  |
| $f_{1}\left(E, E_{n}=7 \mathrm{MeV}\right)$ | 3.374 | 2.980 | 0.394 | 1.861 | 2.018 | 0.676 | $0.582^{*}$ | $0.379^{*}$ | 1.16 |
| Steplike $f_{1}$ | 3.374 | 2.980 | 0.394 | 1.859 | 2.026 | 0.600 | $0.582^{*}$ | $0.379^{*}$ | 2.07 |

Note: Given in the table are the mean yields and mean energies for ( $\bar{\nu}_{\text {faf }}, \bar{E}_{\text {faf }}$ ) postfission neutrons from fully accelerated fragments and $\left(\bar{\nu}_{\text {pre }}=\sigma_{f 238} / \sigma_{f}, \bar{E}_{\text {pre }}\right)$ for prefission neutrons; also given are the sum $\bar{\nu}=\bar{\nu}_{\text {faf }}+\bar{\nu}_{\text {pre }}$ and the quantity $\bar{E}$ determined according to (30) (see below).
${ }^{*}$ Values obtained from a description of the standard cross section for ${ }^{238} \mathrm{U}$ fission by means of its decomposition into individual chances.
** The second-chance-fission cross section $\sigma_{f 238}$ was obtained from the best fit to the fission-neutron spectrum with the cutoff function $f_{1}\left(E, E_{n}=6 \mathrm{MeV}\right)$.
the mean energies $\bar{E}_{i}$ ( $i=$ faf, pre) for the components of the neutron spectra and the fission cross sections for various chances, $\sigma_{f A-x}$, are presented in the table for various versions of the calculation.

The best description of the experimental data at $E_{n}=6 \mathrm{MeV}$ is achieved with the cutoff function $f_{1}\left(E, E_{n}\right)=P_{f A-1}\left(U=E_{n}-E\right)$ calculated at $E_{n}=6.5 \mathrm{MeV}$ (and not at 6 MeV , as would be more natural). In this version of the calculation, the fission cross section $\sigma_{f}=\sigma_{f 239}+\sigma_{f 238}$ and its first- and second-chance components ( $\sigma_{f 239}$ and $\sigma_{f 238}$, respectively) were taken from a self-consistent description of the standard cross section for the fission of a ${ }^{238} \mathrm{U}$ target nucleus by means of its decomposition into individual chances [7]. In describing the experimental distribution $R\left(E, E_{n}\right)$ at $E_{n}=6 \mathrm{MeV}$ with the relevant cutoff function $f_{1}\left(E, E_{n}=6 \mathrm{MeV}\right)$, the best fit to experimental data was obtained upon reducing the second-chance-fission cross section $\sigma_{f 238}$ nearly by a factor of 2 (see table). In Fig. 1, one can see that, for this version of the calculation, curve 1 does not lie in the region of experimental points at low energies $(E<0.8 \mathrm{MeV})$. [For the presentation in Fig. 1 to be clearer, the soft sections of the spectra $(E \leq 2 \mathrm{MeV})$ at $E_{n}=6$ and 7 MeV are shown on the left, while the spectra for the entire range of measured energies E are displayed on the right.] The calculated spectrum of prefission neutrons appears to be softer than the spectrum observed experimentally. The description of the spectrum with the function $f_{1}\left(E, E_{n}=6.5 \mathrm{MeV}\right)$ ( solid curve in Fig. 1 for $E_{n}=$ 6 MeV ) leads to satisfactory agreement with the experimental results.

In contrast to what we have in the case of $E_{n}=$ 6 MeV , the description of the experimental distribution $R\left(E, E_{n}\right)$ at 7 MeV with the relevant function $f_{1}\left(E, E_{n}=7 \mathrm{MeV}\right)$ reproduces the shape of the observed distribution over the entire range $E=0.14$ 15 MeV of measured energies (solid curve), this being indicative of an adequate interpretation of features that are associated with the emission of prefission neutrons. In the low-energy region $(E<1.8 \mathrm{MeV})$, these features are especially pronounced against the background of a nearly linear dependence for postfission neutrons from fully accelerated fragments. Curve 2 in Fig. 1 for $E_{n}=7 \mathrm{MeV}$-it was calculated with the cutoff function in the form of a step whose edge is smoothed [a simplified version of the simulation of $f_{1}\left(E, E_{n}\right)$ ]-reproduces the shape of the spectrum somewhat worse in the energy region of prefission neutrons.

Additional experimental investigations are required for establishing the reason why the description with the relevant cutoff function $f_{1}\left(E, E_{n}=6 \mathrm{MeV}\right)$ is unable to reproduce experimental results at $E_{n}=$ 6 MeV . Detailed measurements and a detailed analysis of the fission-neutron spectrum on the two sides of the emission-fission threshold $E_{n}=B_{f A-1}$-for example, over the range of primary-neutron energies $E_{n}$ between 5.6 and 6.6 MeV with a step of $\Delta E=$ 0.2 MeV -could contribute to clarifying this point. At energies in the region $E_{n}<B_{f A-1}$, the probability for a nucleus $A-1\left({ }^{238} \mathrm{U}\right)$ to undergo fission is determined by the tunnel penetrability, which is sensitive to the shape of the fission barrier. The distinction between the barrier shape used in the calculation and that which actually exists may be the reason why it


Fig. 3. Ratios $R\left(E, E_{n}\right)$ of the spectra of fission neutrons from the reaction ${ }^{238} \mathrm{U}\left(n, x n^{\prime} f\right)$ to the spectrum of neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}$. The points represent experimental data. The solid curves $I$ and 2 show the results of the calculation disregarding the contribution of neutrons from nonaccelerated fragments [see (11)] and employing (1) $f_{i}\left(E, E_{n}\right)$ in the form of a step function with a smoothed edge or (2) that taken according to (19); curve 3 corresponds to the calculation allowing for the contribution of neutrons from nonaccelerated fragments [see (25)] and employing $f_{i}\left(E, E_{n}\right)$ in the form (19). The dashed lines show the level of the postfission component.
is necessary to select $f_{1}\left(E, E_{n}\right)$. At $E_{n}=7 \mathrm{MeV}$, the excitation energy of the fissile nucleus $A-1\left({ }^{238} \mathrm{U}\right)$ is 1 MeV above the barrier height, with the result that the function $f_{1}\left(E, E_{n}\right)$ is virtually insensitive to the barrier shape. In principle, the true reason can be different, however.

Thus, we can see that, within the model of two sources, the experimental distributions of neutrons from the emission-fission process induced in ${ }^{238} \mathrm{U}$ target nuclei by incident neutrons of energy 6 or 7 MeV can be described in terms of relations (11). The change in the shape of the distribution of the neutron yield at low energies in relation to the shape of $R\left(E, E_{n}\right)$ at $E_{n}=2.9$ and 5 MeV is adequately described by the contribution of prefission neutrons. A sharp decrease in the yield of prefission neutrons at higher energies $E$ owing to the cutoff of the spectrum of first neutrons by the function $f_{1}\left(E, E_{n}\right)$ and


Fig. 4. Ratios $R\left(E, E_{n}\right)$ and their angular dependence. The points represent experimental data. The solid curves show the results of the calculation (1) without and (2) with allowance for the contribution of neutrons from nonaccelerated fragments [see Eqs. (11) and (25), respectively], the cutoff function $f_{i}\left(E, E_{n}\right)$ being parametrized in the form of a step function with a smoothed edge. The dashed curves were calculated for angles of (upper curve) $30^{\circ}$, (middle curve) $90^{\circ}$, and (lower curve) $150^{\circ}$.
the softness of their spectra in relation to the harder spectrum of postfission neutrons make it possible to observe it against the background of the postfission component in the measured dependences $R\left(E, E_{n}\right)$.

### 2.4. Features of the Shape of the Spectrum of Neutrons Accompanying Emission Fission for $E_{n}>13 \mathrm{MeV}$

The "family" of single-type distributions $R\left(E, E_{n}\right)$ for the emission fission of ${ }^{238} \mathrm{U}$ target nuclei that is induced by neutrons of energy $E_{n}=13.2,14.7,16.0$, and 17.7 MeV is displayed in Figs. 3 and 4. For the sake of comparison, the distributions $R\left(E, E_{n}\right)$ at $E_{n}=5$ and 7 MeV are also presented in Fig. 3; the shape of the last two was discussed above (see Fig. 1). A detailed analysis of the shape of $R\left(E, E_{n}\right)$ for $E_{n}>$ 13 MeV is given in [5, 7]. Here, we will dwell only on
its basic points in connection with the emergence of new experimental information at $E_{n}=6$ and 7 MeV .

In the region $E_{n}>13 \mathrm{MeV}$, a manifestation of the cutoff of the spectrum of first neutrons by the threshold of the reaction $\left(n, n^{\prime} f\right)$ at the energy $E=$ $E_{1}^{\mathrm{thr}}=E_{n}-B_{f A-1}$ is associated with the preequilibrium component of neutrons; at $E_{n}=6$ and 7 MeV , this is associated with the compound (evaporation) component. If the spectrum of first neutrons for $E_{n}>$ 13 MeV were of a purely evaporative origin, then the number of neutrons of such energy would be negligible at $E=E_{1}^{\text {thr }}$; for this reason and because of an exponential decrease in the yield of postfission neutrons with increasing $E$, the effect being discussed would not be observable. An admixture of a hard component (because of a nonequilibrium mechanism of the emission of first neutrons, the yield here being a few orders of magnitude higher than in the case of the evaporation mechanism) renders possible a visual observation of a sharp upper boundary and of a highenergy maximum that is associated with prefission neutrons. In accord with the results of a theoretical calculation that employed the exciton model of preequilibrium decay to describe the hard component of first neutrons, they are seen most clearly in the experimental distribution for $E_{n}=14.7 \mathrm{MeV}$ (this distribution was measured to a fairly high statistical accuracy). From Figs. 3 and 4, it is obvious that, in response to a change in the bombarding-neutron energy $E_{n}$, the upper boundary and the maximum of prefission neutrons in the distribution are shifted on the energy scale according to the relation $E=E_{1}^{\mathrm{thr}}=$ $E_{n}-B_{f A-1}$, this corroborating the correctness of the present interpretation of the observed effect.

In contrast to what we have in the energy range $E_{n}=7-10 \mathrm{MeV}$, it is rather difficult to measure, at higher energies, the shape of the distribution $R\left(E, E_{n}\right)$ in the region of the high-energy maximum that is caused by the emission of prefission neutrons; the higher the energy $E_{n}$, the greater the difficulties to be overcome here because of low statistics and background conditions of the experiment. For $E_{n}=$ 13.2 and 14.7 MeV , Fig. 3 illustrates the description of the data with the cutoff function simulated in the form of a step having a smoothed edge (curves $I$ ) and with that which is defined in terms of the fission probability according to (19) (curves 2). For $E_{n}>13 \mathrm{MeV}$, the agreement between the calculated and measured values in comparing them in the region of the highenergy maximum associated with prefission neutrons is therefore qualitative rather than quantitative. An answer to the question of which of the two versions of the cutoff function $f_{i}\left(E, E_{n}\right)$ that are used in our calculations leads to better agreement with experimental data can be obtained more readily at lower
energies $\left(E_{n}=7-10 \mathrm{MeV}\right)$. Previously, this was demonstrated in Subsection 2.3 for the example of the distribution $R\left(E, E_{n}\right)$ measured at $E_{n}=7 \mathrm{MeV}$. In our calculation, we did not introduce a correction for the smearing of the upper boundary of the function $f_{i}\left(E, E_{n}\right)$ due to the energy resolution; its inclusion would lead to the broadening of the high-energy maximum and to a decrease in its amplitude.

A second special feature that was first discovered in the spectra of neutrons accompanying the fission of actinide nuclei ${ }^{232} \mathrm{Th},{ }^{235,}{ }^{238} \mathrm{U}$, and ${ }^{237} \mathrm{~Np}$ [1-4] that is induced by neutrons of energy $E_{n}=14.7 \mathrm{MeV}$ is associated with an anomalously high yield of soft neutrons $(E<2 \mathrm{MeV})$ in experimental distributions as contrasted against the results of a theoretical description within the traditional approach that takes into account two sources of secondary neutrons. Measurements at different values of the primary-neutron energy-at $E_{n}=13.2 \mathrm{MeV}$ [5] and $16.0,17.7 \mathrm{MeV}$ $[6,7]$ for ${ }^{238} \mathrm{U}$ target nuclei and at 14.6 and 17.7 MeV [8] for ${ }^{232} \mathrm{Th}$ target nuclei-confirmed the presence of such an excess in new experimental information. In Fig. 3, two versions of the description of the experimental distributions $R\left(E, E_{n}\right)$ for $E_{n}=13.2$ and 14.7 MeV in terms of two neutron sources are shown by curves 1 and 2. In Fig. 4, the results of the calculation for 16.0 and 17.7 MeV in the version that employs $f_{i}\left(E, E_{n}\right)$ in the form of a step function are represented by curves 1 . Thus, an analysis of the experimental distributions $R\left(E, E_{n}\right)$ within the two-source model leads to a contradictory situation. On one hand, the distribution $R\left(E, E_{n}\right)$ measured in the two-chance fission reaction at the primaryneutron energy of $E_{n}=7 \mathrm{MeV}$, which corresponds to the beginning of the second plateau in the fission cross section, has a shape that complies well with its calculated counterpart. On the other hand, an excess yield of soft neutrons $(E<2 \mathrm{MeV})$ in relation to theoretical results is observed in the experimental distribution $R\left(E, E_{n}\right)$ for the same two-chance reaction $E_{n}=13.2 \mathrm{MeV}$ and in the distribution $R\left(E, E_{n}\right)$ measured for the three-chance reaction at $14.7,16.0$, and 17.7 MeV . It is natural to assume, in the energy range between 7 and 13.2 MeV , a third source that emits neutrons having a soft energy spectrum comes into play.

The statistical model taken in a conventional formulation disregards the possibility of particle emission during the evolution of the system from the saddle configuration to the scission point. As was indicated above, it is common practice to assume that this time is so short (in relation to particleemission time) that no significant number of particles can be emitted within it. In principle, the observed excess in the distributions $R\left(E, E_{n}\right)$ at high values
of the primary-neutron energy $E_{n}$ may be due to an increase in the lifetime of the system in the transition from the saddle to the scission point. The additional emission of particles alone would not result in the inapplicability of the relations of the statistical model that are used here and would not change the calculated partial cross sections $\sigma_{f A-x}$. The spectrum of additional neutrons can be calculated on the basis of the statistical model, but, within this model, it is difficult to determine thermal excitation energies in the process of a dynamical transition of the system from the saddle to the scission configuration. The problem can be simplified by reducing it to determining the spectrum of neutrons emitted by the system of fragments at the scission point that have already been formed. For example, the theoretical analysis of Brunner and Paul in [25], who studied the dinuclear system of fragments, made it possible to assess the mean kinetic energy of fragments as a function of the fragment-mass ratio, the resulting dependence being in surprisingly good agreement with experimental data. In considering neutron emission, it is necessary to assume that, in the system of fragments that have already been formed, there is statistical equilibrium with respect to all degrees of freedom, the lifetime of the system being such that the fragment $A_{i}(i=$ 1,2 ) can emit a neutron, provided that the fragment excitation energy satisfies the condition

$$
\begin{equation*}
E_{i 0}^{*}=C\left(E_{n}+B_{n A}\right) \frac{A_{i}}{A}>B_{n A_{i}} . \tag{23}
\end{equation*}
$$

The coefficient $C$ indicates which fraction of the excitation energy $E^{*}=E_{n}+B_{n A}$ of the compound nucleus $A$ was converted into the thermal excitation energy of the dinuclear system of already formed fragments at the instant of their separation.

Although a physical validation of the existence of a long-lived system of fragments that are in contact presents considerable difficulties, the spectrum of neutrons emitted from such a system of nonaccelerated fragments can be calculated on the basis of the statistical model. The result is [7]

$$
\begin{gather*}
\frac{d \bar{\nu}_{\mathrm{naf}}\left(E, E_{n}\right)}{d E}=\frac{\sigma_{f A}}{\sigma_{f}} \sum_{A_{i}} Y\left(A_{i}\right)  \tag{24}\\
\times \int_{E_{i 0}^{*}} G\left(E_{i 0}^{*},\left\langle E_{i 0}^{*}\right\rangle\right) \\
\times\left[\sum_{Z_{j}} P\left(A_{i}, Z_{j}\right) N\left(E, A_{i}, Z_{j}, E_{i 0}^{*}\right)\right] d E_{i 0}^{*},
\end{gather*}
$$

where $Y\left(A_{i}\right)$ is the mass distribution of fission fragments that is normalized to two; $G\left(E_{i 0}^{*},\left\langle E_{i 0}^{*}\right\rangle\right)$ is the excitation-energy distribution normalized to unity;


Fig. 5. Differential yield (24) of neutrons from nonaccelerated fragments produced in the fission of a ${ }^{239} \mathrm{U}$ compound nucleus at the primary-neutron energies of $E_{n}=($ curve 1) 13.2, (2) 14.7, (3) 16.0 , and (4) 17.7 MeV .
$P\left(A_{i}, Z_{j}\right)$ is the charge distribution of fixed $-A_{i}$ fragments that is normalized to unity (as a rule, a few isobaric nuclei correspond to such fragments); and $N\left(E, A_{i}, Z_{j}, E_{i 0}^{*}\right)$ is the spectrum of neutrons from fragments having fixed values of $A_{i}, Z_{j}$, and $E_{i 0}^{*}$ that is normalized to unity (for more details, see [7]). With allowance for the third neutron source in (24), the differential yield of fission neutrons can be represented in the form

$$
\begin{align*}
& \frac{d \bar{\nu}\left(E, E_{n}\right)}{d E}=\frac{d \bar{\nu}_{\text {faf }}\left(E, E_{n}\right)}{d E}  \tag{25}\\
+ & \frac{d \bar{\nu}_{\mathrm{pre}}\left(E, E_{n}\right)}{d E}+\frac{d \bar{\nu}_{\text {naf }}\left(E, E_{n}\right)}{d E} .
\end{align*}
$$

The first two terms in (25) are given by the same relations (12) and (17) as in the two-source model specified by Eq. (11). In describing the experimental distributions $R\left(E, E_{n}\right)$ for $E_{n}>13 \mathrm{MeV}$ with allowance for all three neutron sources in (25), the coefficient $C$ in (23) [recall that the hardness of the spectrum in (24) depends on this coefficient] was used as an adjustable parameter. For ${ }^{238} \mathrm{U}$, satisfactory agreement between the measured and calculated distributions $R\left(E, E_{n}\right)$ at $E_{n}=13.2,14.7,16.0$, and 17.7 MeV over the entire range of energies $E$ under study, including the low-energy region $E<2 \mathrm{MeV}$, can be obtained at a single value of the coefficient $C, C=0.53$. The results obtained by describing the experimental values of $R\left(E, E_{n}\right)$ with allowance for all three sources are represented by curves 3 in Fig. 3 and by curves 2 in Fig. 4. For four values of $E_{n}$, the neutron spectra (24) from nonaccelerared frag-


Fig. 6. Mean multiplicity of prompt neutrons from the neutron-induced fission of ${ }^{238} \mathrm{U}$ target nuclei as a function of the primary-neutron energy $E_{n}$. The displayed experimental values were borrowed from $(\bullet)$ [26], $(\boldsymbol{\square})$ [27], ( $\mathbf{\nabla}$ ) [28], ( $\mathbf{\Delta}$ ) [29], ( ( ) [30], ( $\diamond$ ) [31], (ロ) [32], ( $\star$ ) [33], and $(+)$ [34]. The solid curve in the region of emission fission ( $E_{n} \geq 6 \mathrm{MeV}$ ) represents the results of the calculation allowing two neutron sources. The dashed and dotted curves correspond to the calculation performed under the assumption of three neutron sources (see main body of the text).
ments produced in the fission of the compound nucleus $A={ }^{239} \mathrm{U}$ are given separately in Fig. 5 .

## 3. ESTIMATING THE MEAN MULTIPLICITY $\bar{\nu}\left(E_{n}\right)$ AND THE MEAN ENERGY $\bar{E}\left(E_{n}\right)$ OF NEUTRONS FROM ${ }^{238}$ U FISSION INDUCED BY FAST NEUTRONS VERSUS THEIR PRIMARY ENERGY $E_{n}$

### 3.1. Mean Multiplicity of Neutrons

Since there is presently no experimental information about the distributions $R\left(E, E_{n}\right)$ for energies in the range $7<E_{n}<13.2 \mathrm{MeV}$, we are unable to establish the exact value of the threshold energy $E_{n}^{\text {thr3 }}$ above which a third source of neutrons having a soft spectrum comes into play. An attempt can be made to estimate $E_{n}^{\text {thr3 }}$ by invoking the mean neutron multiplicity $\bar{\nu}\left(E_{n}\right)$ per fission event, which is an integrated feature of the fission process. Unfortunately, there is only one experimental study, that reported in [26], where the dependence $\bar{\nu}\left(E_{n}\right)$ was measured over the energy range $E_{n}=7-13 \mathrm{MeV}$, which is of interest for our purposes. The overwhelming majority of the experiments devoted to determining $\bar{\nu}\left(E_{n}\right)$ were performed at primary-neutron energies below 7 MeV and in the vicinity of the value of 14 MeV . For ${ }^{238} \mathrm{U}$
target nuclei, Fig. 6 displays a sample of experimental data on $\bar{\nu}\left(E_{n}\right)$ [26-34] measured up to an energy of $E_{n}=15 \mathrm{MeV}$.

The integrated counterpart of the differential relation (11) has the form

$$
\begin{equation*}
\bar{\nu}\left(E_{n}\right)=\bar{\nu}_{\text {faf }}\left(E_{n}\right)+\bar{\nu}_{\text {pre }}\left(E_{n}\right) . \tag{26}
\end{equation*}
$$

In expression (26), which determines the mean multiplicity of neutrons per fission event under the assumption of two neutron sources, the first term

$$
\begin{equation*}
\bar{\nu}_{\text {faf }}\left(E_{n}\right)=\sum_{x=0}^{x_{\max }\left(E_{n}\right)} \bar{\nu}_{f A-x}\left(\bar{E}_{n x}\right) \frac{\sigma_{f A-x}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)} \tag{27}
\end{equation*}
$$

determines the mean multiplicity of postfission neutrons from fully accelerated fragments, while the second term

$$
\begin{gather*}
\bar{\nu}_{\mathrm{pre}}\left(E_{n}\right)=\sum_{x=1}^{x_{\max }\left(E_{n}\right)} x \frac{\sigma_{f A-x}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)}  \tag{28}\\
=\sum_{x=0}^{x_{\max }\left(E_{n}\right)} x \frac{\sigma_{f A-x}\left(E_{n}\right)}{\sigma_{f}\left(E_{n}\right)}
\end{gather*}
$$

represents that for prefission neutrons.
For the one-chance $(n, f)$ reaction $\left[E_{n}<\right.$ $B_{f A-1} \approx 6 \mathrm{MeV}, x_{\max }\left(E_{n}\right)=0$ ], we must set $\bar{\nu}_{\text {pre }}\left(E_{n}\right)=0$ in relation (26). In this case, the mean yield of neutrons is determined by neutron emission from fully accelerated fragments produced in the fission of the nucleus $A$ : $\bar{\nu}\left(E_{n}\right)=\bar{\nu}_{\text {fai }}\left(E_{n}\right)=\bar{\nu}_{f A}\left(E_{n}\right)$.

The description of the observed feature $\bar{\nu}\left(E_{n}\right)$ is based on Howerton's systematics [22] [formula (15) above]. It is used to estimate the postfission-neutron yield $\bar{\nu}_{\text {faf }}\left(E_{n}\right)$. In the energy region $E_{n}>B_{f A-1} \approx$ 6 MeV of emission fission, the yield $\bar{\nu}_{\text {fai }}\left(E_{n}\right)$ is supplemented with the prefission-neutron contribution $\bar{\nu}_{\text {pre }}\left(E_{n}\right)$. The quantities $\bar{\nu}_{\text {faf }}\left(E_{n}\right)$ and $\bar{\nu}_{\text {pre }}\left(E_{n}\right)$ were calculated by using the cross sections $\sigma_{f}$ and $\sigma_{f A-x}$ obtained from the description of the standard cross section for ${ }^{238} \mathrm{U}$ fission and its decomposition into individual chances. The cross section for ${ }^{238} \mathrm{U}$ fission and its components are displayed in Fig. 7a.

In Fig. 6, the calculated mean multiplicity of neutrons per fission event as a function of the primaryneutron energy $E_{n}$ is shown by the solid curve. A change in the slope of $\bar{\nu}\left(E_{n}\right)$ as a function of energy is clearly seen at $E_{n}=6 \mathrm{MeV}$, this structure being due to the prefission-neutron contribution that emerges as soon as the second source becomes operative. In the distribution $R\left(E, E_{n}\right)$ measured for $E_{n}=6 \mathrm{MeV}$, the soft spectrum of prefission neutrons ( $E<1 \mathrm{MeV}$ ) stands out distinctly in Fig. 1 against the background of the hard postfission component.

Above 6 MeV , the experimental data and the values estimated on the basis of expression (26), which takes into account two neutron sources, agree up to $E_{n}=9-9.5 \mathrm{MeV}$. At still higher energies, the experimental values of $\bar{\nu}\left(E_{n}\right)$ lie somewhat above the calculated curve.

In Fig. 6, the dashed curve for $E_{n}>9 \mathrm{MeV}$ represents the mean neutron multiplicity estimated according to the relation

$$
\begin{equation*}
\bar{\nu}\left(E_{n}\right)=\bar{\nu}_{\text {faf }}\left(E_{n}\right)+\bar{\nu}_{\text {pre }}\left(E_{n}\right)+\bar{\nu}_{\text {naf }}\left(E_{n}\right), \tag{29}
\end{equation*}
$$

which takes into account the contribution $\bar{\nu}_{\text {naf }}\left(E_{n}\right)$ of neutrons from nonaccelerated fragments (third source). It can be seen that the calculated dashed curve goes somewhat higher than the experimental values quoted in [26]. In a close vicinity of the energy $E_{n}=14 \mathrm{MeV}$, where there is a set of data from different measurements, the estimate based on (29) agrees with the experimental results from [27,29] and even lies below the values obtained in [28]. In principle, the system of nonaccelerated fragments can lose part of its thermal energy via gamma radiation. Assuming that the mean photon energy is $\bar{E}_{\gamma}=\bar{B}_{n A_{i}} / 2$ and taking it into account in the total energy balance, we obtain an estimate of $\bar{\nu}\left(E_{n}\right)$ (dotted curve in Fig. 6), which agrees with experimental data from [26]. One can see that the experimental data reported in [26] for $\bar{\nu}\left(E_{n}\right)$ in the range $E_{n}=7-14 \mathrm{MeV}$ (the only source of such information) are obviously insufficient for testing relations (26) and (29). On the basis of an analysis of the mean neutron multiplicity, the threshold energy $E_{n}^{\text {thr3 }}$ above which there appears a third source of neutrons having a soft energy spectrum can be taken to be about 9 MeV for a first approximation. A more accurate estimate of $E_{n}^{\text {thr3 }}$ can be obtained by additionally measuring and analyzing the distribution $R\left(E, E_{n}\right)$ in the energy range $E_{n}=7-14 \mathrm{MeV}$.

### 3.2. Mean-Energy of Fission Neutrons

For the ${ }^{238} \mathrm{U}$ target nucleus, the number of measured and analyzed distributions $R\left(E, E_{n}\right)$ for $E_{n}<$ 20 MeV makes it possible to determine the dependence of the mean energy of fission neutrons on the primary-neutron energy $E_{n}, \bar{E}\left(E_{n}\right)$. It has the simplest form in the region of energies below the threshold for emission fission, $E_{n}<B_{f A-1} \approx$ 6 MeV . Here, one can make use of the well-known systematics developed by Terrell [23], who proposed parametrizing the mean energy in the form (16). Within this systematics, three quantities $E_{n}, Z$, and $A$, which are of interest for the nuclear-fission process, are replaced by one quantity that is dependent on them-this is the mean yield of postfission neutrons from fully accelerated fragments. In Fig. 7b,


Fig. 7. (a) Cross section for ${ }^{238} \mathrm{U}$ fission. The points correspond to the standard values, while the calculated curves represent the cross sections (1) $\sigma_{f A}$, (2) $\sigma_{f A}+$ $\sigma_{f A-1}$, and (3) $\sigma_{f A}+\sigma_{f A-1}+\sigma_{f A-2}$. (b) Mean energy of neutrons accompanying the fission of ${ }^{238} \mathrm{U}$ target nuclei as a function of the primary-neutron energy $E_{n}$. The points represent the experimental values $(\bullet)$ for $E_{n}=2.9 \mathrm{MeV}$ from [2], 5 MeV from [5], 6 and 7 MeV from the present study, 13.2 MeV from [5], 14.7 MeV from [2], and 16.0 and 17.7 MeV from [6]; ( $\mathbf{\Delta}$ ) for $E_{n}=$ 14.3 MeV from [36]; and (ロ) for $E_{n}=1.35-9 \mathrm{MeV}$ from [35]. The solid and dashed curves show the results of the calculations for, respectively, $\bar{E}\left(E_{n}\right)$ and $\bar{E}_{\text {faf }}\left(E_{n}\right)$ with allowance for (curves 1 ) two and (curves 2) three neutron sources.
one can see that, in the energy region of the first plateau of the fission cross section ( $E_{n}<6 \mathrm{MeV}$ ), the mean energy $\bar{E}\left(E_{n}\right)$ increases monotonically with increasing $E_{n}$. Our experimental values of $\bar{E}\left(E_{n}\right)$, as determined from the fission-neutron spectrum $N\left(E, E_{n}\right)=R\left(E, E_{n}\right) N_{\mathrm{Cf}}(E)$ measured at $E_{n}=2.9$ and 5 MeV , comply well with the systematics specified by Eq. (16). The experimental values taken from [35] and from other earlier studies are characterized by large uncertainties and are widely scattered around the calculated curve.

The prefission-neutron component appears above the threshold for emission fission-for example, in the distributions measured at $E_{n}=6$ and 7 MeV (see Fig. 1). In this case, the fission-neutron energy averaged over the two-component spectrum (11) is given by the expression

$$
\begin{gather*}
\bar{E}\left(E_{n}\right)=\left(\bar{\nu}_{\mathrm{faf}}\left(E_{n}\right) \bar{E}_{\mathrm{faf}}\left(E_{n}\right)\right.  \tag{30}\\
\left.+\bar{\nu}_{\mathrm{pre}}\left(E_{n}\right) \bar{E}_{\mathrm{pre}}\left(E_{n}\right)\right) / \bar{\nu}\left(E_{n}\right),
\end{gather*}
$$

which is represented by the solid curve 1 in Fig. $7 b$. The dashed curve $l$ shows the primary-neutronenergy dependence of the mean energy for the post-
fission component (neutrons from fully accelerated fragments), $\bar{E}_{\text {faf }}\left(E_{n}\right)$. Upon going over from the primary-neutron energy $E_{n}$ of 5.8 to 7 MeV , the second source of neutrons (prefission ones) becomes operative, which is manifested in a sharp decrease in $\bar{E}\left(E_{n}\right)$, this corresponding to a transition from the first to the second plateau in the fission cross section (see Fig. 7a). Concurrently, the mean prefissionneutron yield $\bar{\nu}_{\text {pre }}\left(E_{n}\right)=\sigma_{f A-1}\left(E_{n}\right) / \sigma_{f}\left(E_{n}\right)$ increases from zero to a maximum value. The mean energy $\bar{E}\left(E_{n}\right)$ (30) decreases because of the contribution of the soft prefission-neutron component, which is concentrated in the energy range $0 \leq E \leq$ $E_{n}-B_{f A-1}$. A modest decrease in the mean energy $\bar{E}_{\text {faf }}\left(E_{n}\right)$ of postfission neutrons in this case is associated with the contribution of neutrons from fully accelerated fragments produced in second-chance fission-that is, the fission of ${ }^{238} \mathrm{U}$ nuclei. Within the second-plateau range $7 \leq E_{n} \leq 13 \mathrm{MeV}$, the function $\bar{\nu}_{\text {pre }}\left(E_{n}\right)$ changes with energy only slightly. With increasing $E_{n}$, the mean energies of pre- and postfission neutrons $\left[\bar{E}_{\text {pre }}\left(E_{n}\right)\right.$ and $\bar{E}_{\text {faf }}\left(E_{n}\right)$, respectively] grow. The dependence $\bar{E}\left(E_{n}\right)$ (solid curve $I$ in Fig. $7 b$ ) reaches a maximum at 13 MeV (at the end of the second plateau). A second decrease in $\bar{E}\left(E_{n}\right)$, but with a smaller amplitude than in the range $5.8 \leq E_{n} \leq 7 \mathrm{MeV}$, is observed in going over from the second to the third plateau in the fission cross section-that is, in the range $13 \leq E_{n} \leq 15 \mathrm{MeV}$. In the region $E_{n}>15 \mathrm{MeV}$, the mean energy grows again. One can see that prefission-neutron emission, which generates new possibilities (chances) for fission complicates considerably the energy dependence of the mean energy of prompt fission neutrons in relation to the simple Terrell systematics for postfission neutrons as given by Eq. (16).

The systematics of $\bar{E}\left(E_{n}\right)$ as obtained within the traditional approach of two sources of neutrons [see Eq. (26)] accompanying the fission of actinide nuclei is in good agreement with our experimental data for $E_{n}=6$ and $7 \mathrm{MeV},{ }^{1)}$ but it gives mean-energy values (solid curve 1 in Fig. 7b) that are much greater than their experimental counterparts for $E_{n}=13.2$ [5], 14.3 [36], 14.7 [2], and 16.0, 17.7 MeV [6].

In Fig. $7 b$, the solid curve 2 represents the mean energy

$$
\begin{equation*}
\bar{E}\left(E_{n}\right)=\left(\bar{\nu}_{\mathrm{faf}}\left(E_{n}\right) \bar{E}_{\mathrm{faf}}\left(E_{n}\right)+\bar{\nu}_{\mathrm{pre}}\left(E_{n}\right) \bar{E}_{\mathrm{pre}}\left(E_{n}\right)\right. \tag{31}
\end{equation*}
$$

[^4]$$
\left.+\bar{\nu}_{\text {naf }}\left(E_{n}\right) \bar{E}_{\text {naf }}\left(E_{n}\right)\right) / \bar{\nu}\left(E_{n}\right),
$$
which was estimated with allowance for the contribution of neutrons from nonaccelerated fragments. Owing to the fact that the third source of neutrons having a soft spectrum [see Eq. (24)] is operative in the primary-neutron-energy region $E_{n}>E_{n}^{\mathrm{thr}}=$ 9 MeV , the mean energy there is lower than that which is given by (30) (solid curve 1 ). In this case, the experimental data for $E_{n}>13 \mathrm{MeV}$ in Fig. $7 b$ lie rather close to the calculated solid curve 2. Because of the loss of thermal energy via neutron emission from the system of nonaccelerated fragments, the mean energy $\bar{E}_{\text {faf }}\left(E_{n}\right)$ of postfission neutrons from fully accelerated fragments in (31) (dashed curve 2) will be somewhat less than that in the case of (30) (dashed curve 1).

## 4. ANGULAR DEPENDENCE OF FISSION-NEUTRON SPECTRA

Our experiment consisted in directly measuring the ratios $R\left(E, E_{n}\right)$ at an angle of $\vartheta=90^{\circ}$ with respect to the momentum of primary neutrons [1, 2]. This corresponds to the double-differential neutron yield $d^{2} \bar{\nu}\left(E, E_{n}, \vartheta\right) / d E d \Omega$. In analyzing experimental information, the quantity

$$
\begin{equation*}
N\left(E, E_{n}, \vartheta\right)=4 \pi \frac{d^{2} \bar{\nu}\left(E, E_{n}, \vartheta\right)}{d E d \Omega} / \bar{\nu}\left(E_{n}\right) \tag{32}
\end{equation*}
$$

for the angle $\vartheta=90^{\circ}$ was taken for an integrated yield of fission neutrons. The experimental spectrum in (32) may be different from the actual spectrum that is obtained upon integration over the solid angle,

$$
\begin{gather*}
\tilde{N}\left(E, E_{n}\right)  \tag{33}\\
=2 \pi \int_{0}^{2 \pi} \frac{d^{2} \bar{\nu}\left(E, E_{n}, \vartheta\right)}{d E d \Omega} d(\cos \vartheta) / \bar{\nu}\left(E_{n}\right),
\end{gather*}
$$

since it is rather difficult to obtain a complete set of data on the spectrum $d^{2} \bar{\nu}\left(E, E_{n}, \vartheta\right) / d E d \Omega$ at different angles. First, this would consume much time. (A measurement of the fission-neutron spectrum at one angle to an acceptable statistical accuracy takes about a month of continuous accelerator operation.) Second, unacceptable background conditions at forward angles ( $\vartheta \leq 60^{\circ}$ ) give no way to obtain reliable experimental information there.

At different angles $\vartheta$, the change in the spectrum given by (32) in relation to the spectrum in (33) integrated with respect to angles can be estimated as follows. Under the assumption of two sources, we represent the double-differential yield of fission neutrons as the sum of three components; that is,

$$
\begin{equation*}
\frac{d^{2} \bar{\nu}\left(E, E_{n}, \vartheta\right)}{d E d \Omega}=\frac{d^{2} \bar{\nu}_{\text {faf }}\left(E, E_{n}, \vartheta\right)}{d E d \Omega} \tag{34}
\end{equation*}
$$

$$
+\frac{d^{2} \bar{\nu}_{\mathrm{pre}}^{\mathrm{com}}\left(E, E_{n}, \vartheta\right)}{d E d \Omega}+\frac{d^{2} \bar{\nu}_{\mathrm{pre}}^{\mathrm{dir}}\left(E, E_{n}, \vartheta\right)}{d E d \Omega} .
$$

The first term in (34) determines the yield of postfission neutrons, which are directly related to the energy released upon the disintegration of fully accelerated fragments. Since all directions along which fission fragments may fly apart are equiprobable in the laboratory frame, the angular distribution of neutrons is isotropic there, so that expressions (32) and (33) yield the same integrated postfission-neutron spectrum, $N_{\text {faf }}\left(E, E_{n}, \vartheta\right)=\tilde{N}_{\text {faf }}\left(E, E_{n}\right)$. The same is true for the angular distribution of neutrons emitted from nonaccelerated fragments. In describing experimental distributions, this, third, source of neutrons is included to match the calculated and measured results in the low-energy region $E<2 \mathrm{MeV}$ (curve 3 in Fig. 3 and curve 2 in Fig. 4). In emission fission ( $E_{n}>B_{f A-1}$ ), the angular distribution of the compound component of prefission neutrons [second term in (34)] in the primary-neutron-energy region $E_{n}<$ 20 MeV , which is studied here, is nearly isotropic, so that $N_{\text {pre }}^{\text {com }}\left(E, E_{n}, \vartheta\right)=\tilde{N}_{\text {pre }}^{\text {com }}\left(E, E_{n}\right)$.

The anisotropic component in the angular distribution of neutrons accompanying emission fission is due to the contribution of the prompt (nonequilibrium) mechanism of the emission of first neutrons, whose angular distribution

$$
\begin{equation*}
\frac{d \bar{\nu}_{\mathrm{pre}}^{\mathrm{dir}}(\vartheta)}{d \Omega}=\int_{E} \frac{d^{2} \nu_{\mathrm{pre}}^{\mathrm{dir}}\left(E, E_{n}, \vartheta\right)}{d E d \Omega} d E \tag{35}
\end{equation*}
$$

is stretched in the forward direction (the yield is maximal at an angle of $\vartheta=0^{\circ}$ and is minimal at an angle of $180^{\circ}$ ).

The exciton model of preequilibrium decay has been successfully used to simulate the integrated (over a solid angle of $4 \pi$ ) spectrum of secondary particles emitted upon the multistep direct interaction of a bombarding particle with target nuclei in various $\left(n, n^{\prime}\right),(p, n),\left(p, p^{\prime}\right)$, etc., reactions, but it cannot predict the angular dependence of the yield of emitted particles. The general idea behind the treatment of multistep statistical and multistep compound processes can be used in a phenomenological approach to parametrize the angular dependence of the cross section for the emission of secondary particles within the exciton model and traditional statistical theory as [37]

$$
\begin{gather*}
\frac{d^{2} \sigma(E, \vartheta)}{d E d \Omega}=\frac{1}{4 \pi}\left[\frac{d \sigma_{\mathrm{preeq}}}{d E} \sum_{l=0}^{l_{\max }} b_{l} P_{l}(\cos \vartheta)\right.  \tag{36}\\
\left.+\frac{d \sigma_{\mathrm{com}}}{d E} \sum_{\substack{l=0 \\
\Delta l=2}}^{l_{\max }} b_{l} P_{l}(\cos \vartheta)\right]
\end{gather*}
$$

$90^{\circ}$ can be refined by multiplying it by the calculated correction factor

$$
\begin{equation*}
\eta(E)=\tilde{N}\left(E, E_{n}\right) / N\left(E, E_{n}, \vartheta=90^{\circ}\right) \tag{40}
\end{equation*}
$$

The maximum value of this factor is $\max [\eta(E)]=$ 1.04 for $E_{n}=14.7 \mathrm{MeV}$ and 1.10 for 17.7 MeV .

## CONCLUSION

The ratios $R\left(E, E_{n}\right)$ of the spectra of prompt neutrons originating from the neutron-induced fission of ${ }^{238} \mathrm{U}$ to the spectrum of neutrons from the spontaneous fission of ${ }^{252} \mathrm{Cf}$ have been measured over the range of secondary-neutron energies between 0.14 and 15 MeV , the energy of bombarding neutrons being either at the emission-fission threshold, $E_{n}=$ 6 MeV , or somewhat above, $E_{n}=7 \mathrm{MeV}$.

The shape of the observed energy distributions has been reproduced by the calculations based on the traditional approach of two neutron sources in emission fission, this indicating that interpretations in terms of the emission of prefission neutrons are correct.

At the same time, the investigation of the spectra of prompt neutrons from ${ }^{238} \mathrm{U}$ fission induced by neutrons of energy $E_{n}=13.2,14.7,16.0$, and 17.7 MeV revealed that, in the low-energy section ( $E<2 \mathrm{MeV}$ ), the shape of the experimental distributions cannot be reproduced within the same model of two sources.

The values of $E_{n}=7$ and 13.2 MeV belong to the same energy region, that of the two-chance fission reaction, and correspond to the beginning and the end of the second plateau in the fission cross section. The calculated shape of the fission-neutron distribution for the first energy value is consistent with its experimental counterpart, while that for the second one is not. At the energy of $E_{n}=13.2 \mathrm{MeV}$ and above, there is an excess yield of soft neutrons (those of energy in the region $E<2 \mathrm{MeV}$ ) in the experimental distributions in relation to the results of the calculations. This discrepancy can be removed by introducing, at an energy between 7 and 13.2 MeV ( $E_{n} \simeq 9 \mathrm{MeV}$ according to a rough estimation), a third source that produces neutrons having a soft spectrum. In explaining the shape of the energy distributions observed for $E_{n}>13.2 \mathrm{MeV}$ in the lowenergy region $E<2 \mathrm{MeV}$, the assumption that the third source is associated with neutron emission from nonaccelerated fragments has led to encouraging results.

In the case of emission fission, the systematics of the mean energies of prompt fission neutrons that is based on the relations of the traditional model assuming that there are two sources of neutrons complies with experimental data on $\bar{E}\left(E_{n}\right)$ for $E_{n}=6$ and 7 MeV , but it leads to values exceeding experimental
data for $E_{n}>13.2 \mathrm{MeV}$. By including, in the systematics of $\bar{E}\left(E_{n}\right)$ for $E_{n}>9 \mathrm{MeV}$, additional neutron emission from a third source that has a soft spectrum, one can reduce the calculated values of the mean energy to a level of their experimental counterparts.

Measurements and analysis of the spectra of prompt fission neutrons at primary-neutron energies in the range $E_{n}=8-13 \mathrm{MeV}$ are of considerable interest for precisely determining the threshold energy above which the contribution from a third source appears in experimental distributions.
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#### Abstract

An interpolation formula that was previously obtained on the basis of a statistical approach is applied to experimental data quoted in the literature over the past few years for light-particle yields from the ternary fission of nuclei. Arguments are adduced in favor of this approach, and an analysis of errors inherent in it is given. Tables are presented in which experimental light-particle yields for eight cases of fission are given along with those that were obtained from the interpolation formula. The applicability of this formula to estimating the yields of so-called scission neutrons is analyzed. © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The first systematic measurements of the yields of light nuclides from ternary nuclear fission induced by thermal neutrons were performed in 1969-1975 at the Leningrad Nuclear Physics Institute (presently Petersburg Nuclear Physics Institute) by a group of researchers headed by A.A. Vorobyov [1-4]. This group explored the ternary fission of ${ }^{233} \mathrm{U},{ }^{235} \mathrm{U}$, ${ }^{239} \mathrm{Pu}$, and ${ }^{242 m} \mathrm{Am}$ nuclei that was induced by thermal neutrons. The measurements in those studies were performed with the aid of a magnetic time-of-flight mass spectrometer (MTOFMS) installed in a horizontal channel of a PWR-M reactor. For the case of the spontaneously fissile nucleus ${ }^{252} \mathrm{Cf}$, the measurements had been performed since 1967 by means of a $\Delta E-E$ telescope (see, for example, [5]). That method of investigations, which, of course, has a lower potential than the MTOFMS method, is advantageous in that it is characterized by a high efficiency of particle detection in the case of relatively weak sources of spontaneous fission.

Over the past few years, the yields of light particles in ternary fission have intensively been studied with the aid of the Lohengrin mass separator at the LaueLangevin Institute (Grenoble, France). In addition to the aforementioned cases, the ternary fission of ${ }^{229} \mathrm{Th}[6],{ }^{241} \mathrm{Pu}[7],{ }^{245} \mathrm{Cm}[7,8]$, and ${ }^{249} \mathrm{Cf}[9]$ nuclei that is induced by thermal neutrons was explored there among other things. High neutron fluxes from the Grenoble reactor and high qualities of the Lohengrin mass separator made it possible to reach, in some cases, silicon isotopes in measuring the yields in question. Thus, a vast body of experimental data

[^5]on the yields and energy spectra of "third" particles has been accumulated at the present time.

Attempts at describing the yields of light nuclei in ternary fission in terms of a single mathematical expression that would reflect, at the same time, the physics behind the phenomenon being studied have been made many times (see, for example, [1014]). A survey of basic models used in calculating the yields and spectra of particles originating from ternary fission is given in [7]. None of the formulas for describing the yields in question was derived on the basis of underlying principles of quantum mechanics. As a matter of fact, the ternary-fission process is treated in terms of classical mechanics, the quantum-mechanical features of this process being in the background. The formulas used are semiempirical and involve parameters that are determined from experimental data. In the course of the fission process, a fissile system passes through a state in which the production of a third particle requires minimum expenditures of energy. A state where three fission fragments have already undergone separation but still have quite modest initial velocities is considered in the majority of ternary-fission models as an input state for trajectory calculations. A comparison of the ultimate results obtained in such calculations for the angular and energy distributions of third fragments with respective distributions found from experiments makes it possible to correct the choice of input configuration. The difference of the energies of the input configurations for different versions of ternary fission permits applying the methods of statistical physics to estimating the relative yields of different third particles.

We will dwell at some length on the approach adopted in [11], where it is assumed that the problem
of yields from ternary fission can be solved on the basis of applying general principles of statistical physics to the emission of light nuclides in the ternary fission of nuclei without invoking any parameters that determine a specific configuration at the instant of scission.

## 1. PARTICLE YIELDS IN TERNARY FISSION IN TERMS OF STATISTICAL PHYSICS

Upon passing the saddle point owing to a decrease in the potential energy at the initial stage, a fissile nucleus, which is a complex system, begins a collective motion toward scission, simultaneously evolving, according to the laws of statistical physics, toward an increase in the density of its possible quantum states-that is, toward an increase in the internal excitation. Upon scission, the excitation energy of fragments is removed by neutron and photon emission. In much more rare cases, moving fragments may emit an alpha particle or a proton (so-called polar emission).

As to the emission of a third particle in the "scission" of the nucleus undergoing fission, the prevalent concept is that, in the fission process, the configuration of the nucleus passes through the stage within which two main fragments that have not yet undergone separation are connected by a comparatively thin neck formed by a few nucleons. It is precisely the place where particle fluxes associated with the formation of stationary nucleon orbits in wouldbe fragments have the highest density and where the collective energy of the fluxes can go over with the highest probability to the excitation energy of individual quasiparticles, increasing the temperature in the region of the neck. The "thermal emission" of neutrons, alpha particles, and other light nuclei from this region of an elevated temperature becomes possible for a short time (less than $10^{-20} \mathrm{~s}$ ). This emission is facilitated for a particle that, at the instant of separation-that is, at the saddle of the potential barrier surrounding the nucleus-possesses the lowest energy, thereby ensuring the highest level density in the residual nuclear system. A decrease in the density of quantum states in a system that has a rather large number of degrees of freedom and a rather high excitation energy is characterized by the factor $e^{-\Delta E / \Theta}$, where $\Delta E$ is the decrease in the energy of the residual system due to the arrival of the particle at the potential barrier and $\Theta$ is a temperature parameter. The main contribution to the energy $\Delta E$ that the emitted particle of mass number $A$ and charge number $Z$ removes from the fissile system comes from the sum of the separation energies of $Z$ protons and $N=A-Z$ neutrons minus their binding energy in the particle. The Coulomb energy of the particle at the barrier makes a contribution of equally
great importance. We note that the increase in the kinetic energy of a charged light particle owing to its acceleration upon scission does not coincide with its Coulomb energy at the instant of scission because of the simultaneous motion of two main fragments. It is the Coulomb energy at the barrier top that affects the probability of the emission of one particle or another. The initial kinetic energy at the instant of separation has no effect on the relative probability of particle emission, since, according to statistical mechanics, it must be identical (and equal to $2 \Theta$ ) for any particle, with the exception of two main fragments.

The above concepts served as a basis for attempts at deriving an interpolation formula that would make it possible to estimate as-yet-unknown integrated yields of some particles by using only data on the measured yields of other particles. In particular, such a formula could be applied to those nuclides for which a direct measurement of the yields is complicated for one reason or another. This refers not only to unstable nuclei- that is, to those that are able to decay in flight to lighter nuclides-but also to protons, for which yield measurements are impeded by the background associated, at least partly, with $(n, p),(d, p)$, and $(\alpha, p)$ reactions on the structural elements of the instruments used, and, finally, to neutrons, for which it is difficult to measure yields against the background of neutrons from fully accelerated fragments. Such a formula was proposed in [11], and the first results obtained by applying it to experimental data were also presented there. As a matter of fact, this formula involves four parameters, whose values are to be determined from a comparison with experimental data. These are (see [11]) the proton work function $\varepsilon_{p}$ taken, together with the proton energy, at the Coulomb barrier; the neutron work function $\varepsilon_{n}$; a temperature parameter $(\Theta)$; and a scale parameter $(\eta)$. For the sake of simplicity, it was assumed that the particle that removes energy from the original system does not possess internal degrees of freedom, since it would be necessary otherwise to include in the respective calculation the energy expended into them with allowance for the probability of their excitation. Since this probability is low in view of a large spacing between the ground and the first excited state in the majority of light nuclei, it was assumed that the use of the expression $2 I+1$, where $I$ is the ground-state spin of the emitted light nuclide, for a statistical factor would not lead to significant errors.

Flaws in this approach to the ternary-fission phenomenon are obvious. First and foremost, we note that, in traditional applications of statistical physics, one deals with an equilibrium system characterized by a uniform distribution of energy over degrees of freedom. But in our case, the system being considered undergoes such quick variations that the energy
released in processes proceeding predominantly in the neck region hardly has time, before particle emission, to be distributed uniformly over the entire volume of the system and, accordingly, over degrees of freedom. Therefore, the temperature parameter $\Theta$ in the above formula may only have the meaning of a local temperature that characterizes the emission zone. (The approach being considered can be justified to some extent by considering that, on one hand, energy is continuously supplied to the emission zone owing to a decrease in the deformation energy and that, on the other hand, it is transferred from this zone to the region of lower energies in large fragments, whereby there arises some kind of a dynamical equilibrium.) Second, the assumption that the proton work function $\varepsilon_{p}$ and the neutron work function $\varepsilon_{n}$ remain unchanged irrespective of the number of nucleons separated from the system in the formation of the emitted particle underlies formula (1) from [11]. This property is inherent in a classical equilibrium system that consists of a "heat bath" having a high level density (and containing a large number of various particles interacting with one another) and a small "subsystem" (that is, a "gas" formed by emitted particles) that is in equilibrium with the heat bath. Concurrently, it is assumed that the exchange of nuclides between the two parts of the system can occur without inducing any changes in the parameters of the heat bath. In this case, $\varepsilon_{p}$ and $\varepsilon_{n}$ are constant quantities (proton and neutron "chemical" potentials). But our system is in fact only part of a fissile nucleus, where the number of nucleons is finite. It can hardly be expected that the second, the third, etc., neutron or proton would have the same work function as the first one. It is more probable that the work function of a specific nucleon depends on how many nucleons and which ones were separated within previous time intervals.

In view of the above comments, the applicability of the formulas proposed in [11] has a limited range. At least, it can be expected that the yields of particles having a rather large mass number would be overestimated, since, in this case, the reserve of our heat bath in energy and the number of particles approaches the limit beyond which it would be incorrect to treat $\Theta$, $\varepsilon_{p}$, and $\varepsilon_{n}$ as constant quantities, even approximately. This was confirmed in a comparison of the results of calculations based on the interpolation formula with experimental results.

In the review part of Köster's dissertation [7] (see pp. 35, 37, 38), a comparison of the results obtained by calculating light-particle yields in ternary fission on the basis of various models and experimental data is given in a graphical form. It was indicated there that all of these models reproduce quite correctly the yields of particles emitted with rather high intensities, but they describe poorly the yields of particles for
which the ratio $N / Z$ deviates from the mean value strongly. For the example of ${ }^{233} \mathrm{U}$ and ${ }^{235} \mathrm{U}$ fission, it was shown that the model proposed in [11] reproduces fairly well the yields in the region of the lightest particles originating from ternary fission and, in contrast to other models, describes quite accurately a large jump of the yields of ${ }^{4} \mathrm{He}$ and ${ }^{3} \mathrm{He}$; however, it overestimates the yields in the region of high mass numbers significantly.

The next section of the present article is devoted to a detailed consideration of special features of the approach proposed in [11]. It is assumed that the advantages that this approach possesses in the region of the lightest particles will make it possible to assess neutron emission in the ternary-fission process.

## 2. ANALYSIS OF THE RESULTS OBTAINED BY PROCESSING EXPERIMENTAL DATA ON THE BASIS OF THE INTERPOLATION FORMULA

Tables 1-5 give experimental data from $[1-3,6-$ $8,15-23$ ] and the results of fitting the interpolation formula to various sets of experimental data. Some of the results quoted here were already presented in a graphical form in [11]. In the tables, the symbol \# labels those experimental data that were used in the equations for determining the parameters of the interpolation formula. Yields that do not possess a high reliability, since they were calculated for nuclides whose charge and mass numbers, $Z$ and $A$, are far beyond the region where the parameters were determined, are enclosed in brackets (as a matter of fact, it is extrapolation rather than interpolation that was applied to these nuclides). The term "unstable" was used in the sense specified in the preceding section. In examining these tables, one can easily see that the result of fitting depends on the range (in $A$ and $Z)$ to which those light nuclei belong whose yields were used to derive equations for determining the parameters of the interpolation formula.

Two fits were constructed for the case of the fission process ${ }^{233} \mathrm{U}\left(n_{\text {th }}, f\right)$ : one was based on data from [1] (Table 1), while the other was based on the same data supplemented with new data from [6] (Table 4). The first fit, in which use was made of the yields of nuclides belonging to the range from ${ }^{4} \mathrm{He}$ to ${ }^{9} \mathrm{Be}$, is satisfactory for elements from hydrogen to beryllium, only the calculated yield of ${ }^{10} \mathrm{Be}$ being underestimated in relation to experimental data by a factor approximately equal to two. The fit quality is characterized by the criterion value of $\chi^{2} /(N-n)=0.38$. (Here, $N=$ 6 is the number of equations used and $n=4$ is the number of parameters in the interpolation formula. The values of the agreement criterion are given in the last column of Table 6.) The second fit, in which use

Table 1. Comparison od experimental and interpolated yields of light nuclides in the ternary fission of nuclei (normalized to $10^{4}$ nuclei of ${ }^{4} \mathrm{He}$ )

| No. | Z | $N$ | Nuclide | Unstable nuclides | ${ }^{235} U+n_{\text {th }}$ [2] |  | ${ }^{233} U+n_{\text {th }}[1]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | experiment | interpolation | experiment | interpolation |
| 1 | 0 | 1 | $n$ |  | - | $\left[5.99(64) \times 10^{6}\right]$ | - | $\left[2.13(37) \times 10^{6}\right]$ |
| 2 | 1 | 0 | ${ }^{1} \mathrm{H}$ |  | 115(15)* | [160(17)] | - | [38(13)] |
| 3 | 1 | 1 | ${ }^{2} \mathrm{H}$ |  | 50(2) | [204(17)] | 41(2) | [48(15)] |
| 4 | 1 | 2 | ${ }^{3} \mathrm{H}$ |  | 720(30) | [1920(90)] | 460(20) | [630(130)] |
| 5 | 2 | 1 | ${ }^{3} \mathrm{He}$ |  | $<0.01$ | $2.87(57) \times 10^{-2}$ | - | $5.8(24) \times 10^{-3}$ |
| 6 | 2 | 2 | ${ }^{4} \mathrm{He}$ |  | 10 000(190)\# | 10020(190) | 10000 (270) \# | $10000(270)$ |
| 7 | 2 | 3 | ${ }^{5} \mathrm{He}$ | ${ }^{4} \mathrm{He}+n+0.89 \mathrm{MeV}$ | - | 1980(45) | - | 1500(60) |
| 8 | 2 | 4 | ${ }^{6} \mathrm{He}$ |  | 191(9)\# | 193(8) | 137(7)\# | 140(70) |
| 9 | 2 | 5 | ${ }^{7} \mathrm{He}$ | ${ }^{6} \mathrm{He}+n+0.44 \mathrm{MeV}$ | - | 50.0(32) | - | $28(3)$ |
| 10 | 2 | 6 | ${ }^{8} \mathrm{He}$ |  | 8.2(6) | $8.0(7)$ | 3.6(4) | 4.6(5) |
| 11 | 3 | 2 | ${ }^{5} \mathrm{Li}$ | ${ }^{4} \mathrm{He}+{ }^{1} \mathrm{H}+1.97 \mathrm{MeV}$ | - | $2.4(5) \times 10^{-2}$ | - | $11(3) \times 10^{-3}$ |
| 12 | 3 | 3 | ${ }^{6} \mathrm{Li}$ |  | 0.05(2) | 0.13(2) | - | $7.6(14) \times 10^{-2}$ |
| 13 | 3 | 4 | ${ }^{7} \mathrm{Li}$ |  | 4.1(3) \# | 3.8(3) | 3.7(2)\# | 3.6(2) |
| 14 | 3 | 5 | ${ }^{8} \mathrm{Li}$ |  | 1.8(3) \# | 2.0(1) | 1.8(2)\# | 1.9(1) |
| 15 | 3 | 6 | ${ }^{9} \mathrm{Li}$ |  | 3.0(4) \# | $3.2(2)$ | 3.6(5)\# | $3.4(3)$ |
| 16 | 4 | 3 | ${ }^{7} \mathrm{Be}$ |  | $<10^{-2}$ | $2.9(8) \times 10^{-5}$ | $<10^{-2}$ | $1.6(5) \times 10^{-5}$ |
| 17 | 4 | 4 | ${ }^{8} \mathrm{Be}$ | $2\left({ }^{4} \mathrm{He}\right)+0.092 \mathrm{MeV}$ | $0.5(2)^{* *}$ | 1.2(1) | - | $2.8(4)$ |
| 18 | 4 | 5 | ${ }^{9} \mathrm{Be}$ |  | 2.9(3) | 1.5(1) | 3.7(8)\# | 3.3 (5) |
| 19 | 4 | 6 | ${ }^{10} \mathrm{Be}$ |  | 32(2) | 6.1(3) | 43(3) | 19.7(53) |
| 20 | 4 | 7 | ${ }^{11} \mathrm{Be}$ |  | 2.0(3)\# | 1.53(9) | - | [4.3(11)] |
| 21 | 4 | 8 | ${ }^{12} \mathrm{Be}$ |  | 1.5(3) | 0.76(6) | - | [2.1(5)] |
| 22 | 5 | 5 | ${ }^{10} \mathrm{~B}$ |  | $<0.02$ | $0.96(19) \times 10^{-3}$ | - | $\left[2.0(3) \times 10^{-3}\right]$ |
| 23 | 5 | 6 | ${ }^{11} \mathrm{~B}$ |  | 0.25(13)\# | 0.29(3) | - | [1.4(4)] |
| 24 | 5 | 7 | ${ }^{12} \mathrm{~B}$ |  | 0.17(5) \# | 0.25(2) | - | $\left[6.9(27) \times 10^{-2}\right]$ |
| 25 | 5 | 8 | ${ }^{13} \mathrm{~B}$ |  | 0.20(6) | 1.17(9) | - | [7.4(32)] |
| 26 | 5 | 9 | ${ }^{14} \mathrm{~B}$ |  | 0.10(5) | 0.15(1) | - | [0.85(37)] |
| 27 | 6 | 7 | ${ }^{13} \mathrm{C}$ |  | 0.5(3) | 0.25(3) | - | [3.1(15)] |
| 28 | 6 | 8 | ${ }^{14} \mathrm{C}$ |  | 5.4(6)\# | 5.4(6) | - | [110(74)] |
| 29 | 6 | 9 | ${ }^{15} \mathrm{C}$ |  | 1.5(10) \# | 1.3(1) | - | [44(29)] |
| 30 | 6 | 10 | ${ }^{16} \mathrm{C}$ |  | 0.2(1) | $2.4(3)$ | - | [59(43)] |
| 31 | 7 | 9 | ${ }^{16} \mathrm{~N}$ |  | $<0.05$ | $8.3(13) \times 10^{-2}$ |  |  |
| 32 | 8 | 10 | ${ }^{18} \mathrm{O}$ |  | $<0.05$ | [0.10(2)] |  |  |
| 33 | 8 | 12 | ${ }^{20} \mathrm{O}$ |  | 0.5(2) | [2.4(5)] |  |  |
| 34 | 9 | 11 | ${ }^{20} \mathrm{~F}$ |  | - | $\left[3.3(6) \times 10^{-3}\right]$ |  |  |
| 35 | 10 | 14 | ${ }^{24} \mathrm{Ne}$ |  | - | [2.1(20)] |  |  |
| 36 | 10 | 16 | ${ }^{26} \mathrm{Ne}$ |  | - | [38(13)] |  |  |

Note: Data labeled with * and ** were borrowed from [15] and [16], respectively.

Table 2. Comparison of experimental and interpolated yields of light nuclides in the ternary fission of nuclei (normalized to $10^{4}$ nuclei of ${ }^{4} \mathrm{He}$ )

| No. | Z | $N$ | Nuclide | Unstable nuclides | ${ }^{239} \mathrm{Pu}+n_{\text {th }}[3]$ |  | ${ }^{242 m} \mathrm{Am}+n_{\text {th }}[3]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | experiment | interpolation | experiment | interpolation |
| 1 | 0 | 1 | $n$ |  | - | $\left[2.8(2) \times 10^{6}\right]$ | - | $\left[2.17(27) \times 10^{6}\right]$ |
| 2 | 1 | 0 | ${ }^{1} \mathrm{H}$ |  | 190(10)* | [164(9)] | - | [213(27)] |
| 3 | 1 | 1 | ${ }^{2} \mathrm{H}$ |  | 69(2) | [205(10)] | - | [256(30)] |
| 4 | 1 | 2 | ${ }^{3} \mathrm{H}$ |  | 720(30) | [1620(50)] | 620(60) | [1720(70)] |
| 5 | 2 | 1 | ${ }^{3} \mathrm{He}$ |  | $<0.01$ | $5.5(5) \times 10^{-2}$ | - | 0.10(2) |
| 6 | 2 | 2 | ${ }^{4} \mathrm{He}$ |  | $10^{4}(200) \#$ | 9900(200) | $10^{4}(150) \#$ | 10020(230) |
| 7 | 2 | 3 | ${ }^{5} \mathrm{He}$ | ${ }^{4} \mathrm{He}+n+0.89 \mathrm{MeV}$ | - | 2100(40) | - | 2270(50) |
| 8 | 2 | 4 | ${ }^{6} \mathrm{He}$ |  | 192(5)\# | 205(10) | 214(6)\# | 212(7) |
| 9 | 2 | 5 | ${ }^{7} \mathrm{He}$ | ${ }^{6} \mathrm{He}+n+0.44 \mathrm{MeV}$ | - | 56.5(25) | - | $62(3)$ |
| 10 | 2 | 6 | ${ }^{8} \mathrm{He}$ |  | 8.8(4) | 8.7(6) | - | 9.0(6) |
| 11 | 3 | 2 | ${ }^{5} \mathrm{Li}$ | ${ }^{4} \mathrm{He}+{ }^{1} \mathrm{H}+1.966 \mathrm{MeV}$ | - | $5.5(5) \times 10^{-2}$ | - | 0.10(3) |
| 12 | 3 | 3 | ${ }^{6} \mathrm{Li}$ |  | $<0.05$ | 0.26(2) | - | 0.42(8) |
| 13 | 3 | 4 | ${ }^{7} \mathrm{Li}$ |  | 6.5(2)\# | 6.6(3) | 8.2(26)\# | 8.8(10) |
| 14 | 3 | 5 | ${ }^{8} \mathrm{Li}$ |  | 3.2(3)\# | 3.4(1) | 3.6(4) \# | 4.4(4) |
| 15 | 3 | 6 | ${ }^{9} \mathrm{Li}$ |  | 5.3(3) \# | 4.9(2) | 6.4(13) \# | $5.8(3)$ |
| 16 | 4 | 3 | ${ }^{7} \mathrm{Be}$ |  | $<0.01$ | $1.2(2) \times 10^{-4}$ | - | $2.8(10) \times 10^{-4}$ |
| 17 | 4 | 4 | ${ }^{8} \mathrm{Be}$ | $2\left({ }^{4} \mathrm{He}\right)+0.092 \mathrm{MeV}$ | - | 2.7(2) | - | $3.7(5)$ |
| 18 | 4 | 5 | ${ }^{9} \mathrm{Be}$ |  | 5.1(6) | $3.35(60)$ | 7.5(15)\# | $4.5(5)$ |
| 19 | 4 | 6 | ${ }^{10} \mathrm{Be}$ |  | 49(1) | 11.0(3) | 57(6) | 12.3(6) |
| 20 | 4 | 7 | ${ }^{11} \mathrm{Be}$ |  | $3.5(3) \#$ | 2.9(1) | - | - |
| 21 | 4 | 8 | ${ }^{12} \mathrm{Be}$ |  | 2.2(5) | $1.35(5)$ | - | - |
| 22 | 5 | 6 | ${ }^{11} \mathrm{~B}$ |  | 0.9(3) \# | 0.85(5) | - | - |
| 23 | 5 | 7 | ${ }^{12} \mathrm{~B}$ |  | 1.0(4) \# | 0.66(3) | - | - |
| 24 | 5 | 8 | ${ }^{13} \mathrm{~B}$ |  | 1.3(4) | 2.8(1) | - | - |
| 25 | 5 | 9 | ${ }^{14} \mathrm{~B}$ |  | 0.2(1) | 0.38(2) | - | - |
| 26 | 6 | 7 | ${ }^{13} \mathrm{C}$ |  | <1 | 0.85(5) | - | - |
| 27 | 6 | 8 | ${ }^{14} \mathrm{C}$ |  | 14.0(6)\# | 14.4(7) | 14.5(15) | 15.1(15) |
| 28 | 6 | 9 | ${ }^{15} \mathrm{C}$ |  | $3.5(13) \#$ | $6.2(3)$ | - | - |
| 29 | 6 | 10 | ${ }^{16} \mathrm{C}$ |  | $3.5(16)$ | 6.0(4) | - | [5.7(8)] |
| 30 | 7 | 9 | ${ }^{16} \mathrm{~N}$ |  | $<0.02$ | [0.34(20)] | - | - |
| 31 | 7 | 10 | ${ }^{17} \mathrm{~N}$ |  | - | [0.90(5)] | - | - |
| 32 | 7 | 11 | ${ }^{18} \mathrm{~N}$ |  | - | [1.5(1)] |  |  |
| 33 | 8 | 10 | ${ }^{18} \mathrm{O}$ |  | - | [0.50(5)] |  |  |
| 34 | 8 | 12 | ${ }^{20} \mathrm{O}$ |  | 0.8(4) | [8.7(8)] |  |  |

[^6]Table 3. Comparison of experimental and interpolated yields of light nuclides in the ternary fission of nuclei (normalized to $10^{4}$ nuclei of ${ }^{4} \mathrm{He}$ )

| No. | $Z$ | $N$ | Nuclide | Unstable nuclides | ${ }^{241} \mathrm{Pu}+n_{\text {th }}[7]$ |  | ${ }^{245} \mathrm{Am}+n_{\text {th }}[7]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | experiment | interpolation | experiment | interpolation |
| 1 | 0 | 1 | $n$ |  | - | $\left[4.3(7) \times 10^{6}\right]$ | - | $\left[1.73(22) \times 10^{6}\right]$ |
| 2 | 1 | 0 | ${ }^{1} \mathrm{H}$ |  | - | [162(18)] | - | [233(25)] |
| 3 | 1 | 1 | ${ }^{2} \mathrm{H}$ |  | 42(4) | [240(38)] | - | - |
| 4 | 1 | 2 | ${ }^{3} \mathrm{H}$ |  | 786(42) | $\left[2.23(15) \times 10^{3}\right]$ | 679(44) | [689(35)] |
| 5 | 2 | 1 | ${ }^{3} \mathrm{He}$ |  | - | - | <0.6 | 0.17(3) |
| 6 | 2 | 2 | ${ }^{4} \mathrm{He}$ |  | $10^{4}$ (700)\# | $9.81(65) \times 10^{3}$ | $10^{4}$ (600) \# | 9680(540) |
| 7 | 2 | 3 | ${ }^{5} \mathrm{He}$ | ${ }^{4} \mathrm{He}+n+0.89 \mathrm{MeV}$ | - | $2.5(1) \times 10^{3}$ | - | - |
| 8 | 2 | 4 | ${ }^{6} \mathrm{He}$ |  | 260(30)\# | 288(19) | 286(16)\# | 294(14) |
| 9 | 2 | 6 | ${ }^{8} \mathrm{He}$ |  | 15(1) | 17.9(22) | 19(4) | 17.5(18) |
| 10 | 3 | 2 | ${ }^{5} \mathrm{Li}$ | ${ }^{4} \mathrm{He}+{ }^{1} \mathrm{H}+1.97 \mathrm{MeV}$ | - | $4.4(10) \times 10^{-2}$ | - | - |
| 11 | 3 | 3 | ${ }^{6} \mathrm{Li}$ |  | - | 0.24 (4) | $<0.3$ | 0.73(11) |
| 12 | 3 | 4 | ${ }^{7} \mathrm{Li}$ |  | 6.7(6)\# | 7.0(6) | 13.6(13)\# | 14.4(11) |
| 13 | 3 | 5 | ${ }^{8} \mathrm{Li}$ |  | 4.2(6)\# | 4.4(3) | 5.6(18)\# | 8.2(5) |
| 14 | 3 | 6 | ${ }^{9} \mathrm{Li}$ |  | 8.3(6)\# | 7.4(5) | 13.6(17)\# | 11.3(6) |
| 15 | 4 | 3 | ${ }^{7} \mathrm{Be}$ |  | $<0.2$ | $8(2) \times 10^{-5}$ | - | - |
| 16 | 4 | 4 | ${ }^{8} \mathrm{Be}$ | $2\left({ }^{4} \mathrm{He}\right)+0.092 \mathrm{MeV}$ | - | $2.1(20)$ | - | - |
| 17 | 4 | 5 | ${ }^{9} \mathrm{Be}$ |  | 4.4(5) | 3.1(3) | 9.1(11) | 7.5(6) |
| 18 | 4 | 6 | ${ }^{10} \mathrm{Be}$ |  | 46(6) | 11.8(4) | 66(5) | 19.6(6) |
| 19 | 4 | 7 | ${ }^{11} \mathrm{Be}$ |  | 5.9(17)\# | 3.7(2) | 8.1(10) \# | $6.2(3)$ |
| 20 | 4 | 8 | ${ }^{12} \mathrm{Be}$ |  | 2.8(13) | 2.1(2) | 5.5(17) | 3.0(2) |
| 21 | 4 | 10 | ${ }^{14} \mathrm{Be}$ |  | $2.7(10) \times 10^{-3}$ | $2.7(4) \times 10^{-2}$ | $0.018(12)$ | 0.043(6) |
| 22 | 5 | 5 | ${ }^{10} \mathrm{~B}$ |  | $<0.03$ | $2.6(1) \times 10^{-3}$ | <0.3 | 0.016(3) |
| 23 | 5 | 6 | ${ }^{11} \mathrm{~B}$ |  | 1.6(10) \# | 0.67(8) | 2.4(13) \# | 0.72(7) |
| 24 | 5 | 7 | ${ }^{12} \mathrm{~B}$ |  | 1.0(4)\# | 0.62(5) | 2.3(4)\# | $2.05(13)$ |
| 25 | 5 | 8 | ${ }^{13} \mathrm{~B}$ |  | - | - | 2.2(6) | $6.15(30)$ |
| 26 | 6 | 6 | ${ }^{12} \mathrm{C}$ |  | - | - | <4.8 | 0.30(6) |
| 27 | 6 | 7 | ${ }^{13} \mathrm{C}$ |  | - | - | 1.1(5) | 1.8(2) |
| 28 | 6 | 8 | ${ }^{14} \mathrm{C}$ |  | 12.6(8) \# | 11.3(7) | 23.3(16)\# | 22.8(13) |
| 29 | 6 | 9 | ${ }^{15} \mathrm{C}$ |  | 4.3(4)\# | $5.8(4)$ | 7.7(11) \# | 11.4(7) |
| 30 | 6 | 10 | ${ }^{16} \mathrm{C}$ |  | 5.0(9) | $6.7(7)$ | 9.5(13) | 10.5(10) |
| 31 | 6 | 12 | ${ }^{18} \mathrm{C}$ |  | 0.28(5) | [1.9(3)] | 0.32(11) | [2.4(4)] |
| 32 | 7 | 8 | ${ }^{15} \mathrm{~N}$ |  | <0.044 | [0.15(9)] | 0.17(7) | [0.59(7)] |
| 33 | 7 | 9 | ${ }^{16} \mathrm{~N}$ |  | $7.9(32) \times 10^{-2}$ | [0.24(11)] | 0.27(8)* | [0.85(7)] |
| 34 | 7 | 10 | ${ }^{17} \mathrm{~N}$ |  | 0.34(10) | [0.72(6)] | 0.77(31) | [1.85(13)] |
| 35 | 7 | 11 | ${ }^{18} \mathrm{~N}$ |  | 0.16(4) | [1.48(14)] | 0.47(21) | [3.37(29)] |
| 36 | 8 | 8 | ${ }^{16} \mathrm{O}$ |  | - | - | <47 | [0.014(3)] |
| 37 | 8 | 9 | ${ }^{17} \mathrm{O}$ |  | - | - | <0.2 | [0.14(2)] |
| 38 | 8 | 10 | ${ }^{18} \mathrm{O}$ |  | - | - | 1.0(4) | [0.53(5)] |
| 39 | 8 | 11 | ${ }^{19} \mathrm{O}$ |  | 0.26(12) | [1.66(16)] | 0.77(47) | [4.78(42)] |
| 40 | 8 | 12 | ${ }^{20} \mathrm{O}$ |  | 1.10 (12) | [7.2(9)] | 2.7(4) | [13.4(17)] |
| 41 | 8 | 14 | ${ }^{22} \mathrm{O}$ |  | 0.12(4) | [152(36)] | 0.39(19) | [161(36)] |

[^7]Table 4. Comparison of experimental and interpolated yields of light nuclides in the ternary fission of nuclei (normalized to $10^{4}$ nuclei of ${ }^{4} \mathrm{He}$ )

| No. | $Z$ | $N$ | Nuclide | ${ }^{233} \mathrm{U}+n_{\text {th }}[1,6]$ |  | ${ }^{245} \mathrm{Cm}+n_{\text {th }}[7]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | experiment | interpolation | experiment | interpolation |
| 1 | 0 | 1 | $n$ | - | $\left[3.4(3) \times 10^{6}\right]$ | - | $\left[9.3(11) \times 10^{5}\right]$ |
| 2 | 1 | 0 | ${ }^{1} \mathrm{H}$ | - | [124(8)] | - | [40(5)] |
| 3 | 1 | 1 | ${ }^{2} \mathrm{H}$ | 41(2) | [139(7)] | - | - |
| 4 | 1 | 2 | ${ }^{3} \mathrm{H}$ | 463(23) | $\left[1.22(5) \times 10^{3}\right]$ | 679(44)\# | 739(37) |
| 5 | 2 | 1 | ${ }^{3} \mathrm{He}$ | <0.1 | $2.5(4) \times 10^{-2}$ | <0.6 | $1.7(4) \times 10^{-2}$ |
| 6 | 2 | 2 | ${ }^{4} \mathrm{He}$ | 104(266)\# | $9.76(26) \times 10^{3}$ | $10^{4}$ (600) \# | 9880(540) |
| 7 | 2 | 4 | ${ }^{6} \mathrm{He}$ | 137(8)\# | 140(7) | 286(16)\# | 264(11) |
| 8 | 2 | 6 | ${ }^{8} \mathrm{He}$ | 3.6(4) | 4.4(4) | 19(4)\# | 15.8(15) |
| 9 | 3 | 3 | ${ }^{6} \mathrm{Li}$ | $<0.05$ | $4.3(5) \times 10^{-2}$ | <0.3 | 0.29(5) |
| 10 | 3 | 4 | ${ }^{7} \mathrm{Li}$ | 3.7(2) \# | $3.8(2)$ | 13.6(13) \# | 11.6(9) |
| 11 | 3 | 5 | ${ }^{8} \mathrm{Li}$ | 1.81(20)\# | 1.75 (8) | 5.6(18)\# | 7.4(5) |
| 12 | 3 | 6 | ${ }^{9} \mathrm{Li}$ | 3.56(48)\# | 2.49 (14) | 13.6(17) \# | 14.6(8) |
| 13 | 4 | 5 | ${ }^{9} \mathrm{Be}$ | 3.7(8) | 1.9(1) | 9.1(11) | 13.6(12) |
| 14 | 4 | 6 | ${ }^{10} \mathrm{Be}$ | 43(3) | 7.2(2) | 66(5)\# | 70(4) |
| 15 | 4 | 7 | ${ }^{11} \mathrm{Be}$ | $<0.3$ | 0.86(4) | 8.1(10) | 21.0(15) |
| 16 | 4 | 8 | ${ }^{12} \mathrm{Be}$ | 1.1(2)\# | 0.70(5) | $5.5(7)$ | [13.0(13)] |
| 17 | 4 | 10 | ${ }^{14} \mathrm{Be}$ | - | - | $0.018(12)$ | [0.15(2)] |
| 18 | 5 | 5 | ${ }^{10} \mathrm{~B}$ | - | - | <0.3 | [0.018(4)] |
| 19 | 5 | 6 | ${ }^{11} \mathrm{~B}$ | - | - | 2.4(13) | [7.6(8)] |
| 20 | 5 | 7 | ${ }^{12} \mathrm{~B}$ | $3.7(6) \times 10^{-1} \#$ | $3.6(2) \times 10^{-1}$ | 2.3(4) | [7.9(7)] |
| 21 | 5 | 8 | ${ }^{13} \mathrm{~B}$ | $6.2(13) \times 10^{-1} \#$ | 1.55 (6) | 2.2(6) | [47(5)] |
| 22 | 5 | 9 | ${ }^{14} \mathrm{~B}$ | $1.4(8) \times 10^{-2}$ | 0.30(2) | 0.21(6) | [12.5(14)] |
| 23 | 6 | 6 | ${ }^{12} \mathrm{C}$ | - | - | <4.8 | [2.0(3)] |
| 24 | 6 | 7 | ${ }^{13} \mathrm{C}$ | - | - | 1.1(5) | [19(2)] |
| 25 | 6 | 8 | ${ }^{14} \mathrm{C}$ | 11.4(4) \# | 11.0(4) | 23.3(16) | [560(80)] |
| 26 | 6 | 9 | ${ }^{15} \mathrm{C}$ | 2.4(3)\# | 4.1(2) | 7.7(11) | [280(40)] |
| 27 | 6 | 10 | ${ }^{16} \mathrm{C}$ | 2.1(3) | 4.0(3) | 9.5(33) | [380(70)] |
| 28 | 6 | 12 | ${ }^{18} \mathrm{C}$ | , | - | 0.32(11) | [118(27)] |
| 29 | 7 | 8 | ${ }^{15} \mathrm{~N}$ | - | - | 0.17(7) | - |
| 30 | 7 | 9 | ${ }^{16} \mathrm{~N}$ | $2.6(11) \times 10^{-2}$ | [0.20(1)] | 0.27(8)* | - |
| 31 | 7 | 10 | ${ }^{17} \mathrm{~N}$ | - | - | $0.77(31)$ | - |
| 32 | 7 | 11 | ${ }^{18} \mathrm{~N}$ | - | - | 0.47(21) | - |
| 33 | 8 | 8 | ${ }^{16} \mathrm{O}$ | - | - | $<47$ | - |
| 34 | 8 | 9 | ${ }^{17} \mathrm{O}$ | - | - | <0.2 | - |
| 35 | 8 | 10 | ${ }^{18} \mathrm{O}$ | - | - | 1.0(4) | - |
| 36 | 8 | 11 | ${ }^{19} \mathrm{O}$ | - | - | 0.77(47) | - |
| 37 | 8 | 12 | ${ }^{20} \mathrm{O}$ | 0.71(8) | 6.9(5) | 2.7(4) | - |
| 38 | 8 | 14 | ${ }^{22} \mathrm{O}$ | - | - | 0.39(19) | - |
| 39 | 9 | 11 | ${ }^{20} \mathrm{~F}$ | - | - | $<0.08$ | - |
| 40 | 10 | 14 | ${ }^{24} \mathrm{Ne}$ | - | - | 0.23(6)* | - |
| 41 | 12 | 18 | ${ }^{30} \mathrm{Mg}$ | - | - | $0.060(27)^{*}$ | - |

Note: Data labeled with * were borrowed from [8]. In the "Experiment" column for the case of ${ }^{233} \mathrm{U}$, data on the yields of nuclides from ${ }^{12}$ Be were taken from [6], while the remaining data were taken from [1].

Table 5. Comparison of experimental and interpolated yields of light nuclides in the ternary fission of nuclei (normalized to $10^{4}$ nuclei of ${ }^{4} \mathrm{He}$ )

| No. | $Z$ | $N$ | Nuclide | Unstable nuclides | ${ }^{248} \mathrm{Cm}$ (spont. fis.) [18] |  | ${ }^{252} \mathrm{Cf}$ (spont. fis.) [19-23] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | experiment | interpolation | experiment | interpolation |
| 1 | 0 | 1 | $n$ |  | - | $\left[2.3(6) \times 10^{6}\right]$ | - | $\left[0.65(14) \times 10^{6}\right]$ |
| 2 | 1 | 0 | ${ }^{1} \mathrm{H}$ |  | 160(20) | [26.6(35)] | 160(20)* | [19.4(36)] |
| 3 | 1 | 1 | ${ }^{2} \mathrm{H}$ |  | 50(5)\# | 51(5) | 63(3)* | 37(5) |
| 4 | 1 | 2 | ${ }^{3} \mathrm{H}$ |  | 922(18)\# | 921(18) | 590(20)*\# | 591(19) |
| 5 | 2 | 1 | ${ }^{3} \mathrm{He}$ |  | - | - | <9* | $0.95(39) \times 10^{-2}$ |
| 6 | 2 | 2 | ${ }^{4} \mathrm{He}$ |  | $10^{4}(500) \#$ | $10100(500)$ | $10^{4}(350) \#$ | $10028(540)$ |
| 7 | 2 | 3 | ${ }^{5} \mathrm{He}$ | ${ }^{4} \mathrm{He}+n+0.89 \mathrm{MeV}$ | - | - | $2.1(5) \times 10^{3 * *}$ | $2.6(2) \times 10^{3}$ |
| 8 | 2 | 4 | ${ }^{6} \mathrm{He}$ |  | 354(31)\# | 335(21) | 403(26)\# | $369(15)$ |
| 9 | 2 | 5 | ${ }^{7} \mathrm{He}$ | ${ }^{6} \mathrm{He}+n+0.44 \mathrm{MeV}$ | - | - | 85(21)** | 128(8) |
| 10 | 2 | 6 | ${ }^{8} \mathrm{He}$ |  | 24(4)\# | 26(3) | 25(4)\# | 30.6(31) |
| 11 | 3 | 2 | ${ }^{5} \mathrm{Li}$ | ${ }^{4} \mathrm{He}+{ }^{1} \mathrm{H}+1.966 \mathrm{MeV}$ | - | $1.1(5) \times 10^{-2}$ | - | $3.3(14) \times 10^{-2}$ |
| 12 | 3 | 3 | ${ }^{6} \mathrm{Li}$ |  | - | 0.11(4) | - | 0.29(9) |
| 13 | 3 | 4 | ${ }^{7} \mathrm{Li}$ |  | - | 7.2(16) | 17(4)\# | 16.3(27) |
| 14 | 3 | 5 | ${ }^{8} \mathrm{Li}$ |  | - | 5.6(2) | 10(5)\# | 12.7(17) |
| 15 | 3 | 6 | ${ }^{9} \mathrm{Li}$ |  | - | 14.7(2) | 25(11)\# | $31.5(26)$ |
| Sum of $Z=3$ yields |  |  |  |  | 26(9) | 27.6(16) | $52(5)^{* * *}$ | $61(4)$ |
| 16 | 4 | 3 | ${ }^{7} \mathrm{Be}$ |  | - | $2.1(13) \times 10^{-5}$ | - | $1.3(8) \times 10^{-4}$ |
| 17 | 4 | 4 | ${ }^{8} \mathrm{Be}$ | $2\left({ }^{4} \mathrm{He}\right)+0.092 \mathrm{MeV}$ | - | 4.0 (11) | $10(6)^{* * * *}$ | $15.2(32)$ |
| 18 | 4 | 5 | ${ }^{9} \mathrm{Be}$ |  | - | $7.2(20)$ | - | 28(5) |
| 19 | 4 | 6 | ${ }^{10} \mathrm{Be}$ |  | - | 58(11) | 185(20) | 193(16) |
| 20 | 4 | 7 | ${ }^{11} \mathrm{Be}$ |  | - | [19.3(42)] | - | [67.5(61)] |
| 21 | 4 | 8 | ${ }^{12} \mathrm{Be}$ |  | - | [15.3(32)] | - | [52(6)] |
| 22 | 4 | 10 | ${ }^{14} \mathrm{Be}$ |  | - | [0.21(2)] | - | [0.80(12)] |
| Sum of $Z=4$ yields |  |  |  |  | 49(24) | [104(12)] | 126(30)*** | [340(20)] |
| 23 | 5 | 5 | ${ }^{10} \mathrm{~B}$ |  | - | - | - | $\left[3.4(15) \times 10^{-2}\right]$ |
| 24 | 5 | 6 | ${ }^{11} \mathrm{~B}$ |  | - | - | - | [22(5)] |
| 25 | 5 | 7 | ${ }^{12} \mathrm{~B}$ |  | - | - | - | [28.6(46)] |
| 26 | 5 | 8 | ${ }^{13} \mathrm{~B}$ |  | - | - | - | [220(25)] |
| sum of $Z=5$ yields |  |  |  |  | - | - | $6.3(4)^{* * *}$ | [271(26)] |

Note: Data on the light-nuclide yields labeled with * and ${ }^{* *}$ were borrowed from [19] and [21], respectively; ${ }^{* * *}$ data on the integrated yields of elements from [22] and ${ }^{* * * *}$ data on the yield of ${ }^{8} \mathrm{Be}$ from [23]; the remaining data were taken from [20].
was made of nuclides from ${ }^{4} \mathrm{He}$ to ${ }^{15} \mathrm{C}$, resulted in $\chi^{2} /(N-n)=8.6$ for $N=10$, this suggesting that its quality is much poorer. Nonetheless, it faithfully reproduces the yields of light nuclei from helium to
carbon, with the exception of ${ }^{10} \mathrm{Be}$, whose yield calculated by the interpolation formula is underestimated by a factor of 6 , and ${ }^{14} \mathrm{~B}$, whose yield is overestimated by a factor of 20 . The yields of the hydrogen isotopes

Table 6. Some features of ternary fission according to calculations on the basis of some fits (for comments to this table, see main body of the text)

| Reaction | $N$ | $w_{\alpha} \times 10^{3}$ | $\Theta, M \mathrm{MV}$ | $w_{p} \times 10^{5}$ | $w_{n}$ | $\varepsilon_{p}, \mathrm{MeV}$ | $\varepsilon_{n}, \mathrm{MeV}$ | $\tau_{0}, 10^{-21} \mathrm{~S}$ | $\frac{\chi^{2}}{N-n}$ |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ${ }^{235} \mathrm{U}+n_{\text {th }}$ | $10 ; 4 \leq A \leq 15$ | $1.57(3)$ | $1.31(2)$ | $2.52(26)$ | $0.94(10)$ | $17.1(5)$ | $3.3(4)$ | $8.2(10)$ | 0.97 |
| ${ }^{233} \mathrm{U}+n_{\text {th }}$ | $6 ; 4 \leq A \leq 10$ | $1.88(5)$ | $1.17(3)$ | $0.71(24)$ | $0.40(7)$ | $16.0(3)$ | $3.2(3)$ | $5.3(7)$ | 0.37 |
| ${ }^{233} \mathrm{U}+n_{\text {th }}$ | $10 ; 4 \leq A \leq 15$ | $1.88(5)$ | $1.29(1)$ | $2.33(16)$ | $0.64(6)$ | $16.6(2)$ | $3.4(2)$ | $6.7(7)$ | 8.6 |
| ${ }^{239} \mathrm{Pu}+n_{\text {th }}$ | $10 ; 4 \leq A \leq 15$ | $2.00(4)$ | $1.37(1)$ | $3.28(18)$ | $0.56(4)$ | $16.8(2)$ | $3.4(1)$ | $4.0(3)$ | 2.1 |
| ${ }^{241} \mathrm{Pu}+n_{\text {th }}$ | $10 ; 4 \leq A \leq 15$ | $1.98(13)^{*}$ | $1.38(3)$ | $3.25(35)$ | $0.87(14)$ | $17.2(5)$ | $3.2(3)$ | $4.2(8)$ | 3.8 |
| ${ }^{242 m} \mathrm{Am}+n_{\text {th }}$ | $6 ; 4 \leq A \leq 9$ | $2.21(5)$ | $1.43(3)$ | $4.71(62)$ | $0.48(12)$ | $16.7(3)$ | $3.5(3)$ | $2.5(3)$ | 4.3 |
| ${ }^{245} \mathrm{Cm}+n_{\text {th }}$ | $8 ; 3 \leq A \leq 10$ | $2.8(4)^{* *}$ | $1.28(2)$ | $1.11(14)$ | $0.26(3)$ | $16.9(4)$ | $3.4(3)$ | $1.5(2)$ | 3.0 |
| ${ }^{245} \mathrm{Cm}+n_{\text {th }}$ | $10 ; 4 \leq A \leq 15$ | $2.8(4)^{* *}$ | $1.51(2)$ | $6.51(71)$ | $0.48(6)$ | $16.7(3)$ | $3.6(3)$ | $3.3(5)$ | 4.4 |
| ${ }^{248} \mathrm{Cm}$, sp.f. | $5 ; 2 \leq A \leq 8$ | $2.35(12)^{*}$ | $1.20(3)$ | $6.24(81)$ | $0.54(13)$ | $16.5(6)$ | $2.3(6)$ | $3.4(11)$ | 0.78 |
| ${ }^{252} \mathrm{Cf}$, sp.f. | $8 ; 3 \leq A \leq 10$ | $2.84(10)$ | $1.25(3)$ | $0.55(10)$ | $0.18(4)$ | $15.8(6)$ | $2.8(4)$ | $1.0(3)$ | 1.1 |

${ }^{2} \mathrm{H}$ and ${ }^{3} \mathrm{H}$ also proved to be overestimated, by a factor of 3.5 and by a factor of 2.5 , respectively. In relation to the first fit, the results are overestimated for the neutron yield as well, approximately by a factor of 1.5 (there are presently no experimental data on this yield). Since the first fit was constructed by using experimental data for a lighter group of nuclides (we refer to this as an "interpolation on the basis of a short series") and has a much better value of the agreement criterion, the results of its application to the yields of the lightest particles, including neutrons, deserve more confidence. (It should be noted that, in comparing different models, Köster [7] calculated the yields of nuclides having relatively high values of $A$ for the case of ${ }^{233} \mathrm{U}$ fission by the formula from [11], where, in all probability, he used the parameters determined on the basis of the short series, and this could result in a considerable excess of the calculated yields above their experimental counterparts in Fig. 1.6.5 in [7]).

Two different fits were constructed for the case of the fission process ${ }^{245} \mathrm{Cm}\left(n_{\text {th }}, f\right)$ as well: one on the basis of a short series from ${ }^{3} \mathrm{H}$ to ${ }^{10} \mathrm{Be}$ inclusive (Table 4) and the other on the basis of a heavier group of nuclides belonging to a long series from ${ }^{4} \mathrm{He}$ to ${ }^{15} \mathrm{C}$ (Table 3). The first exhibits good agreement with experimental data within the interpolation region (up to ${ }^{10} \mathrm{Be}$ ), but it overestimates the yields of nuclides having higher values of $Z$ and $A$. The second is in satisfactory agreement with experimental data up to ${ }^{16} \mathrm{C}$, but it underestimates the yields of ${ }^{10} \mathrm{Be}$ and ${ }^{11} \mathrm{~B}$, albeit leading to severalfold overestimated results for the yields of ${ }^{13} \mathrm{~B}$ and for the yields of almost all isotopes of $Z \geq 7$ nuclei. In relation to the first fit, the second one gives higher values for the yields of single nucleons-for example, by a factor of two for neutrons.

Our fits for the fission processes ${ }^{235} \mathrm{U}+n_{\text {th }}$, ${ }^{239} \mathrm{Pu}+n_{\mathrm{th}}$, and ${ }^{241} \mathrm{Pu}+n_{\mathrm{th}}$ (Tables $1-3$ ) overestimate the yields of ${ }^{2} \mathrm{H}$ and ${ }^{3} \mathrm{H}$ nuclei and, probably, the yield of neutrons. Since the fits in question were based on a "long series," as in the case of the second fits for ${ }^{245} \mathrm{Cm}\left(n_{\text {th }}, f\right)$ and ${ }^{233} \mathrm{U}\left(n_{\text {th }}, f\right)$, where, in relation to the fits based on the groups of lighter nuclides, the neutron yield was overestimated by a factor of 2 and by a factor of 1.5 , respectively, it can be assumed that the overestimation here is within a factor of 1.5 to 2 as well. In relation to experimental data, the yield of ${ }^{10} \mathrm{Be}$ is underestimated by a factor of about 5 , while the yields of ${ }^{13} \mathrm{~B},{ }^{16} \mathrm{C}$, and ${ }^{20} \mathrm{O}$ are significantly overestimated, as a rule.

For the yields in the ternary-fission process ${ }^{242 m} \operatorname{Am}\left(n_{\text {th }}, f\right)$ (Table 2), the interpolation formula was fitted to data on the same nuclides as in the first version of the fit for the reaction ${ }^{233} \mathrm{U}\left(n_{\text {th }}, f\right)$. As before, the yield of ${ }^{10} \mathrm{Be}$ proved to be underestimated (by a factor greater than 4 here), but, in contrast to the case of ${ }^{233} \mathrm{U}\left(n_{\text {th }}, f\right)$, the yield of ${ }^{3} \mathrm{H}$ is overestimated nearly by a factor of 3 here. In all probability, the neutron yield is also overestimated, whereas the yield of the comparatively heavy nuclide ${ }^{14} \mathrm{C}$ proved to be in agreement with the experimental value. In this respect, the case of ${ }^{242 m} \mathrm{Am}\left(n_{\text {th }}, f\right)$ is rather close to the fits based on long series.

The next two fits refer to the spontaneous fission of the ${ }^{248} \mathrm{Cm}$ and ${ }^{252} \mathrm{Cf}$ isotopes (Table 5; use was made here of data from [18-23]). The first of these was constructed on the basis of data on the yields of two hydrogen and three helium isotopes. In the second, use was made of data on the yield of three helium and three lithium isotopes. Both fits underestimate the proton yield (by a factor of 6 in the first and by


Fig. 1. Ratio of the sum of the yields calculated by the interpolation formula for all light nuclei of mass number $A$ to the sum of the yields found experimentally for the same nuclei versus $A$. Use was made of the weighted mean of data on the thermal-neutron-induced fission of ${ }^{233} \mathrm{U},{ }^{235} \mathrm{U},{ }^{239} \mathrm{Pu},{ }^{241} \mathrm{Pu},{ }^{242 m} \mathrm{Am}$, and ${ }^{245} \mathrm{Cm}$ nuclei. With the exception of the case of ${ }^{242 m} \mathrm{Am}$, interpolation was performed on the basis of a long series of nuclides.
a factor of 8 in the second case), but they faithfully reproduce the total yield of lithium isotopes. The first overestimates the total yield of beryllium isotopes by a factor of about two [18], while the second faithfully reproduces the ${ }^{10} \mathrm{Be}$ yield [20], which, however, proved to be in excess of the total experimental yield of Be from [22]. As to the calculated yields of neutrons from these two reactions, it can hardly be expected that they are sizably overestimated, since the values of the parameters in the respective formulas were calculated on the basis of equations for isotopes of the lightest three elements.

One can easily see that a fit on the basis of a "long series" overestimates, as a rule, the yields of nuclei having low values of $A$ and $Z$ and the yields of nuclei having high values of $A$ and $Z$, while a fit on the basis of a "short series" overestimates, almost exclusively, the yields of nuclei having high values of $A$ and $Z$. These features of the fits are demonstrated in Fig. 1 (fit on the basis of a "long series") and Fig. 2 (fit on the basis of a "short series"). For the aforementioned reasons, the case of ${ }^{242 m} \mathrm{Am}\left(n_{\text {th }}, f\right)$ was included in Fig. 1.

In Figs. 1 and 2, the nuclide atomic weight and the ratio of the sum of the yields calculated by the interpolation formula for all nuclei of given $A$ to the sum of the experimentally measured yields of the same nuclei are plotted along the abscissa and the ordinate, respectively. The weighted mean values of such ratios for six and four fits are shown in Figs. 1 and 2, respectively. From Fig. 1, one can see that,


Fig. 2. As in Fig. 1. Use was made of the weighted mean data on the thermal-neutron-induced fission of ${ }^{233} \mathrm{U}$ and ${ }^{245} \mathrm{Cm}$ nuclei and on the spontaneous fission of ${ }^{248} \mathrm{Cm}$ and ${ }^{252} \mathrm{Cf}$ nuclei. The interpolation here was performed on the basis of a "short series."
within the atomic-weight range being considered, the majority of the ratios lie between 0.7 and 1.4. In Fig. 2, the points are grouped closer to the straight line on which the ratio in question is equal to unity. However, the points corresponding to $A>17$ for Fig. 1 and to $A>12$ for Fig. 2 were not plotted in the figures, since they lie far beyond the boundaries adopted here for the figures, thereby indicating the limit above which the formulas used become inapplicable.

If the interpolation formula were correct, the graph would lie horizontally around the mean ordinate $\left(X_{\text {interpol }} / X_{\text {expt }}\right)=1$, with the scatter of points being within the statistical errors; however, it can be seen from the figures that this is not so. If we eliminate, in Fig. 1, the points at $A=1$ (protons) and $A=$ 13 (predominantly ${ }^{13} \mathrm{~B}$ ) from consideration, it can be seen there that the points are rather grouped around a parabola. It follows that our interpolation formula, which involves four parameters, is unable to ensure the required accuracy over so wide a range of argument values ( $2<A<17$ ).

In fitting on the basis of a short series (Fig. 2), the situation is better. Here, we see nine points lying (within the errors) on the expected horizontal line. Therefore, there are reasons to believe that, for nuclides whose atomic weights satisfy the condition $A \leq 10$, the interpolation formula reproduces their yields quite precisely. Yet, the point $A=1$ does not fit in the general graph, in just the same way as in Fig. 1. The number of protons recorded experimentally is nearly an order of magnitude greater than that which is expected on the basis of the interpolation formula. One possible reason for this was already indicated in Section 1. It should be noted that all data on protons

Table 7. Estimates of the yields of scission neutrons per nuclear-fission event

| Nucleus | ${ }^{235} \mathrm{U}$ | ${ }^{233} \mathrm{U}$ | ${ }^{239} \mathrm{Pu}$ | ${ }^{241} \mathrm{Pu}$ | ${ }^{242 m} \mathrm{Am}$ | ${ }^{245} \mathrm{Cm}$ | ${ }^{248} \mathrm{Cm}$ (sp.f.) | ${ }^{252} \mathrm{Cf}$ (sp.f.) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{n}$ | 0.55 | 0.40 | 0.33 | 0.51 | 0.48 | 0.26 | 0.54 | 0.18 |
| $\Delta w_{n}$ | 0.09 | 0.07 | 0.05 | 0.10 | 0.12 | 0.03 | 0.13 | 0.04 |

were obtained with the aid of $\Delta E-E$ telescopes. As usual, thin foils used for filtering beams can be a source of secondary protons in this case.

Summarizing the above comments on the content of Tables 1-5 and relying on the data of the graph in Fig. 2, we have to recognize that the interpolating formula from [11] leads to satisfactory results only in the case where it is applied to the range of light nuclei ( $A \leq 10$ ).

Table 6 lists the main parameters of the interpolation formula and some quantities that were calculated on the basis of these parameters and which have clear physical meaning. The quantity $N$ in the second column is the number of equations used to determine the parameters; there, we also give the intervals of atomic weights for those nuclides whose yields were taken into account.

In the third column, we quote the yields of alpha particles per fission event. These values, which were measured in individual experiments, serve for a normalization of other yields. They were taken predominantly from [4]. An asterisk labels values obtained by interpolating the dependence $w_{\alpha}\left(Z^{2} / A\right)$, which was also presented in [4]. A number of $w_{\alpha}$ values for ${ }^{245} \mathrm{Cm}$ are quoted in [7]. The data labeled with two asterisks correspond to the last publication cited in [7] (1998).

In the columns from the fourth to the ninth one, we give successively the temperature parameter $\Theta$, the proton yield $w_{p}$ and the neutron yield $w_{n}$ per fission event, the partial (or "chemical") potentials for protons $\left(\varepsilon_{p}\right)$ and neutrons $\left(\varepsilon_{n}\right)$, and the mean emission time $\tau_{0}$.

The quantities quoted in the tenth column characterize the quality of the fits in terms of the interpolation formula to experimental data for those nuclides whose yields were employed in these fits. From Tables $1-5$, one can see how great the distinctions between the yields obtained on the basis of the interpolation formula and their experimental counterparts can be for those nuclides whose $A$ and $Z$ values are beyond the boundaries of the interpolation region.

The possibility of estimating the yields of neutrons that are emitted via the same mechanism (as a matter of fact, the evaporation mechanism) as charged particles and within the same time interval and which are therefore identified here as scission neutrons is
the most interesting consequence of the applications of the interpolation formula. [Various authors refer to such neutrons as "prescission" or "breakup" neutrons because of their main special feature: the energy spectrum and the angular distribution of these neutrons differ from the corresponding distributions of neutrons emitted by fully accelerated fragments. There is no generally accepted terminology for this kind of neutron emission in nuclear fission; nor is there a clear understanding of whether the emission of such a neutron occurs prior to the scission of the nucleus (that is, before the instant after which the short-range nuclear interaction between main fragments virtually disappears), after it, or both prior to and after it.]

As was indicated above, the estimate of the neutron yield depends on whether interpolation was based on a long or a short group of nucleons. Approximate values of scission-neutron yields in nuclear fission are given in Table 7. The estimates obtained on the basis of data on a short group (including those for the case of ${ }^{242 m} \mathrm{Am}$ ) were taken from Table 6 without any changes. In order to arrive at unified normalization, the estimates in Table 6 for ${ }^{235} \mathrm{U},{ }^{239} \mathrm{Pu}$, and ${ }^{241} \mathrm{Pu}$, in which case the interpolation was performed on the basis of a long series, were multiplied by $0.57 \pm 0.07$. This coefficient was obtained as the mean ratio of the data on the neutron yields in the second and third lines for ${ }^{233} \mathrm{U}$ and in the seventh and eighth lines for ${ }^{245} \mathrm{Cm}$ (Table 6).

A nearly horizontal plateau of the ratios $\left(X_{\text {interpol }} / X_{\text {expt }}\right) \approx 1$ in Fig. 2 from $A=2$ to $A=$ 10 provides an additional argument in favor of the correctness of estimating the neutron yield by means of a fit based on a short series. An extrapolation of this plateau to the point $A=1$ corresponding to neutrons will hardly lead to a large deviation from unity. The point $A=1$ in the figures corresponds to protons exclusively, since we do not have experimental data on neutron yields at our disposal. According to measurements (see Tables $1,2,5$ ), the proton yield in ternary fission is only $(1-2) \times 10^{-2}$ of the alphaparticle yield; therefore, it can be distorted by the contributions from possible background reactions, especially $(n, p)$, as was indicated above, while the neutron yield, which, according to interpolations,
is two orders of magnitude higher than the alphaparticle yield, is nearly unaffected by such distortions.

Despite a broad, nearly isotropic angular distribution of scission neutrons, their expected high yield renders them appropriate, along with charged particles, for studying the $T$-odd triple correlation that was discovered quite recently (see, for example, [24-27]) and which arouses great interest. It should be noted that, at an angle of $90^{\circ}$ with respect to the axes along which fission fragments fly apart-recall that this is precisely the angle at which a counter for recording a third particle in measurements of the triple correlation is arranged - the background of neutrons emitted from fully accelerated fragments is relatively small. In one of the recent investigations devoted to examining prescission neutrons [28], it was established that the excess of neutrons at an angle of about $90^{\circ}$ (this excess cannot be explained within the model of emission from fully accelerated fragments) is about $30 \%$ for the spontaneously fissile nucleus ${ }^{252} \mathrm{Cf}$ and about $60 \%$ for the fission process ${ }^{235} \mathrm{U}\left(n_{\mathrm{th}}, f\right)$. Our data on neutron yields in Table 7 are in qualitative agreement with the results presented in [28], but this fact alone does not give sufficient grounds to believe that the emission of all prescission neutrons proceeds via the same mechanism as that which governs the emission of light charged particles.

The data in Tables 6 and 7 make it possible to disclose some special features of ternary fission that are unlikely to have been seen previously. By way of example, we indicate that, in the fission of nuclei characterized by identical values of $Z$, a heavier isotope emits a greater number of scission neutrons. Further, there is a distinct anticorrelation, with a coefficient $K \approx-0.7$, between the yields of alpha particles (third column in Table 6) and neutrons (Table 7), this being indicative of a strong competition between the emission of these two types of particles. It is interesting to note that the neutron and proton work functions (with allowance for the Coulomb barrier in the case of protons) as calculated for various fissile nuclei with the parameters of the interpolation formula proved to be constant within the statistical errors. A fit of all values in the seventh and the eighth column of Table 6 to constant values leads to $\left\langle\varepsilon_{p}\right\rangle=16.64 \pm 0.31 \mathrm{MeV}$ at $\chi^{2} /(N-n)=1.09$ and $\left\langle\varepsilon_{n}\right\rangle=3.36 \pm 0.18 \mathrm{MeV}$ at $\chi^{2} /(N-n)=0.75$ (in the table, the root-meansquare scatter is indicated parenthetically near the corresponding results). The neutron work function is much smaller than its ordinary values for nonexcited nuclear fragments, but this may probably be explained by the excitation of nucleons in the neck above the ground-state level under nonstationary conditions before their emission.

From Table 6, one can see that, in just the same way as the neutron and proton yields, the fitted temperature depends on the group of nuclides used in a fit. In relation to $\varepsilon_{p}$ and $\varepsilon_{n}$, the quantity $\Theta$ undergoes wider variations from one fit to another. The emission time $\tau_{0}$ changes within a still wider interval, also showing a strong dependence on the interpolation region. As the main trend for it, we can indicate the reduction of $\tau_{0}$, with increasing nuclear-fissility parameter $Z^{2} / A$.

## CONCLUSION

An analysis of the results obtained with aid of the interpolation formula has revealed that the evaporation model provides a rather sound basis for describing the emission of light particles in ternary fission. From a detailed consideration, it has become clear, however, that the interpolation formula used, which involves only four adjustable parameters, is unable to reflect correctly the probabilities of the emission of light nuclides for any $A$ and $Z$ values encountered in ternary fission. It the parameters were fitted to the known yields of the lightest third fragmentsfor example, from ${ }^{3} \mathrm{H}$ to ${ }^{9} \mathrm{Li}$-then the extrapolation of the formula to the isotopes of $Z \geq 5$ nuclei leads to overestimated results, the excess above the experimental values growing sharply with increasing $Z$. If a fit is constructed on the basis of the known yields of light nuclides belonging to the intermediate range-say, from helium to carbon-the resulting yields will be overestimated for $Z \geq 7$ nuclei, on one hand, and for ${ }^{2} \mathrm{H}$ and ${ }^{3} \mathrm{H}$, on the other hand. Probably, the formula can be "corrected" by introducing one to two adjustable parameters, but this would lead to a complication of respective calculations and would mean a deviation from a simple evaporation concept.

As to the predictive power of the interpolation formula in what is concerned with the yield of scission neutrons, we can hope that this yield will be determined correctly if the parameters in this formula are chosen in such a way as to reproduce the yields of the isotopes of hydrogen (with the exception of ${ }^{1} \mathrm{H}$ ), helium, and lithium correctly. The expected relatively high yields of scission neutrons open new possibilities for studying the dynamics of fission. In particular, I think that, in addition to the already known values of the triple-correlation coefficient for alpha particles in the fission of ${ }^{235} \mathrm{U}$ and ${ }^{233} \mathrm{U}$, it would be desirable to measure this coefficient for such neutrons in the fission of the same nuclei [29]. A comparison of the results obtained in this way would make it possible to draw some conclusions on the effect of the charge and mass of a light particle on the phenomenon being studied.
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#### Abstract

The correlation effects are found to provide a dominant contribution to the nuclear binding energies. This result is obtained within a simple renormalizable model for the multiparticle forces between nucleons. © 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The correlation energy of nuclear matter remains one of the most important problems of nuclear theory in view of applications to astrophysics and highdensity QCD. As discussed in our previous work [1], quantitative information about the correlation energies of finite nuclei can be obtained within the framework of the theory of doorway states for one-nucleontransfer reactions [2] by calculating the nuclear static energy, arising from the motion of nucleons in the nuclear static field. But we found that the results seem to be ambiguous because only the three- and fourparticle forces were taken into account in addition to the two-particle ones (the estimated effect of the finite range of the multiparticle forces is found to be small). Accounting for the fact that the ultimate origin of the multiparticle forces is the nonlinearity of strong interaction, we proposed a simple model of nonlinearity that includes both the forces of all multiplicities and the finite range [3] (see also the Appendix in [2]).

In this model, the multiparticle forces are taken into account by introducing an additional scalarisoscalar field with the Lagrangian density
$L=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-\frac{1}{2} \Lambda^{2} \phi^{2}-\frac{1}{3} \lambda_{3} \phi^{3}-\frac{1}{4} \lambda_{4} \phi^{4}-g \bar{\psi} \psi \phi$,
the corresponding classical static field thus obeying the equation

$$
\begin{equation*}
\Lambda^{2} \phi+\lambda_{3} \phi^{2}+\lambda_{4} \phi^{3}=-g \rho_{s}+\Delta \phi, \tag{2}
\end{equation*}
$$

where $\Delta$ is the Laplacian and $\rho_{s}$ is the scalar density distribution of nucleons in the nucleus [4]. The last term on the right-hand side of (1) describes the

[^9]coupling of the field $\phi$ to the nucleon one $\psi ; g$ is the coupling constant.

The field $\phi$ contains the "two-particle" component $\phi_{2}$ obeying the equation

$$
\begin{equation*}
\Lambda^{2} \phi_{2}=-g \rho_{s}+\Delta \phi_{2} . \tag{3}
\end{equation*}
$$

It must be subtracted, because this part of the nuclear scalar field results from the observed free-space twoparticle forces as described in [2]. Thus, the contribution of multiparticle forces to the nuclear static field is

$$
\begin{equation*}
W(r)=g\left[\phi(r)-\phi_{2}(r)\right] . \tag{4}
\end{equation*}
$$

## 2. ANALYSIS

As shown in [2], the multiparticle field $W(r)$ is repulsive in the nuclear surface region and attractive in the nuclear interior (Fig. 1a). Let us analyze the situation in the local density approximation $W(r)=$ $W\left[\rho_{s}(r)\right]$. Since the scalar density $\rho_{s}$ is a decreasing function of $r$, the field $W$ is positive at $0<\rho_{s}<\rho_{1}$ with the maximum $W_{m}$ in this region and negative at $\rho_{s}>\rho_{1}, \rho_{1}=\rho_{s}\left(r_{1}\right)$ (Fig. $1 b$ ). Let us neglect for a moment the Laplacian terms of Eqs. (2) and (3) (they are taken into account in the actual calculations; see Section 3). In this case,

$$
\begin{equation*}
W=g\left(\phi-\phi_{2}\right)=-\frac{g \lambda_{4}}{\Lambda^{2}}\left(\frac{\lambda_{3}}{\lambda_{4}}+\phi\right) \phi^{2} . \tag{5}
\end{equation*}
$$

At $\rho_{s}=\rho_{1}$ [see Fig. $1 b$ and Eq. (3) without the Laplacian term],

$$
\begin{equation*}
g\left(\phi+\frac{g \rho_{1}}{\Lambda^{2}}\right)=-\frac{g \lambda_{4}}{\Lambda^{2}} \phi^{2}\left(\frac{\lambda_{3}}{\lambda_{4}}+\phi\right)=0 \tag{6}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\lambda_{3}}{\lambda_{4}}=\frac{g \rho_{1}}{\Lambda^{2}} . \tag{7}
\end{equation*}
$$



Fig. 1. Contribution of multiparticle forces to the nuclear static field as a function of $(a)$ radial distance $r$ and (b) scalar density $\rho_{s}$.

Introducing the dimensionless quantities $y$ and $y_{2}$ [3],

$$
\begin{equation*}
\phi=-\frac{g \rho_{1}}{\Lambda^{2}} y, \quad \phi_{2}=-\frac{g \rho_{1}}{\Lambda^{2}} y_{2} \tag{8}
\end{equation*}
$$

we get

$$
\begin{equation*}
W=-\frac{g^{4} \rho_{1}^{3}}{\Lambda^{8}} \lambda_{4} y^{2}(1-y) \tag{9}
\end{equation*}
$$

The maximum $W_{m}$ occurs at $y=2 / 3$, so

$$
\begin{equation*}
\lambda_{3}=-\frac{27 \Lambda^{6} W_{m}}{4 g^{3} \rho_{1}^{2}}, \quad \lambda_{4}=-\frac{27 \Lambda^{8} W_{m}}{4 g^{4} \rho_{1}^{3}} \tag{10}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
W=-\frac{g}{\Lambda^{2}}\left(\lambda_{3} \phi^{2}+\lambda_{4} \phi^{3}\right)=\frac{27}{4} W_{m} y^{2}(1-y) . \tag{11}
\end{equation*}
$$

Thus, both the $\phi^{3}$ and $\phi^{4}$ terms of the Lagrangian density (1) must be included to get the required form of the "multiparticle" field (Fig. 1). It should be mentioned in this connection that the condition of the renormalizability requires the absence of higher power terms in (1). According to the contemporary point of view, the renormalizability is not obligatory at the meson-baryon level, but in our opinion it is highly desirable, because otherwise the theory has no predictive power. It is also important that the renormalizability allows only a restricted number of phenomenological parameters, in contrast to the effective theories, where the above number can be arbitrary (the only restriction in this case is the socalled "naturalness" [5, 6], which is not confirmed by the experimental data on the doorway states $[3,7]$ ).

From Eqs. (2), (8), and (10), we get the following equation for the quantity $y$ :

$$
\begin{equation*}
y+\frac{3}{x} y^{2}(1-y)=\frac{\rho_{s}}{\rho_{1}}, \quad x=\frac{4 g^{2} \rho_{1}}{9 \Lambda^{2} W_{m}} . \tag{12}
\end{equation*}
$$

The ratio $\rho_{s} / \rho_{1}$ is plotted in Fig. 2. As seen from the plot, the solution $y=y\left(\rho_{s}\right)$ has three branches: the physical one

$$
\begin{equation*}
0 \leq y \leq y_{e}=\frac{1}{3}(\sqrt{1+x}+1) \tag{13}
\end{equation*}
$$



Fig. 2. The ratio $\rho_{s} / \rho_{1}$ as a function of $y$. The solid curve is for the physical branch of the solution of Eq. (12).
in the region

$$
\begin{equation*}
0 \leq \rho_{s} \leq \rho_{s e}=\frac{1}{9} \rho_{1}\left(1+\frac{2(1+x)}{\sqrt{1+x}-1}\right) \tag{14}
\end{equation*}
$$

and two unphysical ones with (i) $y<0$ and (ii) $y>y_{e}$. Indeed, branch $y<0$ begins at negative densities, which is obviously nonsense, whereas branch $y>y_{e}$ has a nonzero value at $\rho_{s}=0$, thus existing without the source.

Therefore, the physical solution of Eq. (12) has the endpoint with the coordinates (13) and (14). As follows from above, this is the consequence of nonlinearity and renormalizability. The physical significance of this result will be discussed in the next section.

## 3. RESULTS

In the case of finite nuclei, the quantities $y(r)$ and $y_{2}(r)$ obey the equations

$$
\begin{gather*}
y(r)+\frac{3}{x} y^{2}(r)[1-y(r)]  \tag{15}\\
=\frac{\rho_{s}(r)}{\rho_{1}}+\frac{1}{\Lambda^{2}} \Delta y(r), \\
y_{2}(r)=\frac{\rho_{s}(r)}{\rho_{1}}+\frac{1}{\Lambda^{2}} \Delta y_{2}(r) . \tag{16}
\end{gather*}
$$

Equation (15) is solved by iteration starting from the physical solution of Eq. (12). Both Eqs. (15) and (16) are solved jointly with the relations for the neutron and proton scalar densities $\rho_{s \tau}(r), \tau=n, p$, in the local density approximation [4]:

$$
\begin{align*}
& \rho_{s \tau}(r)=\frac{M_{\tau}(r)}{2 \pi^{2}}\left[k_{\mathrm{F} \tau}(r) \sqrt{M_{\tau}^{2}(r)+k_{\mathrm{F} \tau}^{2}(r)}\right.  \tag{17}\\
& \left.\quad-M_{\tau}^{2}(r) \ln \frac{\sqrt{M_{\tau}^{2}(r)+k_{\mathrm{F} \tau}^{2}(r)}+k_{\mathrm{F} \tau}(r)}{M_{\tau}(r)}\right]
\end{align*}
$$

with $\left(k_{\mathrm{F} \tau}(r)=\left(3 \pi^{2} \rho_{\tau}(r)\right)^{1 / 3}\right.$ is the local Fermi momentum)

$$
\begin{equation*}
M_{\tau}(r)=m+S_{\tau}(r) \tag{18}
\end{equation*}
$$

$$
\begin{gathered}
S_{\tau}(r)=S_{2}(r)-\frac{9 x W_{m}}{4}\left[y(r)-y_{2}(r)\right] \\
+\frac{1}{2} \beta\left[\rho_{s}^{-}(r)\right]^{2}-\tau_{3}\left[S_{2}^{-}(r)+\beta \rho_{s}(r) \rho_{s}^{-}(r)\right], \\
\rho_{s}(r)=\rho_{s n}(r)+\rho_{s p}(r), \\
\rho_{s}^{-}(r)=\rho_{s n}(r)-\rho_{s p}(r), \\
\tau_{3}=\left\{\begin{array}{l}
-1, \tau=n, \\
+1, \tau=p,
\end{array}\right.
\end{gathered}
$$

and $m$ being the free nucleon mass. The "twoparticle" scalar-isoscalar and scalar-isovector fields $S_{2}(r)$ and $S_{2}^{-}(r)$, as well as the vector-isoscalar and vector-isovector ones, are expressed through the free-space two-particle forces as described in [2] (in the present work, the Bonn $B$ potential [8] is used for the two-particle forces).

As shown in [2], the dominant part of the isovector nuclear potential results from the multiparticle forces. But in contrast to the isoscalar term $W(r)$, the isovector one $W^{-}(r)$ is positive in the whole nuclear region, and, therefore, its multiparticle structure cannot be safely determined. For this reason, we assumed $W^{-}(r)$ to be of three-particle origin:

$$
\begin{equation*}
W^{-}(r)=\beta \rho_{s}(r) \rho_{s}^{-}(r) \tag{19}
\end{equation*}
$$

It is a functional derivative of the multiparticle symmetry energy

$$
\begin{equation*}
\mathcal{E}_{m, \mathrm{symm}}=\frac{1}{2} \beta \int \rho_{s}\left(r^{\prime}\right)\left[\rho_{s}^{-}\left(r^{\prime}\right)\right]^{2} d \mathbf{r}^{\prime} \tag{20}
\end{equation*}
$$

with respect to the isovector-scalar density $\rho_{s}^{-}(r)$. But $\mathcal{E}_{m, \text { symm }}$ also has a functional derivative with respect to the isoscalar-scalar density $\rho_{s}(r)$, and this is just the third term on the right-hand side of the second equation in (18).

The parameters of the nonlinearity are determined by performing the procedure of [2], i.e., solving the Dirac equation with the scalar and vector fields for the doorway-state energies and comparing the calculations with the experimental data. The results are practically the same as those in Fig. 4 of [2]. In this way, we found

$$
\begin{gather*}
W_{m}=11.5 \mathrm{MeV}, \quad \rho_{1}=0.146 \mathrm{fm}^{-3}, \quad(21  \tag{21}\\
x=16.127, \quad \beta=5.604 \mathrm{fm}^{5}, \quad \Lambda=986.64 \mathrm{MeV} .
\end{gather*}
$$

As follows from [1] and the present work, the nuclear static energy is

$$
\begin{gather*}
\mathcal{E}_{\mathrm{st}}=\sum_{\tau=n}^{p}\left(\sum_{\lambda} \theta\left(\varepsilon_{\mathrm{F} \tau}-\varepsilon_{\lambda \tau}\right) n_{\lambda \tau} \varepsilon_{\lambda \tau}\right.  \tag{22}\\
\left.+\varepsilon_{\mathrm{F} \tau} N_{\tau, \text { out }}\right)-\frac{1}{2} \int\left\{\left[S_{2}(r)-\frac{9 x W_{m}}{4}(y(r)\right.\right.
\end{gather*}
$$

$$
\begin{aligned}
- & \left.\left.y_{2}(r)\right)+2 \beta\left(\rho_{s}^{-}(r)\right)^{2}\right] \rho_{s}(r)+\frac{27 W_{m} \rho_{1}}{8} y^{3}(r) \\
\times & \left(\frac{2}{3}-y(r)\right)+S_{2}^{-}(r) \rho_{s}^{-}(r)+V(r) \rho(r) \\
& \left.+V^{-}(r) \rho^{-}(r)+C(r) \rho_{\mathrm{ch}}(r)\right\} d \mathbf{r}
\end{aligned}
$$

where $V(r)$ and $V^{-}(r)$ are vector-isoscalar and vector-isovector nuclear fields, $C(r)$ is the Coulomb one, $\rho(r)$ and $\rho^{-}(r)$ are isoscalar and isovector density distributions, $\rho_{\text {ch }}(r)$ is the charge-density one, $\varepsilon_{\lambda \tau}$ are the doorway-state energies, $\varepsilon_{\mathrm{F} \tau}$ is the Fermi level, $n_{\lambda \tau}$ are the occupation numbers, and

$$
\begin{equation*}
N_{\tau, \text { out }}=\sum_{\lambda} \theta\left(\varepsilon_{\lambda \tau}-\varepsilon_{\mathrm{F} \tau}\right) n_{\lambda \tau} . \tag{23}
\end{equation*}
$$

We used the following ansatz for the occupation numbers:

$$
\begin{gather*}
n_{\lambda \tau}=x_{\lambda \tau} A_{\tau}\left(\sum_{\nu} x_{\nu \tau}\right)^{-1},  \tag{24}\\
x_{\lambda \tau}=\frac{1}{2}\left(1-\frac{\varepsilon_{\lambda \tau}-F_{\tau}}{\sqrt{\left(\varepsilon_{\lambda \tau}-F_{\tau}\right)^{2}+D^{2}}}\right), \\
A_{\tau}=\left\{\begin{array}{l}
N, \tau=n, \\
Z, \tau=p,
\end{array}\right.
\end{gather*}
$$

with $D=10 \mathrm{MeV}$, i.e., the half-spreading width of the doorway states [2]. The energy $F_{\tau}$ is between the Fermi one $\varepsilon_{\mathrm{F} \tau}$ and that of the first unoccupied state. The $F_{\tau}$ value is chosen to minimize the quantity

$$
\begin{equation*}
\int\left(\rho_{\tau, \exp }(r)-\sum_{\lambda} n_{\lambda \tau} \psi_{\lambda \tau}^{+}(x) \psi_{\lambda \tau}(x)\right)^{2} d \mathbf{r} . \tag{25}
\end{equation*}
$$

Here, $\psi_{\lambda \tau}(x)$ are the doorway-state wave functions, $x=\{\mathbf{r}, \alpha\}, \alpha$ is the spin variable, and $\rho_{\tau, \exp }(r)$ are the experimentally observed density distributions of neutrons and protons in nuclei. The sum in the integrand is only the diagonal part of the nucleon-density distribution: the latter also has the nondiagonal one

$$
\begin{equation*}
\sum_{\lambda \nu(\lambda \neq \nu)} \rho_{\lambda \nu ; \tau} \psi_{\lambda \tau}^{+}(x) \psi_{\nu \tau}(x), \quad \rho_{\lambda \nu ; \tau}<\sqrt{n_{\lambda \tau} n_{\nu \tau}}, \tag{26}
\end{equation*}
$$

but, as shown in [1], the nondiagonal elements $\rho_{\lambda \nu ; \tau}$ of the density matrix do not enter the static energy. In the calculations, we included the positive-energy states up to 100 MeV , discretizing the continuum by introducing the infinite potential well

$$
U_{\tau}(r)= \begin{cases}S_{\tau}(r)+V_{\tau}(r), & r \leq R_{\mathrm{ch}},  \tag{27}\\ \infty, & r>R_{\mathrm{ch}},\end{cases}
$$

Static, binding, and correlation energies (in MeV )

|  | $\mathcal{E}_{\text {st }}$ |  | $\mathcal{E}_{\text {bind }}$ | $\mathcal{E}_{\text {corr }}$ |
| :--- | :---: | :---: | :---: | :---: |
|  | $[1]$ | present work |  |  |
| ${ }^{16} \mathrm{O}$ | -47.0 | -86.2 | -127.6 | -41.4 |
| ${ }^{40} \mathrm{Ca}$ | -120.7 | -121.2 | -342.0 | -220.8 |
| ${ }^{90} \mathrm{Zr}$ | -234.2 | -107.7 | -783.9 | -676.2 |
| ${ }^{208} \mathrm{~Pb}$ | -233.3 | +154.6 | -1636.5 | -1791.1 |

where the interval $0<r<R_{\text {ch }}$ is the region in which the nuclear-charge densities are determined in [9].

The correlation energy of nuclei is the difference between the binding and static ones, the former being the experimental quantity. The results of the calculations are shown in the table. As seen from the table, the correlation energy becomes of increasing importance with increasing mass number. The reason for which the static energy changes sign between ${ }^{90} \mathrm{Zr}$ and ${ }^{208} \mathrm{~Pb}$ is the increase in positive energy contributions from the multiparticle terms $\left[9 x W_{m} / 8\right](y(r)-$ $\left.y_{2}(r)\right) \rho_{s}(r)$ and $\left[27 W_{m} \rho_{1} / 16\right] y^{3}(r)(y(r)-2 / 3)$ with increasing nuclear size.

It is instructive to compare the present results for the static energy with those of [1], where only three- and four-particle forces are taken into account together with the two-particle ones. In this case, the static energy is negative throughout the periodic system, whereas it changes sign between ${ }^{90} \mathrm{Zr}$ and ${ }^{208} \mathrm{~Pb}$ when the higher multiparticle forces are included via the nonlinearity of strong interaction.

According to Eqs. (13), (14), (18), and (21), the endpoint values of the scalar density and the scalar field in isosymmetric nuclear matter are

$$
\begin{gathered}
\rho_{s e}=0.1933 \mathrm{fm}^{-3}, \quad y_{e}=1.7128 \\
S_{e}=S_{2 e}+W_{e}=-b \rho_{s e}-\frac{9 x W_{m}}{4}\left(y_{e}-\frac{\rho_{s e}}{\rho_{1}}\right) \\
=-497.22 \mathrm{MeV}
\end{gathered}
$$

where

$$
\begin{gather*}
b=\frac{3 g_{\sigma 1}^{2}}{4 \mu_{\sigma 1}^{2}}\left(\frac{\Lambda_{\sigma 1}^{2}-\mu_{\sigma 1}^{2}}{\Lambda_{\sigma 1}^{2}}\right)^{2}  \tag{29}\\
+\frac{g_{\sigma 0}^{2}}{4 \mu_{\sigma 0}^{2}}\left(\frac{\Lambda_{\sigma 0}^{2}-\mu_{\sigma 0}^{2}}{\Lambda_{\sigma 0}^{2}}\right)^{2}=11.62 \mathrm{fm}^{2}
\end{gather*}
$$

and

$$
\begin{gathered}
\frac{g_{\sigma 1}^{2}}{4 \pi}=8.2797, \quad \frac{g_{\sigma 0}^{2}}{4 \pi}=16.9822 \\
\mu_{\sigma 1}=550 \mathrm{MeV}, \quad \mu_{\sigma 0}=720 \mathrm{MeV} \\
\Lambda_{\sigma 1}=\Lambda_{\sigma 0}=2000 \mathrm{MeV}
\end{gathered}
$$

are the Bonn- $B$-potential parameters [8]. The corresponding endpoint density $\rho_{e}$ is obtained by solving the equation [4]

$$
\begin{gather*}
\rho_{s e}=\frac{M_{e}}{\pi^{2}}\left(k_{\mathrm{Fe}} \sqrt{M_{e}^{2}+k_{\mathrm{Fe}}^{2}}\right.  \tag{31}\\
\left.-M_{e}^{2} \ln \frac{\sqrt{M_{e}^{2}+k_{\mathrm{Fe}}^{2}}+k_{\mathrm{Fe}}}{M_{e}}\right), \\
M_{e}=m+S_{e}
\end{gather*}
$$

for the endpoint Fermi momentum $k_{\mathrm{Fe}}$. In this way, we get

$$
\begin{gather*}
k_{\mathrm{Fe}}=1.4739 \mathrm{fm}^{-1}  \tag{32}\\
\rho_{e}=\frac{2 k_{\mathrm{Fe}}^{3}}{3 \pi^{2}}=0.2213 \mathrm{fm}^{-3}=1.3 \rho_{0}
\end{gather*}
$$

where $\rho_{0}=0.17 \mathrm{fm}^{-3}$ is the equilibrium density of nuclear matter. Thus, the nuclear static field does not exist at higher densities than the endpoint one. But this result is hardly of any practical significance because (i) there are no stable nuclei with such density values, and (ii) as follows from our results for the static energies, the properties of finite nuclei and nuclear matter are governed by the correlation effects.

## 4. CONCLUSIONS

Until very recently, it was assumed that nucleons in nuclei interact mainly via the two-particle forces. For this reason, the conventional logic of textbooks on nuclear theory was as follows: "Let us first study deuteron and elastic $N N$ scattering; deduce the $N N$ potential from the relevant experimental data; and use it for few-nucleon systems, complex nuclei, and nuclear matter." But as unambiguously follows from our investigation of the doorway states $[1-3,7]$, this is the "way nowhere." Indeed:
(i) The three- and four-particle forces are found to be of the same magnitude as the two-particle ones. For this reason, the Faddeev and FaddeevJakubowsky equations as well as the Hartree-FockBrueckner and Dirac-Hartree-Fock-Brueckner methods are irrelevant approaches, since they are based on the two-particle forces only.
(ii) The seeming success of the above approaches is due to the fact that the three- and four-particle forces nearly compensate each other at observed nucleon density values. But such a near compensation hardly occurs at higher densities, and therefore the contemporary results for the equation of state of nuclear matter are at least doubtful.
(iii) As seen from our results for nuclear static energies, the nonlinearity of strong interaction is of importance, and therefore it must be taken into account to the full extent in nuclear theory.
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#### Abstract

The microscopic eikonal phase shifts for nucleus-nucleus collisions and total reaction cross sections are calculated by using the expression previously derived for the profile (thickness) of a realistic distribution of nucleons in the form of a symmetrized Fermi function. If, in addition, the density of the projectile nucleus is approximated by a Gaussian function and if a density profile of arbitrary form is taken for the target nucleus, the phase shift in question reduces to a one-dimensional integral. Questions are considered that are associated with the derivation of density parameters for "pointlike" nucleons in nuclei, with the possibility of approximating realistic densities by Gaussian functions in the region of the nuclear surface, with the dependence of the cross section on the range of nucleon-nucleon interaction and on the nuclear-medium density, and with the role of the distortion of the trajectory. Conclusions on the physics of the process are drawn, and the cross sections calculated on the basis of the present approach without using free parameters are compared with available experimental data. © 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In nuclear physics, the Glauber-Sitenko approach [1, 2], with allowance for some modifications, is used to study nucleus-nucleus collisions at energies of about 10 to 100 MeV per projectile nucleon. Within this conceptual framework, the eikonal phase shift can be determined either by specifying a phenomenological optical potential or by calculating it within a microscopic approach, where it is expressed in terms of nuclear-density distributions and the amplitude for nucleon-nucleon scattering.

Usually, the parameters of a phenomenological potential $U_{\text {opt }}(r)=V(r)+i W(r)$ are fitted on the basis of a comparison of the results of calculations with experimental data on elastic-scattering cross sections and on total reaction cross sections. However, there remain here questions concerning ambiguities in the resulting parameters [3]. To illustrate this statement, we note that, for the total reaction cross section obtained analytically in [4] for the Woods-Saxon potential, it was shown there that this cross section is determined primarily by two combinations $R W_{0}$ and $R / a$ of three parameters of the potential-its range $R$, its diffuseness $a$, and its depth

[^10]$W_{0}$; naturally, this makes it possible to vary these parameters within broad ranges of their possible values. As to the microscopic approach, it is absolutely free from adjustable parameters and enables one to calculate the eikonal phase shifts themselves instead of scattering potentials. Owing to this, it is possible to perform predictive calculations-in particular, calculations of total cross sections for reactions involving radioactive nuclei. The latter is of importance for solving problems of radioactive-waste transmutation $[5,6]$.

Since the early study of Fernbach et al. [7], the microscopic approach has been used to calculate proton-nucleus cross sections. Later on, it was generalized in $[8,9]$ to the case of nuclear-nuclear scattering on the basis of the theory of multiple nucleon scattering by nuclei $[1,2]$. It has been extensively employed in analyzing total cross sections for the interaction of beams of light nuclei with nuclei. Among other things, this made it possible to discover a neutron halo in the ${ }^{6} \mathrm{He}$ and ${ }^{9} \mathrm{Li}$ nuclei and a proton halo in the ${ }^{11}$ Be nucleus and to find neutron- and proton-rich nuclei (see, for example, [10]; see also the review articles of Bertulani et al. [11] and Knyazkov et al. [12]). Much attention has also been given to studying the mechanism of nuclear scatteringnamely, to taking into account the deviations of true trajectories from a straight-line one [13, 14], the role of higher order corrections to the eikonal phase shift [15], the clustering of nuclei [16], and other effects.

In the majority of such studies, use is made of Gaussian functions for nuclear densities, since it is possible in this case to perform a separation of variables in multidimensional integrals for eikonal phase shifts and to obtain relevant results in an analytic form. This is the main reason why such functions and their modifications are used in calculating cross sections even for heavy-ion scattering, although physical considerations obviously require taking, in this case, functions of an extended shape as a basis. Fermi functions of the form $u_{\mathrm{F}}(r)=[1+\exp (r-R / a)]^{-1}$, which provide the most realistic representations for the distributions of the densities and potentials in medium-mass and heavy nuclei, are employed most often in nuclear physics. Unfortunately, it is difficult to perform analytic calculations with Fermi functionsfor example, it is impossible to separate variables in the aforementioned multidimensional integrals for the phase shifts. Nevertheless, it has become ever more common to resort to them not only in numerical but also in analytic calculations. In contrast to Gaussian functions, Fermi functions have a correct, exponential, behavior at the periphery of nucleus-nucleus collisions, which is a region that, in such processes, makes a dominant contribution to differential cross sections for scattering and to total reaction cross sections. Therefore, it is highly desirable to develop analytic methods for calculating cross sections within a microscopic approach that would employ realistic shapes of nuclear densities. The parameters of such densities can be borrowed from tabular data obtained, for example, from an analysis of information about electron-nucleus scattering. This would provide sufficient grounds to believe that basic structural features of nuclei participating in the scattering of nuclei are taken correctly into account and would make it possible to study the true mechanism of their interaction and to perform reliable predictive calculations of respective cross sections. This is precisely the objective of the present study.

The ensuing exposition is organized as follows. In Section 2, we present some modifications to the basic formula for the phase shift in the microscopic approach, this being of importance both for obtaining deeper insight into the mechanism of nucleusnucleus scattering and for performing calculations without resort to assumptions adopted in a number of studies. In Section 3, we give explicit expressions for so-called nuclear-density profile functions specified in the form of a Gaussian, a uniform, and a symmetrized Fermi function. It is shown how the fourdimensional convolution integral for the phase shift can be reduced to a one-dimensional integral if the density of the projectile (light) nucleus is taken in the form of a Gaussian function, while the density of the target nucleus is taken in the form of a symmetrized

Fermi function. In the case of densities having an arbitrary form, this integral can be represented in the form of a one-dimensional integral of the FourierBessel transforms of their profiles. An explicit form of such a transform is given for the profile of a nuclear density represented by a symmetrized Fermi function. Conclusions on the applicability of so-called modified Gaussian density functions are drawn. In Section 4, we examine problems concerning the use of nuclear densities as obtained from nuclear form factors in electron-nucleus scattering, the effect of the choice of range for nucleon-nucleon forces and the effect of distortions of scattering trajectories, and the role of a nuclear medium. In Section 5, we perform a comparison with experimental data and draw conclusions.

## 2. BASIC FORMULAS OF THE MICROSCOPIC APPROACH

Within the eikonal approximation and the microscopic approach [1, 2], the total reaction cross section has the form

$$
\begin{equation*}
\sigma_{R}=2 \pi \int_{0}^{\infty} d b b\left(1-e^{-\chi(b)}\right) \tag{2.1}
\end{equation*}
$$

where the phase shift

$$
\begin{equation*}
\chi(b)=\bar{\sigma}_{N N} \mathcal{I}(b) \tag{2.2}
\end{equation*}
$$

is expressed in terms of the isospin-averaged total cross section for nucleon-nucleon scattering,

$$
\begin{equation*}
\bar{\sigma}_{N N}=\frac{Z_{p} Z_{t} \sigma_{p p}+N_{p} N_{t} \sigma_{n n}+\left(Z_{p} N_{t}+N_{p} Z_{t}\right) \sigma_{n p}}{A_{p} A_{t}} \tag{2.3}
\end{equation*}
$$

and the convolution integral, which, in the case of nucleus-nucleus scattering, has the form [8]

$$
\begin{gather*}
\mathcal{I}(b)=\int d^{2} s_{p} d^{2} s_{t} \rho_{p}^{0}\left(s_{p}\right) \rho_{t}^{0}\left(s_{t}\right) f(\xi)  \tag{2.4}\\
\boldsymbol{\xi}=\mathbf{b}-\mathbf{s}_{p}+\mathbf{s}_{t}
\end{gather*}
$$

Here, $\mathbf{s}$ and $\boldsymbol{\xi}$ lie in the impact-parameter (b) plane, which is orthogonal to the $z$ axis aligned with the projectile momentum $\mathbf{k}_{i},{ }^{4}$ and $\rho^{0}(s)$ stands for the so-called thicknesses (profiles) of the density distributions $\rho^{0}(r)$ of the centers of mass of nucleons ("pointlike nucleons") in the projectile and target nuclei (their mass numbers being denoted by $A_{p}$ and $A_{t}$, respectively). ${ }^{5)}$ The densities themselves are defined

[^11]as follows:
\[

$$
\begin{equation*}
\rho(s)=\int_{-\infty}^{\infty} d z \rho\left(\sqrt{s^{2}+z^{2}}\right) \tag{2.5}
\end{equation*}
$$

\]

The pointlike densities $\rho^{0}(r)$ differ from the matterdensity distributions $\rho(r)$ in nuclei that consist of actual, "dressed," nucleons. There is a vast body of tabular data for $\rho(r)$ that were obtained from an analysis of the form factors for electron-nucleus scattering, ${ }^{6}$ ) and our objective is to develop an approach that would be free from adjustable parameters. However, it is not convenient that, here, pointlike densities $\rho^{0}(r)$ must be determined each time on the basis of known experimental nuclear densities $\rho(r)$.

The function $f(\xi)$ determines the form of the amplitude for nucleon-nucleon interaction; that is,

$$
\begin{equation*}
f(\xi)=\left(\sqrt{\pi} a_{N}\right)^{-2} e^{-\xi^{2} / a_{N}^{2}}, \quad a_{N}^{2}=\frac{2}{3} r_{N \mathrm{rms}}^{2} \tag{2.6}
\end{equation*}
$$

where $r_{N \text { rms }}^{2}$ is the mean-square range of nucleonnucleon interaction. It can be determined if one considers that the parameter $a_{N}$ is expressed with the aid of the relation $a_{N}^{2}=2 \beta$ in terms of the slope parameter $\beta$ of the amplitude for nucleon-nucleon scattering $^{7)}$ in the form $\exp \left(-q^{2} \beta / 2\right)$. According to [18], values of $\beta$ at an energy of about 1 GeV lie within the range $0.21-0.23 \mathrm{fm}^{-2}$, which corresponds to $r_{N \mathrm{rms}}^{2}=$ $0.63-0.69 \mathrm{fm}^{2}$. In our case, nucleon-nucleon forces act in a nuclear medium. In order to take into account its effect, an extra factor $f_{m}$ is usually introduced in the integrand in (2.4). In the following, we will consider this issue in greater detail.

The convolution integral in (2.4) is close in form to the six-dimensional double-folding integral in the calculations of a nucleus-nucleus potential [19]. In either case, one has to seek methods for separating

[^12]variables in relevant integrands. In Section 3, it will be shown that this integral can be calculated explicitly if both densities are specified in the form of Gaussian functions or can be reduced to a one-dimensional integral if one of the densities is taken in the Gaussian form. At the same time, there is a standard method for reducing such integrals to one-dimensional integrals via a transition to the momentum representation. For this, we make two-dimensional Fourier-Bessel transformations of the integrands in (2.4) as
\[

$$
\begin{align*}
u(s) & =\frac{1}{(2 \pi)^{2}} \int e^{-i \mathbf{k} \cdot s} \tilde{u}(k) d^{2} k  \tag{2.7}\\
& =\frac{1}{2 \pi} \int_{0}^{\infty} J_{0}(k s) \tilde{u}(k) k d k
\end{align*}
$$
\]

where

$$
\begin{equation*}
\tilde{u}(k)=\int e^{i \mathbf{k} \cdot \mathbf{s}} u(s) d^{2} s=2 \pi \int_{0}^{\infty} J_{0}(k s) u(s) s d s \tag{2.8}
\end{equation*}
$$

Expression (2.4) then takes the form

$$
\begin{equation*}
\mathcal{I}(b)=\frac{1}{2 \pi} \int_{0}^{\infty} k d k J_{0}(k b) \tilde{\rho}_{p}^{0}(k) \tilde{\rho}_{t}^{0}(k) \tilde{f}(k) \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}(k)=\exp \left(-k^{2} r_{N \mathrm{rms}}^{2} / 6\right) \tag{2.10}
\end{equation*}
$$

For the nuclear-density profile, we further use the convolution

$$
\begin{equation*}
\rho_{i}(s)=\int d^{2} s_{N} \rho_{N}\left(s_{N}\right) \rho_{i}^{0}\left(\left|\mathbf{s}-\mathbf{s}_{N}\right|\right) \tag{2.11}
\end{equation*}
$$

where $\rho_{N}\left(s_{N}\right)$ is the nucleon-density function. With the aid of (2.7), we then obtain

$$
\begin{equation*}
\tilde{\rho}_{i}(k)=\tilde{\rho}_{N}(k) \tilde{\rho}_{i}^{0}(k) \tag{2.12}
\end{equation*}
$$

For a Gaussian nucleon density of mean-square radius $r_{0 \text { rms }}^{2}$, we have

$$
\begin{equation*}
\tilde{\rho}_{N}(k)=\exp \left(-\frac{k^{2} r_{0 \text { rms }}^{2}}{6}\right) \tag{2.13}
\end{equation*}
$$

From (2.9), it then follows that

$$
\begin{gather*}
\mathcal{I}(b)=\frac{1}{2 \pi} \int_{0}^{\infty} k d k J_{0}(k b) \tilde{\rho}_{p}^{0}(k) \tilde{\rho}_{t}(k) \exp \left(-\frac{k^{2} \tau^{2}}{6}\right),  \tag{2.14}\\
\tau^{2}=r_{N \mathrm{rms}}^{2}-r_{0 \text { rms }}^{2} . \tag{2.15}
\end{gather*}
$$

If we assume that $r_{N \mathrm{rms}}^{2}$ and $r_{0 \mathrm{rms}}^{2}$ coincide, then $\tau^{2}=0$; therefore, we have

$$
\begin{equation*}
\mathcal{I}(b)=\frac{1}{2 \pi} \int_{0}^{\infty} k d k J_{0}(k b) \tilde{\rho}_{p}^{0}(k) \tilde{\rho}_{t}(k) \tag{2.16}
\end{equation*}
$$

Accordingly, the following relation holds in the coordinate representation:

$$
\begin{equation*}
\mathcal{I}(b)=\int_{0}^{\infty} d^{2} s \rho_{p}^{0}(|\mathbf{b}-\mathbf{s}|) \rho_{t}(s) \tag{2.17}
\end{equation*}
$$

Thus, we have derived expressions for the convolution integrals in the form of (2.14), (2.16), and (2.17). Instead of the profile functions for the pointlike target-nucleus density, these expressions involve the profiles of the nuclear-matter density, $\rho_{t}(s)$ or $\tilde{\rho}_{t}(k)$. It is the corresponding densities $\rho(r)$ that are known from an analysis of nuclear form factors and are presented in tables; for medium-mass and heavy nuclei, it is common practice to parametrize them in the form of Fermi functions. In principle, relations (2.12) and (2.13) can be used for the projectile nucleus as well, in which case it is necessary to set $\tilde{\rho}_{p}^{0}=\tilde{\rho}_{p} / \tilde{\rho}_{N}$. But in the integrands in (2.14) and (2.16), there will then appear a growing Gaussian function, and the integrals in question will be divergent at the upper limit if realistic functions having exponential asymptotic behavior are taken for the profiles of both densities. Of course, one can proceed in a formal way that consists either in cutting off the integrals at a point where the integrands begin to grow or in replacing the Gaussian nucleon form factor $\tilde{\rho}_{N}(k)(2.13)$ by the dipole expression [see Eq. (4.2) below]. On the other hand, no divergence appears if the profile of the density of one of the nuclei is also taken in the Gaussian form.

Finally, we note that, frequently, phase shifts are calculated in the zero-range approximation $\left(r_{N \mathrm{rms}}^{2}=\right.$ 0 ), this leading to the convolution integral (2.9) with $\tilde{f}(k)=1$ or, in the coordinate representation, to an expression that is analogous to (2.17), but which involves $\rho_{t}^{0}(s)$ instead of $\rho_{t}(s)$. The replacement of the pointlike densities $\rho^{0}$ by the nuclear densities $\rho$ is an even rougher approximation. It can now be seen that such approximations are not necessary and that they distort the true mechanism of nucleus-nucleus scattering.

## 3. EIKONAL PHASE SHIFTS FOR REALISTIC NUCLEAR-DENSITY DISTRIBUTIONS

It has already been indicated that, in order to obtain analytic expressions for phase shifts and cross
sections, many authors use Gaussian distributions of the densities and their profiles; that is,

$$
\begin{gather*}
\rho_{\mathrm{G}}(r)=\rho_{\mathrm{G}}(0) e^{-r^{2} / a_{\mathrm{G}}^{2}}, \quad \rho_{\mathrm{G}}(0)=A /\left(\sqrt{\pi} a_{\mathrm{G}}\right)^{3},  \tag{3.1}\\
\rho_{\mathrm{G}}(s)=\left(\sqrt{\pi} a_{\mathrm{G}}\right) \rho_{\mathrm{G}}(0) e^{-s^{2} / a_{\mathrm{G}}^{2}}, \quad a_{\mathrm{G}}^{2}=\frac{2}{3} R_{\mathrm{rms}}^{2}, \tag{3.2}
\end{gather*}
$$

where the only parameter $a_{G}$ is determined by the root-mean-square radius $R_{\text {rms }}$ of the nucleus being considered. ${ }^{8)}$

Since uniform density distributions are sometimes used for medium-mass and heavy nuclei, we also present the corresponding distributions and their profiles:

$$
\begin{gather*}
\rho_{u}(r)=\rho_{u}(0) \Theta\left(R_{u}-r\right), \quad \rho_{u}(0)=3 A /\left(4 \pi R_{u}^{3}\right)  \tag{3.3}\\
\rho_{u}(s)=\rho_{u}(0) \sqrt{R_{u}^{2}-s^{2}} \Theta\left(R_{u}-s\right)  \tag{3.4}\\
R_{u}^{2}=\frac{5}{3} R_{\mathrm{rms}}^{2}
\end{gather*}
$$

In a number of cases, a realistic density in the form of a Fermi function is approximated as a linear combination of Gaussian functions with adjustable weight coefficients and the adjustable parameters $a_{\mathrm{G}}$. This was done in [20]; in [21], a similar fit to the profile of a Fermi function was constructed directly. Unfortunately, one has to repeat this procedure for each new set of parameters $R$ and $a$ of the original Fermi function. However, one can use the fact that, for heavy ions, scattering cross sections and total reaction cross sections are determined primarily by the behavior of phase shifts at the periphery of the collision process. In all probability, this was first taken into account in [22], where the Fermi distribution $\rho_{\mathrm{F}}(r)$ was simulated only in the region of its tail by using one Gaussian function. Later on, Charagi and Gupta [23] employed this procedure to simulate the profile $\rho_{\mathrm{F}}(s)$ of the Fermi function rather than the Fermi function itself. In doing this, they matched, at the periphery, the profile of a Gaussian function [see Eq. (3.2)] to the profile $\rho_{\mathrm{F}}(s)$ at two points, thereby determining both parameters $a_{\overline{\mathrm{G}}}$ and $\rho_{\overline{\mathrm{G}}}(0)$ of the modified Gaussian function

$$
\begin{equation*}
\rho_{\overline{\mathrm{G}}}(s)=\left(\sqrt{\pi} a_{\overline{\mathrm{G}}}\right) \rho_{\overline{\mathrm{G}}}(0) e^{-s^{2} / a_{\overline{\mathrm{G}}}^{2}} . \tag{3.5}
\end{equation*}
$$

This function is not normalized since, in contrast to what we had in (3.1), its parameters are not related to each other. In general, the matching of the profile

[^13]$\rho_{\overline{\mathrm{G}}}(s)$ with any smooth and extended function $\rho(s)$ at two points $s_{1}$ and $s_{2}$ leads to determining the two parameters of this profile function $\rho_{\overline{\mathrm{G}}}(s)$; that is,
\[

$$
\begin{gather*}
\rho_{\overline{\mathrm{G}}}(0)=\left(\sqrt{\pi} a_{\overline{\mathrm{G}}}\right)^{-1} \rho\left(s_{1}\right) \exp \left(s_{1}^{2} / a_{\overline{\mathrm{G}}}^{2}\right)  \tag{3.6}\\
a_{\overline{\mathrm{G}}}=\left[\frac{s_{2}^{2}-s_{1}^{2}}{\ln \rho\left(s_{1}\right)-\ln \rho\left(s_{2}\right)}\right]^{1 / 2} . \tag{3.7}
\end{gather*}
$$
\]

In [23], this matching of profiles in the form of modified Gaussian functions with the profiles $\rho_{\mathrm{F}}^{0}(s)$ of pointlike nuclear Fermi distributions was performed at the points $s_{1}=c$ and $s_{2}=c+4 d$, where $c$ and $d$ are, respectively, the radius and the diffuseness parameter of the density $\rho_{\mathrm{F}}^{0}(r)$. The profile functions $\rho_{\mathrm{F}}^{0}(s)$ themselves were found by means of a numerical integration in (2.5); the diffuseness parameter was taken to be identical for all nuclei, $d=0.53 \mathrm{fm}$; and the radius $c$ was determined on the basis of known data on the root-mean-square charge radii of nuclei and the nucleon ( $R_{\text {rms }}$ and $r_{0 \mathrm{rms}}$, respectively) with the aid of the formula

$$
\begin{equation*}
\mathcal{R}_{\mathrm{rms}}^{2}=R_{\mathrm{rms}}^{2}-r_{0 \mathrm{rms}}^{2}=\frac{3}{5} c^{2}\left[1+\frac{7}{3}\left(\frac{\pi d}{c}\right)^{2}\right] \tag{3.8}
\end{equation*}
$$

In general, the accuracy of this matching must be tested each time when the diffuseness parameter $a$ of the nuclear Fermi densities $\rho_{\mathrm{F}}(r)$ have different values for different nuclei; therefore, the values of the diffuseness parameter $d$ in the calculation of the profiles $\rho_{\mathrm{F}}^{0}(s)$ are also different. Moreover, the parameters of modified Gaussian functions depend on the choice of matching functions as well.

Since the study reported in [24], the symmetrized Fermi function

$$
\begin{align*}
& u_{\mathrm{SF}}(r)=\frac{\sinh (R / a)}{\cosh (R / a)+\cosh (r / a)}  \tag{3.9}\\
& \quad=\frac{1}{1+\exp \frac{r-R}{a}}-\frac{1}{1+\exp \frac{r+R}{a}}
\end{align*}
$$

has been used first in calculating nuclear form factors in electron-nucleus scattering and then in other nuclear-physics problems. It possesses a number of advantages over the Fermi function, this also concerning the case of analytic calculations [25, 26]. Its universality in applications consists in that it faithfully simulates the density distribution in nuclei from light to heavy ones [27]. From (3.9), it can be seen that, for medium-mass and heavy nuclei $(R \gg a)$, this function is virtually coincident with the usual Fermi function $u_{\mathrm{F}}(r)=1 /(1+\exp [(r-R) / a])$. For the symmetrized Fermi density, one can therefore use tabulated data on the Fermi distributions of both nuclear densities [28] and pointlike-nucleon densities [29]. For our problem, it is of importance that the profile
for precisely the symmetrized Fermi function could be found explicitly [30], whereby the ensuing calculations are significantly simplified. The symmetrized Fermi distribution and its profile have the form

$$
\begin{gather*}
\rho_{\mathrm{SF}}(r)=\rho_{\mathrm{SF}}(0) \frac{\sinh (R / a)}{\cosh (R / a)+\cosh (r / a)},  \tag{3.10}\\
\rho_{\mathrm{SF}}(0)=\frac{3 A}{4 \pi R^{3}}\left[1+\left(\frac{\pi a}{R}\right)^{2}\right]^{-1} \\
\rho_{\mathrm{SF}}(s)=2 R \rho_{\mathrm{SF}}(0) \frac{\sinh (R / a)}{\cosh (R / a)+\sinh (s / a)} P(s) \tag{3.11}
\end{gather*}
$$

Here, the main dependence of the profile on $s$ is determined by the symmetrized Fermi function having the same parameters as the density $\rho_{\mathrm{SF}}(r)$. The correction function $P(s)$ is given in [30] and is defined in terms of the auxiliary function $x(s)$, which satisfies the condition $x(s) \ll 1$. This makes it possible to simplify the function $P(s)$ in such a way that

$$
\begin{gather*}
P(s)=\frac{a}{R} \ln (4 / x(s))  \tag{3.12}\\
x(s)=\frac{2}{\kappa} \frac{\cosh (s / a)}{\cosh (s / a)+\cosh (R / a)}\left\{1+\frac{\kappa-1}{\cosh (s / a)}\right\}
\end{gather*}
$$

where $\kappa$ is expressed in terms of the radius $R$ and the diffuseness parameter $a$ as

$$
\begin{gather*}
\kappa=e^{\delta}  \tag{3.13}\\
\delta=1.10315+0.34597(R / a)-0.00446(R / a)^{2}
\end{gather*}
$$

The numerical coefficients in (3.13) were found in [30] by fitting the profile in (3.11) to the numerical values of the profile integral (2.5) of the function $\rho_{\mathrm{SF}}(r)$ (3.10) in the parameter region $5 \leq R / a \leq 20$. At the center of the nucleus, the correction function assumes the value of $P(0)=1$, while, in the region of the main contribution between $s=R$ and $\infty$, it changes only slightly, by about $0.4(a / R)$. This makes it possible to use the approximation where $P(s)$ is taken at one point-for example, at $s=R$ or at the point $s=$ $s_{1 / 3}=R+a \ln 2$, where the density is one-third as great as its value at the origin. ${ }^{9)}$ Under the condition $\cosh (R / a) \gg \kappa$, we then have

$$
\begin{gather*}
P_{a}(R) \simeq \frac{a}{R}[\ln 4 \kappa]  \tag{3.14}\\
=\frac{a}{R}\left[2.48945+0.34597 \frac{R}{a}-0.00446\left(\frac{R}{a}\right)^{2}\right]
\end{gather*}
$$

[^14]and, accordingly,
\[

$$
\begin{equation*}
\rho_{\mathrm{SF}}(s) \simeq 2 R \rho_{\mathrm{SF}}(0) \frac{\sinh (R / a)}{\cosh (R / a)+\cosh (s / a)} P_{a}(R) \tag{3.15}
\end{equation*}
$$

\]

For the ${ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{208} \mathrm{~Pb}$ nuclei, the profile functions for the densities in the form of the symmetrized Fermi function are shown in Fig. 1 according to a numerical calculation by formula (2.5) (points), along with the corresponding profiles for a modified Gaussian function that were obtained by formulas (3.6) and (3.7) at $s_{1}=R$ and $s_{2}=R+4 a$. The solid curves there represent the results of the calculation of $\rho_{\mathrm{SF}}(s)$ by the analytic formula (3.11). The parameters of the density in the form of the symmetrized Fermi function were borrowed from [27] and are quoted in Table 1. It can be seen that, in the internal region, there is a strong discrepancy between the profiles for a modified Gaussian function and the profiles of the density in the form of the symmetrized Fermi function (for example, by nearly two orders of magnitude for ${ }^{208} \mathrm{~Pb}$ ). There is also a discrepancy in the region where the densities themselves decreased by not less than two orders of magnitude. The profiles of a uniform and a Gaussian form of the density distribution will differ from the profile of the Fermi functions even more pronouncedly. In Fig. 2, the profiles $\rho_{\mathrm{SF}}(s)$ are shown for the same nuclei, but according to the calculation by (solid curves) the analytic formula (3.11) with the exact correction function $P(s)$ and (dashed curves) the analytic formula (3.15) with the approximate correction function $P_{a}(s=R)$. It turns out that the use of the correction function at the radius value introduces virtually no changes in the behavior of the profile function in the peripheral region. A modest distinction within a factor of 2 for the ${ }^{208} \mathrm{~Pb}$ nucleus appears only in the nuclear interior, this being much less than the distinction between the profile functions for the symmetrized Fermi and modified Gaussian functions (see Fig. 1).

Thus, we have the possibility of choosing, in the following, the profiles $\rho(s)$ of an explicit analytic form for a Gaussian, a uniform, and a symmetrized Fermi function. Below, these three types of functions will be employed in calculating the microscopic eikonal phase shifts $\chi(b)$ and total reaction cross sections.

First, we consider the convolution integral (2.17) for the case where the Gaussian function (3.5) is taken for the profile $\rho_{p}^{0}(\zeta)$ of the projectile-nucleus density. Substituting in it

$$
\begin{aligned}
& \rho_{\overline{\mathrm{G}, p},}^{0}(|\mathbf{b}-\mathbf{s}|)=\left(\sqrt{\pi} a_{\overline{\mathrm{G}}, p}^{0}\right) \rho_{\overline{\mathrm{G}}, p}^{0}(0) \\
& \times \exp \left[-\frac{1}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}}\left(b^{2}-2 b s \cos \varphi+s^{2}\right)\right]
\end{aligned}
$$

and employing, in performing integration with respect to the variable $\varphi$, the definition of the zeroth-order Bessel function of an imaginary argument, $I_{0}(x)$ [31], we obtain

$$
\begin{align*}
& \mathcal{I}_{\overline{\mathrm{G}}, t}(b)=2 \pi\left(\sqrt{\pi} a_{\overline{\mathrm{G}}, p}^{0}\right) \rho_{\overline{\mathrm{G}}, p}^{0}(0) \exp \left(-\frac{b^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}}\right)  \tag{3.17}\\
& \quad \times \int_{0}^{\infty} s d s \rho_{t}(s) \exp \left(-\frac{s^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}}\right) I_{0}\left(\frac{2 b s}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}}\right) .
\end{align*}
$$

In a more general case where the root-mean-square radius of the nucleon differs from the range of nuc-leon-nucleon interaction, it is convenient to use the convolution integral (2.4) featuring the profiles of pointlike densities for both nuclei. It can then be shown that, in the case of a modified Gaussian profile function for the projectile nucleus [see Eq. (3.5)], the convolution integral takes the form

$$
\begin{gather*}
\mathcal{I}_{\overline{\mathrm{G}}, N, t}(b)=2 \pi \frac{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+a_{N}^{2}}  \tag{3.18}\\
\times\left(\sqrt{\pi} a_{\overline{\mathrm{G}}, p}^{0}\right) \rho_{\overline{\mathrm{G}}, p}^{0}(0) \exp \left(-\frac{b^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+a_{N}^{2}}\right) \\
\times \int_{0}^{\infty} s d s \rho_{t}^{0}(s) \exp \left(-\frac{s^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+a_{N}^{2}}\right) \\
\times I_{0}\left(\frac{2 b s}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+a_{N}^{2}}\right)
\end{gather*}
$$

Table 1. Parameters of the symmetrized Fermi nucleardensity distributions $\rho_{\mathrm{SF}}(r, R, a)^{*}$

| Nucleus | $R, \mathrm{fm}$ | $a, \mathrm{fm}$ | $R_{\mathrm{rms}}, \mathrm{fm}$ | References |
| :--- | :--- | :---: | :---: | :---: |
| ${ }^{12} \mathrm{C}$ | 2.214 | 0.488 | 2.496 | $[27]$ |
| ${ }^{16} \mathrm{O}$ | 2.562 | 0.497 | 2.711 | $[27]$ |
| ${ }^{20} \mathrm{Ne}$ | 2.74 | 0.572 | 3.004 | $[28]$ |
| ${ }^{24} \mathrm{Mg}$ | 2.934 | 0.569 | 3.105 | $[27]$ |
| ${ }^{27} \mathrm{Al}$ | 3.07 | 0.519 | 3.06 | $[28]$ |
| ${ }^{28} \mathrm{Si}$ | 3.085 | 0.563 | 3.175 | $[27]$ |
| ${ }^{32} \mathrm{~S}$ | 3.255 | 0.601 | 3.370 | $[27]$ |
| ${ }^{40} \mathrm{Ca}$ | 3.556 | 0.578 | 3.493 | $[27]$ |
| ${ }^{66} \mathrm{Zn}$ | 4.340 | 0.559 | 3.952 | $[28]$ |
| ${ }^{89} \mathrm{Y}$ | 4.86 | 0.542 | 4.27 | $[28]$ |
| ${ }^{208} \mathrm{~Pb}$ | 6.557 | 0.515 | 5.427 | $[27]$ |

[^15]

Fig. 1. Thickness functions for the density in the form of the symmetrized Fermi function: (points) results of a numerical integration by formula (2.5), (dashed curves) profiles in the form of a modified Gaussian function that are matched with them, and (solid curves) results of the calculation by the analytic formula (3.11). The parameters of the density were borrowed from Table 1.


Fig. 2. Thickness functions for the densities in the form of the symmetrized Fermi function according to the calculation by (solid curves) the analytic formula (3.11) with the exact correction function $P(s)$ and (dashed curves) formula (3.15) with the approximate correcting function $P_{a}(s=R)$. The parameters here are identical to those used for Fig. 1 .

If the Gaussian profile function for the target nucleus is substituted in this expression, the integral in (3.18) is taken explicitly [31]. The result is [22]

$$
\begin{align*}
& \mathcal{I}_{\overline{\mathrm{G}}, N, t}(b)=\frac{1}{\pi} \frac{\left(\sqrt{\pi} a_{\overline{\mathrm{G}}, p}^{0}\right)^{3}\left(\sqrt{\pi} a_{\overline{\mathrm{G}}, t}^{0}\right)^{3}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+\left(a_{\overline{\mathrm{G}}, t}^{0}\right)^{2}+a_{N}^{2}} \rho_{\bar{G}, p}^{0}(0)  \tag{3.19}\\
& \times \rho_{\mathrm{G}, t}^{0}(0) \exp \left(-\frac{b^{2}}{\left(a_{\overline{\mathrm{G}}, p}^{0}\right)^{2}+\left(a_{\overline{\mathrm{G}}, t}^{0}\right)^{2}+a_{N}^{2}}\right) .
\end{align*}
$$

We note that the substitutions $\overline{\mathrm{G}} \rightarrow \mathrm{G}$ and $\left(\sqrt{\pi} a_{i}^{0}\right)^{3} \rho_{\overline{\mathrm{G}}, i}^{0}(0) \rightarrow A_{i}$ are necessary in (3.17)-(3.19) if use is made of the normalized Gaussian functions (3.1).

We take it for granted that symmetrized Fermi functions provide realistic density distributions in
medium-mass and heavy nuclei. The corresponding profile functions are given explicitly by Eq. (3.10) or (3.15). The Bessel functions $I_{0}(x)$ and $J_{0}(x)$ are also known explicitly in the form of approximations in terms of polynomials [32]. Thus, all functions in the convolution integrals (3.17) and (3.18) are specified explicitly, which is very convenient for a numerical integration.

In the case where, for both nuclei, the density distribution is specified in the form of symmetrized Fermi functions, it is advisable to use the convolution integrals in the momentum representation (2.9), (2.14), or (2.16), a convenient form of the profiles for such distributions being that in the approximation specified by Eq. (3.15). The respective Fourier transform can then be calculated explicitly. Indeed, the substitution of the density function (3.15) as $u(s)$ into (2.8) makes


Fig. 3. Total reaction cross sections obtained by using various models of the density-thickness functions. For the projectile nucleus ${ }^{12} \mathrm{C}$, use was made of a profile taken in the form of a modified Gaussian function and fitted to the profile of the pointlikenucleon density in the form of a symmetrized Fermi function (the values of the relevant parameters are quoted in Table 2). For target nuclei, the density profiles corresponded to nuclear densities in the form of symmetrized Fermi functions (the parameter values are quoted in Table 1), uniform nuclear densities [see Eq. (3.4)], or nuclear densities simulated in the same way as for the target nucleus [model of modified Gaussian functions-see Eq. (3.5)]. The results for these three cases are represented by the solid, dash-dotted, and dashed curves, respectively.
it possible to write

$$
\begin{equation*}
\tilde{\rho}_{\mathrm{SF}}(k)=4 \pi R \rho_{\mathrm{SF}}(0) P_{a}(R) \mathcal{F}_{\mathrm{SF}}(k, a, R) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{F}_{\mathrm{SF}}(k, a, R) \equiv \mathcal{F}_{\mathrm{SF}}(k)  \tag{3.21}\\
=\int_{0}^{\infty} s d s J_{0}(k s) \frac{\sinh (R / a)}{\cosh (R / a)+\cosh (s / a)}
\end{gather*}
$$

Taking into account the peripheral character of nuclear collisions, we can assume that the main contribution comes from the region $k s \gg 1$. We then have the following approximate expression (see, for example, [33]):

$$
\begin{equation*}
\mathcal{F}_{\mathrm{SF}}(k)=\frac{\pi a R}{\sinh (\pi a k)} J_{1}(k R) \tag{3.22}
\end{equation*}
$$

Sprung and Martorell [25] obtained corrections to it, but these corrections are immaterial in the above calculations of the total cross sections.

In Fig. 3, the total reaction cross sections calculated for collisions between ${ }^{12} \mathrm{C}$ projectile nuclei of energy 50 to 350 MeV per nucleon and ${ }^{16} \mathrm{O},{ }^{40} \mathrm{Ca}$, and ${ }^{208} \mathrm{~Pb}$ target nuclei are shown for three cases where the nuclear densities in the target nuclei were chosen in the form of symmetrized Fermi functions, modified Gaussian functions, or uniform-distribution functions. In calculating the phase shift $\chi$, use was made of the convolution integral in the form (3.17). For the projectile nucleus ${ }^{12} \mathrm{C}$, we took the density profile in the form of a modified Gaussian function
matched at the points $s_{1}=c$ and $s_{2}=c+4 a$ [see Eqs. (3.5)-(3.7)] with the profile of the pointlikenucleon density in the form of a symmetrized Fermi function (the parameter values are given in Table 2). The profile functions for the target nuclei in the form of modified Gaussian functions were matched in the same way, the parameters of $\rho_{\text {SF }}$ being taken from Table 1. This table also presents the values of the root-mean-square radius $R_{\mathrm{rms}}$ that were used to calculate the radius $R_{u}$ of the uniform-distribution density (3.4). The total cross sections $\sigma_{N N}$ for nucleon-nucleon scattering as functions of energy were parametrized as in [23]. One can see that, for the density in the form of a step (dash-dotted curves), the behavior of the total reaction cross section differs significantly from that which is obtained in the case

Table 2. Parameters of the symmetrized Fermi distributions $\rho_{\mathrm{SF}}^{0}(r, c, d)$ of the pointlike-nucleon density in nuclei [29]

| Nucleus | $c, \mathrm{fm}$ | $d, \mathrm{fm}$ |
| :--- | :---: | :---: |
| ${ }^{12} \mathrm{C}$ | 2.275 | 0.393 |
| ${ }^{16} \mathrm{O}$ | 2.624 | 0.404 |
| ${ }^{24} \mathrm{Mg}$ | 2.984 | 0.484 |
| ${ }^{28} \mathrm{Si}$ | 3.134 | 0.477 |
| ${ }^{32} \mathrm{~S}$ | 3.291 | 0.520 |
| ${ }^{40} \mathrm{Ca}$ | 3.593 | 0.493 |



Fig. 4. Illustration of the dependence of the calculated cross sections on the parameters of the pointlike-nucleon density that were determined from an analysis of data on electron-nucleus scattering: (solid curves) results of the calculations with the parameter values from Table 2, (dashed curves) results obtained with the parameters determined by using Eqs. (4.3), (dashdotted curves) results of the calculations with the parameters borrowed from [37], and (points) results of the calculation in the momentum representation with the aid of Eq. (3.20) (see main body of the text).
of the physically validated density in the form of a symmetrized Fermi function (solid curves). The calculations of the cross sections on the basis of the models of a symmetrized Fermi function (solid curves) and a modified Gaussian function (dashed curves) are in satisfactory agreement with each other. That, at low energies, the cross sections calculated with symmetrized Fermi functions exceed slightly those calculated with modified Gaussian functions is due to an extended tail of the densities in the form of a symmetrized Fermi function. A weak growth of the cross sections calculated with modified Gaussian functions for target nuclei at higher energies in relation to the case of symmetrized Fermi functions is associated with the greater values of the modified Gaussian functions in the nuclear interior, this resulting in that absorption is switched on earlier.

The calculation of the cross sections in the momentum representation for the case where realistic symmetrized Fermi distributions $\rho_{\mathrm{SF}}$ are taken for both nuclei with an approximate correcting function $P_{a}(R)$ in the form (3.14) and, accordingly, approximate profiles in the form (3.20) leads (see Fig. 4) to results (points) that differ slightly (by about $2 \%$ ) from the results of precise calculations (solid curves).

## 4. RESULTS OF THE CALCULATIONS AND DISCUSSION

### 4.1. On the Use of Nuclear Densities from Electron-Nucleus Scattering

The convolution integrals (2.4) and (2.9) involve the profiles of the pointlike-nucleon densities $\rho^{0}(s)$ of both nuclei. At the same time, one of the densities in the transformed integrals (2.16) and (2.17) remains a pointlike one, while the other is a nuclear density
[ $\rho(s)$ ]. Thus, the problem of determining pointlikenucleon densities is not removed, so that it is necessary to address the question of how they can be derived. In general, they can be constructed on the basis of nuclear models. However, we were inclined from the outset to rely on data from independent experiments-for example, on densities as obtained from nuclear form factors. As before, we will assume that $\rho_{(\mathrm{S}) \mathrm{F}}^{0}(r)$ provides a realistic form of pointlikenucleon density.

The first method was developed in [29] and is based on isolating, in the experimental nuclear form factor $F(q)$, the form factor $F^{0}(q)$ for a nucleus formed by pointlike nucleons and on extracting, from the latter, the density distribution of pointlike nucleons. In just the same way as in (2.12), the nuclear form factor is then represented in the form

$$
\begin{equation*}
F(q)=F_{P}(q) F^{0}(q) ; \tag{4.1}
\end{equation*}
$$

for the proton form factor, use was made of the dipole formula, which, at low momentum transfers, can be approximated by a Gaussian function as

$$
\begin{equation*}
F_{P}(q)=\left(1+\frac{q^{2} r_{0 \mathrm{rms}}^{2}}{12}\right)^{-2} \simeq \exp \left(-q^{2} r_{0 \mathrm{rms}}^{2} / 6\right) \tag{4.2}
\end{equation*}
$$

Further, the method of a model-independent analysis was used to reconstruct the density $\rho^{0}(r)$ from $F^{0}(q)$, a trial density function being chosen as a linear combination of the function $\rho_{\mathrm{SF}}^{0}(r)$ and its radial variations in the form of the derivatives $\rho_{\mathrm{SF}}^{0(n)}(r)$ with adjustable weight coefficients. For these trial densities, the calculations of $F^{0}(q)$ were performed in the high-energy approximation $[34,35]$ (rather than in
the Born approximation), which yields results that are close to numerical solutions to the Dirac equation. Table 2 presents part of these data [29]—namely, the radius $c$ and the diffuseness parameter $d$ of the density $\rho_{\mathrm{SF}}^{0}(r, c, d)$. We disregarded the contribution of the radial variations to the total cross sections, since they manifest themselves only in differential cross sections at high momentum transfers. We note that the value of $r_{0 \text { rms }}^{2}=0.658 \mathrm{fm}^{2}$, which was used in the analysis in [29] for the proton mean-square radius, is close to the nucleon mean-square radius of $r_{0 \text { rms }}^{2}=0.65 \mathrm{fm}^{2}$ in the calculation of the doublefolding potential in [19]. Therefore, it is quite legitimate to identify the pointlike-nucleon densities obtained in [29] with the density distributions $\rho_{\mathrm{SF}}^{0}(r)$ of pointlike nucleons. ${ }^{10)}$

An alternative method was developed in [36] and is based on deriving the parameters $c$ and $d$ of the density $\rho^{0}(r, c, d)$ from data on the nuclear densities $\rho(r, R, a)$ with the aid of a comparison of $r^{n}$ moments calculated analytically, on one hand, for the density $\rho_{\mathrm{F}}(r, R, a)$ having an explicit form and, on the other hand, for the same density specified by the folding formula, which is similar to (2.11). If only terms of order $(\pi a / R)^{2}$ and $r_{0 \text { rms }}^{2} /\left(9 c^{2}\right)$ are retained in the expansions of the corresponding integrals, it then turns out that

$$
\begin{align*}
& c=R\left[1+\frac{1}{3}\left(\frac{r_{0 \mathrm{rms}}}{R}\right)^{2}\right],  \tag{4.3}\\
& d=a\left[1-\frac{1}{2}\left(\frac{r_{0 \mathrm{rms}}}{\pi a}\right)^{2}\right] .
\end{align*}
$$

If one employs the parameters of the nuclear density $\rho_{\mathrm{SF}}(r, R, a)$ from Table 1 and sets $r_{0 \mathrm{rms}}^{2}=0.658 \mathrm{fm}^{2}$, then the calculations by formulas (4.3) yield results for the radius $c$ of the pointlike-nucleon density that are slightly underestimated (by less than $1 \%$ ) in relation to the data in Table 2 and results for the diffuseness parameter $d$ that are overestimated (by not more than $10 \%$ ) in relation to the respective data there. In order to assess the degree to which the accuracy in determining them is of importance in calculating total cross sections, we examine the data in Fig. 4. For that case, pointlike-nucleon densities in the form of

[^16]symmetrized Fermi functions were taken for both nuclei in the convolution integral (2.9). The solid curves there show the results obtained for the case where the parameters $c$ and $d$ were set to the values from Table 2. The dashed curves correspond to the calculations with the parameters $c$ and $d$ determined by formulas (4.3) on the basis of the $R$ and $a$ values from Table 1. The dash-dotted curves represent the results of the calculations with the parameters $c$ and $d$ of pointlike-nucleon distributions from [37], where they are given (in femtometers) for ${ }^{12} \mathrm{C}(2.1545,0.425)$, ${ }^{16} \mathrm{O}(2.525,0.45)$, and ${ }^{40} \mathrm{Ca}(3.60,0.523)$. In that study, they were used in calculating the real part of the double-folding potentials for nucleus-nucleus interaction, and this made it possible to explain data on the elastic scattering of nuclei at energies of about 10 MeV per nucleon. In all cases, we set $r_{N \text { rms }}^{2}=$ $0.658 \mathrm{fm}^{2}$. It can be seen that the distinction between the cross sections is within about 6 to $10 \%$. We believe that the method of deriving the pointlikenucleon densities from an analysis of nuclear form factors $F^{0}(q)$ is the most justified, and it is of importance to compose tables of such densities.

### 4.2. On the Choice of Range for Nucleon-Nucleon Interaction

In Section 2, it was shown that, in the case where the root-mean-square nucleon radius is assumed to be equal to the range of nucleon-nucleon interaction ( $r_{0 \text { rms }}^{2}=r_{N \mathrm{rms}}^{2}$ ), the convolution integral is simplified, taking the form (2.17), where only two functions overlap, the profile of the nuclear-density distribution in the target nucleus and the profile of the pointlikenucleon density in the projectile nucleus. In general, the above radius and range may be different, however. As to the shape parameter of the nucleon-nucleon interaction, $a_{N}^{2}=(2 / 3) r_{N \mathrm{rms}}^{2}$, it can be found from data on free-nucleon scattering that $r_{N \text { rms }}^{2}$ takes values in the range $0.63-0.69 \mathrm{fm}^{2}$. At the same time, $r_{0 \text { rms }}^{2}$ was taken to be $0.658 \mathrm{fm}^{2}$ in the dipole formula (4.2) [29] and $0.650 \mathrm{fm}^{2}$ in calculating the double-folding potential for the nucleus-nucleus interaction [19]. We have calculated the total reaction cross sections with $r_{N \mathrm{rms}}^{2}=0.63,0.658,0.69 \mathrm{fm}^{2}$ (Fig. 5), employing the more general expression for the convolution integral in the form (3.18). For the ${ }^{12} \mathrm{C},{ }^{16} \mathrm{O}$, and ${ }^{40} \mathrm{Ca}$ nuclei, the parameters $c$ and $d$ of the pointlike-nucleon densities are given in Table 2, while, for the ${ }^{208} \mathrm{~Pb}$ nucleus, they were calculated by formulas (4.3). As in Fig. 3, the profile for the ${ }^{12} \mathrm{C}$ projectile nucleus was taken in the form of a modified Gaussian function and was matched with the profile in the form of a symmetrized Fermi function. In Fig. 5,


Fig. 5. Effect of the choice of range for nucleon-nucleon interaction on the total cross sections for nuclear-nuclear reactions: $r_{N \mathrm{rms}}^{2}=($ solid curves $) 0.658$, (dashed curves) 0.630 , and (dash-dotted curves) $0.69 \mathrm{fm}^{2}$. The values of the parameters $c$ and $d$ were taken from Table 2 for the ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ca}$ nuclei and were determined for the ${ }^{208} \mathrm{~Pb}$ nucleus by formulas (4.3) on the basis of the $R$ and $a$ values from Table 1. For the ${ }^{12} \mathrm{C}$ nucleus, the profile in the form of a modified Gaussian function is identical to that in Fig. 3.
it can be seen that, in all of the examples considered here, the cross sections are nearly identical, especially for heavy target nuclei. Thus, investigation of total cross sections for nucleus-nucleus reactions does not highlight distinctions between the root-meansquare nucleon radius and the range of nucleonnucleon interaction. Moreover, it should be borne in mind that the parameter $a_{N}$ of the amplitude for the nucleon-nucleon interaction in a nuclear medium can differ from its value in the case of free-nucleon scattering.

### 4.3. Effect of the Distortion of Trajectories

In the repulsive Coulomb field of the target nucleus, the trajectory of the projectile nucleus is deflected from the scattering center, this naturally leading to a decrease in the total reaction cross section. In [38], this effect was taken into account by replacing, in the phase shift $\chi(b)$, the impact parameter $b$ by the distance $b_{c}$ of the closest approach of colliding nuclei in the Coulomb field; that is,

$$
\begin{equation*}
b \rightarrow b_{c}=\bar{a}+\sqrt{\bar{a}^{2}+b^{2}}, \tag{4.4}
\end{equation*}
$$

where $\bar{a}=Z_{p} Z_{t} e^{2} /\left(2 E_{\text {c.m. }}\right)$ is half the distance of the closest approach in the field $Z_{p} Z_{t} e^{2} / r$ at $b=0$, with $E_{\text {c.m. }}$. being the kinetic energy in the c.m. frame of colliding nuclei. The substitution of $b_{c}$ for $b$ in the nuclear part $\Phi_{N}(b)$ of the phase shift has come into use in calculating differential cross sections for elastic scattering as well (see[13]); in general, this procedure proved to be quite justified (see, for example, [39]).

At the periphery of the collision process, the contribution to the distortion from the real part $V(r)$ of the attractive nuclear potential can also be taken into account, in principle, which would bring the Coulomb trajectory closer to the target nucleus. If the region $b \geq R_{s}=R_{p}+R_{t}+\left(a_{p}+a_{t}\right) \ln 2$, where the overlapping nuclear densities are less than one-third of their values at the center [19], is assumed to be the main region of elastic collisions, then the effect of the tail of the nuclear potential can be qualitatively taken into account by means of the substitution

$$
\begin{equation*}
b \rightarrow \tilde{b}_{c}=\tilde{a}+\sqrt{\tilde{a}^{2}+b^{2}}, \tag{4.5}
\end{equation*}
$$

where $\tilde{a}=\left(Z_{p} Z_{t} e^{2}-R_{s}\left|V\left(R_{s}\right)\right|\right) /\left(2 E_{\text {c.m. }}\right)$. A more refined method for taking into account nuclear distortions was formulated in [40] and was applied in a number of studies (see, for example, [14]). If, however, the optical potential $V_{\text {opt }}(r)$ itself is constructed by means of a numerical fit to experimental data, then the use of its real part for taking into account the distortion of the trajectory in calculating total reaction cross sections $\sigma_{R}$ is meaningless. Indeed, data on $\sigma_{R}$, if any, are included themselves in such cases in the fitting procedure. If, on the contrary, there are no such data, then they are calculated on the basis of the $S_{l}$ matrix obtained by using data on only elastic scattering, and these "calculated" $\sigma_{R}$ are frequently considered as "experimental data" on total cross sections. Thus, the inclusion of nuclear distortions of trajectories is likely to be meaningful only in constructing the eikonal phase shifts for distorted waves in calculating inelastic scattering and nucleon-transfer reactions within


Fig. 6. Illustration of the role of the distortion of trajectories in calculating total reaction cross sections. The solid curves correspond to cross sections obtained without allowance for distortions, while the dashed and dash-dotted curves represent the results of the calculations allowing, respectively, for only the Coulomb distortion and for the Coulomb and nuclear distortions. The choice of parameter values for these data is discussed in the main body of the text.
the theory of direct reactions. In principle, the real part of the nucleus-nucleus potential can be calculatedfor example, by the folding method. In this case, it is meaningful to calculate both differential and total cross sections on the basis of the Glauber-Sitenko approach with allowance for the distortion of the trajectory by both the Coulomb and the nuclear field.

Figure 6 presents the results obtained by calculating the total cross sections for ${ }^{13} \mathrm{C}+{ }^{208} \mathrm{~Pb}$ and ${ }^{16} \mathrm{O}+{ }^{28}$ Si reactions by using the convolution integral in the form (3.17). The calculations were performed either without allowance for distortions of trajectories (solid curves) or with allowance for such distortion by only the Coulomb field according to (4.4) (dashed curves) or by both the Coulomb and the nuclear potential according to (4.5) (dash-dotted curves). In the last case, it was necessary to specify the parameters of the real part of the optical potential, and we took them from [41] for ${ }^{13} \mathrm{C}+{ }^{208} \mathrm{~Pb}$ (potential C at 390 MeV ) and from [42] for ${ }^{16} \mathrm{O}+{ }^{28} \mathrm{Si}$ (potential E-18 at 215.2 MeV ). In calculating phase shifts, we used, for the ${ }^{13} \mathrm{C}$ nucleus, the parameters of the pointlike-nucleon density in the ${ }^{12} \mathrm{C}$ nucleus and took them from Table 2, together with the density parameters of the ${ }^{16} \mathrm{O}$ nucleus. For the ${ }^{208} \mathrm{~Pb}$ and ${ }^{28} \mathrm{Si}$ nuclei, such parameters were calculated by formulas (4.3) on the basis of the $R$ and $a$ values from Table 1. As might have been expected, the inclusion of the Coulomb distortion generates sizable corrections (about 10\%) in the total cross sections for reactions on heavy nuclei at energies below 100 MeV per nucleon, these corrections being beyond the experimental errors. With increasing collision energy, the corrections in question decrease; for lighter target nuclei (right panel in

Fig. 6), they are about $2 \%$, which can be disregarded. The contribution of the nuclear distortion is small in relation to its Coulomb counterpart for ${ }^{208} \mathrm{~Pb}$ and is commensurate with it for the reaction on ${ }^{28} \mathrm{Si}$, but both effects are small in the latter case. Moreover, it should be borne in mind that the real part of the nuclear potential decreases with increasing energy. In view of this, the contribution of the nuclear distortion decreases at higher energies, but we disregarded this in our estimate.

### 4.4. Role of a Nuclear Medium

The microscopic approach involves the energydependent cross section $\sigma_{N N}\left(\varepsilon_{\text {lab }}\right)$ for free-nucleon scattering, and this is precisely what determines primarily the dependence of the nuclear cross section on the collision energy $E_{\text {lab }}=\varepsilon_{\text {lab }} A_{p}$. We take $\sigma_{N N}\left(\varepsilon_{\text {lab }}\right)$ in the form of the parametrization obtained in [23] within the energy range $\varepsilon_{\text {lab }}=0.01-1 \mathrm{GeV}$. In a more general case, the effect of a nuclear medium is taken into account by introducing this cross section in the integrand of the convolution integral and by making the substitutions

$$
\begin{gather*}
\sigma_{n p} \rightarrow \sigma_{n p} f_{m}(n p),  \tag{4.6}\\
\sigma_{p p}=\sigma_{n n} \rightarrow \sigma_{n n} f_{m}(n n),
\end{gather*}
$$

where the factors $f_{m}(n p)$ and $f_{m}(n n)$ depend on the nucleon energy $\varepsilon_{\text {lab }}=E_{\text {lab }} / A_{p}$ and on the nuclearmatter density. The problem of the nuclear-medium effect on the nucleon-nucleon interaction has been examined by many authors. For example, numerical calculations of the total cross sections for nucleonnucleon interaction in nuclear matter were performed in [43] on the basis of the Dirac-Brueckner approach,


Fig. 7. Illustration of the role of a nuclear medium in calculating total reaction cross sections: results obtained (solid curves) without allowance for the factor of the medium effect $(\bar{\rho}=0)$, (points) at the density value in the overlap region at $1 / 20$ of the density $\rho_{0}=\rho_{p}(0)+\rho_{t}(0)$ at the center of either nucleus, (dotted curves) at the density value ( $1 / 6$ ) $\rho_{0}$, (dash-dotted curves) at the density value ( $1 / 3$ ) $\rho_{0}$, and (dashed curves) for the case of the density overlap at the centers of the nuclei involved (at $\rho_{0}$ ).
while the parametrization of these cross sections was given in [44] by means of introducing the correction factors

$$
\begin{align*}
& f_{m}(n p)=\frac{1+20.88 \varepsilon_{\text {lab }}^{0.04} \rho^{2.02}}{1+35.86 \rho^{1.90}}  \tag{4.7}\\
& f_{m}(n n)=\frac{1+7.772 \varepsilon_{\text {lab }}^{0.06} \rho^{1.48}}{1+18.01 \rho^{1.46}}
\end{align*}
$$

where the energy and density are given in MeV and $\mathrm{fm}^{-3}$ units. It can be seen that, in the particular case of free nucleons, where $\rho=0$, we have $f_{m}(n p)=$ $f_{m}(n n)=1$; with increasing density, the factors in question and, hence, the effective cross sections decrease. ${ }^{11)}$ It is difficult to calculate the convolution integrals with the correction factors in the above form and with allowance for the dependence of the density on $r$; therefore, we restrict ourselves to deriving qualitative estimates of the nuclear-medium effect on total cross sections for nucleus-nucleus reactions. In Fig. 7, the results of such calculations are illustrated for the case where the nuclear densities in (4.7) are assumed to be constant ( $\rho=\bar{\rho}=\bar{\rho}_{p}+\bar{\rho}_{t}$ ) for any region of location of an interacting-nucleon pair. Denoting by $\rho_{0}=\rho_{p}(0)+\rho_{t}(0)$ the total density at the

[^17]centers of colliding nuclei, we then present the results obtained by calculating the cross section for (solid curves) free-nucleon scattering (at $\bar{\rho}=0$ ), as well as for (points) $\bar{\rho}=(1 / 20) \rho_{0}$, (dotted curves) $(1 / 6) \rho_{0}$, (dash-dotted curves) $(1 / 3) \rho_{0}$, and (dashed curves) $\rho_{0}$. One can see that the inclusion of the medium factor may lead to the reduction of the cross section by 4 to $7 \%$, the nuclear-matter dependence appearing to be highly nonlinear.

## 5. CONCLUSION AND COMPARISON WITH EXPERIMENTAL DATA

(i) It has been shown that the original expression for the eikonal phase shift within the microscopic approach can be represented in a form that is convenient for use-namely, one of the two profile functions there for the pointlike-nucleon density in nuclei has been transformed into the nuclear-density profile in that expression. This is convenient since the latter can be directly obtained from independent experiments-for example, from data on nuclear form factors.
(ii) The microscopic approach is based on the calculation of eikonal phase shifts. These have been significantly simplified-namely, the original fourdimensional integrals for them have been reduced to one-dimensional integrals. In contrast to the existing practice of calculating phase shifts by means of representing nuclear densities in the form of Gaussian functions, we have also demonstrated here wide possibilities for employing realistic density distributions in the form of (symmetrized) Fermi functions, whose parameters for the majority of the nuclei can be found
in existing tables. Moreover, all of the functions appearing in the one-dimensional integrals for eikonal phase shifts are specified explicitly, which simplifies the relevant calculations significantly.
(iii) Two methods have been presented for deriving the parameters $c$ and $d$ of the pointlike-nucleon density $\rho_{\mathrm{SF}}^{0}(r, c, d)$ in nuclei: one relies on experimental information about nuclear form factors, while the other consists in rescaling on the basis of the parameters of the nuclear density $\rho_{\mathrm{SF}}(r, R, a)$. It has turned out that the distinction between these two methods may lead to a distinction between the calculated cross sections that exceeds characteristic errors in their experimental measurements. We believe that the derivation of the infolded densities $\rho_{\mathrm{SF}}^{0}(r)$ from the respective form factors obtained by dividing nuclear form factors by the nucleon form factor and, if necessary, by taking into account the factor associated with center-of-mass motion (as was done, for example, in [29]) would be a more justified method.
(iv) In the course of methodological calculations, it has been shown that the root-mean-square value of the range of nucleon-nucleon interaction and the root-mean-square nucleon radius can be taken to be identical ( $r_{N \mathrm{rms}}^{2}=r_{0 \mathrm{rms}}^{2}$ ). Slight distinctions between them are within the accuracy of their determination, this introducing virtually no changes in the calculated total reaction cross sections. At the same time, the rather simple expressions (2.16) and (2.17) can be used for the convolution integral if $r_{N \mathrm{rms}}^{2}=r_{0 \text { rms }}^{2}$, the convolution integral (2.17) of two density-thickness functions, the nuclear and the pointlike one, reduces to a rather simple one-dimensional integral.
(v) In many cases, the Coulomb distortion of the trajectory must be taken into account in calculating cross sections. This may be done by formally replacing, in the phase shift $\chi(b)$, the impact parameter $b$ by $b_{c}$ according to (4.4). It does not seem reasonable to take additionally into account the nuclear distortion, since the parameters of the nuclear potential itself must be determined from a numerical fit to experimental data with allowance, in general, for the same total cross sections that are to be explained within the Glauber-Sitenko approach.
(vi) We have not been able to obtain a definitive answer to the question of whether it is necessary to introduce the factor $f_{m}$ correcting the dependence of nucleon-nucleon cross sections on the nuclearmedium density. Estimations have revealed that, in the region of intermediate energies, this factor does not generate significant corrections to total cross sections. Moreover, the use of the factors $f_{m}(n p)$ and $f_{m}(n n)$ presented in [44] is rather difficult in calculations usually performed in practice. This difficulty arose, for example, in the simpler problem of
analyzing data on proton-nucleus scattering [45]. Moreover, Gaussian functions were taken for basic nuclear densities both in [44] and in [45], and the replacement of these functions by realistic ones may change conclusions on the form of $f_{m}$ themselves. For example, the agreement between the results of the calculations and experimental data on the total cross sections for reactions induced by the interaction between protons and nuclei, alpha particles and nuclei, and ${ }^{12} \mathrm{C}$ nuclei at intermediate energies was attained in [46] with realistic densities $\rho_{\mathrm{F}}(r)$ and a factor $f_{m}$ that differs in form from that which was presented above. ${ }^{12)}$
(vii) Our calculations revealed that, in the case of comparatively light projectile nuclei, it is more advisable to use the convolution integral in the form (3.17), where the profile function $\rho_{p}^{0}(s)$ for the pointlikenucleon density in the projectile nucleus is simulated by a modified Gaussian function $\rho_{\overline{\mathrm{G}}}^{0}$, which is determined with the aid of (3.6) and (3.7) in terms of the parameters of a realistic symmetrized Fermi function, these parameters being taken, for example, from Table 2. In the case of heavier projectile nuclei, it is more reasonable to employ the convolution integral in the form (2.16), where, for both nuclei, one can substitute the explicit expressions known for the Fourier-Bessel profiles of the realistic densities in the form of a symmetrized Fermi function [see Eq. (3.22)]. In all calculations, we have taken into account the Coulomb distortion of the trajectories.
(viii) We note that the problem of correctly employing the input formula (2.4) for computing the convolution integral has not been properly discussed in the available literature. If a finite range of nucleonnucleon interaction $\left(a_{N}^{2} \neq 0\right)$ is taken explicitly into account, it involves both densities for pointlike intranuclear nucleons. If, however, the root-meansquare nucleon radius is taken to be identical to the range of nucleon-nucleon interaction, then the nucleon-nucleon factor $f(\xi)$ disappears from this integral; concurrently, one of the pointlike-nucleon densities transforms into the distribution of the nuclear-matter density. At the same time, by no means does the absence of the factor $f(\xi)$ in such an integral imply that use was made of the zero-range approximation for the nucleon-nucleon interaction. Confusion arises if one speaks about the zero-range approximation, setting, in fact, $a_{N}^{2}=(2 / 3) r_{N \mathrm{rms}}^{2}=0$

[^18]

Fig. 8. Results of the calculations for the total cross sections along with experimental data from [48]. For the parameters of nuclear densities, use was made of data known from experiments on electron-nucleus scattering (see main body of the text). The Coulomb distortion of the trajectories was taken into account.
in the original integral (2.4) and employing, at the same time, tabular data for both densities (that is, nuclear densities instead of pointlike-nucleon densities).

In Figs. $8 a$ and $8 b$, the results of our calculations are given along with experimental data from [48]. The parameters of the density distributions in the form of a symmetrized Fermi function were taken from Table 1. For the ${ }^{12} \mathrm{C}$ projectile nucleus, the
parameters $c$ and $d$ of the density $\rho_{\mathrm{SF}}^{0}$ are given in Table. 2, while, for the ${ }^{20} \mathrm{Ne}$ nucleus, they were calculated by formula (4.3) on the basis of data given in Table 1. The convolution integral was used in the form (3.17). Only the Coulomb distortion of the trajectories was taken into account. Thus, no free parameters were introduced. One can see that, in all cases, with the exception of those of
${ }^{12} \mathrm{C}+{ }^{89} \mathrm{Y}$ and ${ }^{20} \mathrm{Ne}+{ }^{27} \mathrm{Al}$ reactions, there is good agreement with experimental data. The discrepancies in the aforementioned cases may be due to determining the density parameters for the odd nuclei ${ }^{89} \mathrm{Y}$ and ${ }^{27} \mathrm{Al}$ from form factors in electronnucleus scattering (see the respective references in [28]) by formulas for spinless nuclei. This discrepancy can be removed by taking into account the medium factor $f_{m}$ in the calculations. However, we believe that, first of all, it is necessary to refine data on the densities of these nuclei. It is also worth noting that the calculations in [48], which employed Gaussian functions [22] and which reproduced the tails of the density distributions, yielded, for the reactions indicated in Figs. $8 a$ and $8 b$, overestimated cross-section values beyond the experimental errors. Possibly, this was due to the use of nuclear densities instead of pointlike-nucleon ones (see above). At the same time, the calculations in [49] with uniform distributions for target nuclei and Gaussian distributions for projectile nuclei led to underestimated cross sections for ${ }^{20} \mathrm{Ne}+{ }^{12} \mathrm{C}$ and ${ }^{12} \mathrm{C}+{ }^{27} \mathrm{Al}$ reactions, although nuclear root-mean-square radii (rather than those for pointlikenucleon distributions) were used there to determine the "step" radius $R_{u}$ in (3.3). This result complies with what is shown in Fig. 3 for the calculation of cross sections with unrealistic density functions.
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#### Abstract

The nature of quantum description is clarified. It is shown that complex-valued probability amplitudes are admissible within classical Hamiltonian mechanics. According to standard probability theory, such a description is always possible. The case of a spherical phase space is considered. It is shown that, in such a classical theory, there appears a universal constant that has dimensions of action ( $h$ ), as well as Fock space and all attributes of quantum mechanics. Excitations of a chain of such systems are described by the equations of quantum mechanics with a correct normalization condition. It is shown that an answer to the question of what a particle and its wave function are is provided by quantum field theory (these are a single-particle field excitation and a function that describes it). Experiments are proposed that would make it possible to solve the problem of the physical nature of the wave function.


(c) 2004 MAIK "Nauka/Interperiodica".

## 1. INTRODUCTION

In getting acquainted with quantum mechanics, there arise a number of questions. These include the following: Why is a wave associated with a particle, and what is the nature of this wave? Why is this wave complex-valued? Why is this a "probability wave"? As one obtains deeper insights into this theory, the main problem comes to the fore: quantum mechanics is a probabilistic theory, but a quantity that appears to be its main object is a complex function $\psi$ (a probability amplitude, also referred to as a "complex probability") rather than a probability. This brings about new questions:
(i) Why is it necessary to harness complex-valued probabilities and why is standard probability theory (its main object being a probability density $w \geq 0$ ) not applicable?
(ii) What are connections between a theory featuring complex-valued probabilities and a standard theory-is the former a generalization of the latter, or, on the contrary, can it be obtained as a particular case?
(iii) Does a quantum-mechanical description not impose constraints on a probabilistic description of processes in spacetime?

There are reasons to believe that other problems and paradoxes-namely, the particle-wave duality (uncertainty relation), the integrity of the photon (an

[^19]extended particle in a theory involving a local interaction), the origin of the Planck constant $h$, paradoxes associated with the description of macroscopic bodies in terms of a wave function (for example, Schrödinger's paradox concerning a superposition of states of "a living and a dead cat" [1], and the Einstein-Podolsky-Rosen paradox [2])-are of a subordinate character and will be clarified upon resolving the question of why it is necessary to invoke complex-valued probabilities.

In this study, we consider the question of the nature of a quantum-mechanical description and of its place in standard probability theory. The ensuing exposition is organized as follows.

First of all, we find out (Section 2) whether it is possible-and if so, in which cases-to construct, within classical probability theory, a description in terms of auxiliary functions whose bilinear combinations yield probability densities (distributions) (see also [3]). It turns out that one can easily indicate examples of such systems. Their basic properties are the following: factorability of the distribution in phase space (that is, $W(q, p)=w_{1}(q) w_{2}(p)$; this property is desirable, but it is not necessary) and finiteness of the motion in it (the requirement that the probability be normalizable). A transition to complex-valued canonical variables $(q, p \rightarrow z, \bar{z}, z=(q+i p) / \sqrt{2})$ highlights the similarity of the mathematical formalism of original classical Hamiltonian theory to the formalism of quantum mechanics (the role of the complex variable $z$ is analogous to the role of the probability amplitude).

In Section 3, it is shown that classical probability theory [4] admits the existence of a theory relying
on the concept of a probability amplitude (albeit this theory does not specify rules according to which one should treat such amplitudes). Moreover, the representation of the probability density in terms of the squared modulus of some complex-valued function is a necessary and sufficient condition for the existence of an absolutely continuous probability distribution. In connection with the requirement that the motion be finite in phase space, we will examine the simplest case where the phase space is a sphere (Section 4). As a result, it turns out that (a) in the theory, there appears a universal constant that has dimensions of action (volume of the two-dimensional phase space)-it is natural to associate it with the Planck constant $h$; (b) there exists a transformation that maps a sphere onto a complex plane and which proves that a system whose phase space is spherical is equivalent to a Hamiltonian system specified by the canonical variables $z$ and $\bar{z}$ that possesses a nontrivial symplectic structure, which can be interpreted as a Gibbs distribution for a harmonic oscillator; (c) random variables of this system (entire functions) form a Fock space; (d) the random variables $z^{n} / \sqrt{n}$ ! are eigenfunctions of the harmonic-oscillator-energy operator; and (e) energy is quantized, $\bar{E}=\hbar \omega$. As a matter of fact, a probabilistic theory in such a phase space contains the entire mathematical formalism of quantum mechanics, including the Planck constant and commutation relations for canonical variables. It should be emphasized that we imply a description within classical probability theory.

It can easily be shown (see Section 5) that, in the continuous limit, a chain of such systems characterized by an oscillatory interaction between the nearest neighbors leads to one-dimensional relativistic quantum mechanics and that, in the nonrelativistic limit, we arrive at the Schrödinger equation and at the formula $w \sim \psi^{*} \psi$ for the probability density. It is natural to set the spacing between neighboring systems, $a$, to a value about the Planck length $l_{\mathrm{P}}=1.6 \times 10^{-33} \mathrm{~cm}$. Thus, we see that, in the model being discussed, a quantum theory on the real axis is obtained as a limiting case of a classical structure that is discrete at short distances and which is described within standard probability theory. Similar results arise in more intricate cases as well (such as those featuring a potential, an arbitrary dimensionality of relevant spaces, and a multicomponent wave function).

In Section 6, we emphasize that quantum field theory does indeed unambiguously solve the problem of an "elementary particle" and of its wave function: a particle is a quantum (that is, a single-particle excitation) of the corresponding field, while its wave function is a function that describes a single-particle excitation of the field, this being fully consistent with
the proposed model. In Section 7, we discuss experiments that would make it possible to clarify the nature of the wave function. In Section 8, which concludes the present article, we give a summary of our analysis. The Appendix contains some points of a purely mathematical character (various cases of bilinear expressions for the probability density and the proof of some formulas given in Section 4).

It should be noted that attempts at exploring profound connections between classical ("deterministic") and quantum theories were made in the recent studies of 't Hooft [5] and Man'ko and Marmo [6] (the former was motivated by the problem of a quantummechanical description of a gravitational field-see references quoted in [5]).

Problems discussed in this article were formulated rather long ago, but they have recently become quite urgent. First of all, this is explained by the accumulation of new experimental data concerning the most important statements of quantum mechanics (Bell's inequalities [7, 8], Bose-Einstein condensation [9], Schrödinger's paradox of "a living and a dead cat" [10], quantum mechanics of particles in a gravitational field [11]). Second, this is associated with the perception of the gravity of problems that arise in quantizing a gravitational field [5, 12]. The point here is not even that the gravitational Lagrangian is nonrenormalizable, which prevents a calculation of corrections to the main process. Anyway, this is nothing but a kind of flaw common to all local field theories. A more serious problem is associated with the existence of black holes, where there occurs a loss of information. According to [13], a black hole radiates as a blackbody, but, within a theory specified by a self-conjugate Hamiltonian, the evolution operator is unitary, in which case no dissipative processes are possible [12].

All of this caused enormous and quite justified interest in the foundations of quantum mechanics. The present study gives an answer to the question of how quantum mechanics employing probability amplitudes and containing a fundamental constant that has dimensions of action $(h)$ may appear within classical theory. Of course, this is impossible in Euclidean physical space. In order to accomplish this goal, it is necessary to go beyond it by representing, say, a one-dimensional space by a chain of oscillators. A probabilistic theory is obtained if such a chain is placed in a heat bath. By identifying the Gibbs distribution for an oscillator with the measure of the phase-space volume, one can then equate this volume to the Planck constant $h$. As a result, the evolution of perturbations of the chain in the continuous limit, where the spacings between oscillators tend to zero, is described by one-dimensional quantum theory. The fundamental structure (chain) is now discrete, which
removes the problem of ultraviolet divergences; as to the heat bath, not only does its presence explain the appearance of probabilities in the theory, but this also provides the possibility of dissipative processes in the system.

By no means is the present consideration aimed at questioning the validity of quantum mechanics in the microcosm or its corollaries. The objective of this study is to seek a more general theory that is free from the aforementioned difficulties. The proposed model faithfully reproduces standard quantum mechanics in the continuous limit.

## 2. PRELIMINARY DISCUSSION

We will now address the question of whether the probability distribution (probability density) can be given by a bilinear function of dynamical variables within standard probability theory. Suppose that a state of a matter point is characterized by a probability density $W(q, p)$, where $q$ and $p$ fix the point in two-dimensional phase space [ $W$ can also be the probability of finding the particle within a rectangle that is specified by the vertex coordinates $( \pm q, \pm p)$ ]. If the probability densities $w_{1}(q)$ and $w_{2}(p)$ on the $q$ and $p$ axes are independent, then $W(q, p)=$ $w_{1}(q) w_{2}(p)$. This circumstance can be represented in different forms. If, for example, $\mathbf{w}\left(w_{1}, w_{2}\right)$ is the twodimensional vector formed by the components $w_{1}$ and $w_{2}$, we have $W=\mathbf{w} \hat{g} \mathbf{w} / 2 \equiv(\mathbf{w}, \mathbf{w}) / 2$, where $\hat{g}=\sigma_{1}$ is a metric tensor, $\sigma_{1,2,3}$ being the Pauli matrices. We emphasize that the dependence of $W$ on the two-dimensional vector $\mathbf{w}$ has a bilinear form: such dependences, which are characteristic of quantum mechanics, are not alien to classical probability theory.

Different forms of presentation are also possible. Along with $\mathbf{w}$, we introduce the conjugate vector $\overline{\mathbf{w}}=$ $=\mathbf{w} \sigma_{3}$. We then have $\mathbf{W}=\overline{\mathbf{w}} \wedge \mathbf{w} / 2$, where $\wedge$ symbolizes the external product of vectors and the density is the bivector measure $|\mathbf{W}|$ (area specified by the bivector). There is yet another form of presentation that is more appropriate for our purposes.

Hamilton's equations of motion $\dot{q}=$ $=\partial H / \partial p=\{q, H\} \quad$ and $\quad \dot{p}=-\partial H / \partial q=\{p, H\}$, where $H$ is a Hamiltonian function and $\{$,$\} is a$ Poisson bracket, can be written in terms of the complex numbers $z=(q+i p) / \sqrt{2}$ and $\bar{z}=(q-i p) / \sqrt{2}$, $\{z, \bar{z}\}=-i: \dot{z}=-i \partial H(z, \bar{z}) / \partial \bar{z}$ (see, for example, [14]). If, by using the functions $w_{1,2}$, one forms the complex number

$$
\begin{equation*}
w(q, p)=w_{1}(q)+i w_{2}(p), \tag{2.1}
\end{equation*}
$$

then

$$
\begin{equation*}
W=|\bar{w} \wedge w / 2 i|=w_{1} w_{2} \tag{2.2}
\end{equation*}
$$

(we treat $w_{1}$ and $i w_{2}$ as the components of a 2 vector). But in this case, we have to restrict ourselves to the positive quadrant of the complex plane, since the physical domain is specified by the inequalities $w_{1,2} \geq 0$. The entire plane spanned by $w_{1}$ and $w_{2}$ can be used only upon unambiguously defining $w$ beyond the physical domain. Yet, one could assume $w$ to be arbitrary in intermediate calculations, setting $w_{1,2} \geq$ 0 only in the ultimate expressions. For example, $w$ may be an analytic function of $z$; that is,

$$
\begin{equation*}
\left.w=w_{1}(q)+i w_{2}(p)=w(q+i p) .\right) \tag{2.3}
\end{equation*}
$$

The last equality is a functional equation. Its solution is given by a linear function $w(z)=b z+c$, where $\operatorname{Im} b=0$. Without loss of generality, we set $b=1$ and $c=0$ in the following. If the Hamiltonian is invariant under rotations in the complex plane, that is, if $H\left(z^{\prime}, \bar{z}^{\prime}\right)=H(z, \bar{z})$, where

$$
\begin{equation*}
z^{\prime}=\exp (i \alpha) z, \tag{2.4}
\end{equation*}
$$

then a "coordinate axis" can be chosen arbitrarily (we will need this circumstance).

Thus, a description in terms of complex numbers that is extended to the entire complex plane is appropriate only for distributions of quite a particular form. The "complex probability" $w(z)$ is proportional to the canonical variable $z$; therefore, it follows from the normalizability of probabilities that motion in phase space must be finite (as motion on a Riemann sphere or on a torus). There is the following duality: the variable $z$ plays two roles-it is a dynamical variable, on one hand, and a "complex probability," on the other hand; that is,

$$
\text { canonical variable } \leftarrow z
$$

$\rightarrow$ probability amplitude.
To the best of my knowledge, Strocchi [14] was the first who paid attention to the fact that, upon a transition to complex-valued canonical variables, the mathematical formalism of classical theory becomes closer to the quantum-mechanical formalism. A construction of specific models belonging to the type in question is given in Sections 4 and 5 , along with the discussion of reasons behind the probabilistic description of a particle.

If phase space is compact (or if motion in it is finite for one reason or another), the meaning of the Planck constant $h$ becomes clear-it relates the probability $P$ to the area of the phase space ( $P \sim|q p| / h$ ). If, further, $z$ is a dimensionless quantity, it is necessary that there exist yet another world constant ( $l$ ), having dimensions of length; we then have $z=(q / l+i l p / h) / \sqrt{2}$. It is natural to identify the constant $l$ with the Planck length: $l \sim l_{\mathrm{P}}$. It should also be noted that one can
render the formalism fully real by making the substitution $i \rightarrow-i \sigma_{2}$.

In order to define the probability in a general case featuring a "complex" coordinate axis-that is, in the case where $q$ and $p$ are complex numbers-we introduce the vector $\mathbf{z}\left(z_{q}, z_{p}\right)=z_{q} \mathbf{e}_{q}+z_{p} \mathbf{e}_{p}$, where $z_{q}$ and $z_{p}$ are complex numbers and $\mathbf{e}_{q, p}$ are basis vectors in phase space. We then have

$$
\begin{equation*}
\mathbf{W}=i \overline{\mathbf{z}} \wedge \mathbf{z}=i\left(z_{q}^{*} z_{p}-z_{p}^{*} z_{q}\right) \mathbf{e} \tag{2.5}
\end{equation*}
$$

where $\mathbf{e}=\mathbf{e}_{q} \wedge \mathbf{e}_{p}$ is a unit bivector. The probability is then given by the coefficient of $\mathbf{e}$.

Finally, one can go over from the measure $w_{1}(q) w_{2}(p) d q d p$ in the phase space to the trivial measure $d Q d P$ by making the noncanonical transformation specified by the relations (see [15]) $d Q=$ $w_{1}(q) d q$ and $d P=w_{2}(p) d p$. It can easily be proven that the ultimate formalism will be canonical and will feature a nontrivial symplectic form. Upon going over to the complex variables $Z=(Q+i P) / \sqrt{2}$, we arrive at a theory characterized by a nontrivial symplectic manifold. In the Appendix, we present various generalizations of expressions (2.2) and (2.5), including those for arbitrary distributions $w(q, p)$ and for Grassmann variables.

## 3. THEOREM ABOUT A CHARACTERISTIC FUNCTION

We will now find out whether standard probability theory admits a description in terms of probability amplitudes. The following theorem is proven in probability theory [4, p. 100].

A complex-valued function $f(t)$ of a real-valued variable $t$ is a characteristic function for an absolutely continuous distribution if and only if it admits the representation

$$
\begin{equation*}
f(t)=\int_{-\infty}^{\infty} g(t+\theta) \overline{g(\theta)} d \theta \tag{3.1}
\end{equation*}
$$

where $g(\theta)$ is a complex-valued function of a realvalued variable $\theta$ such that

$$
\int_{-\infty}^{\infty}|g(\theta)|^{2} d \theta=1
$$

A distribution is absolutely continuous if it is specified by the probability density $p(x) \geq 0$. The characteristic function $f(t)$ is the Fourier transform of the function $p(x)$; that is,

$$
f(t)=\int_{-\infty}^{\infty} d x e^{i t x} p(x)
$$

Going over to a new function $\psi(x)$ as

$$
g(\theta)=(2 \pi)^{-1 / 2} \int_{-\infty}^{\infty} d x \psi(x) e^{i \theta x}
$$

we recast expression (3.1) into the form

$$
\begin{equation*}
p(x)=|\psi(x)|^{2} \tag{3.2}
\end{equation*}
$$

The equality in (3.2) establishes a relationship between the mathematical formalism of quantum mechanics and the formalism of probability theory. From (3.2), it follows that, for any absolutely continuous distribution on the real axis, the probability density can always be represented as the squared modulus of a complex-valued function from $L^{2}$ (that is, a function belonging to a Hilbert space), and vice versa: $|\psi(x)|^{2}$, where $\psi \in L^{2}$, always specifies some absolutely continuous probability distribution. But these are functions that are used in quantum mechanics. From here, it follows that a quantummechanical probabilistic description is within the standard conceptual framework of probability theory as specified by Kolmogorov's axioms [16]. It does not constrict standard probability theory.

However, the aforesaid does not mean that nothing new appears upon going over to complex-valued functions $\psi(x)$ (probability amplitudes). If one assumes that the function $\psi(x)$ corresponds to some "physical reality" [2] and takes it as a basis for a physical theory, it is necessary to specify rules according to which one would treat probability amplitudes. Obviously, they must be such that the rules according to which one treats probability distributions and which follow from them will be consistent with Kolmogorov's axioms [16]. The axioms of a theory that is based on the concept of a probability amplitude are formulated in [17]. In the following, a theory that employs probability amplitudes will be referred to as a quantum theory.

## 4. HAMILTONIAN MECHANICS <br> OF A SYSTEM WHOSE PHASE SPACE IS COMPACT

Spherical phase space. Suppose that the phase space of a particle is a sphere $S^{2}$ of radius $R$. The area 2 -form is then $\omega_{2}=R^{2} \sin \theta d \varphi \wedge d \theta$, and the respective Poisson bracket is given by

$$
\{f, g\}=\frac{1}{R^{2} \sin \theta}\left(\frac{\partial f}{\partial \varphi} \frac{\partial g}{\partial \theta}-\frac{\partial f}{\partial \theta} \frac{\partial g}{\partial \varphi}\right)
$$

It is well known that, with the aid of a stereographic projection, a sphere can be mapped onto the
complex plane $Z,|Z|=2 R \cot \theta / 2$ and $\arg Z=\varphi$, a 2 -form being defined there as

$$
\omega_{2}=\frac{1}{2 i}\left(1+\frac{\bar{Z} Z}{4 R^{2}}\right)^{-2} d \bar{Z} \wedge d Z
$$

This is an example of a noncanonical transformation to the new canonical variables $Z$ and $\bar{Z}$ (transition to a Riemann sphere) with a new Poisson bracket,

$$
\{f, g\}=2 i\left(1+\frac{\bar{Z} Z}{4 R^{2}}\right)^{2}\left(\frac{\partial f}{\partial \bar{Z}} \frac{\partial g}{\partial Z}-\frac{\partial f}{\partial Z} \frac{\partial g}{\partial \bar{Z}}\right) .
$$

The following mapping of a sphere onto a complex plane admits a clear physical interpretation:

$$
\begin{gather*}
|z|^{2}=\frac{1}{\beta} \ln \frac{1}{2 \beta R^{2} \sin ^{2} \theta / 2}, \quad \arg z=\varphi  \tag{4.1}\\
\omega_{2}=\frac{d \bar{z} \wedge d z}{i} e^{-\beta \bar{z} z} \tag{4.2}
\end{gather*}
$$

Setting $z=(q+i p) / \sqrt{2}$ and $1 / \beta=k T$ in (4.2), we arrive at the Gibbs distribution for an oscillator,

$$
\begin{equation*}
G(q, p)=e^{-H / k T} \tag{4.3}
\end{equation*}
$$

where $H=\left(p^{2}+q^{2}\right) / 2$. Thus, a dynamical system that has one degree of freedom and whose phase space is spherical is equivalent to an oscillator in a heat bath. Going over to a new Hamiltonian according to the relation $H \rightarrow \tilde{H}=p^{2} / 2 m+\gamma q^{2} / 2$ and equating the area of the phase space to $h$, we obtain

$$
\begin{gather*}
\int d q d p e^{-\beta \tilde{H}}=\frac{2 \pi}{\omega} \frac{1}{\beta}=h\left(=4 \pi R^{2}\right),  \tag{4.4}\\
\omega=\sqrt{\frac{\gamma}{m}}
\end{gather*}
$$

The mean energy of an oscillator is

$$
\begin{equation*}
\bar{E}=h^{-1} \int d q d p \tilde{H} e^{-\beta \tilde{H}}=\frac{1}{\beta} \tag{4.5}
\end{equation*}
$$

With allowance for (4.4), this yields

$$
\begin{equation*}
\bar{E}=\hbar \omega \quad(\hbar=h / 2 \pi) . \tag{4.6}
\end{equation*}
$$

It is natural to identify the constant $h$ with the Planck constant. Considering further that $G(q, p) d q d p / h$, which is proportional to an element of the phasespace area, specifies the probability distribution in the phase space, we can represent the probability $P(A)$ corresponding to an event $A$ in the form

$$
\begin{equation*}
P(A)=\int_{A} e^{-\beta H} d q d p / h=\frac{S(A)}{h} \tag{4.7}
\end{equation*}
$$

where $S(A)$ is the area of the region $A$ of the phase space.

Fock space. Surprisingly, a system whose phase space $\Gamma$ is compact (suppose that $\Gamma$ is a sphere)
opens the way to a probabilistic description. Indeed, there is a natural measure (area) on a sphere-that is, there appears, in a natural way, the probability space $(\Omega, \mathcal{A}, P)$ [18], where $\Omega$ (set of elementary events) is the set of points on the sphere, $\mathcal{A}$ is the Borel set (algebra) of all subsets of $\Omega$, and $P$ is a nonnegative function (probability distribution) specified on $\mathcal{A}$ (for example, it can be specified by the condition requiring that the probability density $p$ be constant on the sphere, $p(\theta, \varphi)=1 / 4 \pi R^{2}$ ). There is a fact that is still more important: it was established above that a sphere admits such a mapping onto a complex sphere that a particle on a sphere system can be interpreted as a harmonic oscillator in a heat bath system. This circumstance introduces radically new elements in the theory. An oscillator whose state is controlled by the Gibbs distribution characterized by some temperature is an object described within probability theory. Concurrently, there appears, however, temperature and the possibility of dissipative processes, the temperature being expressed in terms of $h$ and being a world constant. A fact that is even more noteworthy is that random complex quantities form a Fock space.

Let us first discuss an ordinary case. In a onedimensional space $R^{1}$, one can consider three different constructions: classical Hamiltonian mechanics, statistical mechanics for a phase space in the form of a plane, and quantum mechanics. It is only necessary to specify a Hamiltonian (and a temperature in the second case; the Poisson bracket is assumed to have a conventional form, since the phase space in question is a plane).

In the case of a spherical phase space, the Poisson bracket is determined by the measure of the sphere's surface area-that is, by a nontrivial symplectic form. Concurrently, it turns out that (i) the problem of a "free" particle is equivalent to the problem of a particle in a plane phase space with a nontrivial symplectic form; (ii) a harmonic oscillator in a heat bath system is obtained upon going over to a statistical description; and (iii) random orthogonal variables of the system form a basis in the respective Fock space. The first two statements were validated above. We will now prove the third one.

We denote

$$
\begin{gather*}
d \mu(\bar{z}, z)=\frac{d \bar{z} \wedge d z}{2 \pi i} e^{-\bar{z} z} \\
=\frac{d q \wedge d p}{2 \pi} e^{-\left(q^{2}+p^{2}\right) / 2}  \tag{4.8}\\
\left(z=\frac{q+i p}{\sqrt{2}}\right)
\end{gather*}
$$

The measure in (4.8) is normalized to unity. Entire complex-valued functions $f(z)$ of order $\rho \leq 2$ form a set of random complex-valued quantities [18,

Chapter X]; also, $\left.\left.\langle | f(z)\right|^{2}\right\rangle=\int d \mu|f(z)|^{2}$. They form a Hilbert space where the scalar product is defined as [18, Chapter X]:

$$
\begin{gather*}
(f, g)=\int d \mu(\bar{z}, z) f(z) g^{*}(\bar{z})  \tag{4.9}\\
\left(g^{*}(\bar{z})=\overline{g(z)}\right) .
\end{gather*}
$$

The Hilbert space where the scalar product is specified by Eq. (4.9) is a Fock space [19, page 72]["scalar field in $(0+1)$ spacetime"-only one oscillator remains from the field]. Indeed, it can easily be shown that the functions $Z_{n}(z)=z^{n} / \sqrt{n}$ ! form an orthonormalized basis in this space (see Appendix); that is,

$$
\left(Z_{n}, Z_{m}\right)=\delta_{n m} .
$$

Further, we have

$$
\begin{gather*}
\bar{z} Z_{n}(\bar{z})=\sqrt{n+1} Z_{n+1}(\bar{z}) \\
\frac{d}{d \bar{z}} Z_{n}(\bar{z})=\sqrt{n} Z_{n-1}(\bar{z}) \tag{4.10}
\end{gather*}
$$

that is, the multiplication of the functions $Z_{n}(\bar{z})$ by $\bar{z}$ and their differentiation with respect to $\bar{z}$ are identical to the action of the operators $\hat{a}^{+}$and $\hat{a}$ on the state $|n\rangle$ of a harmonic oscillator. That the operator $\hat{a}=d / d \bar{z}$ is the Hermitian conjugate of the operator of multiplication by $\bar{z}$ (that is, $\hat{a}^{+}$) follows from the definition of the scalar product in (4.9) with allowance for (4.8) (see Appendix); therefore, the notation $Z_{n}(\bar{z})=\langle\bar{z} \mid n\rangle$ is appropriate. The random complex-valued quantities $Z_{n}(\bar{z})$ are eigenfunctions of the harmonic-oscillatorenergy operator $\hat{H}=\hat{a}^{+} \hat{a}+1 / 2=\bar{z} d / d \bar{z}+1 / 2$. The commutator of the operators $\hat{a}$ and $\hat{a}^{+}$is equal to unity $\left(\left[\hat{a}, \hat{a}^{+}\right]=1\right)$; in view of the relation $\bar{z}=(q-$ ip) $/ \sqrt{2}$, which is equivalent to $\hat{q}=\left(\hat{a}+\hat{a}^{+}\right) / \sqrt{2}$ and $\hat{p}=\left(\hat{a}-\hat{a}^{+}\right) / i \sqrt{2}$, it follows that $[\hat{q}, \hat{p}]=i$ and $\hat{H}=\left(\hat{q}^{2}+\hat{p}^{2}\right) / 2$. In the Appendix, we derive the corresponding commutation relations that take explicitly into account the reduced Planck constant $\hbar$ ( $\left[\hat{a}, \hat{a}^{+}\right]=\hbar$ and $[\hat{q}, \hat{p}]=i \hbar$ ). Thereby, we reproduce the quantum-mechanical formalism of a harmonic oscillator. Within this model, the classical equations of motion are modified. According to (4.2), the Poisson bracket assumes the form

$$
\begin{gather*}
\{f, g\}=\omega(\bar{z}, z)\left(\frac{\partial f}{\partial \bar{z}} \frac{\partial g}{\partial z}-\frac{\partial f}{\partial z} \frac{\partial g}{\partial \bar{z}}\right),  \tag{4.11}\\
\omega(\bar{z}, z)=i e^{\beta \bar{z} z} .
\end{gather*}
$$

From the above, we derive $\dot{z}=\{z, H\}=i e^{\beta \bar{z} z}(-z)$, which leads to

$$
z(t)=e^{-i \omega^{*} t} z(0)
$$

since $\left\{e^{\beta \bar{z} z}, H\right\}=0$; here, $\omega^{*}=e^{\beta \bar{z} z}$ (see Appendix for details).

Since analytic functions are determined by their values on the boundary of their analyticity domain, one can go over to an equivalent description in terms of complex-valued random variables on the real axis, $\psi_{n}(q)$. Introducing eigenfunctions of the operator $\hat{H}$ on the $q$ axis, $\langle q \mid n\rangle=\mathcal{H}_{n}(q)$, where

$$
\mathcal{H}_{n}(q)=\left(2^{n} n!\sqrt{\pi}\right)^{-1 / 2} H_{n}(q) e^{-q^{2} / 2}
$$

is an orthonormalized set of Hermite functions, we can construct the kernel of the unitary operator $U(\bar{z}, q)$ relating the entire complex-valued functions $f(z)$ of the Fock space to the functions $\psi(q)$ from $L^{2}$ on $R^{1}$; that is,

$$
\begin{gather*}
U(\bar{z}, q)=\sum_{n}\langle\bar{z} \mid n\rangle\langle n \mid q\rangle  \tag{4.12}\\
=\sum_{n} Z_{n}(\bar{z}) \mathcal{H}_{n}(q)=\pi^{-1 / 4} e^{-\frac{\bar{z}^{2}+q^{2}}{2}+\sqrt{2} q \bar{z}}
\end{gather*}
$$

The function $U(\bar{z}, q)$ possesses the property (see Appendix)

$$
\int_{-\infty}^{\infty} d q U(z, q) U(\bar{z}, q)=e^{\bar{z} z}
$$

where the exponential function $e^{\bar{z} z}$ is the kernel of the identity operator for the scalar product specified by the measure in (4.8) ("complex delta function"). Further, we have

$$
\int d \mu(\bar{z}, z) U(z, q) U\left(\bar{z}, q^{\prime}\right)=\delta\left(q-q^{\prime}\right)
$$

and

$$
\begin{gathered}
\int_{-\infty}^{\infty} d q U(\bar{z}, q) \mathcal{H}_{n}(q)=Z_{n}(\bar{z}) \\
\int d \mu(\bar{z}, z) Z_{n}(z) U(\bar{z}, q)=\mathcal{H}_{n}(q)
\end{gathered}
$$

that is, the functions $Z_{n}(z)$ correspond to eigenfunctions of a harmonic oscillator on the $q$ axis.

We note that, here, a transition from a statistical description (Gibbs distribution) to a quantummechanical description (Fock space) does not involve any "quantization procedure." There only occurs here a transition from a probabilistic Gibbs distribution to a set of the distributions

$$
\left|Z_{n}(z)\right|^{2} \exp \left(-|z|^{2}\right)
$$

fully in accordance with standard probability theory (see Section 3). Thus, a Hilbert space appears here as one of the possible schemes of description that are compatible with classical probability theory. The recognition of a superposition of random quantities as admissible (physical) states-that is, the inclusion of the superposition principle in the scheme-would appear to be an actual quantization.

## 5. QUANTUM MECHANICS

Chain of oscillators. Within the model formulated in Section 4, there was only a possibility of a quantum description. We will now construct a classical probabilistic model in which states and processes are described in terms of quantum mechanics. We will consider a chain of $N$ oscillators introduced in Section 4, the corresponding Lagrangian being ( $\tilde{\gamma} \gg$ $\gamma>0$ )

$$
\begin{gather*}
L=\frac{1}{2} \sum_{i}\left[\dot{q}_{i}^{2}-\tilde{\gamma}\left(q_{i}-q_{i+1}\right)^{2}-m^{2} q_{i}^{2}\right],  \tag{5.1}\\
\dot{q}_{i}=\frac{d q_{i}}{d t} .
\end{gather*}
$$

Perturbations propagate along the chain, so that, if only one oscillator was excited at the initial instant $t_{0}$, then the excitation wave will reach the other ones with time. According to the Poincaré [20] theorem, the integral

$$
\begin{equation*}
P(S)=\frac{1}{h} \int_{S} \sum_{i} d q_{i} \wedge d p_{i} \tag{5.2}
\end{equation*}
$$

over an arbitrary surface $S$ in $2 N$-dimensional phase space $R_{q}^{N} \times R_{p}^{N}$ does not change with time. On the other hand, the integral in (5.2) can be interpreted, according to (4.7), as the probability distribution on a $2 D$ surface in $2 N$-dimensional space, that is, as the probability of recording an event either in the $2 D$ region $\int_{S} d q_{1} \wedge d p_{1}$, or in the region $\int_{S} d q_{2} \wedge d p_{2}$, etc; therefore, the conservation of the integral in (5.2) is equivalent to probability conservation. It should be emphasized that probability conservation follows from the laws of classical Hamiltonian mechanics. In the continuous limit, where the spacing $a$ between the oscillators tends to zero ( $a \rightarrow 0, i \rightarrow \infty, a i \rightarrow x$, $q_{i} / \sqrt{a} \rightarrow \varphi(x), \tilde{\gamma} a^{2} \rightarrow 1$ ), expression (5.1) reduces to the Lagrangian for a massive scalar field; that is,

$$
\begin{equation*}
L=\frac{1}{2} \int d x\left(\dot{\varphi}^{2}-\varphi^{\prime 2}-m^{2} \varphi^{2}\right) \tag{5.3}
\end{equation*}
$$

From (5.3), one readily obtains the Klein-FockGordon equation of motion

$$
\left(\square-m^{2}\right) \varphi=0 .
$$

We now recall that $\varphi$ can be treated as the probability amplitude; that is, the propagation of the field $\varphi(x, t)$ along the chain can be treated as the propagation of a "complex-probability" wave. However, the field $\varphi$ is real-valued; in order to extract a probability amplitude (wave function) from solutions to the equation of motion, it is therefore necessary to make use of its general solution,

$$
\begin{equation*}
\varphi(x, t)=\int d^{2} k \delta\left(k_{0}^{2}-k^{2}-m^{2}\right) \tag{5.4}
\end{equation*}
$$

$$
\times f\left(k_{0}, k\right) \exp \left[-i\left(k_{0} t-k x\right)\right] .
$$

In view of manifest relativistic invariance of the theory, the probability density on the $x$ axis must transform as the zero component of a conserved 2vector. Such a vector cannot be constructed from the real-valued solution in (5.4). However, the function in (5.4) can be broken down, in a relativistically invariant way, into positive-frequency and negativefrequency solutions [those featuring, respectively, the exponentials $\exp \left(i E_{k} t\right)$ and the exponentials $\exp \left(-i E_{k} t\right)$, where $\left.E_{k}=\sqrt{k^{2}+m^{2}}\right]$. From them, we construct the conserved vectors

$$
\begin{equation*}
j_{\mu}=i \varepsilon(E)\left(\varphi_{ \pm}^{*} \partial_{\mu} \varphi_{ \pm}-\partial_{\mu} \varphi_{ \pm}^{*} \varphi_{ \pm}\right) \tag{5.5}
\end{equation*}
$$

where the functions
$\varphi_{ \pm}(x, t)=\int \frac{d k}{4 \pi E_{k}} f\left( \pm E_{k}, \pm k\right) \exp \left[\mp i\left(E_{k} t-k x\right)\right]$
correspond to "positive"-energy ( $\varphi_{+} \sim \exp \left(-i E_{k} t\right)$ ) and "negative"-energy ( $\varphi_{-} \sim \exp \left(i E_{k} t\right)$ ) solutions. The appearance of the sign $\varepsilon(E)$ of energy in (5.5) is associated with the requirement that the Lorentzinvariant integral $\int d x j_{0}$ be positive, $\int d x j_{0}>0$. The condition $\int d x j_{0}=1$ is the normalization condition for probabilities. It is the, expression in (5.5) for $E>0$ that is used in the relativistic quantum mechanics of bosons, although the density $j_{0}$ is not positive definite. In order to verify that this expression for the probability density on the $x$ axis is in accord with the above definition of the probability in (2.5), we recall that $z$ and $\bar{z}$ are canonically conjugate quantities. Here, $\varphi$ and $\pi=\partial \mathcal{L} / \partial \dot{\varphi}=\dot{\varphi}$ are canonically conjugate; introducing the complex 2 -vector $\boldsymbol{\Phi}\left(\varphi_{+}, \pi_{+}\right)$ and using (2.5), we therefore find that the probability density on the $x$ axis is given by $j_{0} \mathbf{e}=i \overline{\boldsymbol{\Phi}} \wedge \boldsymbol{\Phi}$, so that

$$
j_{0}=i\left(\varphi_{+}^{*} \pi_{+}-\pi_{+}^{*} \varphi_{+}\right)=i\left(\varphi_{+}^{*} \dot{\varphi}_{+}-\dot{\varphi}_{+}^{*} \varphi_{+}\right),
$$

which is fully consistent with (5.5). For monochromatic waves, this is the invariant normalization of " $2 E$ particles in a unit volume." Setting now $\varphi=$ $\exp (-i m t) \psi$, we arrive, in the nonrelativistic limit, at the Schrödinger equation for a free particle,

$$
i \dot{\psi}=-\psi^{\prime \prime} / 2 m
$$

with $j_{0} \sim \psi^{*} \psi$. This example demonstrates how, within classical probability theory, one can obtain a quantum description, including the superposition principle, since the sum of solutions is also a solution.

The model in question is a chain of coupled oscillators that are placed in a heat bath and which are described statistically. There arises the question of how the concept of a wave function can appear in such a system, since each oscillator is described by the Gibbs distribution (4.3). The answer is nearly obvious. First, the particles here, in contrast to what
occurs in the case of $N$ particles in a heat bath, form an ordered chain where only the nearest neighbors interact. In other words, this is not a standard case considered in statistical physics. Second, a particle affects its neighbors only through one of the two canonical variables (namely, through $q$ ). The Lagrange equations of motion are formulated only for one of the two variables appearing in the probability distribution. Of the canonical variables, the second half, which are necessary for calculating probabilities, are reconstructed from Hamilton's equations of motion. Herein lies the reason behind the appearance of quantities whose bilinear combinations yield probabilities; these quantities carry probabilistic information, but they are not probabilities themselves.

Schrödinger equation for a particle in a force field specified by a potential $U(x)$ is obtained in the following way. Instead of the Lagrangian in (5.1), we take
$L=\frac{1}{2} \sum_{i}\left[\dot{q}_{i}^{2}-\tilde{\gamma}\left(q_{i}-q_{i+1}\right)^{2}-m^{2} q_{i}^{2}-2 m U_{0}(i) q_{i}^{2}\right]$. Going over to the continuous limit, where $a \rightarrow 0$, $i \rightarrow \infty, a i \rightarrow x, q_{i} / \sqrt{a} \rightarrow \varphi(x)$, etc., under the conditions $\tilde{\gamma} a^{2} \rightarrow 1$ and $U_{0}(i) \rightarrow U(x)$, we obtain the Lagrangian density

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\dot{\varphi}^{2}-\varphi^{\prime 2}-m^{2} \varphi^{2}-2 m U(x) \varphi^{2}\right), \tag{5.6}
\end{equation*}
$$

which yields, in the nonrelativistic limit, the Schrödinger equation with the potential $U(x)$. It is now straightforward to construct the entire formalism of one-dimensional quantum mechanics-that is, to introduce the operators $\hat{x}$ and $\hat{p}$ satisfying the appropriate commutation relation, the Hilbert space of state vectors, uncertainty relations, the superposition principle, etc. We note, however, that only the formalism of quantum mechanics will be reproduced in this way; at the moment, it does not follow from anywhere that all of this concerns the description of a particle, since the concept of a "particle" has yet to be specified. Only upon constructing a quantum field theory can one speak about particles.

Quantum mechanics in $\boldsymbol{k}$-dimensional space. The above construction can easily be generalized to the case of a space having an arbitrary number of dimensions. For this, we choose a Cartesian system of coordinates in a $k$-dimensional Euclidean space and place oscillators (elementary systems) at integralvalued points. Each oscillator is then characterized by $k$ integers $\mathbf{n}\left(n_{1}, \ldots, n_{k}\right)$; its coordinate $q$ is denoted by $\varphi(\mathbf{n})$. The interaction of the neighbors is specified by the function $V\left(\Delta \varphi_{1}(\mathbf{n}), \ldots, \Delta \varphi_{k}(\mathbf{n})\right) \approx$ $V(0)+V_{, i}(0) \Delta \varphi_{i}(\mathbf{n})+V_{, i j}(0) \Delta \varphi_{i}(\mathbf{n}) \Delta \varphi_{j}(\mathbf{n}) / 2+$ $m^{2} \varphi^{2}(\mathbf{n}) / 2$, where $\Delta \varphi_{i}(\mathbf{n})=\varphi(\mathbf{n})-\varphi\left(\mathbf{n}_{i}\right), \mathbf{n}_{i}=$
$\mathbf{n}\left(n_{1}, \ldots, n_{i}-1, \ldots, n_{k}\right)$, and $V_{, i}=\partial V / \partial \Delta \varphi_{i}(\mathbf{n})$. Setting $V_{, i}(0)=0$ and $V_{, i j}(0)=\tilde{\gamma} \delta_{i j}$, we find that, in the limit where $a_{i} \rightarrow a \rightarrow 0, n_{i} \rightarrow \infty, n_{i} a \rightarrow x^{i}$, and $\tilde{\gamma} a^{2} \rightarrow 1$, the Lagrangian

$$
\begin{align*}
& L=\frac{1}{2} \sum_{(n)}\left[\dot{\varphi}^{2}(\mathbf{n}, t)-\tilde{\gamma}\left(\Delta \varphi_{i}(\mathbf{n}, t)\right)^{2}\right.  \tag{5.7}\\
& \left.-m^{2} \varphi^{2}(\mathbf{n}, t)\right]=\frac{1}{2} \sum_{(n)} \Pi a_{i}\left[\left(\frac{\dot{\varphi}(\mathbf{n}, t)}{\left(\Pi a_{i}\right)^{1 / 2}}\right)^{2}\right. \\
& \left.-\tilde{\gamma} \sum_{i} a_{i}^{2}\left(\frac{\Delta \varphi_{i}(\mathbf{n}, t)}{a_{i}\left(\Pi a_{i}\right)^{1 / 2}}\right)^{2}-m^{2} \frac{\varphi^{2}(\mathbf{n}, t)}{\Pi a_{i}}\right]
\end{align*}
$$

[here, $\Pi a_{i}=\prod_{i=1}^{i=k} a_{i}$, and summation is performed over the set $\left.\left(n_{1}, \ldots, n_{k}\right)\right]$ takes a familiar form,

$$
\begin{equation*}
L=\frac{1}{2} \int d^{k} x\left[\dot{\varphi}^{2}-\left(\partial_{i} \varphi\right)^{2}-m^{2} \varphi^{2}\right] . \tag{5.8}
\end{equation*}
$$

In the nonrelativistic limit, we arrive at the Schrödinger equation in $k$-dimensional space. Following the same line of reasoning as in the above onedimensional model, we can straightforwardly obtain the Schrödinger equation for a particle in a potential field.

Quantum mechanics featuring a multicomponent wave function. It is straightforward to construct a theory that describes an "isospin" state of a particle as well. The "isospin" indices $j$ number the components $\varphi^{j}$ and $\pi^{j}$ of the canonical variables of an elementary system. Thus, it is assumed that the elementary system is multidimensional and that the quantities $\varphi^{j}$ realize a representation of some simple group-that is, the sublimiting Lagrangian is invariant under this group.

While the description of "intrinsic" degrees of freedom of a particle does not present any serious difficulties, it is impossible to introduce spin variables in so straightforward a way. This is because "spacetime" appears only upon going over to a continuous limit, whence it follows that relativistic tensor indices (that is, spin variables) cannot be introduced in a natural way in an elementary system. Since the result is known from the outset, this can be done, of course; however, the resulting construction will be quite artificial. In this respect, fields of half-integer spin will cause still greater difficulties. Their inclusion in the scheme being considered is associated with an even more serious question-a simulation of supersymmetry. This problem is of importance in and of itself, irrespective of the origin of a quantum description; it is related to the fundamental properties of the physical object referred to as "spacetime." Spin variables appear in a natural way in constructing a theory involving superstrings.

## 6. WAVE FUNCTION AND PLANCK CONSTANT

Wave function and "wave-particle" duality. According to [2], each element of physical reality must be reflected in a physical theory. What physical reality corresponds to a wave function? It is obvious that the answer to this question will clarify the problem of "particle-wave" duality.

The question of how a "wave" (wave function) is related to a "particle" (matter point) has arisen since the beginning of the quantum era. Originally, Schrödinger assumed that a particle is a wave packet. However, a wave packet spreads with time, while a particle is not. De Broglie assumed that linear quantum mechanics is a limit of some nonlinear theory admitting singular solutions that are identified with particles (double-solution theory), but linear quantum mechanics reproduces experimental data to an extremely high degree of precision. That the problem in question was considered in its original formulation dating back to the 1920s, when present-day quantum field theory had yet to be developed, was a weak point of all subsequent attempts at interpreting quantum mechanics.

According to Sections 2, 4, and 5, a wave function describes a state of the chain of excited oscillators [correspondence $q_{i}(t) / \sqrt{a} \leftrightarrow \varphi(x, t)$ in Section 5]. This is fully consistent with quantum field theory, which provides a clear answer to the question of what a particle (for example, the electron) is: a particle is a quantum (single-particle excitation) of the corresponding field. This excitation is inevitably nonlocal (inasmuch as its energy is finite), and the very concept of a "pointlike particle" is inapplicable to such an object. Nonetheless, the electron is considered as the quintessence of a pointlike particle and, according to quantum mechanics, can be recorded within an arbitrarily small region of space. This also seems to be fully consistent with the obvious fact that the interaction of fields is local. We will show that not only does quantum field theory remove the problem of waveparticle duality, but it also resolves the problem of physical reality behind the concept of a wave function.

In quantum field theory, a single-particle excitation is described by the state vector

$$
\begin{equation*}
\hat{A}(f)|0\rangle \tag{6.1}
\end{equation*}
$$

where $\hat{A}(f)=-i \int d^{3} x \hat{A}(x) \overleftrightarrow{\partial}_{0} f(x), \hat{A}(x)$ is the operator of the scalar field $A(x)$, and $|0\rangle$ is the vacuum vector. The function $f(x)$ characterizes a field excitation. On the other hand, $f(x)$ is the wave function for the single-particle excitation being considered-that is, for a particle; therefore, one can give the following answers to above questions.
(i) The wave function for a particle is a function that describes a single-particle excitation of the corresponding field, which is precisely the physical reality behind the wave function.
(ii) A single-particle nonlocal field excitation behaves as a pointlike particle; that is, it is produced and absorbed as a discrete unit in an arbitrarily small region of space.

This gives an answer to questions concerning the nature of wave-particle duality and solves the problem of "photon integrity" (a photon is emitted and absorbed as a discrete unit). Indeed, a field (for example, an electromagnetic field) is a set of coupled oscillators. Fields interact locally-that is, each oscillator interacts with the corresponding oscillator of another field (for example, of an electron-positron field). A given oscillator cannot lose the entire amount of its energy without affecting neighboring oscillators, since this would lead to a discontinuity of the function that describes the corresponding field. However, such states are impossible since they correspond to infinite energies. Indeed, the Hamiltonian of any boson field involves a $(\nabla \varphi)^{2}$ term, and a discontinuity in $\varphi$ would mean the emergence of a nonintegrable singularity of the form $[\delta(x)]^{2}$ in this term. Therefore, the process of field interaction is not completed until neighboring oscillators transfer their energy to a given and, ultimately, different field. This explains, on one hand, why a particle can be found at any spatial point where $\psi(x) \neq 0$ (any excited oscillator can interact with any other field) and, on the other hand, why particles behave as discrete units in quantum mechanics (a single-particle excitation is produced and absorbed entirely by virtue of the continuity of fields). The meaning of uncertainty relations also becomes clearer. The uncertainty in the coordinate of a particle is a property inherent in the object (nonlocal field excitation) that is associated with the particle. We emphasize once again that, within quantum field theory, the answer to the question of what the nature of a wave function is appears to be fully consistent with the results presented in Sections 2 and 5: the field $\varphi$ is a dynamical variable, while a function that characterizes an excitation of this field is, according to (6.1), a wave function-that is, dynamical variable-probability amplitude duality indicated in Section 2 holds.

This, at first glance obvious, statement on the essence of the wave function has far-reaching corollaries. The simplest of these is the possibility of breaking down or composing quanta-for example, the possibility of breaking down a photon or an electron into two, three, etc., parts. It seems that this is impossible for the reasons listed immediately above. However, the prohibition is removed by resorting to
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macroscopic bodies, which, on the scale of the microcosm, possess an indefinitely great energy. Indeed, the possibility of partitioning an electron was demonstrated about twenty years ago through the observation of the fractional quantum Hall effect [21] (the authors of that study were awarded a Nobel prize of 1998 in physics for their discovery). Recently, there appeared articles [22] reporting on a direct observation of objects with charges of $e / 3$ and $e / 5$, where $e$ is the electron charge.

Thus, the problem of the meaning of the wave function is solved within quantum field theory. Concurrently, answers are given to a number of important questions, such as wave-particle duality, the integrity of the photon (and of other quanta), and uncertainty relations. However, the question of why field theory invokes probability amplitudes remains open, and this is one of the fundamental questions. Moreover, there arise new questions. The most important of these is the following: If a field excitation is indeed a wave function, why is the equation for the wave function linear? Is it not true that fields are described by nonlinear equations?

In order to answer the first question, one has to address physics at Planck distances (it is necessary to construct a quantized-field model). It turns out that the reason behind the appearance of probabilities in it is identical to the reason behind the appearance of a probabilistic description in quantum mechanics (Sections 4, 5). These issues will be discussed in a dedicated publication. The answer to the last question is simple: field theory is linear in the corresponding Fock space.

Planck constant $h$. The appearance of the Planck constant $h$ in a theory is usually thought to be a signal of a transition to quantum theory. That this is not so follows from a simple example. This is a mechanical system having one degree of freedom and a compact phase space $\Gamma$. Suppose that this is a sphere of radius $R$. The classical Hamiltonian mechanics of such a particle will then inevitably contain, from the outset, a constant that is fundamental for this theory and which has the same dimensionality as $h$-this is the phasespace area ( $4 \pi R^{2}$ ). Thus, we see that, within classical

Hamiltonian mechanics, one can construct dynamical systems involving a quantum of the action functional. From the aforesaid, it does not follow, however, that such systems have no bearing on quantum mechanics. Although the appearance of $h$ in a theory does not mean an automatic transition to a quantum description, one can construct, from such systems, whose phase space is compact, a structure (chain) whose excitations are described in terms of quantum mechanics (see Section 5). It is natural to expect that such structures appear at Planck distances.

## 7. SOME EXPERIMENTAL CONSEQUENCES

The following experiment will enable us to give an answer to the fundamental question of whether it is possible to break down a photon.

In Fig. 1, light from a source $S$ finds its way to photomultiplier tubes (1,2). In the experiment being discussed, one records (i) the number $N_{c}$ of events in which both photomultiplier tubes are actuated (the counter $C$ records only coincidences) and (ii) the number $N_{n}$ of events in which only one of the photomultiplier tubes is actuated (the counter $C$ now records only such events).

In Fig. 2, light from a source is incident on a semitransparent mirror $(\Pi)$ and then goes to photomultiplier tubes $(1,2)$. There is the following alternative:
(i) In accordance with the generally accepted interpretation of quantum mechanics, the number of simultaneous actuations of the photomultiplier tubes in the experiment depicted in Fig. 2 is $N_{c} / 2$ (since the probability that two photons hit the mirror $\Pi$ simultaneously is equal to the probability that they hit photomultiplier tubes 1 and 2 simultaneously in Fig. 1).
(ii) In accordance with [3] and with the results presented in Sections 2, 5, and 6, the number of simultaneous actuations of photomultiplier tubes in the scheme depicted in Fig. 2 is $N_{c} / 2+N_{n} / 4$ because the number of single photons hitting the mirror $\Pi$ is one-half as great as the total number of photons hitting the photomultiplier tubes 1 and 2 in Fig. 1 and because, in half of the cases, part of the wave goes
toward the photomultiplier tube 1 , while its remaining part goes toward the photomultiplier tube 2, both parts being recorded.

It is desirable that the experiment depicted in Fig. 2 be implemented in two versions: (1) the distance between the photomultiplier tubes 1 and 2 is longer than the photon coherence length and (2) the distance between them is shorter than the photon coherence length. Since $N_{n}>N_{c}$ for nondegenerate light, the effect in question can be discovered even with instruments whose sensitivity is moderate.

A similar experiment is possible for electrons as well. In a branched quantum wire, an electron can break down into two or more parts (depending on the number of lines at the branch point of the wire). This would yield an independent (and more direct in relation to that in [22]) piece of evidence for the partitioning of an electron.

## 8. CONCLUSIONS

The facts that have been established in the present study and which are of importance for obtaining deeper insights into the nature of a quantum description are the following:
(i) Theories are possible in which there is a duality in the sense that complex canonical variables are simultaneously probability amplitudes (Sections 2, 4).
(ii) Standard probability theory admits a description of stochastic processes in terms of complexvalued probability amplitudes (Section 3).
(iii) In a classical theory whose phase space is compact, there is a fundamental constant $(h)$, the phase-space area, having the dimensionality of action (Section 4).
(iv) A particle whose phase space is spherical system is equivalent to a particle whose phase space is a plane and has a nontrivial symplectic structure system. Here, (a) the resulting distribution is identical to the Gibbs distribution for an oscillator in a heat bath and (b) random variables in such a phase space form a Fock space.
(v) In the case of a spherical phase space, the time evolution of a particle state can be described by (a) classical mechanics featuring a nontrivial Poisson bracket, (b) classical statistical mechanics with a Gibbs distribution for a harmonic oscillator, or (c) probability theory involving distributions in the phase space that are specified by orthonormalized (oscillator) functions in the corresponding Fock space (that is, $\left|Z_{n}(z)\right|^{2} \exp (-\bar{z} z)$; see Section 4).
(vi) Quantum mechanics on the real axis arises in the classical system of linearly ordered oscillators in a heat bath (Section 5).

This approach is characterized by the following features: recourse to physics at Planck distances, discreteness of the fundamental structure, determinism (classical mechanics), and possibility of dissipative processes. The reason behind the emergence of probabilities in quantum mechanics (even for a free particle in Euclidean space) becomes clear. The fact that the wave function, which is an object of a theory where there is no determinism, obeys a causal equation of motion is also explained.
't Hooft [5], who studied the possibility of a quantum description of gravitation (it was indicated above that, in the quantum theory of gravitation, there is loss of information in black holes in addition to the obvious difficulty associated with the nonrenormalizability of the theory), formulated similar requirements on the theory.

Let us consider the classical limit $h \rightarrow 0$ in (4.4). It corresponds to zero temperature of the heat bath: $T=\hbar \omega / k \rightarrow 0$. Since, according to (4.4), the radius $R$ of the Riemann sphere then tends to zero, the concept of a probability distribution on it loses meaning; therefore, the possibility of dissipative processes disappears, so that the theory becomes deterministic in accordance with 't Hooft's hypothesis that quantization appears as the result of dissipative processes at Planck distances [5] (see also [23]).

Finally, it should be noted that the idea of a curved momentum space of the Universe (see, for example, $[24, \mathrm{p} .52]$ and references therein) proved to be useful for physics at Planck distances.

As will be shown in a dedicated publication, the proposed approach makes it possible to construct, in a natural way, a string model (chain of oscillators on a segment) and a superstring model (for example, a Ramon-Neveu-Schwarz superstring). This leads to the appearance of noncommuting (Grassmann) variables and of excitations featuring an angular momentum of $\hbar / 2$ and to a clarification of the nature of the Dirac sea. Moreover, a model that unifies all interactions, including gravitational interaction, is obtained if one assumes that space is a network formed by superstrings (this unification is due to the fact that superstring excitations contain all fields). By construction, the resulting theory will be supersymmetric (by virtue of the supersymmetry of the Lagrangian) and will not contain ultraviolet divergences (by virtue of the original discreteness of the model).

Note added in proof. A subsequent analysis has revealed that quantum mechanics is a statistical theory of nonequilibrium states of ordered structures (chains of oscillators in a heat bath) characterized by a long relaxation time.

## APPENDIX <br> Generalization of the Formulas Presented in Section 2

Arbitrary dimensions. The results given in Section 2 can easily be generalized to the case of space having an arbitrary number $n$ of dimensions. Indeed, we assume that

$$
\begin{equation*}
W\left(x_{1}, \ldots, x_{n}\right)=w_{1}\left(x_{1}\right) \ldots w_{n}\left(x_{n}\right) \tag{A.1}
\end{equation*}
$$

Further, we form the vectors

$$
\begin{equation*}
\mathbf{w}_{i}=\sum_{j=1}^{n} \alpha_{i j} w_{j} \mathbf{e}_{j} \tag{A.2}
\end{equation*}
$$

where $\alpha_{i j}$ are elements of some nondegenerate matrix, $\operatorname{det} \alpha \neq 0$. We then have

$$
\begin{gather*}
\mathbf{W}=\frac{1}{\operatorname{det} \alpha} \mathbf{w}_{1} \wedge \ldots \wedge \mathbf{w}_{n}  \tag{A.3}\\
=w_{1}\left(x_{1}\right) \ldots w_{n}\left(x_{n}\right) \mathbf{e}_{1} \wedge \ldots \wedge \mathbf{e}_{n} \equiv W \mathbf{e}
\end{gather*}
$$

Arbitrary densities. The factorability requirement (A.1) is not necessary. We assume that

$$
\begin{equation*}
W(x, y)=\sum_{k} w_{1}^{(k)}(x) w_{2}^{(k)}(y) . \tag{A.4}
\end{equation*}
$$

Instead of (A.2), we can then form the vector

$$
\begin{equation*}
\mathbf{w}=\sum_{i=1,2} \sum_{k} w_{i}^{(k)} \mathbf{e}_{i}^{(k)}, \tag{A.5}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{e}_{i}^{(k)} \equiv \mathbf{e}_{i} \otimes \boldsymbol{\varepsilon}^{(k)},  \tag{A.6}\\
\mathbf{e}_{i}^{(k)} \dot{\wedge} \mathbf{e}_{j}^{\left(k^{\prime}\right)} \equiv \mathbf{e}_{i} \wedge \mathbf{e}_{j} \boldsymbol{\varepsilon}^{(k)} \cdot \boldsymbol{\varepsilon}^{\left(k^{\prime}\right)}, \\
\mathbf{e}_{i} \wedge \mathbf{e}_{j}=\varepsilon_{i j} \mathbf{e}, \quad \boldsymbol{\varepsilon}^{(k)} \cdot \boldsymbol{\varepsilon}^{\left(k^{\prime}\right)}=\delta^{k k^{\prime}}, \\
\varepsilon_{12}=1
\end{gather*}
$$

[the vectors $\boldsymbol{\varepsilon}^{(k)}$ form an orthonormalized basis in a space whose dimensionality is determined by the number of terms in the sum on the right-hand side of (A.4)], and the conjugate vector

$$
\begin{equation*}
\overline{\mathbf{w}}=\sum_{i=1,2} \sum_{k}(-1)^{\delta_{i 2}} w_{i}^{(k)} \mathbf{e}_{i}^{(k)} \tag{A.7}
\end{equation*}
$$

By analogy with (A.3), we have

$$
\begin{equation*}
\mathbf{W}=\frac{1}{2} \overline{\mathbf{w}} \dot{\wedge} \mathbf{w}=\sum_{k} w_{1}^{(k)} w_{2}^{(k)} \mathbf{e}=W \mathbf{e} \tag{A.8}
\end{equation*}
$$

that is, probabilities are given by bilinear forms of auxiliary quantities in the present case as well. A generalization of formulas (A.4)-(A.8) to the case of a space having an arbitrary number of dimensions is trivial.

Complex variables. If the variables $q$ and $p$ are complex-valued from the outset (that is, if $q$ describes a system having two degrees of freedom), then we have $q^{( \pm)}=\left(q_{1} \pm i q_{2}\right) / \sqrt{2}, \quad p^{( \pm)}=\left(p_{1} \mp i p_{2}\right) / \sqrt{2}$, $\left\{q^{( \pm)}, p^{( \pm)}\right\}=1, \mathbf{z}^{(+)}=q^{(+)} \mathbf{e}_{q}+p^{(+)} \mathbf{e}_{p}$, and

$$
\mathbf{W}^{(+)}=i \mathbf{z}^{(+) *} \wedge \mathbf{z}^{(+)}
$$

$$
\equiv i\left[q^{(+) *} \wedge p^{(+)} \mathbf{e}_{q} \wedge \mathbf{e}_{p}+p^{(+) *} \wedge q^{(+)} \mathbf{e}_{p} \wedge \mathbf{e}_{q}\right] .
$$

Here, the external product $q^{(+) *} \wedge p^{(+)}$is the product of the 2 -vectors $q^{(+) *}$ and $p^{(+)}$whose components are $\left(q_{1}^{*} / \sqrt{2},-i q_{2}^{*} / \sqrt{2}\right)$ and $\left(p_{1} / \sqrt{2},-i p_{2} / \sqrt{2}\right)$; that is, $q^{(+) *} \wedge p^{(+)}=-i\left(q_{1}^{*} p_{2}-q_{2}^{*} p_{1}\right) / 2$.

Fermions. We introduce $\psi=q \theta / \sqrt{2}$ and $\psi^{+}=$ $q^{*} \bar{\theta} / \sqrt{2}$, where $q$ is a complex number; $\theta=\theta_{1}+i \theta_{2}$; and $\bar{\theta}=\theta_{1}-i \theta_{2}$, with $\theta_{1}$ and $\theta_{2}$ being real-valued generators of the Grassmann algebra, $\left[\theta_{1}, \theta_{2}\right]_{+}=0$. In this case, the Lagrangian is linear in velocities $\left(\mathcal{L} \sim \psi^{+} \dot{\psi}\right)$, so that $p_{\psi}=\psi^{+}$. For $\mathbf{z}$, we take $\mathbf{z}=$ $\psi \mathbf{e}_{q}+\psi^{+} \mathbf{e}_{p}$. We define

$$
\begin{aligned}
& \mathbf{W}=\mathbf{z} \wedge \mathbf{z}=\psi \cdot \psi^{+} \mathbf{e}_{q} \wedge \mathbf{e}_{p} \\
& +\psi^{+} \cdot \psi \mathbf{e}_{p} \wedge \mathbf{e}_{q}=q q^{*} \theta \cdot \bar{\theta} \mathbf{e},
\end{aligned}
$$

where $\theta \cdot \bar{\theta}=\theta \bar{\theta}=2 i \theta_{2} \theta_{1}$; the probability is then the factor in front of $\theta \bar{\theta} \mathbf{e}$.

## Proof of the Formulas Presented in Section 4

The orthonormality of the functions $Z_{n}(z)$ is proven by performing integration by parts in the scalar product

$$
\begin{gathered}
\left(z^{n}, z^{m}\right)=\int \frac{d \bar{z} \wedge d z}{2 \pi i} e^{-\bar{z} z} z^{n} \bar{z}^{m} \\
=\int \frac{d \bar{z} \wedge d z}{2 \pi i} z^{n}\left(-\frac{d}{d z}\right)^{m} e^{-\bar{z} z}=n!\delta_{n m}(m \geq n)
\end{gathered}
$$

for $n \geq m$, it is necessary to perform differentiation with respect to $\bar{z}$. Formula (4.12) follows from the expansion

$$
e^{-z^{2}+2 z q}=\sum_{n=0}^{\infty} H_{n}(q) \frac{z^{n}}{n!}
$$

(the exponential here is the generating function for Hermite polynomials). We will now present the proof of the fact that $\exp (\bar{z} z)$ is the kernel of the identity operator:

$$
\begin{gathered}
\int d \mu(\bar{\zeta}, \zeta) e^{z \bar{\zeta}} f(\zeta)=\int \frac{d \bar{\zeta} \wedge d \zeta}{2 \pi i} e^{-\bar{\zeta} \zeta+z \bar{\zeta}} f(\zeta) \\
=\int \frac{d \bar{\zeta} \wedge d \zeta}{2 \pi i} e^{-\bar{\zeta} \zeta} f(\zeta+z)=f(z)
\end{gathered}
$$

in the last equality, we have used the expansion of the function $f(\zeta+z)$ in a Taylor series in $\zeta$. The
derivation of other formulas that are associated with $U(\bar{z}, q)$ does not involve any difficulties either.

In order to take $\hbar$ into account explicitly, we go over to the Hamiltonian

$$
\begin{gathered}
\tilde{H}=\frac{1}{2} \sqrt{\frac{\gamma}{m}}\left(\frac{p^{2}}{\sqrt{\gamma m}}+\sqrt{\gamma m} q^{2}\right)=\omega \tilde{\tilde{z}} \tilde{z} \\
\tilde{z}=\frac{\tilde{q}+i \tilde{p}}{\sqrt{2}}, \quad \tilde{q}=q(\gamma m)^{1 / 4}, \quad \tilde{p}=p(\gamma m)^{-1 / 4}
\end{gathered}
$$

We then have

$$
\frac{d \bar{z} \wedge d z}{i} e^{-\beta \bar{z} z} \rightarrow \frac{d \tilde{\bar{z}} \wedge d \tilde{z}}{i} e^{-\beta \omega \tilde{z} \tilde{z}} \equiv d \tilde{\mu}, \quad \beta \omega=1 / \hbar
$$

(instead of $\tilde{z}$, we will write $z$ in the following). Further, if $\hat{a}^{+} \leftrightarrow \bar{z}$, then

$$
\int d \tilde{\mu} f(z) \bar{z} g^{*}(\bar{z})=\int d \tilde{\mu} \hbar \frac{d}{d z} f(z) g^{*}(\bar{z})
$$

that is, $\hat{a} \leftrightarrow \hbar \frac{d}{d \bar{z}}$, whence it follows that $\left[\hat{a}, \hat{a}^{+}\right]=\hbar$ and $[\hat{q}, \hat{p}]=i \hbar$.

According to (4.11), the classical equations of motion have the form

$$
\dot{z}=\{z, \tilde{H}\}=i e^{\bar{z} z / \hbar}(-\omega z)
$$

that is, $\quad z(t)=\exp \left(-i \omega^{*} t\right) z(0)=$ $\exp \left(-i \bar{E}^{*} t / \hbar\right) z(0)$, where $\omega^{*}=\omega \exp (\bar{z} z / \hbar)$.

Obviously, $\dot{Z}_{n}(z)=-i \omega n \exp (\bar{z} z / \hbar) Z_{n}(z)$; that is, $\bar{E}_{n}^{*}=\hbar \omega^{*} n$. This is precisely the equation for the state vector of a harmonic oscillator with energy $\bar{E}_{n}^{*}$ in the corresponding Fock space.
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#### Abstract

The preliminary LEP2 data on $e^{+} e^{-} \rightarrow l^{+} l^{-}$scattering are analyzed to establish a modelindependent search for the signals of virtual states of the Abelian $Z^{\prime}$ boson. The recently introduced observables make it possible to pick up uniquely the Abelian $Z^{\prime}$ signals in these processes. The mean values of the observables are in accordance with the $Z^{\prime}$ existence. However, the accuracy of the experimental data is deficient to detect the signal at more than a $1 \sigma$ C.L. The results of other model-independent fits and further prospects are discussed. © 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The recently stopped LEP2 experiments have accumulated a huge amount of data on four-fermion processes at the c.m. energies $\sqrt{s} \sim 130-207 \mathrm{GeV}$ [1, 2]. Besides the precision tests of the Standard Model (SM) of elementary particles, these data allow the estimation of the energy scale of a new physics beyond the SM.

Various approaches to detect manifestations of physics beyond the SM have been proposed in the literature. They can be subdivided into modeldependent and model-independent methods. The former usually means the comparison of experimental data with the predictions of some specific models which extend the SM at high energies. In this way, some popular grand unified theories, the supersymmetry models, as well as the theories of technicolor or extra dimensions, are intensively discussed and the values of couplings, mixing angles, and particle masses are constrained. In particular, modeldependent bounds are widely presented in the LEP reports [1, 2].

In the model-independent approach, one fits some effective low-energy parameters such as four-fermion contact couplings. Below the scale of the heavy particle decoupling, various theories beyond the SM can be described by the same set of effective contact interactions between the SM particles. The only difference is in the values of the corresponding coefficients, which can be fitted by experimental data. This idea is elaborated in the effective Lagrangian method [3] as well as in the helicity "models" introduced by the LEP

[^20]collaborations (LL, RR, ...) [1, 2]. An advantage of the approach is the restricted set of parameters which describe the low-energy phenomenology of any model beyond the SM for a specified scattering process. Unfortunately, each effective model-independent parameter conceals a number of different scenarios of new physics. As a consequence, the model-independent approach makes it possible to detect a signal of new physics, but it cannot distinguish the particle (defined by specific quantum numbers) responsible for the signal.

It seems to us that it is reasonable to develop model-independent searches for the manifestations of heavy particles with specific quantum numbers. Such an approach is intended to detect the signal of some heavy particle (for example, the heavy neutral vector boson) by means of the data of the LEP2 or other experiments without specifying a model beyond the SM. In this way, it is also possible to derive model-independent constraints on the mass and the couplings of the considered heavy particle. To develop this approach, one has to take into account some model-independent relations between the couplings of the heavy particle as well as some features of the kinematics of the considered scattering processes.

In the present paper, we focus on the problem of model-independent searches for signals of the heavy Abelian $Z^{\prime}$ boson [4] by means of the analysis of the LEP2 data on the lepton processes $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$ and $e^{+} e^{-} \rightarrow \tau^{+} \tau^{-}$. This particle is a necessary element of different models extending the SM. The low limits on its mass estimated for a variety of popular models ( $\chi, \psi, \eta, \mathrm{L}-\mathrm{R}$ models [5] and the Sequential Standard Model (SSM) [6]) are found to be in the wide energy interval $600-2000 \mathrm{GeV}$ [1, 2]. In what follows, we assume that the $Z^{\prime}$ boson is heavy enough to be decoupled at the LEP2 energies.

In the previous papers [7], we argued that the lowenergy $Z^{\prime}$ couplings to the SM particles satisfy some model-independent relations, which are the consequences of renormalizability of a theory beyond the SM, remaining in other respects unspecified. These relations, called the renormalization-group (RG) relations, predict two possible types of low-energy $Z^{\prime}$ interactions with the SM fields, namely, the chiral and the Abelian $Z^{\prime}$ bosons. Each $Z^{\prime}$ type is described by a few couplings to the SM fields. Therefore, it is possible to introduce observables which uniquely pick up the $Z^{\prime}$ virtual state [7].

The $Z^{\prime}$ signal in the four-lepton scattering process $e^{+} e^{-} \rightarrow l^{+} l^{-}$can be detected with a sign-definite observable, which is ruled by the c.m. energy and an additional kinematic parameter. The incorporation of the next-to-leading terms in $m_{Z^{\prime}}^{-2}$ allows one to consider the $Z^{\prime}$ effects beyond the approach of fourfermion contact interactions [8]. As a consequence, the four-fermion contact couplings and the $Z^{\prime}$ mass can be fitted separately.

The introduced observable can be computed directly from the differential cross sections. However, the statistical errors of the available differential cross sections of LEP2 experiments are one order of magnitude larger than the accuracy of the corresponding total cross sections and the forward-backward asymmetries. Fortunately, the differential cross sections of the $e^{+} e^{-} \rightarrow l^{+} l^{-}$processes at the LEP2 energies (including the one-loop radiative corrections) can be successfully approximated by a two-parametric polynomial of the cosine of the scattering angle. This makes it possible to recalculate the observable from the total cross sections and the forward-backward asymmetries, reducing noticeably the experimental uncertainty.

Thus, the outlined analysis has to answer whether or not one could detect the model-independent signal of the Abelian $Z^{\prime}$ boson by treating the LEP2 data. As will be shown, the LEP2 data on the scattering into $\mu$ and $\tau$ pairs lead to the Abelian $Z^{\prime}$ signal at about a $1 \sigma$ confidence level.

The paper is organized as follows. In Section 2, the necessary information on the model-independent description of the $Z^{\prime}$ interactions at low energies and the RG relations are given. In Section 3, the observables to pick up the $Z^{\prime}$ boson uniquely are introduced. In the last section, the results on the LEP data fit and the conclusions as well as further prospects are discussed.

## 2. $Z^{\prime}$ COUPLINGS TO THE SM PARTICLES

The Abelian $Z^{\prime}$ boson can be introduced in a model-independent (phenomenological) way by defining its effective low-energy couplings to the SM particles. Such a parametrization is well known in the literature [4]. Since we are going to take account of the $Z^{\prime}$ effects in the $e^{+} e^{-} \rightarrow l^{+} l^{-}$process at LEP2 energies $\sqrt{s} \ll m_{Z^{\prime}}$, we parametrize the $Z^{\prime}$ interactions induced at the tree level only. As the decoupling theorem [9] guarantees, they are of renormalizable type, since the nonrenormalizable interactions are generated at higher energies due to radiation corrections and suppressed by the inverse heavy mass ( $m_{Z^{\prime}}$ in our case). The SM gauge group $S U(2)_{L} \times$ $U(1)_{Y}$ is considered as a subgroup of the underlying theory group. Thus, the mixing interactions of the types $Z^{\prime} W^{+} W^{-}, Z^{\prime} Z Z, \ldots$ are absent at the tree level. Under these assumptions, the $Z^{\prime}$ couplings to the fermion and scalar fields are described by the Lagrangian

$$
\begin{gather*}
\mathcal{L}=\left|\left(D_{\mu}^{\mathrm{ew}, \phi}-\frac{i \tilde{g}}{2} \tilde{Y}(\phi) \tilde{B}_{\mu}\right) \phi\right|^{2}  \tag{1}\\
+i \sum_{f=f_{L}, f_{R}} \bar{f} \gamma^{\mu}\left(D_{\mu}^{\mathrm{ew}, f}-\frac{i \tilde{g}}{2} \tilde{Y}(f) \tilde{B}_{\mu}\right) f
\end{gather*}
$$

where $\phi$ is the SM scalar doublet, $\tilde{B}_{\mu}$ denotes the massive $Z^{\prime}$ field before the spontaneous breaking of the electroweak symmetry, and the summation over all SM left-handed fermion doublets $f_{L}=$ $\left\{\left(f_{u}\right)_{L},\left(f_{d}\right)_{L}\right\}$ and the right-handed singlets $f_{R}=$ $\left\{\left(f_{u}\right)_{R},\left(f_{d}\right)_{R}\right\}$ is understood. The notation $\tilde{g}$ stands for the charge corresponding to the $Z^{\prime}$ gauge group, and $D_{\mu}^{\mathrm{ev}, \phi}$ and $D_{\mu}^{\mathrm{ew}, f}$ are the electroweak covariant derivatives. Diagonal $2 \times 2$ matrices $\tilde{Y}(\phi)=$ $\operatorname{diag}\left(\tilde{Y}_{\phi, 1}, \tilde{Y}_{\phi, 2}\right), \quad \tilde{Y}\left(f_{L}\right)=\operatorname{diag}\left(\tilde{Y}_{L, f_{u}}, \tilde{Y}_{L, f_{d}}\right) \quad$ and numbers $\tilde{Y}\left(f_{R}\right)=\tilde{Y}_{R, f}$ mean the unknown $Z^{\prime}$ generators characterizing the model beyond the SM.

In particular, the Lagrangian (1) generally leads to the $Z-Z^{\prime}$ mixing of order $m_{Z}^{2} / m_{Z^{\prime}}^{2}$ which is proportional to $\tilde{Y}_{\phi, 2}$ and originated from the diagonalization of the neutral vector-boson states. The mixing contributes to the scattering amplitudes and cannot be neglected at the LEP2 energies [10].

The $Z^{\prime}$ couplings to a fermion $f$ are parametrized by two numbers $\tilde{Y}_{L, f}$ and $\tilde{Y}_{R, f}$. Alternatively, the couplings to the axial-vector and vector fermion currents, $a_{Z^{\prime}}^{l} \equiv\left(\tilde{Y}_{R, l}-\tilde{Y}_{L, l}\right) / 2$ and $v_{Z^{\prime}}^{l} \equiv\left(\tilde{Y}_{L, l}+\tilde{Y}_{R, l}\right) / 2$, can be used. Their values are determined by an unknown model beyond the SM. Assuming an arbitrary underlying theory, one usually supposes that the parameters $a_{f}$ and $v_{f}$ are independent numbers. However,
if a theory beyond the $S M$ is renormalizable, these parameters satisfy some relations. For the $Z^{\prime}$ boson, this is reflected in the correlations between $a_{f}$ and $v_{f}$ [7]. These correlations are model-independent in a sense that they do not depend on the underlying model. A detailed discussion of this point and the derivation of the RG relations are given in [7]. Therein, it is shown that two types of $Z^{\prime}$-boson interactions are admitted - the chiral and the Abelian ones. In the present paper, we are interested in the Abelian $Z^{\prime}$ couplings, which are described by the relations

$$
\begin{gather*}
v_{f}-a_{f}=v_{f^{*}}-a_{f^{*}}, \quad a_{f}=T_{3, f} \tilde{Y}_{\phi}  \tag{2}\\
\tilde{Y}_{\phi, 1}=\tilde{Y}_{\phi, 2} \equiv \tilde{Y}_{\phi}
\end{gather*}
$$

where $T_{3, f}$ is the third component of the fermion weak isospin, and $f^{*}$ means the isopartner of $f$ (namely, $\left.l^{*}=\nu_{l}, \nu_{l}^{*}=l, \ldots\right)$.

The relations (2) ensure, in particular, the invariance of the Yukawa terms with respect to the effective low-energy subgroup $\tilde{U}(1)$ corresponding to the Abelian $Z^{\prime}$ boson. As follows from the relations, the couplings of the Abelian $Z^{\prime}$ to the axial-vector fermion currents have a universal absolute value proportional to the $Z^{\prime}$ coupling to the scalar doublet. So, in what follows, we will use the short notation $a=a_{l}=-\tilde{Y}_{\phi} / 2$. Note also that the $Z-Z^{\prime}$ mixing is expressed in terms of the axial-vector coupling $a$.

An important benefit of the relations (2) is the possibility of reducing the number of independent parameters of new physics. For example, they can be used to relate the coefficients of the effective Lagrangians [11]. Due to a fewer number of independent $Z^{\prime}$ couplings, the amplitudes and cross sections of different scattering processes are also related. As a result, one is able to pick up the characteristic signal of the Abelian $Z^{\prime}$ boson in these processes and to fit successfully the corresponding $Z^{\prime}$ couplings. In the present paper, we take into account the RG relations (2) in order to introduce the observables convenient for uniquely detecting the Abelian $Z^{\prime}$ signals in LEP experiments and to obtain the corresponding experimental constraints on the signal.

## 3. OBSERVABLES

### 3.1. The Differential Cross Section

Let us consider the processes $e^{+} e^{-} \rightarrow l^{+} l^{-}(l=$ $\mu, \tau)$ with nonpolarized initial- and final-state fermions. In order to introduce the observable which selects the signal of the Abelian $Z^{\prime}$ boson, we need to compute the differential cross sections of the processes up to the one-loop level.

The lower order diagrams describe the neutral vector-boson exchange in the $s$ channel $\left(e^{+} e^{-} \rightarrow\right.$
$\left.V^{*} \rightarrow l^{+} l^{-}, V=A, Z, Z^{\prime}\right)$. As for the one-loop corrections, two classes of diagrams are taken into account. The first one includes the pure SM graphs (the mass operators, the vertex corrections, and the boxes). The second set of one-loop diagrams improves the Born level $Z^{\prime}$-exchange amplitude by "dressing" the $Z^{\prime}$ propagator and the $Z^{\prime}$-fermion vertices. We assume that $Z^{\prime}$ states are not excited inside loops. Such an approximation means that the $Z^{\prime}$ boson is completely decoupled. Then, the differential cross section consists of the squared treelevel amplitude and the term from the interference of the tree-level and one-loop amplitudes. To obtain an infrared-finite result, we also take into account the processes with the soft-photon emission in the initial and final states.

Various computational software programs for calculation of amplitudes and cross sections have been developed. For example, the SM cross sections in the LEP fits are usually generated with ZFITTER. However, ZFITTER requires severe modifications to incorporate the effects of heavy particles beyond the SM. Therefore, we perform the necessary calculations with other software programs. The Feynman diagrams and the amplitudes are generated with FEYNARTS. The algebraic reduction of the oneloop tensor integrals to scalar integrals as well as the cross-section construction are carried out with FORMCALC. The scalar one-loop integrals are evaluated with the LOOPTOOLS library within the $\overline{M S}$ renormalization scheme. The unknown Higgs boson mass is set to 125 GeV in accordance with the present-day bounds.

In the lower order in $m_{Z^{\prime}}^{-2}$, the $Z^{\prime}$ contributions to the differential cross section of the process $e^{+} e^{-} \rightarrow$ $l^{+} l^{-}$are expressed in terms of four-fermion contact couplings only. If one takes into consideration the higher order corrections in $m_{Z^{\prime}}^{-2}$, it becomes possible to estimate separately the $Z^{\prime}$-induced contact couplings and the $Z^{\prime}$ mass [8]. In the present analysis, we keep the terms of order $O\left(m_{Z^{\prime}}^{-4}\right)$ to fit both of these parameters.

Expanding the differential cross section in the inverse $Z^{\prime}$ mass and neglecting the terms of order $O\left(m_{Z^{\prime}}^{-6}\right)$, we have

$$
\begin{gather*}
\frac{d \sigma_{l}(s)}{d z}=\frac{d \sigma_{l}^{\mathrm{SM}}(s)}{d z}  \tag{3}\\
+\sum_{i=1}^{7} \sum_{j=1}^{i}\left[A_{i j}^{l}(s, z)+B_{i j}^{l}(s, z) \zeta\right] a_{i} a_{j} \\
+\sum_{i=1}^{7} \sum_{j=1}^{i} \sum_{k=1}^{j} \sum_{n=1}^{k} C_{i j k n}^{l}(s, z) a_{i} a_{j} a_{k} a_{n}
\end{gather*}
$$

where the dimensionless quantities

$$
\begin{gather*}
\zeta=\frac{m_{Z}^{2}}{m_{Z^{\prime}}^{2}}, \quad \epsilon=\frac{\tilde{g}^{2} m_{Z}^{2} a^{2}}{4 \pi m_{Z^{\prime}}^{2}}  \tag{4}\\
\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right) \\
=\sqrt{\frac{\tilde{g}^{2} m_{Z}^{2}}{4 \pi m_{Z^{\prime}}^{2}}}\left(a, v_{e}, v_{\mu}, v_{\tau}, v_{d}, v_{s}, v_{b}\right)
\end{gather*}
$$

are introduced. In what follows, the index $l=\mu, \tau$ denotes the final-state lepton.

The coefficients $A, B, C$ are determined by the SM couplings and masses. Each factor may include the tree-level contribution, the one-loop correction, and the term describing the soft-photon emission. The factors $A$ describe the leading-order contribution, whereas others correspond to the higher order corrections in $m_{Z^{\prime}}^{-2}$.

### 3.2. The Observable

To take into consideration the correlations (2), we introduce the observable $\sigma_{l}(z)$ defined as the difference of cross sections integrated over some ranges of the scattering angle $\theta$ [12]:

$$
\begin{equation*}
\sigma_{l}(z) \equiv \int_{z}^{1} \frac{d \sigma_{l}}{d \cos \theta} d \cos \theta-\int_{-1}^{z} \frac{d \sigma_{l}}{d \cos \theta} d \cos \theta, \tag{5}
\end{equation*}
$$

where $z$ stands for the cosine of the boundary angle. The idea of introducing the $z$-dependent observable (5) is to choose the value of the kinematic parameter $z$ in such a way as to pick up the characteristic features of the Abelian $Z^{\prime}$ signals.

The deviation of the observable from its SM value can be derived by the angular integration of the differential cross section and has the form

$$
\begin{gather*}
\Delta \sigma_{l}(z)=\sigma_{l}(z)-\sigma_{l}^{\mathrm{SM}}(z)  \tag{6}\\
=\sum_{i=1}^{7} \sum_{j=1}^{i}\left[\tilde{A}_{i j}^{l}(s, z)+\tilde{B}_{i j}^{l}(s, z) \zeta\right] a_{i} a_{j} \\
+ \\
\sum_{i=1}^{7} \sum_{j=1}^{i} \sum_{k=1}^{j} \sum_{n=1}^{k} \tilde{C}_{i j k n}^{l}(s, z) a_{i} a_{j} a_{k} a_{n} .
\end{gather*}
$$

There is an interval of values of the boundary angle at which the factors $\tilde{A}_{11}^{l}, \tilde{B}_{11}^{l}$, and $\tilde{C}_{1111}^{l}$ at the signdefinite parameters $\epsilon, \epsilon \zeta$, and $\epsilon^{2}$ contribute more than $95 \%$ of the observable value. This makes it possible to construct the sign-definite observable $\Delta \sigma_{l}\left(z^{*}\right)<0$ by specifying the proper value of $z^{*}$.

In general, one could choose the boundary angle $z^{*}$ in different schemes. In the previous papers [10,

12], we considered just a small number of tree-level four-fermion contact couplings and specified $z^{*}$ in order to cancel the factor at the vector-vector coupling. However, if one-loop corrections are taken into account, there are a large number of additional contact couplings. Thus, we have to define some quantitative criterion $F(z)$ to estimate the contributions from sign-definite factors at a given value of the boundary angle $z$. Maximizing the criterion, one could derive the value $z^{*}$, which corresponds to the sign-definite observable $\Delta \sigma_{l}\left(z^{*}\right)$. Since the observable is linear in the coefficients $A, B$, and $C$, we introduce the following criterion:

$$
\begin{equation*}
F=\frac{\left|\tilde{A}_{11}\right|+\omega_{B}\left|\tilde{B}_{11}\right|+\omega_{C}\left|\tilde{C}_{1111}\right|}{\sum_{\text {all } \tilde{A}}\left|\tilde{A}_{i j}\right|+\omega_{B} \sum_{\text {all } \tilde{B}}\left|\tilde{B}_{i j}\right|+\omega_{C} \sum_{\text {all } \tilde{C}}\left|\tilde{C}_{i j k n}\right|}, \tag{7}
\end{equation*}
$$

where the positive "weights" $\omega_{B} \sim \zeta$ and $\omega_{C} \sim \epsilon$ take into account the order of each term in the inverse $Z^{\prime}$ mass.

The numeric values of the "weights" $\omega_{B}$ and $\omega_{C}$ can be taken from the present-day bounds on the contact couplings [1, 2] or [13]. As the computation shows, the value of $z^{*}$ with an accuracy of $10^{-3}$ depends only on the order of the "weight" magnitudes. So, in what follows, we take $\omega_{B} \sim 0.004$ and $\omega_{C} \sim$ 0.00004 .

The function $z^{*}(s)$ is a decreasing function of the c.m. energy. It is tabulated for the LEP2 energies in Tables 1 and 2. The corresponding values of the maximized function $F$ are within the interval $0.95<$ $F<0.96$.

Since $\quad \tilde{A}_{11}^{l}\left(s, z^{*}\right)<0, \quad \tilde{B}_{11}^{l}\left(s, z^{*}\right)<0, \quad$ and $\tilde{C}_{1111}^{l}\left(s, z^{*}\right)<0$, the observable

$$
\begin{align*}
\Delta \sigma_{l}\left(z^{*}\right)= & {\left[\tilde{A}_{11}^{l}\left(s, z^{*}\right)+\zeta \tilde{B}_{11}^{l}\left(s, z^{*}\right)\right] \epsilon }  \tag{8}\\
& +\tilde{C}_{1111}^{l}\left(s, z^{*}\right) \epsilon^{2}
\end{align*}
$$

is negative with an accuracy of $4-5 \%$. Since this property follows from the RG relations (2) for the Abelian $Z^{\prime}$ boson, the observable $\Delta \sigma_{l}\left(z^{*}\right)$ selects the model-independent signal of this particle in the processes $e^{+} e^{-} \rightarrow l^{+} l^{-}$. This allows one to use the data on scattering into $\mu \mu$ and $\tau \tau$ pairs in order to estimate the Abelian $Z^{\prime}$ coupling to the axial-vector lepton currents.

Although the observable can be computed from the differential cross sections directly, it is also possible to recalculate it from the total cross sections and the forward-backward asymmetries. The recalculation procedure has the proper theoretical accuracy. Nevertheless, it allows one to reduce the experimental errors on the observable, since the published data on

Table 1. The boundary angle and the observable for the scattering into $\mu$ pairs at the one-loop level

| $\sqrt{s}, \mathrm{GeV}$ | $z^{*}$ | $F_{\max }$ | $\Delta \sigma_{\mu}\left(z^{*}\right)$ |
| :---: | :---: | :---: | :---: |
| 130 | 0.450 | 0.89 | $-729 \epsilon-1792 \epsilon \zeta-19636 \epsilon^{2}$ |
| 136 | 0.439 | 0.91 | $-709 \epsilon-1859 \epsilon \zeta-16880 \epsilon^{2}$ |
| 161 | 0.400 | 0.94 | $-643 \epsilon-2183 \epsilon \zeta-6890 \epsilon^{2}$ |
| 172 | 0.390 | 0.95 | $-619 \epsilon-4099 \epsilon \zeta-4099 \epsilon^{2}$ |
| 183 | 0.383 | 0.95 | $-599 \epsilon-2545 \epsilon \zeta-1334 \epsilon^{2}$ |
| 189 | 0.380 | 0.96 | $-586 \epsilon-2635 \epsilon \zeta-495 \epsilon^{2}$ |
| 192 | 0.380 | 0.96 | $-579 \epsilon-2681 \epsilon \zeta-63 \epsilon^{2}$ |
| 196 | 0.380 | 0.96 | $-571 \epsilon-2745 \epsilon \zeta-528 \epsilon^{2}$ |
| 200 | 0.378 | 0.95 | $-564 \epsilon-2811 \epsilon \zeta-1137 \epsilon^{2}$ |
| 202 | 0.376 | 0.96 | $-560 \epsilon-2845 \epsilon \zeta-1448 \epsilon^{2}$ |
| 205 | 0.374 | 0.96 | $-555 \epsilon-2897 \epsilon \zeta-1923 \epsilon^{2}$ |
| 207 | 0.372 | 0.96 | $-552 \epsilon-2932 \epsilon \zeta-2245 \epsilon^{2}$ |

the total cross sections and the forward-backward asymmetries are still more precise than the data on the differential cross sections.

The recalculation is based on the fact that the differential cross section can be approximated with a good accuracy by a two-parametric polynomial in the cosine of the scattering angle $z$ :

$$
\begin{equation*}
\frac{d \sigma_{l}(s)}{d z}=\frac{d \sigma_{l}^{\mathrm{SM}}(s)}{d z}+\left(1+z^{2}\right) \beta_{l}+z \eta_{l}+\delta_{l}(z) \tag{9}
\end{equation*}
$$

where $\delta_{l}(z)$ measures the difference between the exact and the approximated cross sections. The approximated cross section reproduces the exact one in the limit of the massless initial- and final-state leptons and if one neglects the contributions of the box diagrams.

Performing angular integration, it is easy to obtain the expression for the observable,

$$
\begin{gather*}
\Delta \sigma_{l}\left(z^{*}\right)=\sigma_{l}\left(z^{*}\right)-\sigma_{l}^{\mathrm{SM}}\left(z^{*}\right)  \tag{10}\\
=\left(1-z^{* 2}\right) \eta_{l}-\frac{2 \beta_{l}}{9} z^{*}\left(3+z^{* 2}\right)+\tilde{\delta}_{l}\left(z^{*}\right)
\end{gather*}
$$

and for the total and forward-backward cross sections,

$$
\begin{gather*}
\Delta \sigma_{l}^{T}=\sigma_{l}^{T}-\sigma_{l}^{T, \mathrm{SM}}=\frac{8 \beta_{l}}{9}+\tilde{\delta}_{l}(-1)  \tag{11}\\
\Delta \sigma_{l}^{\mathrm{FB}}=\sigma_{l}^{\mathrm{FB}}-\sigma_{l}^{\mathrm{FB}, \mathrm{SM}}=\eta_{l}+\tilde{\delta}_{l}(0)
\end{gather*}
$$

Then, the factors $\beta_{l}$ and $\eta_{l}$ can be eliminated from the observable:

$$
\begin{equation*}
\Delta \sigma_{l}\left(z^{*}\right)=\left(1-z^{* 2}\right) \Delta \sigma_{l}^{\mathrm{FB}} \tag{12}
\end{equation*}
$$

Table 2. The boundary angle and the observable for the scattering into $\tau$ pairs at the one-loop level

| $\sqrt{s}, \mathrm{GeV}$ | $z^{*}$ | $\Delta \sigma_{\tau}\left(z^{*}\right)$ |
| :---: | :---: | :---: |
| 130 | 0.460 | $-687 \epsilon-1664 \epsilon \zeta-25782 \epsilon^{2}$ |
| 136 | 0.442 | $-688 \epsilon-1779 \epsilon \zeta-20784 \epsilon^{2}$ |
| 161 | 0.400 | $-625 \epsilon-2097 \epsilon \zeta-10993 \epsilon^{2}$ |
| 172 | 0.391 | $-601 \epsilon-2263 \epsilon \zeta-8382 \epsilon^{2}$ |
| 183 | 0.385 | $-571 \epsilon-2402 \epsilon \zeta-7580 \epsilon^{2}$ |
| 189 | 0.380 | $-568 \epsilon-2533 \epsilon \zeta-5135 \epsilon^{2}$ |
| 192 | 0.380 | $-562 \epsilon-2578 \epsilon \zeta-4769 \epsilon^{2}$ |
| 196 | 0.379 | $-554 \epsilon-2640 \epsilon \zeta-4272 \epsilon^{2}$ |
| 200 | 0.378 | $-547 \epsilon-2704 \epsilon \zeta-3761 \epsilon^{2}$ |
| 202 | 0.377 | $-543 \epsilon-2736 \epsilon \zeta-3501 \epsilon^{2}$ |
| 205 | 0.374 | $-548 \epsilon-2834 \epsilon \zeta-1292 \epsilon^{2}$ |
| 207 | 0.372 | $-544 \epsilon-2868 \epsilon \zeta-1010 \epsilon^{2}$ |

$$
-\frac{3}{12} z^{*}\left(3+z^{* 2}\right) \Delta \sigma_{l}^{T}+\xi_{l}
$$

The quantity $\xi_{l}$,

$$
\begin{equation*}
\xi_{l}=\tilde{\delta}_{l}\left(z^{*}\right)-\left(1-z^{* 2}\right) \tilde{\delta}_{l}(0)+\frac{3}{12} z^{*}\left(3+z^{* 2}\right) \tilde{\delta}_{l}(-1) \tag{13}
\end{equation*}
$$

measures the theoretical accuracy of the approximation.

The forward-backward cross section is related to the total cross section and the forward-backward asymmetry by means of the following expression:

$$
\begin{equation*}
\Delta \sigma_{l}^{\mathrm{FB}}=\Delta \sigma_{l}^{T} A_{l}^{\mathrm{FB}}+\sigma_{l}^{T, \mathrm{SM}} \Delta A_{l}^{\mathrm{FB}} \tag{14}
\end{equation*}
$$

As the computation shows, $\tilde{\delta}_{l}\left(z^{*}\right) \simeq 0.01 \Delta \sigma_{l}\left(z^{*}\right)$, $\tilde{\delta}_{l}(0) \simeq 0.007 \Delta \sigma_{l}^{\mathrm{FB}}$, and $\tilde{\delta}_{l}(-1) \simeq-0.07 \Delta \sigma_{l}^{T}$ at the LEP2 energies. Taking into account the experimental values of the total cross sections and the forward-backward asymmetries at the LEP2 energies $\left(\Delta \sigma_{l}^{T} \simeq 0.1 \mathrm{pb}, \sigma_{l}^{T, \mathrm{SM}} \simeq 2.7 \mathrm{pb}, \Delta A_{l}^{\mathrm{FB}} \simeq 0.04\right.$, $A_{l}^{\mathrm{FB}} \simeq 0.5$ ), one can estimate the theoretical error as $\xi_{l} \simeq 0.003 \mathrm{pb}$. At the same time, the corresponding statistical uncertainties on the observable are larger than 0.06 pb . Thus, the proposed approximation is quite good and can be successfully used to obtain more accurate experimental values of the observable.

## 4. DATA FIT AND CONCLUSIONS

To search for the model-independent signals of the Abelian $Z^{\prime}$ boson, we will analyze the introduced observable $\Delta \sigma_{l}\left(z^{*}\right)$ on the basis of the LEP2 data set.

In the lower order in $m_{Z^{\prime}}^{-2}$, the observable (8) depends on one flavor-independent parameter $\epsilon$,

$$
\begin{equation*}
\Delta \sigma_{l}^{\operatorname{th}}\left(z^{*}\right)=\tilde{A}_{11}^{l}\left(s, z^{*}\right) \epsilon+\tilde{C}_{1111}^{l}\left(s, z^{*}\right) \epsilon^{2} \tag{15}
\end{equation*}
$$

which can be fitted from the experimental values of $\Delta \sigma_{\mu}\left(z^{*}\right)$ and $\Delta \sigma_{\tau}\left(z^{*}\right)$. As we noted above, the sign of the fitted parameter $(\epsilon>0)$ is a characteristic feature of the Abelian $Z^{\prime}$ signal.

In what follows, we will apply the usual fit method based on the likelihood function. The central value of $\epsilon$ is obtained by the minimization of the $\chi^{2}$ function:

$$
\begin{equation*}
\chi^{2}(\epsilon)=\sum_{n} \frac{\left[\Delta \sigma_{\mu, n}^{\exp }\left(z^{*}\right)-\Delta \sigma_{\mu}^{\mathrm{th}}\left(z^{*}\right)\right]^{2}}{\left(\delta \sigma_{\mu, n}^{\exp }\left(z^{*}\right)\right)^{2}} \tag{16}
\end{equation*}
$$

where the sum runs over the experimental points entering a chosen data set. The $1 \sigma$ C.L. interval $\left(b_{1}, b_{2}\right)$ for the fitted parameter is derived by means of the likelihood function $L(\epsilon) \propto \exp \left[-\chi^{2}(\epsilon) / 2\right]$. It is determined by the equations

$$
\begin{equation*}
\int_{b_{1}}^{b_{2}} L\left(\epsilon^{\prime}\right) d \epsilon^{\prime}=0.68, \quad L\left(b_{1}\right)=L\left(b_{2}\right) . \tag{17}
\end{equation*}
$$

To compare our results with those of [1, 2], we introduce the contact interaction scale

$$
\begin{equation*}
\Lambda^{2}=4 m_{Z}^{2} \epsilon^{-1} \tag{18}
\end{equation*}
$$

This normalization of contact couplings is admitted in [1, 2]. We use again the likelihood method to determine a one-sided lower limit on the scale $\Lambda$ at the $95 \%$ C.L. It is derived by the integration of the likelihood function over the physically allowed region $\epsilon>0$. The exact definition is

$$
\begin{gather*}
\Lambda=2 m_{Z}\left(\epsilon^{*}\right)^{-1 / 2}  \tag{19}\\
\int_{0}^{\epsilon^{*}} L\left(\epsilon^{\prime}\right) d \epsilon^{\prime}=0.95 \int_{0}^{\infty} L\left(\epsilon^{\prime}\right) d \epsilon^{\prime}
\end{gather*}
$$

We also introduce the probability of the Abelian $Z^{\prime}$ signal as the integral of the likelihood function over the positive values of $\epsilon$ :

$$
\begin{equation*}
P=\int_{0}^{\infty} L\left(\epsilon^{\prime}\right) d \epsilon^{\prime} \tag{20}
\end{equation*}
$$

Actually, the fitted value of the contact coupling $\epsilon$ originates mainly from the leading-order term in the inverse $Z^{\prime}$ mass in Eq. (8). The analysis of the higher order terms allows one to estimate the constraints on the $Z^{\prime}$ mass alone. Replacing $\epsilon$ in the observable (8) with its fitted central value $\bar{\epsilon}$, one obtains the expression

$$
\begin{equation*}
\Delta \sigma_{l}\left(z^{*}\right)=\left[\tilde{A}_{11}^{l}\left(s, z^{*}\right)+\zeta \tilde{B}_{11}^{l}\left(s, z^{*}\right)\right] \bar{\epsilon} \tag{21}
\end{equation*}
$$

$$
+\tilde{C}_{1111}^{l}\left(s, z^{*}\right) \bar{\epsilon}^{2}
$$

which depends on the parameter $\zeta=m_{Z}^{2} / m_{Z^{\prime}}^{2}$. Then, the central value on this parameter and the corresponding $1 \sigma$ C.L. interval are derived in the same way as those for $\epsilon$.

To fit the parameters $\epsilon$ and $\zeta$, we start with the LEP2 data on the total cross sections and the forward-backward asymmetries [1, 2]. Those data are converted into the experimental values of the observable $\Delta \sigma_{l}\left(z^{*}\right)$ with the corresponding errors $\delta \sigma_{l}\left(z^{*}\right)$ by means of the following relations:

$$
\begin{align*}
\Delta \sigma_{l}\left(z^{*}\right)= & {\left[A_{l}^{\mathrm{FB}}\left(1-z^{* 2}\right)-\frac{z^{*}}{4}\left(3+z^{* 2}\right)\right] \Delta \sigma_{l}^{T} }  \tag{22}\\
& +\left(1-z^{* 2}\right) \sigma_{l}^{T, \mathrm{SM}} \Delta A_{l}^{\mathrm{FB}} \\
( & \left.\delta \sigma_{l}\left(z^{*}\right)\right)^{2}=\left[A_{l}^{\mathrm{FB}}\left(1-z^{* 2}\right)\right. \\
& \left.-\frac{z^{*}}{4}\left(3+z^{* 2}\right)\right]^{2}\left(\delta \sigma_{l}^{T}\right)^{2} \\
+ & {\left[\left(1-z^{* 2}\right) \sigma_{l}^{T, \mathrm{SM}}\right]^{2}\left(\delta A_{l}^{\mathrm{FB}}\right)^{2} . }
\end{align*}
$$

We perform the fits assuming several data sets, including the $\mu \mu, \tau \tau$, and the complete $\mu \mu$ and $\tau \tau$ data, respectively. The results are presented in Table 3. As one can see, the more precise $\mu \mu$ data demonstrate the signal of about $1 \sigma$ level. It corresponds to the Abelian $Z^{\prime}$ boson with a mass of the order of $1.2-$ 1.5 TeV if one assumes the value of $\tilde{\alpha}=\tilde{g}^{2} / 4 \pi$ to be in the interval $0.01-0.02$. No signal is found by the analysis of the $\tau \tau$ cross sections. The combined fit of the $\mu \mu$ and $\tau \tau$ data leads to the signal below the $1 \sigma$ C.L.

Note that the mean values of $\epsilon$ have changed by $20 \%$ in comparison with the winter 2002 data, whereas the uncertainties remain approximately the same. Thus, the Abelian $Z^{\prime}$ signal will probably be picked up at no more than $1 \sigma$ C.L. when the final LEP2 data on $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}, \tau^{+} \tau^{-}$are completed.

Being governed by the next-to-leading contributions in $m_{Z^{\prime}}^{-2}$, the fitted values of $\zeta$ are characterized by significant errors. The $\mu \mu$ data set gives the central value which corresponds to $m_{Z^{\prime}} \simeq 1.1 \mathrm{TeV}$.

We also perform a separate fit of the parameters based on the direct calculation of the observable from the differential cross sections. The complete set of available data [14] is used (see Table 4). The results are given in Table 5. As one can see, the experimental uncertainties of the data on the differential cross sections are one order of magnitude larger than the

Table 3. The contact coupling $\epsilon$ with a $68 \%$ C.L. uncertainty, a $95 \%$ C.L. lower limit on the scale $\Lambda$, the probability of the $Z^{\prime}$ signal $P$, and the value of $\zeta=m_{Z}^{2} / m_{Z^{\prime}}^{2}$ as a result of the fit of the observable recalculated from the total cross sections and the forward-backward asymmetries

| Data set | $\epsilon$ | $\Lambda, \mathrm{TeV}$ | $P$ | $\zeta$ |
| :---: | :---: | :---: | :---: | :---: |
| Winter 2002 |  |  |  |  |
| $\mu \mu$ | $0.0000482_{-0.0000493}^{+0.0000496}$ | 15.7 | 0.83 | $0.007 \pm 0.215$ |
| $\tau \tau$ | $0.0000016_{-0.0000656}^{+0.0000661}$ | 16.0 | 0.51 | $-0.052 \pm 8.463$ |
| $\mu \mu$ and $\tau \tau$ | $0.0000313_{-0.0000395}^{+0.0000396}$ | 18.1 | 0.78 | $0.006 \pm 0.264$ |
| Summer 2002 |  |  |  |  |
| $\mu \mu$ | $0.0000366_{-0.0000486}^{+0.0000489}$ | 16.4 | 0.77 | $0.009 \pm 0.278$ |
| $\tau \tau$ | $-0.0000266_{-0.0000639}^{+0.0000643}$ | 17.4 | 0.34 | $-0.001 \pm 0.501$ |
| $\mu \mu$ and $\tau \tau$ | $0.0000133_{-0.0000387}^{+0.0000389}$ | 19.7 | 0.63 | $0.017 \pm 0.609$ |

corresponding errors of the total cross sections and the forward-backward asymmetries. These data also provide the larger values of the contact coupling $\epsilon$. As for the more precise $\mu \mu$ data, three of the LEP2 collaborations demonstrate positive values of $\epsilon$. The combined $\epsilon$ is also positive and remains practically unchanged by the incorporation of the $\tau \tau$ data.

Now, we compare the fits based on the differential cross sections and the total cross sections. As was mentioned in the previous section, the indirect computation of the observable from the total cross sections and the forward-backward asymmetries inspires some insufficient theoretical uncertainty about

Table 4. The differential cross sections used for fitting (the letters F and P mark the final and the preliminary data, respectively)

| $\sqrt{s}, \mathrm{GeV}$ | ALEPH | DELPHI | L3 | OPAL |
| :---: | :---: | :---: | :---: | :---: |
| 130 |  |  |  | F |
| 136 |  |  |  | F |
| 161 |  |  |  | F |
| 172 |  | F | F | F |
| 183 |  | F | F | F |
| 189 | P | P |  | P |
| 192 | P | P |  | P |
| 196 | P | P |  | P |
| 200 | P | P |  | P |
| 202 | P | P |  | P |
| 205 | P | P |  | P |
| 207 | P |  |  |  |

$2 \%$ of the statistical one. It also increases the statistical error because of the recalculation procedure. Nevertheless, the uncertainty of the fitted parameter $\epsilon$ within the recalculation scheme is one order of magnitude less than that for the direct computation from the differential cross sections. This difference is explained by the different accuracy of the available experimental data on the differential and the total cross sections. If the final LEP2 differential cross sections are as accurate as the present data on the total cross sections, the direct computation of the observable will be able to reduce, in principle, the uncertainty of the fitted coupling $\epsilon$.

To compare our results with the fits of the contact couplings presented by the LEP collaborations in [1, 2], let us briefly describe the approach used therein. Since only one parameter of new physics can be successfully fitted, the LEP collaborations usually discuss eight "models" (LL, RR, LR, RL, VV, AA, A0, V0) which assume specific helicity couplings between the initial-state and final-state fermion currents. Each model is described by only one nonzero four-fermion coupling, while the others are set to zero. For example, in the LL model, the nonzero coupling of left-handed fermions is taken into account. The signal of new physics is fitted by considering the interference of the SM amplitude with the contact four-fermion term. Whatever physics exists beyond the $S M$, it has to manifest itself in some contact coupling mentioned. Hence, it is possible to find the low limit on the masses of the states responsible for the interactions considered. In principle, a number of states may contribute to each of the models. Therefore, the purpose of the fit described by these models is to find any signal of new physics. No specific types of new particles are considered in this analysis.

As has been shown, the characteristic signal of the Abelian $Z^{\prime}$ boson is related to the flavor-independent

Table 5. The contact coupling $\epsilon$ with $68 \%$ C.L. uncertainties computed from the differential cross sections

|  | $\mu$ data | $\tau$ data | $\mu$ and $\tau$ data |
| :---: | :---: | :---: | :---: |
| ALEPH | $0.00014_{-0.00069}^{+0.00068}$ | $-0.00007_{-0.00120}^{+0.00120}$ | $0.00009_{-0.00060}^{+0.00059}$ |
| DELPHI | $-0.00010_{-0.00070}^{+0.00070}$ | $0.00000_{-0.00140}^{+0.00140}$ | $-0.00008_{-0.00063}^{+0.0062}$ |
| L3 | $0.00013_{-0.00043}^{+0.00043}$ | $0.00024_{-0.00054}^{+0.00053}$ | $0.00018_{-0.00033}^{+0.00033}$ |
| OPAL | $0.00028_{-0.00075}^{+0.00074}$ | $-0.00017_{-0.00120}^{+0.00120}$ | $0.00015_{-0.00063}^{+0.00063}$ |
| Combined | $0.00012_{-0.00030}^{+0.00028}$ | $0.00012_{-0.00043}^{+0.00043}$ | $0.00012_{-0.00024}^{+0.00024}$ |

couplings to the axial-vector currents. To pick up the signal, we construct the observable which is dominated by the axial-vector couplings. The contributions of the remaining couplings are suppressed in the observable by the special choice of the kinematic parameters. In this regard, let us turn to the helicity "models" $[1,2]$ and compare our results with the fit for the axial model (AA). As it follows from the present analysis, this model could be sensitive to the signals of the Abelian $Z^{\prime}$ boson. Of course, the parameters $\epsilon[1,2]$ (in what follows, we will mark it as $\epsilon_{\mathrm{EWWG}}$ ) and $\epsilon$ in the present paper are not the same quantity. First, they are normalized by different factors and related as $\epsilon_{\mathrm{EWWG}}=-\epsilon m_{Z}^{-2} / 4$. Second, as we have already noted, in the AA model the $Z^{\prime}$ couplings to the vector fermion currents are set to zero; therefore, it is possible to describe only some particular case of the Abelian $Z^{\prime}$ boson. Moreover, in this model, both the positive and the negative values of $\epsilon_{\text {EWWG }}$ are considered, whereas in our approach only the positive $\epsilon$ values (which correspond to the negative $\epsilon_{\mathrm{EWWG}}$ ) are permissible. As the value of the four-fermion contact coupling in the AA model is dependent on the lepton flavor, the Abelian $Z^{\prime}$ induces the axial-vector coupling which is universal for all lepton types. Considering the winter 2002 data [1], it is interesting to note that the fitted value of $\epsilon_{\mathrm{EWWG}}$ in the AA model for the $\mu^{+} \mu^{-}$final states $\left(-0.0025_{-0.0023}^{+0.0018} \mathrm{TeV}^{-2}\right)$ and the value derived under the assumption of lepton universality $\left(-0.0018_{-0.0019}^{+0.0016} \mathrm{TeV}^{-2}\right)$ are similar to our results, which correspond to $-0.0015 \pm 0.0015 \mathrm{TeV}^{-2}$ and $-0.0009 \pm 0.0012 \mathrm{TeV}^{-2}$, respectively. As for the summer 2002 data [2], only the value of $\epsilon_{\text {EWWG }}$ under the assumption of lepton universality is available $\left(-0.0013 \pm 0.0017 \mathrm{TeV}^{-2}\right)$. It is close to our result for the $\mu \mu$ process $\left(-0.0011 \pm 0.0015 \mathrm{TeV}^{-2}\right)$. However, the central value of $\epsilon_{\mathrm{EWWG}}$ is about three times greater than the corresponding one for the combined $\mu$ and $\tau$ data $\left(-0.0004 \pm 0.0012 \mathrm{TeV}^{-2}\right)$. Thus, the signs of the central values in the AA model agree with our results, and the uncertainties are of the same order. The fitted values of the $95 \%$ C.L. lower limit
on the scale $\Lambda$ are again in good accordance with the corresponding values of $\Lambda^{-}$for the AA model of [2]. Thus, we come to a conclusion that the AA model is mainly responsible for signals of the Abelian $Z^{\prime}$ gauge boson, although a lot of details concerning its interactions are not accounted for within this fit.

It is worth mentioning the recent paper by Chivukula and Simmons [15], who derived model-dependent bounds on the mass of the $Z^{\prime}$ boson for flavorchanging technicolor models. It has been found that, in these models, $m_{Z^{\prime}}$ is heavier than about 1 TeV . It is interesting to note that this value is very close to our model-independent result which corresponds to the flavor-conserved case.

As follows from the present analysis, the Abelian $Z^{\prime}$ boson has to be light enough to be discovered at the LHC. On the other hand, the LEP2 data on the processes $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}, \tau^{+} \tau^{-}$do not provide the necessary statistics for the detection of the modelindependent signal of the Abelian $Z^{\prime}$ boson at more than $1 \sigma$ C.L. Thus, it is of interest to find the observables for other scattering processes in order to increase the data set. In this regard, let us note the paper [16], where the helicity "models" were applied to the Bhabha scattering $e^{+} e^{-} \rightarrow e^{+} e^{-}(\gamma)$. As was shown therein, the AA model demonstrates a $2 \sigma$-level deviation from the SM. However, these deviations could not be interpreted directly as the signal of the Abelian $Z^{\prime}$ boson because of the reasons mentioned above. Therefore, it seems appropriate to us to find the observable for the Abelian $Z^{\prime}$ search in the process $e^{+} e^{-} \rightarrow e^{+} e^{-}$.
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#### Abstract

From the data of Fermilab polarization experiment E704, the analyzing power $A_{N}^{\gamma}$ of inclusively produced photons was extracted. It is small, of the order of $2-4 \%$. The analyzing power of "leading" photons (the fastest in $\pi^{0} \rightarrow \gamma \gamma$ decay) is a factor of 2 higher than $A_{N}^{\gamma}$ assuming a definite model for $x_{\mathrm{F}}$ dependence of $A_{N}^{\gamma}$. A Monte Carlo simulation is performed in order to see effects at higher statistics than in the E704 experiment. This simulation showed that the process of inclusive photons may be used as a basis for future polarimetry at polarized colliders. The example of one local photon polarimeter at RHIC is discussed. © 2004 MAIK "Nauka/Interperiodica".


## INTRODUCTION

The powerfully polarized RHIC is becoming available for spin physics study in the highest ever reached beam energy range ( $50 \leq \sqrt{s} \leq 500 \mathrm{GeV}$ ) [1]. One of the important problems in making RHIC an efficient tool is to build a local polarimeter for measuring the beam polarization at the interaction region. There are several proposals to use for such a goal the inclusive neutral pion polarimeter [2-4]. But space limitation and several other experimental conditions may require a polarimeter placement far away from the interaction point. In this case, inclusive photon production becomes attractive and it was proposed in [5]. Due to an absence of experimental data on $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$, the authors of [5] used the phenomenological model for estimation of $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$. In the present paper, we aim to reconstruct $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$ from the Fermilab polarization experiment E704 [6, 7] making use of experimental data and Monte Carlo simulation. The consistency of two such approaches is also considered.

This paper is organized in the following way. Section 1 is dedicated to analysis of experimental data in E704 and offers the extracted asymmetries $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$. Section 2 describes a simulation procedure by the Monte Carlo technique and presents the estimated values of $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$. In Section 3, we discuss a photon polarimeter in the E704 environment at 200 GeV . Section 4 presents the estimates of parameters for one inclusive photon polarimeter which is under test at RHIC [8]. In the Conclusion, the main results of our study are summarized.

[^21]
## 1. EXTRACTION OF $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$ FROM E704 DATA

In the previous papers [6,7], the analyzing power for inclusive $\pi^{0}$ production $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}, p_{T}\right)$ in the reaction

$$
\begin{equation*}
p_{\uparrow}+p \rightarrow \pi^{0}+X \tag{1}
\end{equation*}
$$

was extracted at $200-\mathrm{GeV} / c$ initial momentum by detecting both photons from $\pi^{0}$ decay. In the present paper, we have a goal to perform an extraction of the photon analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$ in the reaction

$$
p_{\uparrow}+p \rightarrow \gamma+X
$$

under various conditions.
First of all, one needs to know the analyzing power of all inclusively produced photons. A shower in the calorimeter which is well fitted by the electromagnetic shower shape is accepted as a photon. To select the electromagnetic shower, we follow the criterion developed in [9] (see also [10]). Table 1 contains the reconstructed analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$ for such photons at threshold $p_{T}^{c}=0.5 \mathrm{GeV} / c$. Analyzing power is defined as a relative difference of the cross sections with different beam polarization. Figure $1 a$ shows small but nonzero asymmetries of the order of 2$4 \%$ at $x_{\mathrm{F}}^{\gamma}=0.3-0.5$. False asymmetry is determined similarly to the analyzing power, but the event samples are not correlated with the beam polarization. These uncorrelated samples can be defined in different ways: (i) on the basis of the same statistics which were used for $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}\right)$ estimates mixing all directions of the beam polarizations, (ii) using the unpolarized beam, and (iii) for whole statistics. All


Fig. 1. The analyzing power in E704 experiment for $(a)$ all inclusively produced photons, (b) "raw" neutral pions, and (c) "leading" photons. The inner error bars are the statistical uncertainties, and the outer error bars are the statistical and systematic uncertainties added in quadrature.
cases give us a value of false asymmetry of the order of $1 \%$ on average and it has been added as systematic error in Fig. 1. There is an indication that the inclusively produced photons might have small but nonzero analyzing power $A_{N}^{\gamma}$. The statistics of E704 are poor for making an unambiguous statement.

Keeping in mind that the reaction (1) has $A_{N}^{\pi^{0}}$ much higher than $A_{N}^{\gamma}$ estimated above for inclusively produced photons, we decided to restrict sources of photon pairs to the mass region $0.07<m_{\gamma \gamma}<$ $0.2 \mathrm{GeV} / c^{2}$. Not being able to identify a decay photon from $\pi^{0}$, we called such a source of photon pairs as "raw" $\pi^{0}$. The analyzing power of such "raw" neutral pions is presented in Table 2 and Fig. $1 b$. The false asymmetries calculated in a similar way as in Fig. $1 a$ give $1 \%$ values as well. Asymmetry $A_{N}^{\gamma \gamma}\left(x_{\mathrm{F}}, p_{T}\right)$ in this case is a little bit higher than in Fig. $1 a$ for $A_{N}^{\gamma}\left(x_{\mathrm{F}}, p_{T}\right)$ but approximately a factor of 2 smaller

Table 1. The analyzing power of reaction $p_{\uparrow}+p \rightarrow \gamma+X$ at $200 \mathrm{GeV} / c$

| $x_{\mathrm{F}}$ | $A_{N}^{\gamma}, \%$ |
| :---: | ---: |
| $0.0-0.1$ | $-1.0 \pm 0.4$ |
| $0.1-0.2$ | $-0.7 \pm 0.4$ |
| $0.2-0.3$ | $0.8 \pm 0.5$ |
| $0.3-0.4$ | $2.4 \pm 0.8$ |
| $0.4-0.5$ | $4.6 \pm 1.7$ |
| $0.5-0.6$ | $2.9 \pm 3.1$ |
| $0.6-1.0$ | $-4.9 \pm 4.8$ |

than for true $\pi^{0}$. Such a difference can be explained by an unpolarized combinatorial background which was estimated strictly in [7].

To improve the situation, we selected the leading photons (i.e., the photons with a higher energy) for each $\pi^{0}$ decay. The corresponding analyzing powers for "leading" photons are presented in Table 3 and in Fig. 1c. Again, the systematic errors connected with false asymmetry are of the order of $1 \%$. The analyzing power of leading photons is approximately a factor of 2 higher than that of inclusive photons (see Tables 1 and 3 in $x_{\mathrm{F}}$ intervals $0.2-0.3$ and $0.3-0.4$ ).

So somehow our expectation is justified. The conclusions from analysis of E704 data are the following:

The inclusively produced photons have an asymmetry of the order of $2 \%$ at $x_{\mathrm{F}}=0.35$ and about $4 \%$ at $x_{\mathrm{F}}=0.45$.

The leading photons have an analyzing power of the order of $4 \%$ at $x_{\mathrm{F}}=0.35$.

Table 2. The analyzing power of reaction $p_{\uparrow}+p \rightarrow$ "raw" $\pi^{0}+X$ at $200 \mathrm{GeV} / c$

| $x_{\mathrm{F}}$ | $A_{N}, \%$ |
| :---: | ---: |
| $0.0-0.1$ | $-1.6 \pm 0.5$ |
| $0.1-0.2$ | $-1.0 \pm 0.4$ |
| $0.2-0.3$ | $0.3 \pm 0.4$ |
| $0.3-0.4$ | $1.1 \pm 0.7$ |
| $0.4-0.5$ | $2.1 \pm 0.9$ |
| $0.5-0.6$ | $4.7 \pm 1.4$ |
| $0.6-0.8$ | $7.1 \pm 2.2$ |

The asymmetry of photons is smaller than the asymmetry of $\pi^{0}$ (by approximately $2-3$ times), but in the case of photons one can work at smaller $x_{\mathrm{F}}^{\gamma}$.

The statistics of the E704 experiment are scarce for more detailed analysis. For this reason, in the following sections, we will describe a Monte Carlo simulation procedure which we made in order to see asymmetries at much higher statistics.

## 2. SIMULATION OF A SINGLE-SPIN ASYMMETRY BASED ON THE E704 DATA

In the E704 experiment, the single-spin asymmetry of $\pi^{0}$ mesons in the reaction $p_{\uparrow} p \rightarrow \pi^{0} X$ was studied. We simulated a $\pi^{0}$ production with the single-spin asymmetry defined by the experimental measurements [6, 7]. Expecting that the decay photons (from $\pi^{0} \rightarrow \gamma \gamma$ ) have nonzero asymmetry, we have analyzed the following dependences:
$A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}\right)$ for leading photon in the decay $\pi^{0} \rightarrow \gamma \gamma$ (it means that $x_{\mathrm{F}}^{\gamma}$ of this photon is the highest in $\pi^{0}$ decay) for every $\pi^{0}$ having nonzero asymmetry ("useful" pion [5]),
$A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}\right)$ for all photons produced by $p_{\uparrow} p$ interaction versus cuts in $p_{T}^{\gamma}: 0.3,0.4,0.5,0.6$, and $0.7 \mathrm{GeV} / c$.

### 2.1. Event-Generation Algorithm

In the E704 experiment, the following results for single-spin $\pi^{0}$ asymmetry were obtained [see Fig. 2 (circles)] [6].

The following algorithm was constructed for generation of such events for the reactions $p_{\uparrow} p \rightarrow a X$ at $E\left(p_{\uparrow}\right)=200 \mathrm{GeV}$, where

$$
a=\left\{\begin{array}{l}
\text { "useful" } \pi^{0},  \tag{2}\\
\gamma \text { from "useful" } \pi^{0}, \\
\gamma \text { from all sources. }
\end{array}\right.
$$

(i) Minimum-bias $p p$ events are generated by PYTHIA-5.72 [11]. The decay $\pi^{0} \rightarrow \gamma \gamma$ is forbidden.
(ii) Assuming that $A_{N}\left(x_{\mathrm{F}}\right)$ depends on $x_{\mathrm{F}}$ linearly (from Fig. 2),

$$
\begin{equation*}
A_{N}=b+c x, \tag{3}
\end{equation*}
$$

the factors $b$ and $c$ are determined: $b=-0.082 \pm$ $0.032, c=0.341 \pm 0.070$ with $\chi^{2} / \mathrm{ndf}=1.76 / 2$.
(iii) For each generated "useful" $\pi^{0}$ meson (in correspondence with Fig. 2), the $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$ value was assigned according to relation (3). The other $\pi^{0}$ have been left in the events without asymmetry.


Fig. 2. The asymmetry parameters $A_{N}$ for inclusive $\pi^{0}$ production by $200-\mathrm{GeV}$ polarized protons. Points: ( $\bullet$ ) experimental values, ( $\boldsymbol{\Delta})$ Monte Carlo results.
(iv) The azimuthal angle of $\pi^{0}$ was generated by the following dependence of the $\pi^{0}$ yield:

$$
\begin{equation*}
I\left(x_{\mathrm{F}}, p_{T}\right)=I_{0}\left(x_{\mathrm{F}}, p_{T}\right)\left[1+A_{N}\left(x_{\mathrm{F}}, p_{T}\right) P_{b} \cos \phi\right], \tag{4}
\end{equation*}
$$

where $I$ is the invariant cross section of $\pi^{0}$ production, $I_{0}$ is the same cross section for an unpolarized beam, and $P_{b}=0.456$ is beam polarization in E704.
(v) All $\pi^{0}$ decays are allowed.

After proceeding through this algorithm, we have the same set of events as in E704 with the only difference that polarization asymmetry (spin $\uparrow$ and $\downarrow$ ) is converted to azimuthal asymmetry (left-right), and we assume zero asymmetry in all other channels of $\gamma$ production in the $p_{\uparrow} p$ interaction.

### 2.2. An Approach to Estimate the Asymmetry

The asymmetry of inclusively produced particle $a$ [see (2)] in the interaction of interest was calculated in the following way.

Table 3. The analyzing power of reaction $p_{\uparrow}+p \rightarrow$ "leading" $\gamma+X$ at $200 \mathrm{GeV} / c$

| $x_{\mathrm{F}}$ | $A_{N}, \%$ |
| :---: | ---: |
| $0.0-0.1$ | $-0.9 \pm 0.4$ |
| $0.1-0.2$ | $-0.7 \pm 0.3$ |
| $0.2-0.3$ | $1.4 \pm 0.5$ |
| $0.3-0.4$ | $4.6 \pm 1.2$ |
| $0.4-1.0$ | $0.7 \pm 3.1$ |



Fig. 3. The distributions of "useful" $\pi^{0}$ mesons on (a) the azimuthal angle $\phi,(b)$ the polar angle $\theta,(c) x_{\mathrm{F}}$, and $(d) p_{T}$.

With fixed value of $x_{\mathrm{F}}$, the asymmetry $A_{N}\left(p_{T}\right)$ is determined from (4) via the equation

$$
\begin{gathered}
A_{N}\left(p_{T}\right)=\frac{1}{P_{b}} \frac{I^{L}\left(p_{T}\right)-I^{R}\left(p_{T}\right)}{I^{L}\left(p_{T}\right)+I^{R}\left(p_{T}\right)} \\
\quad=\frac{1}{P_{b}} \frac{N^{L}\left(p_{T}\right)-N^{R}\left(p_{T}\right)}{N^{L}\left(p_{T}\right)+N^{R}\left(p_{T}\right)}
\end{gathered}
$$

where $N^{L}\left(p_{T}\right)$ and $N^{R}\left(p_{T}\right)$ are the numbers of particles $a$ with positive and negative directions of beam polarization (i.e., in our terminology flying, respectively, to the left and to the right relative to the beam direction) normalized by the flux of incident protons hitting the target and having on average zero polarization.

For normalized events $N^{L, R}$, one may write

$$
N^{L, R}\left(p_{T}, \phi\right)=N^{0}\left(p_{T}\right)\left(1 \pm \epsilon\left(p_{T}\right) \cos \phi\right),
$$

where $N^{0}$ means events averaged over beam polarization. A raw asymmetry $\epsilon\left(p_{T}\right)$ was determined as a
result of a fit versus $\cos \phi$ :

$$
\epsilon\left(p_{T}\right) \cos \phi=\frac{N^{L}\left(p_{T}\right)-N^{R}\left(p_{T}\right)}{N^{L}\left(p_{T}\right)+N^{R}\left(p_{T}\right)} .
$$

After the calculation of the raw asymmetry $\epsilon\left(p_{T}\right)$, an unknown quantity $A_{N}\left(p_{T}\right)$ was reconstructed as

$$
A_{N}\left(p_{T}\right)=\frac{\epsilon\left(p_{T}\right)}{P_{b}} .
$$

### 2.3. Results of Asymmetry Estimate

As a test of the algorithm, the generated results for $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$ for $\pi^{0}$ mesons (the acceptance of the E704 calorimeter was taken into account) are compared to their experimental values (see Fig. 2).

There is good consistency between the simulated $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$ and their experimental values: $\chi^{2} / \mathrm{ndf}=$ $2.3 / 4$. Kinematical variables of "useful" $\pi^{0}$ mesons are shown at Fig. 3.


Fig. 4. The "leading"-photon distributions over $(a) x_{\mathrm{F}}^{\gamma},(b) p_{T}^{\gamma} ;(c)$ analyzing power of the "leading" photons (see error values in Table 4).

These results convinced us that this algorithm may be applied to study $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ of inclusive $\gamma$ production.

Firstly, we assume that the only source of $\gamma$ production is a $\pi^{0}$ decay. It is known that $\eta$ mesons may add around $10 \%$ additional photons. Since $A_{N}$ for $\eta$ production is the same as $A_{N}$ for $\pi^{0}$ [10], we can take the $\eta$ source as a $\pi^{0}$ source. In this case, only "useful" $\pi^{0}$ were chosen; i.e., in some sense, this is the ideal version for our polarimeter, which may not be reached in the experiment. Photon distributions over $x_{\mathrm{F}}^{\gamma}, p_{T}^{\gamma}$, and $A_{N}^{\gamma}\left(x_{\mathrm{F}}^{\gamma}\right)$ are shown in Table 4 and Fig. 4.

Figure $3 a$ reflects the distribution (4) for approximate value of $\epsilon=A_{N} P_{b} \simeq 0.07$. Since the electromagnetic calorimeter has a full azimuthal acceptance, one does not need to make corrections for the detector acceptance. Figure $3 b$ illustrates the limited acceptance of the electromagnetic calorimeter used in the E704 experiment. Figure $3 c$ demonstrates the importance of making the cut at $x_{\mathrm{F}}=0.3$ in order to suppress a contribution of "harmful" $\pi^{0}$ mesons
to the analyzing power. Figure $3 d$ stems from the distributions presented in Figs. $3 b$ and $3 c$. For example, taking the position of the distribution maxima $\theta=0.5^{\circ}, x_{\mathrm{F}}=0.4$, one gets an expected position of the maximum in the $p_{T}$ distribution, $p_{T}=$ $8.5 \times 10^{-3} \cdot 0.4 \cdot 200 \mathrm{GeV} / c=0.7 \mathrm{GeV} / c$, which is consistent with Fig. 3d. Table 4 shows that $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ is higher than $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$ at lower $x_{\mathrm{F}}$ values. This can be easily understood in the following way. The photons with low $x_{\mathrm{F}}^{\gamma}$ are produced by $\pi^{0}$ of higher $x_{\mathrm{F}}^{\pi^{0}}$. Since these $\pi^{0}$ have a higher analyzing power $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$, they transfer them to photons with lower $x_{\mathrm{F}}^{\gamma}$ (on average $\left.x_{\mathrm{F}}^{\gamma} \simeq x_{\mathrm{F}}^{\pi^{0}} / 2\right)$.

Figure $4 a$ presents the energy spectrum of the "leading" photons coming from $\pi^{0}$ decays. As expected, this spectrum is softer than the spectrum of the parent $\pi^{0}$ (see Fig. 3c). According to Fig. 4a, one must put a cut at $x_{\mathrm{F}}^{\gamma} \simeq 0.2$ in order to select practically all "useful" photons (having nonzero analyzing power) and, at the same time, to suppress back-

Table 4. The MC parameter $A_{N}$ for "leading" $\gamma$ from $\pi^{0}$ decay

| $x_{\mathrm{F}}^{\gamma}$ | $A_{N}^{\gamma}, \%$ |
| :---: | :---: |
| $0.1-0.2$ | $2.23 \pm 0.97$ |
| $0.2-0.3$ | $5.16 \pm 0.44$ |
| $0.3-0.4$ | $5.98 \pm 0.48$ |
| $0.4-0.5$ | $10.94 \pm 0.70$ |
| $0.5-0.6$ | $12.48 \pm 1.06$ |
| $0.6-0.8$ | $14.75 \pm 1.57$ |

grounds essentially. The $p_{T}^{\gamma}$ distribution presented in Fig. $4 b$ gives a hint to the necessary $p_{T}$ threshold for keeping the "useful" photons and decreasing the background contributions. Figure $4 c$ is our main goal. It demonstrates that the $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ for "leading" photons behaves practically in the same way as $A_{N}^{\pi^{0}}\left(x_{\mathrm{F}}\right)$ does. Therefore, assuming that backgrounds may be essentially suppressed, one can use the "leading"photon production as a basis of a new type of polarimeter.

## 3. THE POSSIBLE PHOTON POLARIMETER IN THE E704 EXPERIMENT

In this section, we make an estimate of the possible photon polarimeter in the E704 environments. We calculated the photon distributions on $x_{\mathrm{F}}$ and $p_{T}$ ( see Figs. $5 a$ and $5 b$ ) and also analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ for


Fig. 5. The distributions on $(a) x_{\mathrm{F}}$ and (b) $p_{T}$ of photons from all sources with $p_{T}^{c}=0.3 \mathrm{GeV} / c$.
different $p_{T}$ threshold (see Fig. 6). All photons were taken into account.

The results for photon yield and analyzing power in the reaction $p_{\uparrow} p \rightarrow \gamma X$ at $200 \mathrm{GeV} / c$ are presented in Table 5. The typical distributions are shown in Fig. 5 for the cut $p_{T}^{c}=0.3 \mathrm{GeV} / c$. The steps of these distributions decrease on $x_{\mathrm{F}}$ and $p_{T}$ reflect the yield of photons. The analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ increases with $x_{\mathrm{F}}$ at fixed $p_{T}$. With increasing threshold in $p_{T}$ (see Table 5 ), $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ steadily increases with $x_{\mathrm{F}}$. At the same time, the increase of threshold on $p_{T}$ suppresses the yield of photons and the so-called a factor of merit

$$
M=\left\langle A_{N}^{\gamma}\right\rangle^{2} N
$$

varies with the cut on $p_{T}$, where $N$ is the number of photons integrated over $x_{\mathrm{F}}$ and $p_{T}$, and $\left\langle A_{N}^{\gamma}\right\rangle$ is the analyzing power integrated over $p_{T}$ and averaged over $x_{\mathrm{F}}$. The precision in beam polarization measurement $\delta P_{b}=\Delta P_{b} / P_{b}$ depends on this factor in the following way:

$$
\delta P_{b}^{2}=\frac{1}{M d^{2}}
$$

where $d$ is a dilution factor defined as

$$
d=\frac{S}{B+S}
$$

$S$ is a signal (number of $\gamma$ from "useful" $\pi^{0}$ ), and $B$ is a background (number of $\gamma$ from all other sources).

Another important parameter is geometrical efficiency of the detector, which is defined as

$$
E=\frac{N_{\mathrm{acc} \gamma}}{N_{\mathrm{ev}}}
$$

where $N_{\text {acc } \gamma}$ is the number of photons accepted by the detector and $N_{\mathrm{ev}}$ is the number of generated events in $p_{\uparrow} p$ collisions. The parameter of interest is time $T$ for accumulation of necessary statistics $N$ at the luminosity of experiment $L$, which is given by

$$
T=\frac{N}{L \sigma E}
$$

where $\sigma=40 \mathrm{mb}$ is the total cross section of $p p$ interaction at 200 GeV . For the E704 experiment, the luminosity was estimated in the following way. From [12], it follows that the intensity of tagged protons with polarization magnitude $>35 \%$ and average polarization $45 \%$ is $3 \times 10^{6}$ polarized protons per spill (at incident flux of $10^{12}$ protons per $20-\mathrm{s}$ spill). Since the duty factor is 3 , the intensity of a polarized proton beam is $I=3 \times 10^{6} /(20 \cdot 3)=5 \times$ $10^{4}$ polarized protons/s. In the E704 experiment, a liquid hydrogen target was used with a length of $l=$ 100 cm and a density of $\rho=0.07 \mathrm{~g} / \mathrm{cm}^{3}$. Therefore, the luminosity $L$ is $L=I N_{A} \rho l=5 \times 10^{4} \cdot 6 \times 10^{23}$.


Fig. 6. Dependences $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ for different $p_{T}$ thresholds for photons from all sources: $(a) p_{T}^{c}=0.3 \mathrm{GeV} / c$, (b) $p_{T}^{c}=$ $0.4 \mathrm{GeV} / c$, (c) $p_{T}^{c}=0.5 \mathrm{GeV} / c,(d) p_{T}^{c}=0.6 \mathrm{GeV} / c$, (e) $p_{T}^{c}=0.7 \mathrm{GeV} / c$ (see error values in Table 5).
$0.07 \times 100 \mathrm{~cm}^{-2} \mathrm{~s}^{-1}=2.1 \times 10^{29} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. This is consistent with [13]. In Table 6 and Fig. 7, these parameters are shown for different $p_{T}$ cuts.

## 4. THE LOCAL INCLUSIVE PHOTON POLARIMETER AT RHIC

The main RHIC detectors, PHENIX and STAR, occupy practically all free space around the interaction region (IR) with length of about $\pm 10 \mathrm{~m}$. The only spot where one can install the local inclusive photon polarimeter (LIPP) is about 18 m from the interaction point (IP), just in front of the zero-degree calorimeter (ZDC) [14]. Such an approach was discussed earlier in [5], where only the top energy, $\sqrt{s}=500 \mathrm{GeV}$, was taken into account. Additionally, it was assumed that the analyzing power of leading photons from $\pi^{0}$ and $\eta$ decays is the same as for parent particles. On the other hand, in this paper, we put the results of the E704 experiment (see above) as a basis for the photon analyzing power $A_{N}^{\gamma}$. We assume that $A_{N}^{\gamma}$ does not depend on the initial energy.

We analyze three cases:
the initial colliding protons having a total energy $\sqrt{s}=500 \mathrm{GeV}$;
$\sqrt{s}=200 \mathrm{GeV}$;
the fixed target mode (FTM) with initial laboratory momentum $p_{L}=200 \mathrm{GeV} / c$ (similar to E704) but with the internal jet target.


Fig. 7. Dependences of necessary statistics $N\left(p_{T}^{c}\right)$ and time $T\left(p_{T}^{c}\right)$ of accumulation of these statistics to obtain the value of beam polarization with $5 \%$ accuracy in E704 environment.

Table 5. The MC estimates for $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ (in percent) taking into account all sources of photons in reaction $p_{\uparrow} p \rightarrow \gamma X$ at $200 \mathrm{GeV} / c$ in E704 environment

| $x_{\mathrm{F}}$ | $p_{T}^{c}, \mathrm{GeV} / c$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
| $0.1-0.2$ | $0.06 \pm 0.05$ | $0.05 \pm 0.07$ | $0.00 \pm 0.10$ | $0.02 \pm 0.14$ | $-0.28 \pm 0.21$ |
| $0.2-0.3$ | $0.82 \pm 0.07$ | $0.85 \pm 0.10$ | $0.78 \pm 0.14$ | $0.69 \pm 0.21$ | $0.31 \pm 0.32$ |
| $0.3-0.4$ | $1.95 \pm 0.11$ | $2.83 \pm 0.14$ | $3.62 \pm 0.20$ | $3.88 \pm 0.29$ | $3.95 \pm 0.43$ |
| $0.4-0.5$ | $2.95 \pm 0.16$ | $4.19 \pm 0.20$ | $5.87 \pm 0.27$ | $6.64 \pm 0.39$ | $5.90 \pm 0.57$ |
| $0.5-0.6$ | $3.26 \pm 0.24$ | $4.71 \pm 0.29$ | $7.10 \pm 0.38$ | $8.51 \pm 0.53$ | $8.72 \pm 0.76$ |
| $0.6-0.8$ | $3.28 \pm 0.32$ | $4.67 \pm 0.38$ | $7.85 \pm 0.49$ | $11.06 \pm 0.66$ | $12.83 \pm 0.94$ |

Table 6. Main parameters of the photon polarimeter in E704 environment

| $p_{T}^{c}, \mathrm{GeV} / c$ | $N_{\mathrm{ev}}, 10^{8}$ | $S, 10^{7}$ | $S+B, 10^{7}$ | $d$ | $\left\langle A_{N}\right\rangle, \%$ | $N, 10^{6}$ | $E, 10^{-2}$ | $T, 10^{4} \mathrm{~s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 5 | 3.25 | 7.58 | 0.43 | $2.5 \pm 0.4$ | $3.57 \pm 1.11$ | 2.84 | $1.50 \pm 0.46$ |
| 0.4 | 5 | 1.81 | 4.03 | 0.45 | $3.6 \pm 0.7$ | $1.52 \pm 0.59$ | 1.75 | $1.03 \pm 0.37$ |
| 0.5 | 5 | 0.98 | 2.00 | 0.48 | $5.1 \pm 1.4$ | $0.67 \pm 0.37$ | 0.97 | $0.82 \pm 0.45$ |
| 0.6 | 5 | 0.49 | 0.94 | 0.51 | $6.0 \pm 2.3$ | $0.43 \pm 0.33$ | 0.48 | $1.06 \pm 0.81$ |
| 0.7 | 5 | 0.21 | 0.43 | 0.50 | $6.1 \pm 2.8$ | $0.43 \pm 0.40$ | 0.22 | $2.33 \pm 2.14$ |

The parameters of a proton beam and a proton jet target are taken as close as possible to the RHIC ones [14, 15]. The electromagnetic calorimeter is taken as it was made for the PHENIX collaborators and recently tested at a RHIC polarized run [8]. So it has a rectangular shape with a width of 10 cm and a height of 24 cm and is installed at a distance of 18 m from the IP.

The Monte Carlo results for $A_{N}^{\gamma}$ are presented in Fig. 8 and Table 7 at a $p_{T}$ cut of $0.5 \mathrm{GeV} / c .2 \times$ $10^{9}, 5 \times 10^{8}$, and $2 \times 10^{9}$ events were generated at

Table 7. Analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ (in percent) for two RHIC modes

| $x_{\mathrm{F}}$ | $\sqrt{s}=500 \mathrm{GeV}$ | FTM $p_{L}=200 \mathrm{GeV} / c$ |
| :---: | :---: | :---: |
| $0.3-0.4$ | $0.00 \pm 0.00$ | $3.41 \pm 2.20$ |
| $0.4-0.5$ | $6.08 \pm 1.35$ | $5.27 \pm 0.87$ |
| $0.5-0.6$ | $7.11 \pm 1.41$ | $5.77 \pm 0.80$ |
| $0.6-0.8$ | $5.41 \pm 1.28$ | $6.21 \pm 0.72$ |

$\sqrt{s}=200,500 \mathrm{GeV}$, and FTM at $p_{L}=200 \mathrm{GeV} / c$, respectively.

Figure $8 a$ (for $\sqrt{s}=500 \mathrm{GeV}$ case) shows an analyzing power of $\sim 6 \%$ at $x_{\mathrm{F}}>0.4$. At $x_{\mathrm{F}}=0.35$, $A_{N}$ is practically zero. Due to a correlation between $p_{T}$ and $x_{\mathrm{F}}$, at our cut $p_{T}^{c}=0.5 \mathrm{GeV} / c$, there are no statistics for $x_{\mathrm{F}}<0.3$. The same comments are applicable to FTM at $p_{L}=200 \mathrm{GeV} / c$ (Fig. $8 b$ ): only $A_{N}$ varies in range $3-6 \%$ for $x_{\mathrm{F}}>0.3$ and also there are no statistics at $x_{\mathrm{F}}<0.3$. We do not show in Fig. 8 and Table 7 results for $\sqrt{s}=200 \mathrm{GeV}$ due to the small acceptance of the detector and a cut $p_{T}^{c}=0.5 \mathrm{GeV} / c$. There are no statistics from "useful" $\pi^{0}$, while the background contribution prevails over signal and makes $A_{N}$ close to zero.

Table 8 (analog of Table 6) presents the main parameters of the local inclusive photon polarimeter for RHIC in different modes of RHIC operation. For time estimates for reaching $5 \%$ precision in beam polarization measurement, the following luminosities were used: $L=2 \times 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at $\sqrt{s}=500 \mathrm{GeV}$ [16], $L=10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at $\sqrt{s}=200 \mathrm{GeV}$ [16], $L=$ $10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ at FTM [15]. Since at $\sqrt{s}=200 \mathrm{GeV}$

Table 8. Main parameters of the RHIC local inclusive polarimeter at different modes of operation

| Regime | $N_{\mathrm{ev}}, 10^{9}$ | $S, 10^{6}$ | $S+B, 10^{6}$ | $d$ | $\left\langle A_{N}\right\rangle, \%$ | $N, 10^{6}$ | $E, 10^{-3}$ | $T, \mathrm{~min}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{s}=500 \mathrm{GeV}$ | 0.5 | 0.43 | 1.24 | 0.35 | $4.2 \pm 3.1$ | $1.80 \pm 2.59$ | 1.61 | $2.0 \pm 2.8$ |
| $\mathrm{FTM} p_{L}=200 \mathrm{GeV} / c$ | 2 | 1.45 | 3.82 | 0.38 | $5.5 \pm 0.8$ | $0.97 \pm 0.28$ | 1.19 | $33.5 \pm 9.7$ |

in the actual configuration a local inclusive photon polarimeter cannot serve as a useful tool (see explanation above), we omitted it from Table 8.

## CONCLUSION

Single-spin asymmetry of inclusively produced photons has been obtained from the E704 experimental data. However, the statistics in the experiment were not appropriate to achieve an accuracy in the asymmetry needed for polarimetry. A Monte Carlo algorithm based on $\pi^{0}$ asymmetry from E704[10] has been developed with a goal to estimate the expected parameters of a local inclusive photon polarimeter at RHIC.

In the Monte Carlo study, it has been shown that the asymmetry of leading photons from decays of $\pi^{0}$ with Feynman variable $x_{\mathrm{F}}^{\gamma}>0.3$ and $p_{T}^{\gamma}>0.6 \mathrm{GeV} / c$ increases linearly with $x_{\mathrm{F}}$ and approaches $15 \%$ at $x_{\mathrm{F}}^{\gamma} \simeq 0.7$. The asymmetry of all inclusive photons in $p_{\uparrow} p$ interactions is significant as well. It is in the range $4-6 \%$ for moderate transverse momenta thresholds for photon detection. This asymmetry can be considered as an analyzing power for polarimetry.

The idea to create a polarimeter based on the analyzing power of single inclusive photons in $p_{\uparrow} p$


Fig. 8. Analyzing power $A_{N}^{\gamma}\left(x_{\mathrm{F}}\right)$ for two RHIC modes: (a) $\sqrt{s}=500 \mathrm{GeV}$, (b) FTM $p_{L}=200 \mathrm{GeV} / c$.
interactions has been checked by numerical calculations. No time-consuming $\pi^{0}$ reconstruction algorithm is needed for this polarimeter. As an example, it is shown for the E704 environment that this polarimeter can measure the beam polarization with an accuracy of $5 \%$ at transverse momentum threshold $p_{T}^{c}=0.5 \mathrm{GeV} / c$ in approximately 2 h . In the RHIC environment with the same $p_{T}^{c}$ cut, it takes $\sim 5 \mathrm{~min}$ at $\sqrt{s}=500 \mathrm{GeV}$ and $\sim 30 \mathrm{~min}$ in FTM. And we cannot measure the beam polarization at $\sqrt{s}=200 \mathrm{GeV}$.
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#### Abstract

The inclusive spectra of pions produced in CC and CTa collisions at a momentum of $4.2 \mathrm{GeV} / \mathrm{c}$ per nucleon are analyzed in terms of light-front variables $\xi$ and $\zeta$. The phase space of the secondary pions is divided into two parts with very different angular and momentum distributions. In one of these parts, the thermal equilibrium assumption seems to be in good agreement with the data. Corresponding temperatures $T$ are extracted, and their dependence on $\left(A_{P} A_{T}\right)^{1 / 2}$ is studied: $T$ decreases linearly with increasing $\left(A_{P} A_{T}\right)^{1 / 2}$. The results are compared with the predictions of the quark-gluon string model (QGSM). The QGSM satisfactorily reproduces the experimental data. © 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The study of single-particle inclusive processes [1] remains one of the simplest and effective tools for the investigation of multiple production of secondaries at high energies. The consequences of the limiting fragmentation hypothesis [2] and those of the parton model [3] and the principle of automodelity for strong interactions [4] have been formulated in this way.

At high energies, different dynamical mechanisms contribute to the spectra of secondaries. Among them, "pionization" and fragmentation mechanisms have been widely discussed. Pionization means the existence of secondary pions with relatively low momenta and a flat (almost isotropic) angular distribution in the c.m. frame of colliding objects. The fragmentation component has a sharply anisotropic angular distribution in the c.m. frame. One of the main problems in this direction is the separation of these two components. Currently, there exists no unique way to separate these mechanisms. Different authors propose different ways and none of them seems to be satisfactory. It will be shown that the presentation of inclusive spectra in terms of light-front

[^22]variables provides a unique possibility of separating these two components.

An important role in establishing the properties of multiple particle production is played by the choice of kinematic variables in terms of which the observable quantities are presented (see, e.g., [5-7]).

In this paper, we continue the study of $\pi$ mesons produced in relativistic nucleus-nucleus collisions in terms of light-front variables. The choice of lightfront variables is due to the fact that these variables seem to be more sensitive to the interaction dynamics as compared to the well-known Feynman variables $x_{\mathrm{F}}$ and rapidity $y$.

The light-front analysis of $\pi^{-}$mesons produced in $\mathrm{He}(\mathrm{Li}, \mathrm{C}), \mathrm{CNe}, \mathrm{CCu}, \mathrm{CPb}$, and MgMg collisions at a momentum of $4.5 \mathrm{GeV} / c$ per nucleon has been performed in previous publications [8, 9]. The data were obtained on the SKM-200-GIBS facility of the Joint Institute for Nuclear Research in Dubna. On the basis of this analysis, we were able to separate the phase-space region, where thermal equilibrium seems to be achieved. The same analysis was performed on a part of inelastic CC and CTa collisions at a momentum of $4.2 \mathrm{GeV} / c$ per nucleon registered in the $2-\mathrm{m}$ Propane Bubble Chamber of JINR [10]. In this paper, the spectra of pions from semicentral CC and CTa collisions at a momentum of $4.2 \mathrm{GeV} / \mathrm{c}$ per nucleon are studied in terms of light-front variables. Semicentral collisions were separated from the whole ensemble of inelastic CC and CTa interactions identified unambiguously.

## 2. EXPERIMENT

The data were obtained on the 2-m Propane Bubble Chamber of JINR. The chamber was placed in a magnetic field of 1.5 T . Three Ta plates $140 \times 70 \times$ 1 mm in size mounted in the fiducial volume of the chamber at a distance of 93 mm from each other served as a nuclear target. The separation method of CC collisions in propane, data processing, identification of particles, and discussion of corrections are described in detail in [11]. Apart from the unambiguously identified CC collisions with the we probability equal to one, the experimental data also contain the sample of CC events with $w e=0.21$. When studying the inclusive characteristics of CC collisions, the distributions are obtained for the whole ensemble of CC collisions taking into account the weight factor $w e$.

The subsample of "semicentral" events with the number of participant protons $N_{\text {part }} \geq 4$ was selected for the analysis from the whole ensemble of CC and CTa collisions. With this aim, the target fragments ( $p<0.3 \mathrm{GeV} / c$ for CC and $p<0.2 \mathrm{GeV} / c$ for CTa), projectile stripping ( $p>3 \mathrm{GeV} / c$ and angle $\theta<4^{\circ}$ ) fragments, and also light projectile fragments with $Z>1\left({ }^{3} \mathrm{He},{ }^{4} \mathrm{He}\right)$ identified by ionization visually and $\pi^{+}$mesons were excluded from the whole ensemble of secondary particles.

An additional identification of $\pi^{+}$mesons was performed [12] in order to separate participant protons since $\pi^{+}$mesons were identified in a narrow interval of momenta up to $0.5 \mathrm{GeV} / c$ in the propane chamber. For the particles with $p>0.5 \mathrm{GeV} / c$ in all CC collisions, special statistical weights were introduced for $\pi^{+}$meson and proton hypothesis separately. The separation of the group of CC collisions with $w e=1$ and the necessity of unambiguous separation of protons and $\pi^{+}$mesons led to the difference in the momentum distributions of $\pi^{-}$and $\pi^{+}$mesons. To remove this difference, the correction of $\pi^{+}$meson identification was made. The procedure was performed for CC and CTa events statistically with the assumption that the distributions of $\pi^{-}$and $\pi^{+}$mesons must be similar.

In consequence, the group of semicentral 9500 (20 $477 \pi^{-}$mesons) CC and 1620 CTa ( $11318 \pi^{ \pm}$ mesons) collisions was separated from inelastic 15965 CC ( $25409 \pi^{-}$mesons) and 2469 CTa ( 12160 $\pi^{ \pm}$mesons) collisions.

## 3. LIGHT-FRONT PRESENTATION OF INCLUSIVE DISTRIBUTIONS

Here, we propose unified scale-invariant variables for the presentation of single-particle inclusive distributions, the properties of which are described below.

Consider an arbitrary 4-momentum $p_{\mu}\left(p_{0}, \mathbf{p}\right)$ and introduce light-front combinations [13]:

$$
\begin{equation*}
p_{ \pm}=p_{0} \pm p_{3} . \tag{1}
\end{equation*}
$$

If the 4 -momentum $p_{\mu}$ is on the mass shell $\left(p^{2}=\right.$ $m^{2}$ ), the combinations $p_{ \pm}, \mathbf{p}_{T}$ (where $\mathbf{p}_{T}=\left(p_{1}, p_{2}\right)$ ) define the so-called horospherical coordinate system (see, e.g., [14]) on the corresponding mass-shell hyperboloid $p_{0}^{2}-\mathbf{p}^{2}=m^{2}$.

Let us construct the scale-invariant variables [15]

$$
\begin{equation*}
\xi^{ \pm}= \pm \frac{p_{ \pm}^{c}}{p_{ \pm}^{a}+p_{ \pm}^{b}} \tag{2}
\end{equation*}
$$

in terms of the 4 -momenta $p_{\mu}^{a}, p_{\mu}^{b}, p_{\mu}^{c}$ of particles $a, b, c$, entering from the inclusive reaction $a+b \rightarrow$ $c+X$. The $z$ axis is taken to be the collision axis, i.e., $p_{z}=p_{3}=p_{L}$. Particles $a$ and $b$ can be hadrons, heavy ions, and leptons. The light-front variables $\xi^{ \pm}$in the c.m. frame are defined as follows [15]:

$$
\begin{equation*}
\xi^{ \pm}= \pm \frac{E \pm p_{z}}{\sqrt{s}}= \pm \frac{E+\left|p_{z}\right|}{\sqrt{s}} \tag{3}
\end{equation*}
$$

where $s$ is the usual Mandelstam variable, and $E=$ $\sqrt{p_{z}^{2}+p_{T}^{2}+m^{2}}$ and $p_{z}$ are the energy and the $z$ component of the momentum of the produced particle. The upper sign in Eq. (3) is used for the right-handside hemisphere, and the lower sign is used for the left-hand-side one. It is also convenient to introduce the variables

$$
\begin{equation*}
\zeta^{ \pm}=\mp \ln \left|\xi^{ \pm}\right| \tag{4}
\end{equation*}
$$

in order to enlarge the scale in the region of small $\xi^{ \pm}$. The invariant differential cross section in terms of these variables looks as follows:

$$
\begin{equation*}
E \frac{d \sigma}{d \mathbf{p}}=\frac{\left|\xi^{ \pm}\right|}{\pi} \frac{d \sigma}{d \xi^{ \pm} d p_{T}^{2}}=\frac{1}{\pi} \frac{d \sigma}{d \zeta^{ \pm} d p_{T}^{2}} \tag{5}
\end{equation*}
$$

In the limits of high $p_{z}\left(\left|p_{z}\right| \gg p_{T}\right)$ and high $p_{T}$ $\left(p_{T} \gg\left|p_{z}\right|\right)$, the $\xi^{ \pm}$variables go over to the wellknown variables $x_{\mathrm{F}}=2 p_{z} / \sqrt{s}$ and $x_{T}=2 p_{T} / \sqrt{s}$, respectively, which are intensively used in high-energy physics. The $\xi^{ \pm}$variables are related to $x_{\mathrm{F}}, x_{T}$, and rapidity $y$ as follows:

$$
\begin{gather*}
\xi^{ \pm}=\frac{1}{2}\left(x_{\mathrm{F}} \pm \sqrt{x_{\mathrm{F}}^{2}+x_{T}^{2}}\right),  \tag{6}\\
x_{T}=\frac{2 m_{T}}{\sqrt{s}}, \\
y= \pm \frac{1}{2} \ln \frac{\left(\xi^{ \pm} \sqrt{s}\right)^{2}}{m_{T}^{2}},  \tag{7}\\
m_{T}=\sqrt{p_{T}^{2}+m^{2}},
\end{gather*}
$$



Fig. 1. The $\xi^{ \pm}$distribution of pions from (a) CC collisions and (b) CTa collisions. Points: (o) experimental data, (*) QGSM data. (The curves are the result of spline approximation of experimental data in order to guide the eye.)

These variables are widely used in the treatment of many theoretical problems (see, e.g., the original and review papers [16-21]).

## 4. THE ANALYSIS OF PION DISTRIBUTIONS IN TERMS OF LIGHT-FRONT VARIABLES

The analysis in CC collisions has been carried out for the $\pi^{-}$mesons. To increase small statistics of CTa collisions, the data on $\pi^{-}$and $\pi^{+}$mesons have been combined. Figure 1 presents the $\xi^{ \pm}$distributions of $\pi^{-}$mesons in CC and $\pi^{-}$and $\pi^{+}$mesons in CTa interactions. The main differences of the $\xi^{ \pm}$distributions and $x_{\mathrm{F}}$ distributions (Fig. 2) are the following: (i) the existence of a forbidden region around the point $\xi^{ \pm}=0$; (ii) the existence of maxima at some $\tilde{\xi}^{ \pm}$in the region of relatively small $\left|\xi^{ \pm}\right|$; (iii) the existence of the limits for $\left|\xi^{ \pm}\right| \leq m / \sqrt{s}$.


Fig. 2. The $x_{\mathrm{F}}$ distribution of pions from (a) CC collisions and (b) CTa collisions. Points: (o) experimental data, (*) QGSM data.

The experimental data for the invariant distributions $(1 / \pi) d N / d \zeta^{ \pm}$are shown in Fig. 3. As the $\xi$ and $\zeta$ distributions for CC collisions are symmetric, the data have been analyzed over the whole range ( $\xi^{ \pm}$, $\zeta^{ \pm}$) of the $\xi$ and $\zeta$ variables. The CTa data have been analyzed only in the forward hemisphere $\left(\xi^{+}, \zeta^{+}\right)$. The maxima at $\tilde{\zeta}^{ \pm}$are also observed in the invariant distributions $(1 / \pi) d N / d \zeta^{ \pm}$. However, the region $\left|\xi^{ \pm}\right|>\left|\tilde{\xi}^{ \pm}\right|$goes over to the region $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$and vice versa [see Eqs. (3) and (4)]. Maxima are observed at $\left|\tilde{\zeta}^{ \pm}\right|=1.95 \pm 0.05$ for CC and $\left|\tilde{\zeta}^{ \pm}\right|=2.00 \pm 0.05$ for CTa. $\tilde{\zeta}^{ \pm}$is a function of energy [see Eqs. (3), (4)] and does not depend on the projectile ( $A_{P}$ ) and target ( $A_{T}$ ) masses.

In order to study the nature of these maxima, we have divided the phase space into two regions $\left|\zeta^{ \pm}\right|>$ $\left|\tilde{\zeta}^{ \pm}\right|$and $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$and studied the $p_{T}^{2}$ and angular distributions of $\pi$ mesons in these regions separately. For example, the number of pions in CTa interactions


Fig. 3. The $\zeta^{ \pm}$distribution of pions from (a) CC collisions and (b) CTa collisions. Points: (o) experimental data, (*) QGSM data.
is equal to 2770 in the region $\zeta^{+}>\tilde{\zeta}^{+}$and 3904 in $\zeta^{+}<\tilde{\zeta}^{+}$. The angular and $p_{T}^{2}$ distributions of $\pi$ mesons from CC and CTa interactions in different regions of $\zeta^{ \pm}$are presented in Figs. 4 and 5.

From Figs. 4 and 5, one can see that the angular and $p_{T}^{2}$ distributions of pions in CC and CTa differ significantly in the $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$and $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$regions. The angular distribution of pions in the region $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$is sharply anisotropic in contrast to an almost flat distribution in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$ (Figs. $4 a$ and $4 b$ ). A flat behavior of the angular distribution allows one to think that a partial thermal equilibrium is observed in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$ $\left(\left|\xi^{ \pm}\right|<\left|\tilde{\xi}^{ \pm}\right|\right)$of phase space. The slopes of the $p_{T}^{2}$ distributions differ greatly in different regions of $\zeta^{ \pm}$ (Figs. $5 a$ and $5 b$ ). Thus, the values of $\tilde{\zeta}^{ \pm}$are the boundaries of two regions with significantly different characteristics of pions. The validity of this statement can be seen from the momentum distributions of $\pi^{-}$


Fig. 4. The $\cos \theta$ distribution of pions from ( $a$ ) CC collisions and $(b)$ CTa collisions. Points: (o) experimental data for $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|,(\Delta)$ experimental data for $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$, $(*)$ QGSM data in both regions. The solid lines are the fit of the experimental data in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$by Eq. (10).
mesons in the laboratory frame. Figure 6 presents the momentum distribution of pions from CC (Fig. 6a) and CTa (Fig. 6b) collisions in the laboratory frame. The shaded area corresponds to the region $\zeta^{+}>\tilde{\zeta}^{+}$ and the nonshaded one to the region $0<\zeta^{+}<\tilde{\zeta}^{+}$. As can be seen from Fig. 6, these two regions have almost no overlap in the momentum space. Pions from the region $\zeta^{+}>\tilde{\zeta}^{+}$have a small momentum, up to $0.5 \mathrm{GeV} / c$. The pions from $\zeta^{+}<\tilde{\zeta}^{+}$region have the momentum from $\sim 0.5$ to $3 \mathrm{GeV} / c$. Figure 7 presents the $\left\langle p_{\text {lab }}\right\rangle$ dependence on $\theta_{\text {lab }}$ for both pairs of nuclei in the $\zeta^{+}>\tilde{\zeta}^{+}$and $\zeta^{+}<\tilde{\zeta}^{+}$regions. The shapes of these dependences are different. It is necessary to say that with increasing $A_{P}$ and $A_{T},\left\langle p_{\text {lab }}\right\rangle$ decreases and $\left\langle\theta_{\text {lab }}\right\rangle$ increases.


Fig. 5. The $p_{T}^{2}$ distribution of pions from (a) CC collisions and ( $b$ ) CTa collisions. Points: (o) experimental data for $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|,(\Delta)$ experimental data for $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|,(*)$ QGSM data in both regions. The solid curves are the fit of the experimental data in the regions $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$and $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$by Eqs. (9) and (12), respectively.

To describe the spectra in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$, the Boltzmann distribution $f(E) \sim e^{-E / T}$ has been used.

The $(1 / \pi) d N / d \zeta^{ \pm}, d N / d p_{T}^{2}$, and $d N / d \cos \theta$ distributions in this region look as follows:

$$
\begin{align*}
\frac{1}{\pi} \frac{d N}{d \zeta^{ \pm}} & \sim \int_{0}^{p_{T, \text { max }}^{2}} E f(E) d p_{T}^{2}  \tag{8}\\
\frac{d N}{d p_{T}^{2}} & \sim \int_{0}^{p_{z, \text { max }}} f(E) d p_{z} \tag{9}
\end{align*}
$$



Fig. 6. The momentum distribution of pions in the laboratory frame from (a) CC collisions and (b) CTa collisions. The shaded areas correspond to the region of $\left|\zeta^{+}\right|>$ $\left|\tilde{\zeta}^{+}\right|$.

$$
\begin{gather*}
\frac{d N}{d \cos \theta} \sim \int_{0}^{p_{\max }} f(E) p^{2} d p,  \tag{10}\\
E=\sqrt{\mathbf{p}^{2}+m_{\pi}^{2}}, \quad \mathbf{p}^{2}=p_{z}^{2}+p_{T}^{2}, \tag{11}
\end{gather*}
$$

where

$$
\begin{gathered}
p_{T, \max }^{2}=\left(\tilde{\xi}^{ \pm} \sqrt{s}\right)^{2}-m_{\pi}^{2}, \\
p_{z, \text { max }}=\left[p_{T}^{2}+m^{2}-\left(\tilde{\xi}^{ \pm} \sqrt{s}\right)^{2}\right] /\left(-2 \tilde{\xi}^{ \pm} \sqrt{s}\right), \\
\\
p_{\max }=\left(-\tilde{\xi}^{ \pm} \sqrt{s} \cos \theta\right. \\
\left.+\sqrt{\left(\tilde{\xi}^{ \pm} \sqrt{s}\right)^{2}-m_{\pi}^{2} \sin ^{2} \theta}\right) / \sin ^{2} \theta .
\end{gathered}
$$

The experimental distributions in the region $\left|\zeta^{ \pm}\right|>$ $\left|\tilde{\zeta}^{ \pm}\right|$have been fitted by expressions (8)-(10), respectively. The results of the fit of the $d N / d \cos \theta, d N / d p_{T}^{2}$, and $(1 / \pi) d N / d \zeta^{ \pm}$distributions are given in Table 1 and Figs. 4 and 5 . They show good agreement with experiment. The values of the parameter $T$ obtained by fitting the data with the Boltzmann distribution are presented in Table 1.

The spectra of $\pi^{-}$mesons in the region $\left|\zeta^{ \pm}\right|>$ $\left|\tilde{\zeta}^{ \pm}\right|$are satisfactorily described by the formulas which follow from thermal equilibrium. The same formulas extrapolated to the region $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$deviate significantly from the data. Therefore, in the region $\left|\zeta^{ \pm}\right|<$ $\left|\tilde{\zeta}^{ \pm}\right|$, the $p_{T}^{2}$ distributions have been fitted by the formula

$$
\begin{equation*}
\frac{d N}{d p_{T}^{2}} \sim \alpha e^{-\beta_{1} p_{T}^{2}}+(1-\alpha) e^{-\beta_{2} p_{T}^{2}} \tag{12}
\end{equation*}
$$

Table 1. The results of fitting the distributions of pions in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$by Eqs. (8)-(10)

| Reaction | $\left\|\tilde{\zeta}^{ \pm}\right\|$ | Type of event | $T, \mathrm{MeV}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $(1 / \pi) d N / d \zeta^{ \pm}$ | $d N / d \cos \theta$ | $d N / d p_{T}^{2}$ |
| $\mathrm{CC} \rightarrow \pi^{-}+X$ | $1.95 \pm 0.05$ | ExperimentQGSM | $86 \pm 2$ | $67 \pm 3$ | $79 \pm 1$ |
|  |  |  | $88 \pm 1$ | $62 \pm 1$ | $81 \pm 1$ |
| $\mathrm{CTa} \rightarrow \pi^{ \pm}+X$ | $2.00 \pm 0.05$ | Experiment | $63 \pm 2$ | $59 \pm 5$ | $64 \pm 2$ |
|  |  | QGSM | $66 \pm 1$ | $66 \pm 2$ | $70 \pm 1$ |

and the $\zeta^{+}$distributions by the formula

$$
\begin{equation*}
\frac{1}{\pi} \frac{d N}{d \zeta^{+}} \sim\left(1-\xi^{+}\right)^{n}=\left(1-e^{-\left|\zeta^{+}\right|}\right)^{n} \tag{13}
\end{equation*}
$$

The latter is an analog of the $\left(1-x_{\mathrm{F}}\right)^{n}$ dependencethe result of the well-known quark-parton model consideration (see, e.g., [22]) which gives $n=3$ for $\pi^{-}$mesons. The dependence $\left(1-e^{-\left|\zeta^{ \pm}\right|}\right)^{n}$ is in good agreement with experiment in the region $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$ and deviates from it in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$. The results of the fit are given in Table 2 and Fig. 5.

Thus, in the $\zeta^{ \pm}\left(\xi^{ \pm}\right)$distributions, we have singled out points $\tilde{\zeta}^{ \pm}\left(\tilde{\xi}^{ \pm}\right)$which separate in the phase space two regions with significantly different characteristics. There are no such points in the $x_{\mathrm{F}}$ and $y$ distributions.


Fig. 7. The $\left\langle p_{\text {lab }}\right\rangle$ dependence on $\theta_{\text {lab }}$ in the regions $\zeta^{+}>$ $\tilde{\zeta}^{+}$(bottom data) and $0<\zeta^{+}<\tilde{\zeta}^{+}$(top data). Points: (o) CC collisions, $(\triangle)$ CTa collisions, $(*)$ QGSM data in both regions for both pairs of nuclei. The curves are the result of polynomial approximation.

In this paper, the quark-gluon string model (QGSM) [23] is used for comparison with the experimental data.

A detailed description and comparison of the QGSM with experimental data over a wide energy range can be found in [8, 9, 24]. The model yields a generally good overall fit to most experimental data [24, 25].

We have generated CC and CTa interactions using the Monte Carlo generator COLLI [26] based on the QGSM.

In the COLLI generator, there are two ways to generate events: (i) at unfixed impact parameter $\tilde{b}$ and (ii) at fixed $b$.

At the first step, the version of the generation program with unfixed impact parameter $\tilde{b}$ has been used; 50000 CC and 10000 CTa inelastic collisions at a momentum of $4.2 \mathrm{GeV} / c$ have been generated. Then, similarly as for the experimental data, the selection criteria of participant protons have been applied on these events; namely, the target fragments ( $p<$ $0.3 \mathrm{GeV} / c$ for CC and $p<0.2 \mathrm{GeV} / c$ for CTa ) and the projectile strippings $(p>3 \mathrm{GeV} / c$ and angle $\theta<$ $4^{\circ}$ ) have been excluded. From the analysis of generated events, the protons with deep angles greater than $60^{\circ}$ have been excluded additionally, because such vertical tracks are registered with less efficiency in the experiment. After selection of events with the number of participant protons $N_{\text {part }} \geq 4$, the group of semicentral collisions remains for analysis. For these events from the impact parameter distribution, the mean values of $\langle b\rangle=2.65 \pm 0.02 \mathrm{fm}$ for CC and $\langle b\rangle=$ $5.65 \pm 0.03 \mathrm{fm}$ for CTa semicentral interactions have been obtained.

At the second step, 50000 CC and 10000 CTa semicentral collisions have been generated at a fixed impact parameter equal to $\langle b\rangle$. The average physical characteristics and analyzing distributions generated for fixed and unfixed impact parameter coincide within the errors.

Table 2. The results of the fit of the distributions of $\pi^{-}$mesons in the region $\zeta^{+}<\tilde{\zeta}^{+}$by Eqs. (12) and (13)

| Reaction | $d N / d p_{T}^{2}$ | $(1 / \pi) d N / d \zeta^{+}$ |  |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $n$ |
|  |  | $\alpha$ | $\beta_{1},(\mathrm{GeV} / c)^{-2}$ | $\beta_{2},(\mathrm{GeV} / c)^{-2}$ | $n$ |
| $\mathrm{CTa} \rightarrow \pi^{ \pm}+X$ | QGSM | $0.71 \pm 0.06$ | $16.2 \pm 1.4$ | $5.9 \pm 0.5$ | $3.4 \pm 0.6$ |
|  | Experiment | $0.69 \pm 0.03$ | $24.0 \pm 3.0$ | $8.7 \pm 0.1$ | $4.1 \pm 0.1$ |
|  | QGSM | $0.76 \pm 0.03$ | $24.6 \pm 2.0$ | $7.1 \pm 0.4$ | $2.8 \pm 0.1$ |

The experimental results have been compared with the QGSM generated events for values of $\langle b\rangle$. Figures 1 and 3 present the $\xi^{ \pm}$and $\zeta^{ \pm}$distributions of $\pi$ mesons from the QGSM calculations together with the experimental ones for CC and CTa interactions. One can see that the QGSM reproduces experimental distributions well. The QGSM also reproduces the $x_{\mathrm{F}}, \cos \theta$, and $p_{T}^{2}$ distributions (Figs. 2, 4, and 5 ). The QGSM data show similar characteristics in different regions of $\zeta$ as experimental data: sharply anisotropic angular distributions in the region $\left|\zeta^{ \pm}\right|<$ $\left|\tilde{\zeta}^{ \pm}\right|$and almost flat distribution in the region $\left|\zeta^{ \pm}\right|>$ $\left|\tilde{\zeta}^{ \pm}\right|$; the slopes of the $p_{T}^{2}$ distributions differ greatly in


Fig. 8. The dependence of the parameter $T$ on $\left(A_{P} A_{T}\right)^{1 / 2}$ for $\mathrm{He}(\mathrm{Li}, \mathrm{C}), \mathrm{CNe}, \mathrm{MgMg}, \mathrm{CCu}, \mathrm{OPb}[8$, 9], $p \mathrm{C}, \mathrm{HeC}$ [10], and our results for semicentral CC and CTa. Points: ( $\circ$ ) experimental data, $(\Delta)$ QGSM data. The dashed line is the result of linear approximation of the experimental data.
different regions of $\zeta^{ \pm}$; the momentum distributions of pions in the laboratory frame in different regions of $\zeta^{ \pm}$have a similarly different shape of spectra as the experimental ones (Fig. 6). The momentum distributions of the QGSM data reproduce the corresponding experimental spectra in both regions of $\zeta^{ \pm}$. The distributions obtained by the QGSM in the region $\left|\zeta^{ \pm}\right|>\left|\tilde{\zeta}^{ \pm}\right|$have been fitted by expressions (8)(10). The results of the fit are given in Table 1 and Figs. 4 and 5. In the region $\left|\zeta^{ \pm}\right|<\left|\tilde{\zeta}^{ \pm}\right|$, the $p_{T}^{2}$ and $\zeta^{ \pm}$ distributions have been fitted by Eqs. (12) and (13), respectively. The results of the fit are given in Table 2 and Fig. 5. One can see from Table 1 that the values of $T$ extracted from the experimental and QGSM data agree within the errors for CC and CTa collisions.

Figure 8 shows the dependence of the parameter $T$ from Table 1 on $\left(A_{P} A_{T}\right)^{1 / 2}$, obtained from the experimental and QGSM data together with our previous results [8, 9] for $\mathrm{He}(\mathrm{Li}, \mathrm{C})$, $\mathrm{CNe}, \mathrm{CCu}, \mathrm{MgMg}$, and OPb interactions obtained on the SKM-200-GIBS setup and $p \mathrm{C}$ and HeC obtained by the Propane Collaboration in [10]. One can see that $T$ decreases linearly with increasing $\left(A_{P} A_{T}\right)^{1 / 2}$, i.e., with increasing the number of participating nucleons. A similar behavior is predicted by the QGSM. It is worth mentioning that the values of $T$ obtained for semicentral CC and CTa collisions in this paper agree within the errors with the results for inelastic CC and CTa obtained in [10]. Thus, the values of $T$ seem to depend on the centrality degree very slightly.

## 5. CONCLUSIONS

The inclusive spectra of pions produced in CC and CTa collisions at a momentum of $4.2 \mathrm{GeV} / \mathrm{c}$ per nucleon are analyzed in terms of light-front variables $\xi$ and $\zeta$.
(i) The results of this paper confirm the conclusions of the previous publications [8, 9] that the phase space of secondary $\pi$ mesons is divided into two regions with respect to the maximum value of $\tilde{\zeta}^{ \pm}\left(\tilde{\xi}^{ \pm}\right)$.

The angular and momentum distributions of pions in these regions are very different.
(ii) In one of these kinematical regions $\left|\zeta^{ \pm}\right|>$ $\left|\tilde{\zeta}^{ \pm}\right|$, the $d N / d \cos \theta, d N / d p_{T}^{2}$, and $(1 / \pi) d N / d \zeta^{ \pm}$distributions are fitted by statistical model predictions. Thus, thermal equilibrium seems to be reached and corresponding temperatures were obtained.
(iii) The $T$ dependence on $\left(A_{P} A_{T}\right)^{1 / 2}$ is studied. The temperature decreases with increasing $\left(A_{P} A_{T}\right)^{1 / 2}$.
(iv) The experimental results are compared with the QGSM. The model seems to be in a good agreement with the data.
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#### Abstract

In experimentally studying the exclusive production of two $c \bar{c}$ mesons in electron-positron annihilation, the BELLE Collaboration obtained results that differ substantially from theoretical predictions. Recently, it was assumed that a significant part of this discrepancy can be explained by the process $e^{+} e^{-} \rightarrow 2 \gamma^{*} \rightarrow 2 J / \psi$, and its cross section was published. It is shown here that these results are incorrect (the cross sections are overestimated). The correct values of the cross sections for the double production of various vector charmonia are given. © 2004 MAIK "Nauka/Interperiodica".


Charmonium states (such as $J / \psi, \psi(2 S)$, or $\eta_{c}$ ) are of great interest both from the theoretical and from the experimental point of view. First, they have a clear experimental signature. Second, their theoretical description is simplified significantly owing to their nonrelativistic nature. Of special interest is the exclusive production of various charmonium states in $e^{+} e^{-}$annihilation since all nonperturbative constants involved in such processes can be determined phenomenologically from $V \rightarrow e^{+} e^{-}$decay widths, where $V$ stands for one of the $c \bar{c}$ vector-charmonium states, $V=J / \psi, \psi(2 S), \psi(3770), \psi(4040), \psi(4160)$ or $\psi(4415)$.

Recently, the BELLE Collaboration investigated double charmonium production in $e^{+} e^{-}$annihilation at the c.m. energy of $\sqrt{s}=10.6 \mathrm{GeV}$ [1]. Its results differ significantly from the predictions based on nonrelativistic QCD (NRQCD) [2-4]. For example, the measured cross section for the process $e^{+} e^{-} \rightarrow$ $J / \psi \eta_{c}$ is about one order of magnitude larger than the results obtained in [3-5]. This difference is a challenge to our current understanding of charmoniumproduction processes.

A possible explanation of this discrepancy was proposed by Bodwin, Braaten, and Lepage (BBL) [6], who assumed that some of the events considered by the BELLE Collaboration like those of $J / \psi \eta_{c}$ production in fact involve the production of a $J / \psi$ pair in electron-positron annihilation into two photons. They obtained the following values:

$$
\begin{gathered}
\sigma_{\mathrm{BBL}}\left[e^{+} e^{-} \rightarrow J / \psi+J / \psi\right]=8.70 \pm 2.94 \mathrm{fb}, \\
\sigma_{\mathrm{BBL}}\left[e^{+} e^{-} \rightarrow J / \psi+\psi(2 S)\right]=7.22 \pm 2.44 \mathrm{fb},
\end{gathered}
$$

[^23]$\sigma_{\text {BBL }}\left[e^{+} e^{-} \rightarrow \psi(2 S)+\psi(2 S)\right]=1.50 \pm 0.51 \mathrm{fb}$.
However, these results have some drawbacks that follow from the approximations used in [6].
(i) The calculations in [6] were performed with the aid of NRQCD, and the values of $M_{J / \psi}=M_{\psi(2 S)}=$ $2 m_{c}=2.8 \mathrm{GeV}$ were used there instead of the physical masses of vector mesons. Since the reaction in the experiment proceeded at a c.m. energy close to the threshold, the cross section depends strongly on the final-particle masses, so that this approximation may lead to large errors.
(ii) All QCD corrections were neglected in [6]. As was shown in [2], the effect of these corrections may be significant. By way of example, we indicate that, in the zeroth order in $\alpha_{s}$, the matrix element $\left\langle O_{1}\right\rangle_{J / \psi}$, which was used in [6] and which is proportional to the $J / \psi$-meson width with respect to decay through the electron mode, is
$$
\left[\left\langle O_{1}\right\rangle_{J / \psi}\right]_{\mathrm{LO}}=0.208 \mathrm{GeV}^{3},
$$
but that, upon taking into account the first-order QCD corrections, it becomes
$$
\left[\left\langle O_{1}\right\rangle_{J / \psi}\right]_{\mathrm{NLO}}=0.335 \mathrm{GeV}^{3}
$$

Both of these disadvantages can be remedied by using physical values of input parameters (vectormeson masses and couplings of vector mesons to electrons) rather than model ones.

Four diagrams for the process $e^{+} e^{-} \rightarrow V_{1} V_{2}$ are shown in Fig. 1. Two additional diagrams can be obtained from the diagrams in Figs. $1 c$ and $1 d$ by interchanging the final vector mesons. First of all, it worth noting that the diagrams in Figs. $1 c$ and $1 d$ are suppressed with respect to the first two diagrams


Fig. 1. Diagrams for the process $e^{+} e^{-} \rightarrow 2 \gamma^{*} \rightarrow V_{1} V_{2}$.
by a factor of $\left(4 M_{V}^{2} / s\right)^{2} \sim 0.1$, which arises from the virtual-photon propagators. The QCD corrections caused by a gluon emitted and captured by the same quark or by the quarks of a vector meson are taken into account in the effective coupling of the vector meson to an electron. An additional suppression arises owing to the gluon propagator and color when a gluon line connects quarks from different vector mesons. For these reasons, we consider below only the diagrams in Figs. $1 a$ and 1 $b$, which lead to a sizable peak in the angular distribution for the case where vector mesons travel in directions very close to the beam axis. At the same time, the diagrams in Figs. $1 c$ and $1 d$ produce a nearly isotropic distribution.

The amplitude corresponding to the diagrams in Figs. $1 a$ and $1 b$ is given by

$$
\begin{gathered}
\mathcal{M}=e^{2} g_{1} g_{2} \phi_{1}^{\mu} \phi_{2}^{\nu} \\
\times\left[\frac{\bar{v}\left(k_{2}\right) \gamma_{\nu} \hat{q}_{a} \gamma_{\mu} u\left(k_{1}\right)}{q_{a}^{2}}+\frac{\bar{v}\left(k_{2}\right) \gamma_{\mu} \hat{q}_{b} \gamma_{\nu} u\left(k_{1}\right)}{q_{b}^{2}}\right],
\end{gathered}
$$

where $u\left(k_{1}\right)$ and $\bar{v}\left(k_{2}\right)$ are, respectively, the electron and the positron spinor wave function; $\phi_{i}^{\alpha}$ is the polarization vector of the $i$ th meson; and $g_{i}$ is the coupling constant in the $e e V_{i}$ vertex. This coupling can be obtained from the vector-meson width with respect to decay via the electron mode:

$$
g_{i}^{2}=12 \pi \frac{\Gamma_{i}^{e e}}{M_{i}}
$$

Here, $M_{i}$ is the mass of the $V_{i}$ particle and $\Gamma_{i}^{e e}$ is its width with respect to decay into electrons.

The differential cross section has the form

$$
\begin{gathered}
\frac{d \sigma}{d x}=\frac{1}{64 \pi} \frac{2 b}{s^{2}} \sum|\mathcal{M}|^{2} \\
=\frac{g_{1}^{2} g_{2}^{2} b}{32 \pi s^{2}}\left[\frac{6 s\left(M_{1}^{2}+M_{2}^{2}\right)}{M_{1}^{2} M_{2}^{2}}-6+\frac{4 a^{2}}{M_{1}^{2} M_{2}^{2}}\right. \\
-\frac{3 M_{1}^{2}}{M_{2}^{2}}-\frac{3 M_{2}^{2}}{M_{1}^{2}}-\frac{s^{2}}{M_{1}^{2} M_{2}^{2}}+12 \frac{a^{2}+b^{2} x^{2}}{a^{2}-b^{2} x^{2}}
\end{gathered}
$$

$$
\begin{aligned}
& -8 M_{1}^{2} M_{2}^{2} \frac{a^{2}+b^{2} x^{2}}{\left(a^{2}-b^{2} x^{2}\right)^{2}}+2 s\left(\frac{M_{1}^{2}}{M_{2}^{2}} \frac{1}{a-b x}\right. \\
& \left.+\frac{M_{2}^{2}}{M_{1}^{2}} \frac{1}{a+b x}\right)+2\left(\frac{M_{1}^{2}}{M_{2}^{2}} \frac{a+b x}{a-b x}+\frac{M_{2}^{2}}{M_{1}^{2}} \frac{a-b x}{a+b x}\right) \\
& \quad+2\left(\frac{1}{M_{1}^{2}} \frac{(a-b x)^{2}}{a+b x}+\frac{1}{M_{2}^{2}} \frac{(a+b x)^{2}}{a-b x}\right) \\
& -2\left(\frac{a-b x}{M_{2}^{2}}+\frac{a+b x}{M_{1}^{2}}\right)-2 s^{2}\left(\frac{1}{M_{2}^{2}(a-b x)}\right. \\
& \left.\left.\quad+\frac{1}{M_{1}^{2}(a+b x)}\right)+\frac{4 s a}{a^{2}-b^{2} x^{2}}\right],
\end{aligned}
$$

where summation is performed over the polarizations of all particles, $x=\cos \theta$ is the cosine of the angle between the $e^{-}$and $V_{1}$ momenta in the c.m. frame,

$$
a=\frac{s-M_{1}^{2}-M_{2}^{2}}{2},
$$



Fig. 2. Angular distribution for the process $e^{+} e^{-} \rightarrow$ $2 J / \psi$.

Table 1. Masses of vector mesons and their widths with respect to decay into electrons

| $i$ | $J / \psi(1 S)$ | $\psi(2 S)$ | $\psi(3770)$ | $\psi(4040)$ | $\psi(4160)$ | $\psi(4415)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{i}[\mathrm{GeV}]$ | 3.097 | 3.685 | 3.77 | 4.04 | 4.159 | 4.415 |
| $\Gamma_{i}^{e e}[\mathrm{eV}]$ | 5.26 | 2.12 | 0.26 | 0.75 | 0.77 | 0.47 |

Table 2. Values of $\sigma\left(e^{+} e^{-} \rightarrow V_{1} V_{2}\right)($ in fb)

| $V_{2}$ | $V_{1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $J / \psi(1 S)$ | $\psi(2 S)$ | $\psi(3770)$ | $\psi(4040)$ | $\psi(4160)$ | $\psi(4415)$ |
| $J / \psi(1 S)$ | 2.26 | 1.46 | 0.17 | 0.46 | 0.46 | 0.26 |
| $\psi(2 S)$ | 1.46 | 0.23 | 0.06 | 0.15 | 0.15 | 0.08 |
| $\psi(3770)$ | 0.17 | 0.06 | 0.003 | 0.02 | 0.02 | 0.01 |
| $\psi(4040)$ | 0.46 | 0.15 | 0.02 | 0.02 | 0.05 | 0.03 |
| $\psi(4160)$ | 0.46 | 0.15 | 0.02 | 0.05 | 0.02 | 0.02 |
| $\psi(4415)$ | 0.26 | 0.08 | 0.01 | 0.03 | 0.02 | 0.01 |

$b=\frac{1}{2} \sqrt{s-\left(M_{1}+M_{2}\right)^{2}} \sqrt{s-\left(M_{1}-M_{2}\right)^{2}}$.
For the case of $V_{1}=V_{2}=J / \psi$, Fig. 2 presents the differential cross section as a function of the cosine of the scattering angle (since the differential cross section is an even function of the cosine of the scattering angle, only the region of positive $x$ is shown). One can easily see the aforementioned peak in the vicinity of the point $x=1$.

The total cross section can be obtained from expression (1) by integrating it with respect to $x$ from -1 to 1 :

$$
\begin{gather*}
\sigma=\int_{-1}^{1} \frac{d \sigma}{d x} d x=\frac{g_{1}^{2} g_{2}^{2}}{8 \pi a s^{2}}  \tag{2}\\
\times\left(\left(s^{2}+\left(M_{1}^{2}+M_{2}^{2}\right)^{2}\right) \ln \frac{a+b}{a-b}-8 a b\right) .
\end{gather*}
$$

In the case of identical final particles, the result in (2) must be divided by 2 to avoid the double counting of identical states.

Using the experimental values given in Table 1 for the masses of vector mesons and their widths with respect to decay into electrons, we obtain the total-cross-section values presented in Table 2. These re-
sults differ significantly from those quoted in [6]. ${ }^{1)}$ By way of example, we indicate that, for $V_{1}=V_{2}=J / \psi$,

$$
\frac{\sigma_{\mathrm{BBL}}\left(e^{+} e^{-} \rightarrow 2 J / \psi\right)}{\sigma\left(e^{+} e^{-} \rightarrow 2 J / \psi\right)} \approx 3.8 .
$$

This is because the QCD corrections were not taken into account in [6]. Here, these corrections are included in the effective coupling of vector mesons to an electron.

Thus, I would like to note that the explanation proposed in [6] is not adequate, so that the question of the discrepancy between the results of the BELLE experiment and the respective theoretical predictions remains unsolved.
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#### Abstract

Bremsstrahlung-induced electroweak radiative corrections to observables of the Møller scattering of polarized particles are calculated. The covariant method is used to remove infrared divergences. Owing to this, the ultimate result does not involve unphysical parameters. The electroweak corrections being considered are shown to reduce the polarization asymmetry in the region studied in the E-158 experiment at SLAC. For example, the asymmetry is shifted by approximately $-11 \%$ at $E=48 \mathrm{GeV}$ and $y=0.5$. © 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Among experiments that are being presently performed at SLAC, the E-158 experiment [1], which is devoted to studying the Møller scattering of a polarized 45 - to $48-\mathrm{GeV}$ electron beam on unpolarized electrons of a hydrogen target, is of particular interest because of an unprecedented precision to which the experimentalists involved in this project are going to measure the parity-violating polarization asymmetry $A_{L R}^{(1)}$ of this process (it is assumed that the relative error in determining this asymmetry will be about $8 \%$ ), whereby they hope to obtain the squared sine of the Weinberg angle, $s_{\mathrm{W}}^{2}$ (this is one of the most important parameters of the Standard Model), to a precision of $\delta s_{\mathrm{W}}^{2} \approx \pm 0.0008$.

In order to extract reliable information from experimental data, it is necessary to take into account higher order effects-that is, to allow for processes that are more intricate than that under study, but which are indistinguishable from it experimentally. This procedure (the inclusion of radiative corrections) is inherent in any modern experiment, especially that which is as precise as E-158.

Naturally, interest in the Møller scattering of polarized particles is not caused exclusively by its potential for determining $s_{\mathrm{W}}^{2}$. For example, the scattering of two identical polarized fermions has long since been used in determining, to a high degree of precision, the polarization of an electron beam (see [2] and references therein), as well as in monitoring luminosities (in particular, at DESY). Electromagnetic radiative corrections and the degree of their influence on measurement of beam polarizations in a Møller

[^25]polarimeter were assessed in [3]; also, the history of the calculation of radiative corrections in the process considered here was expounded there. It is natural that, at energies applied in polarimetry, electroweak effects are negligible in relation to electromagnetic effects.

Yet another reason that stimulates interest in Møller scattering is that it enables one to test the Standard Model and to reveal traces of new physics. By way of example, we indicate that, in the intensively discussed projects of the TESLA collider and $e^{-} e^{-}$ and $\mu^{-} \mu^{-}$colliders [4], high hopes for the discovery of Higgs bosons, manifestations of contact interactions, the compositeness of the electron, new gauge bosons, etc., are pinned on the scattering of identical polarized fermions. It is quite obvious that, since the projects being discussed are characterized by energies in the TeV region, radiative corrections will play an extremely important role in relevant experiments, the electroweak component there being on the same order of magnitude as the electromagnetic component.

Having said this, we return to low-energy experiments that study the Møller scattering of polarized particles, but which nevertheless require calculating electroweak corrections. For the first time, radiative corrections to the observables of Møller scattering (under the kinematical conditions of the E158 experiment) were calculated by Czarnecki and Marciano [5]. According to their calculations, the asymmetry measured in the kinematical region of the E-158 experiment is approximately $40 \%$ lower than its theoretical value calculated at the tree level. Approximately the same value was obtained by Denner and Pozzorini [6], who studied radiative corrections in the Møller scattering of polarized particles at arbitrary energies. It should be noted
that different renormalization schemes were used in those two studies-these were the modified minimalsubtraction ( $\overline{M S}$ ) scheme in [5] and the scheme of on-shell renormalization in [6]-so that the good agreement between those results indicates that the calculations were quite reliable. However, all radiative contributions to observables were not consistently taken into account in [5] or in [6]. For example, Czarnecki and Marciano [5] disregarded completely the bremsstrahlung contribution, assuming that it is small and is dependent on specific experimental conditions.

The next step was due to Petriello [7], who calculated the total set of $O(\alpha)$ electroweak radiative corrections. As to the contribution of virtual particles, which was calculated in [7] by applying the scheme of on-shell renormalization, the result was fully in accord with that presented by Denner and Pozzorini [6]. In addition, Petriello [7] investigated the contribution of hard bremsstrahlung under the E-158 experimental conditions. He found that the sensitivity of the cross sections and polarization asymmetry to this part of radiative corrections becomes much lower upon imposing the respective experimental cuts.

The use of an unphysical parameter $\Delta E$ that separates the region of soft photons is a feature peculiar to the calculation performed in [7]. The introduction of $\Delta E$ makes it possible to avoid difficulties associated with the contribution of real photons, but one can dispense with this under conditions of the E158 experiment. Since the problem being discussed is of great topical interest, an attempt is made here to calculate and to estimate numerically, within the Standard Model, electroweak radiative corrections caused by internal bremsstrahlung in the the process $e^{-} e^{-} \rightarrow e^{-} e^{-} \gamma$ under experimental conditions where the emitted photon is not recorded. The last circumstance plays a key role in our approach to the problem-we can apply the procedure that ensures a covariant separation and cancellation of an infrared divergence (so-called Bardin-Shumeiko method [8]); owing to this, our result for radiative corrections will not be dependent on any unphysical parameters (including $\Delta E$ ).

The ensuing exposition is organized as follows. In Section 2, we give the result for the Born process and explain its kinematics. In Section 3, we present infrared-divergent contributions that are caused by additional virtual particles and which were calculated in the Feynman gauge within the scheme of onshell renormalization; also, we calculate there internal bremsstrahlung and demonstrate how the infrared divergence cancels. A numerical analysis and conclusions are given in Section 4. The Appendix contains the list of integrals that are involved in the calculation


Fig. 1. Diagrams describing radiationless Møller scattering in the $t$ and in the $u$ channel (left and right figures, respectively).
of bremsstrahlung, but which were not determined in previous studies.

## 2. BORN CROSS SECTION AND BASIC NOTATION

Within the Standard Model, the Born cross section for Møller scattering can be represented in the form

$$
\begin{equation*}
\frac{d \sigma^{0}}{d y}=\frac{\pi \alpha^{2}}{s} \sum_{l=1}^{4}\left(M_{l}^{0}+\hat{M}_{l}^{0}\right) \tag{1}
\end{equation*}
$$

We denote by $k_{1}$ and $p_{1}$ the 4 -momenta of initial electrons and by $k_{2}$ and $p_{2}$ their counterparts for final electrons (see Fig. 1). In terms of these 4-momenta, the standard set of Mandelstam invariant quantities can be written as

$$
\begin{equation*}
s=\left(k_{1}+p_{1}\right)^{2}, \quad t=\left(k_{1}-k_{2}\right)^{2}, \quad u=\left(k_{2}-p_{1}\right)^{2} . \tag{2}
\end{equation*}
$$

The variable $y$ is given by

$$
\begin{equation*}
y=-t / s . \tag{3}
\end{equation*}
$$

We note that, in the Born approximation, $y=(1-$ $\cos \theta) / 2$, where $\theta$ is the scattering angle of the recorded electron with the 4 -momentum $k_{2}$ in the c.m. frame of initial electrons, since, in the c.m. frame, the energy of the initial electron $\left(E^{*}\right)$ is equal to the energy of the recorded electron $\left(E^{\prime *}\right)$. The "hat" operator in expression (1) and below denotes the substitution $t \leftrightarrow u$. Its origin in (1) is obvious-this is crossing symmetry. We also note that, where possible, we disregard the electron mass $m$.

The squares of the matrix elements in the Born cross sections are expressed in terms of the propagators

$$
\begin{equation*}
D^{i k}=\frac{1}{k-m_{i}^{2}} \quad(i=\gamma, Z) \tag{4}
\end{equation*}
$$

and the functions $M_{\mathrm{ev}}$ and $M_{\text {odd }}$ as

$$
\begin{gather*}
M_{1}^{0}=D^{\gamma t}\left(D^{\gamma t} M_{\mathrm{ev}}^{\gamma \gamma \gamma \gamma}-D^{\gamma u} M_{\mathrm{odd}}^{\gamma \gamma \gamma}\right),  \tag{5}\\
M_{2}^{0}=D^{\gamma t}\left(D^{Z t} M_{\mathrm{ev}}^{\gamma Z \gamma Z}-D^{Z u} M_{\mathrm{odd}}^{Z Z Z}\right), \\
M_{3}^{0}=D^{Z t}\left(D^{\gamma t} M_{\mathrm{ev}}^{Z \gamma Z \gamma}-D^{\gamma u} M_{\mathrm{odd}}^{Z \gamma \gamma}\right),
\end{gather*}
$$



Fig. 2. One-loop $t$-channel diagrams for the process $e^{-} e^{-} \rightarrow e^{-} e^{-}$. The self-energy and vertex-function contributions are represented by circles; their exact representation can be found in [9, 10]. Five $u$-channel diagrams are obtained from those that are displayed here by means of the substitution $k_{2} \leftrightarrow p_{2}$.

$$
M_{4}^{0}=D^{Z t}\left(D^{Z t} M_{\mathrm{ev}}^{Z Z Z Z}-D^{Z u} M_{\mathrm{odd}}^{Z Z Z Z}\right)
$$

The functions $M_{\mathrm{ev}}$ and $M_{\text {odd }}$ were chosen in a form that is convenient for representing not only the Born cross section but also radiative contributions; that is,

$$
\begin{gather*}
M_{\mathrm{ev}}^{i j k l}=2\left(s^{2}+u^{2}\right) \lambda_{1}{ }_{B}^{i j} \lambda_{1}{ }_{T}^{k l}+2\left(s^{2}-u^{2}\right) \lambda_{2}{ }_{B}^{i j} \lambda_{2} \stackrel{k l}{T}  \tag{6}\\
M_{\mathrm{odd}}^{i j k l}=-2 s^{2}\left(\lambda_{1}{ }_{B}^{i j} \lambda_{1}{ }_{T}^{k l}+\lambda_{2}{ }_{B}^{i j} \lambda_{2}{ }_{T}^{k l}\right) \tag{7}
\end{gather*}
$$

In taking the squares of the matrix elements, we made use of the equation

$$
\begin{align*}
& \rho^{i j}\left(k_{1}\right)=\left(v^{i}-a^{i} \gamma_{5}\right) \rho\left(k_{1}\right)\left(v^{j}+a^{j} \gamma_{5}\right)  \tag{8}\\
& \quad=\frac{1}{2}\left(\lambda_{1}{ }_{B}^{i j} \hat{k}_{1}-\lambda_{2}{ }_{B}^{i j} \gamma_{5} \hat{k}_{1}\right)+O(m)
\end{align*}
$$

[and of the analogous equation for $\rho^{i j}\left(p_{1}\right)$ ], which relate the $\gamma$ matrices, the density matrices $\rho\left(k_{1}\right)$ and $\rho\left(p_{1}\right)$ for the initial particles, and the couplings and the polarizations $p_{B(T)}$ of beam (target) electrons. The cross sections involve these couplings and polarizations only in specific combinations; that is,

$$
\begin{gather*}
\lambda_{1}^{i j}=\lambda_{V(T)}^{i j}-p_{B(T)} \lambda_{A}^{i j}  \tag{9}\\
\lambda_{2}^{i j}=\lambda_{B(T)}^{i j}-p_{B(T)} \lambda_{V}^{i j} \\
\lambda_{V}^{i j}=v^{i} v^{j}+a^{i} a^{j}, \quad \lambda_{A}^{i j}=v^{i} a^{j}+a^{i} v^{j} \tag{10}
\end{gather*}
$$

where

$$
\begin{gather*}
v^{\gamma}=1, \quad a^{\gamma}=0, \quad v^{Z}=\left(I_{e}^{3}+2 s_{\mathrm{W}}^{2}\right) /\left(2 s_{\mathrm{W}} c_{\mathrm{W}}\right)  \tag{11}\\
a^{Z}=I_{e}^{3} /\left(2 s_{\mathrm{W}} c_{\mathrm{W}}\right)
\end{gather*}
$$

We recall that $I_{e}^{3}=-1 / 2$ and that $s_{\mathrm{W}}\left(c_{\mathrm{W}}\right)$ is the sine (cosine) of the Weinberg angle.

It should be noted that, in the cross section (1), the contribution corresponding to photon exchange is coincident with the result presented in [3]; also, agreement with the results quoted in [5] for the cross sections $d \sigma_{L L} / d y, d \sigma_{R R} / d y$, and $d \sigma_{R L} / d y=d \sigma_{L R} / d y$
is achieved. The subscripts $L$ and $R$ on the cross sections mean that $p_{B(T)}=-1$ and $p_{B(T)}=+1$, respectively.

## 3. ELECTROWEAK RADIATIVE EFFECTS

It is meaningless to consider "internal"-bremsstrahlung effects (which we are going to investigate) without simultaneously taking into account one-loop radiative corrections caused by the presence of additional virtual particles (so-called $V$ contribution). Under the conditions of the E-158 experiment, this part has received quite an adequate study (see Introduction); therefore, a complete calculation will not be reproduced here. Nevertheless, we will need that part of the $V$ contribution which contains an infrared divergence. The isolation of this part is ambiguousthe only thing that must be strictly respected is that the isolated term must be proportional to the Born cross section. In our situation, where the correction to the polarization asymmetry is of interest (this is the ratio of the cross sections), this contribution alone cannot change the asymmetry and is very small against the background of the remaining terms (as will become clear from a numerical analysis). Thus, the isolation of the divergent part will be performed here by using the results obtained in [9, 10], where the self-energies of gauge bosons (in the renormalization scheme used in [9], there are no contributions from electron self-energies) and vertex functions were calculated. We will also need expressions for the contributions of box diagrams from [11].

### 3.1. Isolation of the Infrared Divergence from the Contribution of Virtual Particles

The contribution of virtual particles to the observables of Møller scattering can be represented by three classes of diagrams: boson "self-energies," vertices, and "boxes" (see Fig. 2). The corresponding cross section is given by

$$
\begin{equation*}
\frac{d \sigma^{V}}{d y}=\frac{d \sigma^{S}}{d y}+\frac{d \sigma^{\mathrm{Ver}}}{d y}+\frac{d \sigma^{B}}{d y} \tag{12}
\end{equation*}
$$

(i) The contributions of the photon and $Z$-boson self-energies (diagram 1 in Fig. 2) are free from infrared divergences and are not considered here.
(ii) In order to calculate the required part of the electron vertex corrections (diagrams 2 and 3 in Fig. 2), we have used the form factors $\delta F_{V, A}^{j e}$ from [9] (pp. 722, 723) at $k^{2}=t, u$. Replacing the coupling constants $v$ and $a$ by these form factors (for example, $v^{\gamma} \rightarrow \delta F_{V}^{\gamma e}$ ) in the corresponding terms of the Born


Fig. 3. Diagrams for the bremsstrahlung process $e^{-} e^{-} \rightarrow e^{-} e^{-} \gamma$ in the $t$ channel. Four $u$-channel diagrams are obtained from those displayed in this figure by means of the substitution $k_{2} \leftrightarrow p_{2}$.
functions $M_{\mathrm{ev}, \text { odd }}$, we obtain the vertex component of the cross section in the form

$$
\begin{equation*}
\frac{d \sigma^{\mathrm{Ver}}}{d y}=\frac{2 \pi \alpha^{2}}{s} \operatorname{Re} \sum_{l=1}^{4}\left(M_{l}^{V}+\hat{M}_{l}^{V}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{align*}
M_{1}^{V}= & D^{\gamma t}\left(D^{\gamma t}\left(M_{\mathrm{ev}}^{F^{\gamma} \gamma \gamma \gamma}+M_{\mathrm{ev}}^{\gamma \gamma F^{\gamma} \gamma}\right)\right.  \tag{14}\\
& \left.-D^{\gamma u}\left(M_{\mathrm{odd}}^{F^{\gamma} \gamma \gamma \gamma}+M_{\mathrm{odd}}^{\gamma \gamma F^{\gamma} \gamma}\right)\right), \\
M_{2}^{V} & =D^{\gamma t}\left(D^{Z t}\left(M_{\mathrm{ev}}^{F^{\gamma} Z \gamma Z}+M_{\mathrm{ev}}^{\gamma Z F^{\gamma} Z}\right)\right. \\
& \left.-D^{Z u}\left(M_{\mathrm{odd}}^{F^{\gamma} Z \gamma Z}+M_{\mathrm{odd}}^{\gamma Z F^{\gamma} Z}\right)\right), \\
M_{3}^{V} & =D^{Z t}\left(D^{\gamma t}\left(M_{\mathrm{ev}}^{F^{Z}} \gamma Z \gamma+M_{\mathrm{ev}}^{Z \gamma F^{Z} \gamma}\right)\right. \\
& \left.-D^{\gamma u}\left(M_{\mathrm{odd}}^{F^{Z}} Z_{\gamma}+M_{\mathrm{odd}}^{Z \gamma F^{Z}}\right)\right), \\
M_{4}^{V} & =D^{Z t}\left(D^{Z t}\left(M_{\mathrm{ev}}^{F^{Z} Z Z Z}+M_{\mathrm{ev}}^{Z Z F^{Z} Z}\right)\right. \\
& \left.-D^{Z u}\left(M_{\mathrm{odd}}^{F^{Z} Z Z Z}+M_{\mathrm{odd}}^{Z Z F^{Z} Z}\right)\right) .
\end{align*}
$$

(iii) As to the box component of the cross section (diagrams 4 and 5 in Fig. 2), we are interested in the contributions of those boxes that involve at least one virtual photon; diagrams containing two $Z$ bosons and two $W$ bosons are infrared-finite and are not considered here for this reason. Thus, the required cross-section component, written with the aid of the results presented in [11], has the form

$$
\begin{gather*}
\frac{d \sigma^{B}}{d y}=\frac{2 \pi \alpha^{2}}{s} \operatorname{Re}\left(( M _ { 1 } ^ { 0 } + M _ { 2 } ^ { 0 } ) \left(C_{\gamma \gamma}(t, s)\right.\right.  \tag{15}\\
\left.-C_{\gamma \gamma}^{5}(t, s)\right)+\left(M_{3}^{0}+M_{4}^{0}\right)\left(C_{\gamma Z}(t, s)\right. \\
\left.\left.-C_{\gamma Z}^{5}(t, s)\right)\right)+(t \leftrightarrow u)
\end{gather*}
$$

The explicit expressions for the functions $C$ and $C^{5}$ are given in [11] (p. 1088).


Fig. 4. Chew-Low diagram at $s \approx 0.05 \mathrm{GeV}^{2}$ for (solid line) the actual electron mass and (dashed line) that which is artificially magnified by a factor of 20 . The dotted line corresponds to $v^{\text {max }}$ under the conditions of the E-158 experiment.

We represent the $V$ contribution as the sum of an infrared-divergent and an infrared-finite part. Further, we use the identity transformation

$$
\begin{equation*}
\frac{d \sigma^{V}}{d y}=\frac{d \sigma_{\mathrm{IR}}^{V}}{d y}+\frac{d \sigma^{V}}{d y}\left(\lambda^{2} \rightarrow s\right), \tag{16}
\end{equation*}
$$

where $\lambda$ is the photon mass regularizing the infrared divergence. For the infrared-divergent part, we obtained an expression that is proportional to the Born cross section; that is,

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{IR}}^{V}}{d y}=-\frac{2 \alpha}{\pi} \ln \frac{s}{\lambda^{2}}\left(\ln \frac{t u}{m^{2} s}-1\right) \frac{d \sigma^{0}}{d y} \tag{17}
\end{equation*}
$$

### 3.2. Contribution of Real-Photon Emission ( $R$ Contribution)

Let us consider Møller scattering process involving the emission of one bremsstrahlung photon of 4-momentum $k: e^{-} e^{-} \rightarrow e^{-} e^{-} \gamma$. Eight diagrams correspond to it: these are four $t$-channel diagrams (see Fig. 3) and four $u$-channel diagrams, which can be obtained by means of the substitution $k_{2} \leftrightarrow$ $p_{2}$. The differential cross section for the process in question has the form

$$
\begin{equation*}
\frac{d \sigma^{R}}{d y}=-\frac{\alpha^{3}}{4 s \pi} \int_{0}^{v^{\max }} d v \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
\times \int \frac{d^{3} k}{k_{0}} \delta\left[\left(k_{1}+p_{1}-k_{2}-k\right)^{2}-m^{2}\right] \tag{18}
\end{equation*}
$$

$$
\times \sum_{j, i=1}^{4}(-1)^{i+j} M_{i j}^{R}
$$

where, for the kinematical variables (the square of the matrix element $M_{i j}^{R}$ depends on them-see below), we use the standard set

$$
\begin{gather*}
z=2 k k_{2}, \quad z_{1}=2 k k_{1}, \quad t_{1}=\left(p_{2}-p_{1}\right)^{2}  \tag{19}\\
v_{1}=2 k p_{1}=s+u+t_{1}-4 m^{2} \\
v=2 k p_{2}=s+u+t-4 m^{2}
\end{gather*}
$$

which satisfies the equalities

$$
\begin{equation*}
v_{1}-v=z-z_{1}=t_{1}-t \tag{20}
\end{equation*}
$$

We note that, as before, $s, t$, and $u$ are given by the expressions in (2). In a number of cases (see Appendix), it is advisable to use the nonstandard variable

$$
\begin{equation*}
z_{2}=\left(k_{1}-p_{2}\right)^{2}=u-v+z_{1} . \tag{21}
\end{equation*}
$$

The domain of $v$ was investigated in [12] and is described by the Chew-Low diagram in Fig. 4. The solid line represents an upper bound on $v$ at $s \approx$ $0.05 \mathrm{GeV}^{2}$. It can be seen that, within the segment $t \ll 0$, the hyperbola degenerates into the straight line $v^{\max }=s+t$. This is due to the smallness of the
square of the electron mass in relation to other invariant quantities. The dashed line represents $v^{\max }$ at the same value of $s$, but for the electron mass artificially magnified by a factor of 20 . Here, the shape of a hyperbola is clearly seen (the straight lines $v=s+t$ and $t=0$ are asymptotes to it). Further, we emphasize that, since the upper bound $v=v^{\max }$ corresponds to the point $u=0$ (collinear singularity), we must cut off the integration domain at a value that corresponds to the possibilities of the E-158 experimentthe energy of the detected particle lies in the region $E^{L} \geq 10 \mathrm{GeV}$. We then have $u^{\max }=2 m\left(m-E^{L}\right)$ and $v^{\max }=s+t+u^{\max }-4 m^{2}$. The last equation yields a straight line lying below $v^{\max } \approx s+t$ (dotted line in Fig. 4).

The indices $i$ and $j$ in expression (18) denote the type of diagram (in Fig. 3) that contributes to the cross section; both $i$ and $j$ can take four values (their meaning is obvious-the indices label the intermediate boson and the channel through which the reaction proceeds):

$$
\begin{equation*}
i, j=(1,2,3,4)=(\gamma t, \gamma u, Z t, Z u) \tag{22}
\end{equation*}
$$

By employing the standard Feynman rules for calculating the matrix elements $M_{i j}^{R}$, we obtain

$$
M_{i j}^{R}=\left\{\begin{array}{c}
\left(M_{i j}^{R}\right)_{z z}+\left(M_{i j}^{R}\right)_{z v}+\left(M_{i j}^{R}\right)_{v z}+\left(M_{i j}^{R}\right)_{v v} \text { for } \quad i j=13,31,11,33 \\
\left(M_{i j}^{R}\right)_{f}+\left(M_{i j}^{R}\right)_{l}+\left(M_{i j}^{R}\right)_{t u}+\left(M_{i j}^{R}\right)_{s} \text { for } \quad i j=12,14,32,34 .
\end{array}\right.
$$

The terms in this formula are the traces of the products of combinations of the $\gamma$ matrices and density matrices, these traces being multiplied by the corresponding propagators; that is,

$$
\begin{aligned}
& \left(M_{i j}^{R}\right)_{z z}=\operatorname{tr}\left[G_{1}^{\mu \alpha} \rho^{i j}\left(k_{1}\right) G_{1}^{\nu \alpha T} \Lambda\left(k_{2}\right)\right] \\
& \quad \times \operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(p_{1}\right) \gamma_{\nu} \Lambda\left(p_{2}\right)\right] D^{i t_{1}} D^{j t_{1}}, \\
& \left(M_{i j}^{R}\right)_{z v}=\operatorname{tr}\left[G_{1}^{\mu \alpha} \rho^{i j}\left(k_{1}\right) \gamma_{\nu} \Lambda\left(k_{2}\right)\right] \\
& \times \operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(p_{1}\right) G_{2}^{\nu \alpha T} \Lambda\left(p_{2}\right)\right] D^{i t_{1}} D^{j t} \\
& \left(M_{i j}^{R}\right)_{v z}=\operatorname{tr}\left[G_{2}^{\mu \alpha} \rho^{i j}\left(p_{1}\right) \gamma_{\nu} \Lambda\left(p_{2}\right)\right] \\
& \times \operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(k_{1}\right) G_{1}^{\nu \alpha T} \Lambda\left(k_{2}\right)\right] D^{i t} D^{j t_{1}} \\
& \left(M_{i j}^{R}\right)_{v v}=\operatorname{tr}\left[G_{2}^{\mu \alpha} \rho^{i j}\left(p_{1}\right) G_{2}^{\nu \alpha T} \Lambda\left(p_{2}\right)\right] \\
& \quad \times \operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(k_{1}\right) \gamma_{\nu} \Lambda\left(k_{2}\right)\right] D^{i t} D^{j t} \\
& \left(M_{i j}^{R}\right)_{f}=\operatorname{tr}\left[G_{1}^{\mu \alpha} \rho^{i j}\left(k_{1}\right) G_{3}^{\nu \alpha} \Lambda\left(p_{2}\right)\right. \\
& \left.\quad \times \gamma_{\mu} \rho^{i j}\left(p_{1}\right) \gamma_{\nu} \Lambda\left(k_{2}\right)\right] D^{i t_{1}} D^{j u} \\
& \left(M_{i j}^{R}\right)_{l}=\operatorname{tr}\left[G_{1}^{\mu \alpha} \rho^{i j}\left(k_{1}\right) \gamma_{\nu} \Lambda\left(p_{2}\right)\right. \\
& \left.\quad \times \gamma_{\mu} \rho^{i j}\left(p_{1}\right) G_{4}^{\nu \alpha} \Lambda\left(k_{2}\right)\right] D^{i t_{1}} D^{j z_{2}},
\end{aligned}
$$

$$
\begin{gathered}
\left(M_{i j}^{R}\right)_{t u}=\operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(k_{1}\right)\right. \\
\left.\times G_{3}^{\nu \alpha} \Lambda\left(p_{2}\right) G_{2}^{\mu \alpha} \rho^{i j}\left(p_{1}\right) \gamma_{\nu} \Lambda\left(k_{2}\right)\right] D^{i t} D^{j u} \\
\left(M_{i j}^{R}\right)_{s}=\operatorname{tr}\left[\gamma_{\mu} \rho^{i j}\left(k_{1}\right) \gamma_{\nu} \Lambda\left(p_{2}\right)\right. \\
\left.\times G_{2}^{\mu \alpha} \rho^{i j}\left(p_{1}\right) G_{4}^{\nu \alpha} \Lambda\left(k_{2}\right)\right] D^{i t} D^{j z_{2}}
\end{gathered}
$$

where

$$
\begin{gather*}
\Lambda(p)=\hat{p}+m, \quad \hat{p}=\gamma^{\mu} p_{\mu}  \tag{24}\\
G_{1}^{\mu \alpha}=\gamma^{\mu} \frac{2 k_{1}^{\alpha}-\hat{k} \gamma^{\alpha}}{-z_{1}}+\frac{2 k_{2}^{\alpha}+\gamma^{\alpha} \hat{k}}{z} \gamma^{\mu}  \tag{25}\\
G_{2}^{\mu \alpha}=\gamma^{\mu} \frac{2 p_{1}^{\alpha}-\hat{k} \gamma^{\alpha}}{-v_{1}}+\frac{2 p_{2}^{\alpha}+\gamma^{\alpha} \hat{k}}{v} \gamma^{\mu}  \tag{26}\\
G_{3}^{\nu \alpha}=\frac{2 k_{1}^{\alpha}-\gamma^{\alpha} \hat{k}}{-z_{1}} \gamma^{\nu}+\gamma^{\nu} \frac{2 p_{2}^{\alpha}+\hat{k} \gamma^{\alpha}}{v}  \tag{27}\\
G_{4}^{\nu \alpha}=\frac{2 p_{1}^{\alpha}-\gamma^{\alpha} \hat{k}}{-v_{1}} \gamma^{\nu}+\gamma^{\nu} \frac{2 k_{2}^{\alpha}+\hat{k} \gamma^{\alpha}}{z} \tag{28}
\end{gather*}
$$

In order to obtain the expressions for $M_{i j}^{R}$ at other values of $i$ and $j(22,44,24,42$, etc.), we can use a peculiar symmetry of the expressions in (23):

$$
\begin{align*}
& \left(M_{24}^{R}\right)_{z z}=\left.\left(M_{13}^{R}\right)_{z z}\right|_{k_{2} \leftrightarrow p_{2}}  \tag{29}\\
= & {\left.\left[\left.\left(M_{13}^{R}\right)_{z z}\right|_{k_{2} \leftrightarrow p_{2}, k_{1} \leftrightarrow p_{1}}\right]\right|_{k_{1} \leftrightarrow p_{1}} } \\
= & \left.\left(M_{13}^{R}\right)_{v v}\right|_{k_{1} \leftrightarrow p_{1}}=\left.\left(M_{13}^{R}\right)_{v v}\right|_{t \leftrightarrow u}
\end{align*}
$$

and

$$
\begin{equation*}
\left(M_{24}^{R}\right)_{v v}=\left.\left(M_{13}^{R}\right)_{z z}\right|_{t \leftrightarrow u} . \tag{30}
\end{equation*}
$$

For the cases of 22 and 44 , we obtain the analogous result, while, for the interference part (the indices $z v$ and $v z$ ), the symmetry is somewhat more complicated:

$$
\begin{equation*}
\left(M_{24}^{R}\right)_{z v}+\left(M_{42}^{R}\right)_{v z}=\left.\left[\left(M_{13}^{R}\right)_{v z}+\left(M_{31}^{R}\right)_{z v}\right]\right|_{t \leftrightarrow u} ; \tag{31}
\end{equation*}
$$

similar relations hold for other terms in expression (18). As a result, we can represent the sum in the bremsstrahlung cross section as

$$
\begin{gather*}
\sum_{j, i=1}^{4}(-1)^{i+j} M_{i j}^{R}=\left(M_{11}^{R}+M_{13}^{R}+M_{31}^{R}+M_{33}^{R}\right.  \tag{32}\\
\left.\quad-M_{12}^{R}-M_{14}^{R}-M_{32}^{R}-M_{34}^{R}\right)+(t \leftrightarrow u) .
\end{gather*}
$$

### 3.3. Isolation of the Infrared Divergence in the $R$ Contribution

Our next task is to isolate the infrared divergence in the bremsstrahlung cross section. For this purpose, we will make use of the method proposed in [8]: first of all, we will find the infrared-divergent parts of the squares of the matrix elements in (23); naturally, they must be proportional to the corresponding Born expressions. On the basis of these results, we will then construct the infrared-divergent part of the $R$ contribution $d \sigma_{\mathrm{IR}}^{R} / d y$ by formula (18). The finite expressions that are obtained from this infrared-divergent part by subtracting divergences,

$$
\begin{equation*}
\left(M_{i j}^{R}\right)^{F}=M_{i j}^{R}-\left(M_{i j}^{R}\right)^{\mathrm{IR}} \tag{33}
\end{equation*}
$$

will then form [naturally, according to (18) as well] the infrared-finite cross section $d \sigma_{F}^{R} / d y$. Thus, the cross section in (18) breaks down into two terms

$$
\begin{equation*}
\frac{d \sigma^{R}}{d y}=\frac{d \sigma_{\mathrm{IR}}^{R}}{d y}+\frac{d \sigma_{F}^{R}}{d y} . \tag{34}
\end{equation*}
$$

Upon integration with respect to the variables $k$ and $v$ and upon $\lambda$ parametrization (the details of


Fig. 5. Domain of integration over the entire phase space of the bremsstrahlung photon ( $E=48 \mathrm{GeV}, v=s / 4$, $y=0.5)$.
this procedure are described in [13]), the infrareddivergent part in expression (34) (the first term there) can be represented in the form

$$
\begin{equation*}
\frac{d \sigma_{\mathrm{IR}}^{R}}{d y}=\frac{2 \alpha}{\pi} \ln \frac{\left(v^{\max }\right)^{2}}{s \lambda^{2}}\left(\ln \frac{t u}{m^{2} s}-1\right) \frac{d \sigma^{0}}{d y} . \tag{35}
\end{equation*}
$$

The integrals involved in the bremsstrahlung cross sections will be calculated analytically over the phase space of the bremsstrahlung photon and numerically (since the resulting expressions are very complicated) with respect to the variable $v$. The integral over the photon phase space can be represented in the form [14]

$$
\begin{gather*}
I[A]=\frac{1}{\pi} \int \frac{d^{3} k}{k_{0}} \delta\left[\left(k_{1}+p_{1}-k_{2}-k\right)^{2}-m^{2}\right][A]  \tag{36}\\
=\frac{1}{\pi} \int_{t_{1}^{\min }}^{t_{1}^{\max }} d t_{1} \int_{z^{\min }}^{z^{\max }} \frac{d z}{\sqrt{R_{z}}}[A],
\end{gather*}
$$

where $R_{z}$ is a Gram determinant multiplied by -1 ; it can be represented as a polynomial of second degree in $z$,

$$
\begin{equation*}
R_{z}=A_{z} z^{2}+2 B_{z} z+C_{z}, \tag{37}
\end{equation*}
$$

with the coefficients being given by

$$
\begin{gather*}
A_{z}=4 m^{2} t-(v-t)^{2},  \tag{38}\\
B_{z}=E t_{1}+F, \\
E=v\left(u-2 m^{2}\right)-s t, F=t\left(2 m^{2} v+s t-s v\right), \\
C_{z}=-\left(A t_{1}^{2}+2 B t_{1}+C\right), \\
A=(s-v)^{2}-4 m^{2} s, \\
B=-s t\left(s-v-4 m^{2}\right)-2 m^{2} v^{2},
\end{gather*}
$$



Fig. 6. Cross sections $\sigma_{L L}$ and $\sigma_{L R}$ versus $y$ at (left panel) $E=48 \mathrm{GeV}$ and (right panel) $E=100 \mathrm{GeV}$ : (dashed lines) Born cross sections and (solid lines) cross sections with allowance for radiative corrections.

$$
C=s t^{2}\left(s-4 m^{2}\right) .
$$

The integration limits $z^{\min / \max }$ and $t_{1}^{\min / \max }$ (see Fig. 5), which are necessary for the calculations, can be found by solving the equations $R_{z}=0$ and $z^{\min }=z^{\max }$, respectively. The results are

$$
\begin{gather*}
z^{\min / \max }=\left(-B_{z} \pm \sqrt{B_{z}^{2}-A_{z} C_{z}}\right) / A_{z}\left(A_{z}<0\right),  \tag{39}\\
t_{1}^{\min / \max }=\frac{1}{2 \tau}\left(v(t-v)+2 m^{2} t \mp v \sqrt{-A_{z}}\right),  \tag{40}\\
\quad \tau=v+m^{2},
\end{gather*}
$$

where the upper (lower) sign is for min (max). It should be noted that, here, there is some arbitrariness in choosing variables to which one can go over in performing integration over the phase space of the bremsstrahlung photon (see Appendix).

The expression for $\left(M_{i j}^{R}\right)^{F}$ was calculated by means of the REDUCE system for analytic calculations [15]. Its role amounted to (a) evaluating the trace in (23), (b) subtracting the infrared divergence according to (33) and (c) summing similar terms. Since the results are rather cumbersome, they are not presented here. In order to reduce the probability of an error in rewriting them, the data obtained as an output of the application of the REDUCE system were transferred, without editing, to the FORTRAN code RCORR2A1 ${ }^{1)}$ (Radiative CORRections TO asymmetry A1) as a set of subroutine functions [for example, the function $\operatorname{MRz}\left(p_{B}, p_{T}, i, j, s, v, t, t_{1}, z, 0\right)$ corresponds to $\left(M_{i j}^{R}\right)_{z z}^{F}$. The integrals involved in the calculation are presented in the Appendix. They are

[^26]also introduced in RCORR2A1 as individual subroutine functions and are tested there for correctness of analytic integration.

### 3.4. Result of the Cancellation of the Infrared Divergence

Summing the infrared-divergent parts of the $V$ and $R$ contributions [formulas (17) and (35)],

$$
\begin{gather*}
\frac{d \sigma^{C}}{d y}=\frac{d \sigma_{\mathrm{IR}}^{V}}{d y}+\frac{d \sigma_{\mathrm{IR}}^{R}}{d y}  \tag{41}\\
=\frac{4 \alpha}{\pi} \ln \frac{v^{\max }}{s}\left(\ln \frac{t u}{m^{2} s}-1\right) \frac{d \sigma^{0}}{d y}
\end{gather*}
$$

we arrive at a result that is completely free from infrared divergences and which does not involve unphysical parameters; the index " $C$ " on this part of the cross section means the cancellation of the infrared divergence.

## 4. NUMERICAL ESTIMATES AND CONCLUSIONS

Here, we present the results obtained by numerically estimating the radiative effects considered above. Particular attention will be given to the bremsstrahlung effect on the observed polarization asymmetry $A_{L R}^{(1)}$ in the scattering of longitudinally polarized 45 - and $48-\mathrm{GeV}$ electron beams on an unpolarized electron target, this corresponding to the E-158 experiment (SLAC) [1]. We also consider the case corresponding to an electron energy of 100 GeV . In the present study, we take into account only one experimental cut, that which is associated with cutting off the integration domain in the variable $v$, and construct the FORTRAN code RCORR2A1 in such a way that the resulting formulas are readily


Fig. 7. Corrections to the cross sections: $\left(\sigma_{L L}^{\mathrm{RC}}-\right.$ $\left.\sigma_{L L}^{0}\right) / \sigma_{L L}^{0}$ and $\left(\sigma_{L R}^{\mathrm{RC}}-\sigma_{L R}^{0}\right) / \sigma_{L R}^{0}$. The dotted and solid curves were calculated at $E=100 \mathrm{GeV}$ and $E=$ 48 GeV , respectively.
applicable to estimating the correction in question under any experimental conditions. All estimates are given at the electroweak-parameter values of $m_{W}=$ $80.451 \mathrm{GeV}, m_{Z}=91.1863 \mathrm{GeV}$, and

$$
\begin{equation*}
c_{\mathrm{W}}=m_{W} / m_{Z}, s_{\mathrm{W}}=\sqrt{1-c_{\mathrm{W}}^{2}} . \tag{42}
\end{equation*}
$$

The polarization asymmetry $A_{L R}^{(1)}$ is defined in a standard way:

$$
\begin{equation*}
A_{L R}^{(1)} \equiv A=\frac{\sigma_{L L}+\sigma_{L R}-\sigma_{R L}-\sigma_{R R}}{\sigma_{L L}+\sigma_{L R}+\sigma_{R L}+\sigma_{R R}} . \tag{43}
\end{equation*}
$$

Here and below, we use the condensed notation $\sigma \equiv$ $d \sigma / d y$. We define the correction to the asymmetry as the ratio

$$
\begin{equation*}
\delta A_{L R}^{(1)}=\frac{A^{\mathrm{RC}}-A^{0}}{A^{0}}, \tag{44}
\end{equation*}
$$

where $A^{0}$ is the Born asymmetry and $A^{\mathrm{RC}}$ is the asymmetry with allowance for radiative corrections. Further, the cross section that takes into account electroweak radiative corrections is defined here as the sum

$$
\begin{equation*}
\sigma^{\mathrm{RC}}=\sigma^{0}+\sigma^{C}+\sigma_{F}^{R} . \tag{45}
\end{equation*}
$$

We begin our analysis by considering the Born cross sections $\sigma_{L L}^{0}$ and $\sigma_{L R}^{0}$ and the cross sections allowing for the corrections $\sigma_{L L}^{\mathrm{RC}}$ and $\sigma_{L R}^{\mathrm{RC}}$. They are displayed in Fig. 6 for the electron-beam energies of $E=$ 48 and 100 GeV . It should be noted that, both for the Born cross sections and for the cross section allowing for the corrections, $\sigma_{L L}$ is close to $\sigma_{R R}$ (by virtue of the smallness of electroweak effects) and $\sigma_{L R} \equiv$


Fig. 8. Corrections $\delta^{1}$ versus $y$. The numbers on the curves indicate the values of $E$ in GeV units.
$\sigma_{R L}$. The cross-section ratios $\left(\sigma_{L L}^{\mathrm{RC}}-\sigma_{L L}^{0}\right) / \sigma_{L L}^{0}$ and $\left(\sigma_{L R}^{\mathrm{RC}}-\sigma_{L R}^{0}\right) / \sigma_{L R}^{0}$, which are shown in Fig. 7 at the energies of $E=48$ and 100 GeV , are also determined almost completely by the electromagnetic component.

Further, we proceed to analyze the effect of radiative corrections on the cross-section components forming the polarization asymmetry. For example, the correction $\delta^{1}$ defined as

$$
\begin{equation*}
\delta^{1}=\frac{\sigma_{L L}^{\mathrm{RC}}+\sigma_{L R}^{\mathrm{RC}}}{\sigma_{L L}^{0}+\sigma_{L R}^{0}} \tag{46}
\end{equation*}
$$



Fig. 9. Corrections $\delta^{2}$ versus $y$ : (dotted curves) corrections allowing only for electromagnetic effects and (solid curves) corrections allowing for all radiative effects. The numbers on the curves indicate the values of $E$ in GeV units.


Fig. 10. Polarization asymmetries in Møller scattering versus $y$ : (dotted curves) Born result and (solid curves) asymmetries allowing for radiative corrections (the curves labeled with EM and EWeak in the left panel represent the results including, respectively, only electromagnetic corrections and the total electroweak corrections). The left panel corresponds to the kinematics of the E-158 experiment and the beam energy of $E=48 \mathrm{GeV}$, while the right panel corresponds to the beam energy of $E=100 \mathrm{GeV}$.
and shown in Fig. 8 is virtually independent of electroweak-physics effects. On the contrary, the correction composed from a drastically different combination present in the asymmetry,

$$
\begin{equation*}
\delta^{2}=\frac{\sigma_{L L}^{\mathrm{RC}}-\sigma_{R R}^{\mathrm{RC}}}{\sigma_{L L}^{0}-\sigma_{R R}^{0}} \tag{47}
\end{equation*}
$$

(see Fig. 9), depends greatly on the electroweak contribution.

The scale and the behavior of the asymmetry $A_{L R}^{(1)}$ are shown in Fig. 10 (a maximum in the asymmetry at $y=0.5$ is quite distinct). It can be seen that the inclusion of radiative effects leads to a result below the value in the Born approximation, their influence


Fig. 11. Corrections to the polarization asymmetry versus $y$ at various beam energies.
becoming more pronounced with increasing $y$. Since, owing to the structure of the asymmetry in (43), the purely electromagnetic component contributes only to the denominator of the asymmetry in the form of the term $2 \sigma_{\gamma \gamma}^{\mathrm{RC}, \text { unpol }}$ (the indices "unpol" and " $\gamma \gamma$ " mean that, in the cross section $\sigma^{\mathrm{RC}}$, one takes terms corresponding to the scattering of only unpolarized electrons and only via the exchange of photons; it is obvious that $\sigma_{\gamma \gamma}^{\mathrm{RC}, \text { unpol }}>0$ ), this part of the correction reduces the asymmetry, as it must. This effect is partly compensated by "weak" effects (that is, by the contributions to the cross section from the diagrams involving $Z$-boson exchange and from the interference of the $\gamma$ and $Z$ diagrams; at comparatively low energies of the E-158 experiment, the effects of weak physics are not expected to exceed purely electromagnetic effects), which increase the asymmetry slightly. Nevertheless, the total effect remains negative at $\mathrm{E}-158$ energies, but, even upon increasing the energy only up to $E=100 \mathrm{GeV}$, the electromagnetic and the "weak" effect compensate each other in the region of small $y$. It should be noted that the result quoted for the correction in [7] is positive $(+4 \%)$, which is difficult to explain on the basis of qualitative arguments similar to those presented above. The regularities of the influence of electroweak corrections on the asymmetry are reflected in Fig. 11, which displays the behavior of the correction to the asymmetry $\delta A_{L R}^{(1)}$ versus $y$ at various electron energies. For example, it can be seen that, at the energy of $E=48 \mathrm{GeV}$ and at $y=0.5(0.75)$, the correction is about $-11 \%(-6 \%)$; this correction is minimal in the region of intermediate values of $y$, and it can also clearly be seen that, with
increasing energy, this minimum is shifted toward greater values of $y$.

In summary, electroweak effects of bremsstrahlung in the Møller scattering of polarized particles have been calculated in the present study. Particular attention has been given to investigating the observables of the E-158 experiment (SLAC), where it is planned to measure, with an unprecedented precision, the polarization asymmetry $A_{L R}^{(1)}$. The Bardin-Shumeiko method has been used to remove the infrared divergence. Owing to this, the result does not contain unphysical parameters. The calculations have revealed that, in the region studied by the E-158 experiment, the effects of internal bremsstrahlung reduce the polarization asymmetry $A_{L R}^{(1)}$ significantly; for example, the asymmetry is shifted by about $-11 \%(-6 \%)$ at $y=0.5(0.75)$. The FORTRAN code RCORR2A1 has been written, which makes it possible to apply the formulas quoted above to estimating corrections to the polarization asymmetry measured in the E-158 experiment.
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Note added in proof. At present time, the estimates given above changed owing to the removal of inaccuries in the numerical calculation based on the RCORR2A1 code, the refinement of the kinematical region of the E-158 experiment, and the addition of box diagrams involving a photon that were calculated anew. For example, the correction to the asymmetry in Fig. 11 is about $7 \%$ at a beam energy of 48 GeV and $y=0.5$.

## APPENDIX

## Scalar Integrals

Here, we present scalar integrals that must be evaluated in calculating the bremsstrahlung cross section. The expressions that are integrated are grouped in such a way that the result is free from infrared divergences. Thereby, we achieve, first, a more compact form of the resulting expressions and, second, the preservation of the required accuracy at the end of the domain of integration with respect to the variable $v\left(v^{\min }=0\right)$. Where possible, we
used the approximation motivated by the kinematical conditions of the E-158 experiment; that is,

$$
m^{2} \ll s,|t|,|u|, v, z, z_{1}, v_{1},\left|t_{1}\right|,\left|z_{2}\right| \ll m_{Z}^{2}
$$

The asterisk symbol denotes the substitution $z \rightarrow$ $z_{1}$-for example, $I\left[f\left(z^{n}\right)\right]^{*}=I\left[f\left(z_{1}^{n}\right)\right]$. The meaning of the indices $i$ and $j$ is determined here by the first symbol in expression (22)-that is, we have $i=\gamma, Z$ and $j=\gamma, Z$.

First, we present the list of integrals with respect to $z$ that were involved in the calculations:

$$
\begin{gathered}
J_{0}=\int_{z^{\min }}^{z^{\max }} \frac{d z}{\sqrt{R_{z}}}=\frac{\pi}{\sqrt{-A_{z}}}, \\
J_{1}=\int_{z^{\min }}^{z^{\max }} \frac{d z}{z \sqrt{R_{z}}}=\frac{\pi}{\sqrt{-C_{z}}}, \\
J_{1}^{*}=\int_{z^{\min }}^{z^{\max }} \frac{d z}{z_{1} \sqrt{R_{z}}}=\left.\frac{\pi}{\sqrt{-C_{z}}}\right|_{s \hookleftarrow u}, \\
J_{2}=\int_{z^{\min }}^{z^{\max }} \frac{d z}{z^{2} \sqrt{R_{z}}}=\frac{\pi B_{z}}{\left(-C_{z}\right)^{3 / 2}}, \\
\int_{z^{\min }} \frac{d z}{z_{1}^{2} \sqrt{R_{z}}}=\left.\frac{\pi B_{z}}{\left(-C_{z}\right)^{3 / 2}}\right|_{s \hookleftarrow u}, \\
J_{3}=\int_{z^{\min }}^{z^{\max }} \frac{z d z}{\sqrt{R_{z}}}=\frac{\pi B_{z}}{\left(-A_{z}\right)^{3 / 2}}, \\
J_{4}=\int_{z^{\min }}^{z^{\max }} \frac{z^{2} d z}{\sqrt{R_{z}}}=\pi \frac{\left(3 B_{z}^{2}-A_{z} C_{z}\right)}{2\left(-A_{z}\right)^{5 / 2}}, \\
J_{5}^{j}=\int_{z^{\max }}^{D^{\min }} \frac{D^{j z_{2}} d z}{\sqrt{R_{z}}}=-\frac{\pi}{\sqrt{-R_{p}}}, \\
R_{p}=A_{z}^{2}-2 B_{z} p+C_{z}, p=u-v_{1}-m_{j}^{2} .
\end{gathered}
$$

Further, we present the lists of expressions integrated with respect to both variables ( $z$ and $t_{1}$ ). We arrange them in the same order as they appear in the text of our FORTRAN code. Thus, the integrals evaluated in calculating the term $\left(M_{i j}^{R}\right)_{z z}$ in the bremsstrahlung cross section (the part caused exclusively by photon emission from electrons of 4momentum $k_{1}$ and $k_{2}$-the "upper" electron in Fig. 3) are labeled with the index $z$ and are given by

$$
I_{z, 1}^{i j}=I\left[\frac{m^{2}}{z^{2}}\left(D^{i t} D^{j t}-D^{i t_{1}} D^{j t_{1}}\right)\right]=\frac{1}{s} D_{v}^{i t} D_{v}^{j t}
$$

$$
\begin{aligned}
& \times\left(m_{i}^{2} D^{i t}+m_{j}^{2} D^{j t}+\frac{v}{s}\left(m_{i}^{2} m_{j}^{2} D^{i t} D^{j t}-1\right)+2\right) \\
& (i \neq j), \\
& I_{z, 1}^{\gamma \gamma}=\frac{2 s-v}{t^{2} s^{2}}-\frac{v(v-t)^{2}}{t^{4} s^{2}}, \quad I_{z, 1}^{Z Z} \approx 0 ; \\
& D_{v}^{i t}=\frac{1}{t-m_{i}^{2}(1-v / s)} ; \\
& I_{z, 2}^{i j}=I\left[\frac{m^{2}}{z^{2}}\left(t D^{i t} D^{j t}-t_{1} D^{i t_{1}} D^{j t_{1}}\right)\right]=\frac{t}{s} D_{v}^{i t} D_{v}^{j t} \\
& \times\left(1+m_{i}^{2} D^{i t}+m_{j}^{2} D^{j t}+\frac{v}{s} m_{i}^{2} m_{j}^{2} D^{i t} D^{j t}\right) \\
& (i \neq j) \text {, } \\
& I_{z, 2}^{\gamma \gamma}=\frac{1}{s t}, \quad I_{z, 2}^{Z Z} \approx 0 ; \\
& I_{z, 3}^{i j}=I\left[\frac{m^{2}}{z^{2}}\left(t^{2} D^{i t} D^{j t}-t_{1}^{2} D^{i t_{1}} D^{j t_{1}}\right)\right] \\
& =\frac{t^{2}}{s} D_{v}^{i t} D_{v}^{j t}\left(m_{i}^{2} D^{i t}+m_{j}^{2} D^{j t}+\frac{v}{s} m_{i}^{2} m_{j}^{2} D^{i t} D^{j t}\right) ; \\
& I_{z, 4}^{i j}=I\left[\frac{D^{i t} D^{j t}-D^{i t_{1}} D^{j t_{1}}}{z z_{1}}\right], \\
& I_{z, 4}^{\gamma Z} \equiv I_{z, 4}^{Z \gamma} \approx \frac{1}{t m_{Z}^{2}}\left(I_{z, 10}^{\gamma}-I_{z, 10}^{\gamma *}\right) ; \\
& I_{z, 6}^{i j}=I\left[\frac{D^{i t_{1}} D^{j t_{1}}}{z}\right], \\
& I_{z, 6}^{\gamma Z} \equiv I_{z, 6}^{Z \gamma} \approx-\frac{1}{m_{Z}^{2}} I_{z, 10}^{\gamma} ; \\
& I_{z, 7}^{i j}=I\left[\frac{t_{1} D^{i t_{1}} D^{j t_{1}}}{z}\right], \\
& I_{z, 7}^{\gamma \gamma}=I_{z, 10}^{\gamma}, \quad I_{z, 7}^{\gamma Z} \equiv I_{z, 7}^{Z \gamma} \equiv I_{z, 10}^{Z} \approx-\frac{1}{m_{Z}^{2}} I_{z, 12} ; \\
& I_{z, 8}^{i j}=I\left[\frac{t_{1}^{2} D^{i t_{1}} D^{j t_{1}}}{z}\right], \\
& I_{z, 8}^{\gamma \gamma}=I_{z, 12}, \quad I_{z, 8}^{\gamma Z} \equiv I_{z, 8}^{Z \gamma} \approx-\frac{1}{m_{Z}^{2}} I\left[\frac{t_{1}}{z}\right] ; \\
& I_{z, 9}^{i j}=I\left[t_{1} D^{i t_{1}} D^{j t_{1}}\right], \\
& I_{z, 9}^{\gamma \gamma}=\frac{1}{\sqrt{-A_{z}}} \ln \frac{m^{2} t^{2}}{\tau(t-v)^{2}}, \\
& I_{z, 9}^{\gamma Z} \equiv I_{z, 9}^{Z \gamma}=\frac{1}{\sqrt{-A_{z}}} \ln \frac{m_{Z}^{2}}{m_{Z}^{2}+v-t} ; \\
& I_{z, 10}^{i}=I\left[\frac{D^{i t_{1}}}{z}\right] \\
& =-\frac{1}{\sqrt{c}} \ln \frac{\left(s t+m_{i}^{2}(v-s)\right)^{2}}{m^{2}\left(m^{2}\left(m_{i}^{2}-t\right)^{2}-m_{i}^{2} v p_{z}\right)}, \\
& c=A m_{i}^{4}+2 B m_{i}^{2}+C, \quad p_{z}=t-v-m_{i}^{2} ;
\end{aligned}
$$

$$
\begin{gathered}
I_{z, 11}=I\left[\frac{1}{z z_{1}}\right]=\frac{2}{v \sqrt{t\left(t-4 m^{2}\right)}} L_{m}, \\
L_{m}=\ln \frac{|t|}{m^{2}} \\
I_{z, 12}=I\left[\frac{1}{z}\right]=\frac{1}{\sqrt{A}} L_{A}, \quad L_{A}=\ln \frac{(s-v)^{2}}{m^{2} \tau} .
\end{gathered}
$$

The integrals from the terms $\left(M_{i j}^{R}\right)_{z v}$ and $\left(M_{i j}^{R}\right)_{v z}$ (these are the parts corresponding to the interference between photon emission from electrons of 4momentum $k_{1}$ and $k_{2}$ and emission from electrons of 4 -momenta $p_{1}$ and $p_{2}$-the "lower" electron in Fig. 3) are labeled with the index $z v$ and can be written as

$$
\begin{gathered}
I_{z v, 1}^{i}=I\left[\frac{D^{i t}-D^{i t_{1}}}{z v}\right]=\left(D^{i t} I_{z, 12}-I_{z, 10}^{i}\right) / v ; \\
I_{z v, 2}^{i}=I\left[\frac{t D^{i t}-t_{1} D^{i t_{1}}}{z v}\right]=m_{i}^{2} I_{z v, 1}^{i} ; \\
I_{z v, 3}^{i}=I\left[\frac{t^{2} D^{i t}-t_{1}^{2} D^{i t_{1}}}{z v}\right], \\
I_{z v, 3}^{\gamma}=\frac{t}{v-s} I_{z, 12}-\frac{-s t+u v}{\tau A}, \\
I_{z v, 3}^{Z}=-\frac{1}{2 m_{Z}^{2} A}\left(2 t^{2}(v-2 s) I_{z, 12}\right. \\
\left.-(v-t)|u|-\frac{3 B(|u| v-s|t|)}{\tau A}\right) ; \\
=-\frac{I_{z v, 4}^{i}=I\left[\frac{D^{i t}-D^{i t_{1}}}{z v_{1}}\right]}{\left|4 m^{2}-u\right| p_{z}} \ln \frac{\left(4 m^{2}-u\right)^{2}}{m^{4}}+\frac{1}{p_{z}} I_{z, 10}^{i} ; \\
I_{z v, 5}=I\left[\frac{v}{z v_{1}}\right]=\frac{1}{\left|4 m^{2}-u\right|} \ln \frac{\left(4 m^{2}-u\right)^{2}}{m^{4}} ; \\
I_{z v, 7}^{i}=I\left[\frac{t_{1} D^{i t_{1}}}{z}\right]=I_{z, 12}+m_{i}^{2} I_{z, 10}^{i} ; \\
I_{z v, 8}^{\gamma} \equiv I\left[\frac{t_{1}}{z}\right]=-\frac{v}{\tau} \frac{|u| v-s|t|}{A}-\frac{B}{A} I_{z, 12}, \\
I_{z v, 8}^{Z} \approx-\frac{1}{m_{Z}^{2}} I\left[\frac{t_{1}^{2}}{z}\right]=-\frac{1}{2 m_{Z}^{2} A^{2}} \\
\times\left(-3 B|s t|-(A(t-v)-3 B)|u v|+2 B^{2} I_{z, 12}\right) ; \\
I_{z v, 10}^{i}=I\left[\frac{t_{1}^{2} D^{i t_{1}}}{z}\right], \\
\left.\times \ln \frac{\left(m ^ { 2 } \left(t-m_{1}\right.\right.}{v_{1}}\right]=-\frac{1}{(v-t) p_{z}^{2}} \\
2 \\
\left.\left.p_{z}^{2}-v\right)^{2} v p_{z}\right) m^{2}
\end{gathered} ;
$$

$$
\begin{gathered}
I_{z v, 11}^{i}=I\left[\frac{z D^{i t_{1}}}{v_{1}}\right] \\
=-\frac{1}{p_{z}}\left(v I_{z v, 14}^{i}-\frac{v E}{(v-t)^{2} \tau}+\frac{v u}{(v-t)^{2}} L_{u}\right), \\
L_{u}=\ln \frac{(t-v)^{2}}{m^{2} v} ; \\
I_{z v, 12}^{i}=I\left[\frac{D^{i t_{1}}}{v}\right]=\frac{1}{v(v-t)} L_{t}^{i}, \\
L_{t}^{i}=\ln \left|\frac{m^{2}\left(t-m_{i}^{2}\right)^{2}-m_{i}^{2} v p_{z}}{\tau p_{z}^{2}}\right| ; \\
I_{z v, 13}^{i}=I\left[\frac{t_{1} D^{i t_{1}}}{v}\right], \\
I_{z v, 13}^{\gamma}=\frac{1}{\tau}, \quad I_{z v, 13}^{Z} \approx \frac{v-t}{2 m_{Z}^{2} \tau} ; \\
I_{z v, 14}^{i}=I\left[\frac{z D^{i t_{1}}}{v}\right], \\
I_{z v, 14}^{\gamma}=\frac{E}{(v-t)^{2} \tau}+\frac{F}{(v-t)^{3} v} L_{t}^{\gamma}, \\
I_{z v, 14}^{Z} \approx \frac{s t+v u}{2 \tau m_{Z}^{2}(v-t)} .
\end{gathered}
$$

The integrals that had to be evaluated in calculating the term $\left(M_{i j}^{R}\right)_{v v}$ (this is the part corresponding to photon emission from the "lower" electron) are labeled with the index $v$. Since these integrals do not involve propagators, they are independent of the intermediate-vector-boson mass and, hence, coincide with the expressions from the calculation of the $R$ contribution for the case where only photons are exchanged [3]. The same is true for the cross-section component $\left(M_{i j}^{R}\right)_{t u}$, which corresponds to the interference between emission from the "lower" electron in the $t$ channel and emission from the "lower" electron in the $u$ channel. Thus, the integrals $I_{v}$ and $I_{t u}$ are not presented here.

Further, we consider the integrals corresponding to the interference between emission from the "upper" $t$-channel electron and emission from the "lower" $u$ channel electron. They are contained in the component $\left(M_{i j}^{R}\right)_{f}$ and are labeled with the index $f$. We have

$$
\begin{gathered}
I_{f, 2}^{i}=I\left[\frac{D^{i t}-D^{i t_{1}}}{z z_{1}}\right]=D^{i t}\left(I_{z, 10}^{i *}-I_{z, 10}^{i}\right) ; \\
I_{f, 3}^{i}=I\left[\frac{t D^{i t}-t_{1} D^{i t_{1}}}{z z_{1}}\right] \\
=D^{i t}\left(-I_{z, 12}^{*}+I_{z, 12}+I_{z v, 7}^{i *}-I_{z v, 7}^{i}\right) ; \\
I_{f, 4}^{i}=I\left[\frac{t^{2} D^{i t}-t_{1}^{2} D^{i t_{1}}}{z z_{1}}\right]
\end{gathered}
$$

$$
\begin{gathered}
=D^{i t}\left(-I_{z v, 8}^{\gamma *}\right. \\
\left.+I_{z v, 8}^{\gamma}-t I_{z, 12}^{*}+t I_{z, 12}+I_{z v, 8}^{i *}-I_{z v, 8}^{i}\right) ; \\
I_{f, 5}^{i}=I\left[\frac{v}{z z_{1}}\right]=v I_{z, 11} ; \\
I_{f, 8}^{i} \equiv I_{z v, 1}^{i *} ; I_{f, 9}^{i} \equiv I_{z v, 2}^{i *} ; \\
I_{f, 10}^{i} \equiv I_{z v, 3}^{i *} ; \\
I_{f, 14}^{i}=I\left[\frac{m^{2}\left(D^{i t}-D^{i t_{1}}\right)}{z_{1}^{2}}\right] \\
=\left.\left(\frac{D_{v}^{i t}}{s}\right)\right|_{s \hookleftarrow u} t D^{i t} ; \\
I_{f, 15}^{i}=I\left[\frac{m^{2}\left(t D^{i t}-t_{1} D^{i t_{1}}\right)}{z_{1}^{2}}\right] \\
=\left.\left(\frac{m_{i}^{2} D_{v}^{i t}}{s}\right)\right|_{s \hookleftarrow u} t D^{i t} ; \\
I_{f, 16}^{i}=I\left[\frac{m^{2}\left(t^{2} D^{i t}-t_{1}^{2} D^{i t_{1}}\right)}{z_{1}^{2}}\right] \\
=\left.\left(\frac{m_{i}^{2} D_{v}^{i t}-1}{s-v}\right)\right|_{s \hookleftarrow u} t^{2} D^{i t} ; \\
I_{f, 17}^{i} \equiv I_{z v, 8}^{i *} ; \quad I_{f, 18}^{i} \equiv I_{z v, 7}^{i *} ; \\
I_{f, 19}^{i} \equiv I_{z, 10}^{i *} ; \quad I_{f, 20}^{i} \equiv v I_{z v, 14}^{i} ; \\
I_{f, 21}^{i} \equiv v I_{z v, 13}^{i} ; \quad I_{f, 22}^{i} \equiv v I_{z v, 12}^{i} ; \\
I_{f, 23} \equiv I_{z, 12}^{*} ; \quad I_{f, 24}=I\left[\frac{m^{2} v}{z_{1}^{2}}\right]=1
\end{gathered}
$$

The integrals corresponding to the interference between emission from the "lower" $t$-channel electron and emission from the "lower" $u$-channel electron are contained in the component $\left(M_{i j}^{R}\right)_{s}$ and are labeled with the index $s$ (the specific invariant quantity $z_{2}$ manifests itself in it; therefore, it is more convenient, in a number of cases, to perform integration with respect to the variables $v_{1}$ and $z_{1}$ or with respect to the variables $z$ and $z_{1}$ ). The results are

$$
\begin{gathered}
I_{s, 1}^{j}=I\left[\frac{D^{j u}-D^{j z_{2}}}{z v}\right]=\left(D^{j u} I_{z, 12}+\frac{1}{d_{z_{2}}} L_{s_{1}}\right) / v \\
d_{z_{2}}=-s u+m_{j}^{2}(s-v), \quad p_{s}=u-v-m_{j}^{2} \\
L_{s_{1}}=\ln \frac{d_{z_{2}}^{2}}{m^{2} p_{s}\left(m^{2} p_{s}-m_{j}^{2} v\right)} \\
I_{s, 3}^{j}=I\left[\frac{D^{j z_{2}}}{z}\right]=-\frac{1}{d_{z_{2}}} L_{s_{1}} \\
I_{s, 4}^{j}=I\left[\frac{D^{j u}-D^{j z_{2}}}{v_{1} v}\right] \\
=\left(D^{j u} \frac{1}{\sqrt{-A_{z}}} L_{u}+\frac{1}{d_{z_{1}}} L_{s_{4}}\right) / v
\end{gathered}
$$

$$
\begin{gathered}
d_{z_{1}}=t u+m_{j}^{2}(v-t) \\
L_{s_{4}}=\ln \frac{d_{z_{1}}^{2} \tau}{m^{2} v p_{s}\left(m^{2} p_{s}-m_{j}^{2} v\right)} \\
I_{s, 7}^{j}=I\left[\frac{D^{j z_{2}}}{v_{1}}\right]=-\frac{1}{d_{z_{1}}} L_{s_{4}} ; \\
I_{s, 10}^{j}=I\left[\frac{D^{j z_{2}}}{v}\right]=\frac{1}{(s+t) v} \ln \left|1+\frac{v(s+t)}{\tau p_{s}}\right| \\
I_{s, 11}^{j}=I\left[\frac{D^{j z_{2}} z}{v}\right]=\frac{E_{s}}{\tau(s+t)^{2}} \\
+\frac{F_{s}-E_{s} p_{s}}{(s+t)^{3} v} \ln \left|1+\frac{v(s+t)}{\tau p_{s}}\right| \\
E_{s}=s(s+t)-v(s-t), \quad F_{s}=-v t(s+t) \\
I_{s, 12}^{j} \equiv v I_{s, 10}^{j} ; \\
I_{s, 13}^{j}=I\left[\frac{m^{2}\left(D^{j u}-D^{j z_{2}}\right)}{v_{1}^{2}}\right]=\frac{u}{d_{z_{1}}} D^{j u}
\end{gathered}
$$

The integrals corresponding to the interference of emission from the "upper" $t$-channel electron and emission from the "upper" $u$-channel electron-these are contained in the component $\left(M_{i j}^{R}\right)_{l}$ and are labeled with the index $l$ (for the sake of simplicity and in order to improve the accuracy of the calculations, some of these integrals were brought together into combinations labeled with the index $l l$ )-can be written as

$$
\begin{gathered}
I_{l, 1}^{i j}=I\left[\frac{m^{2}}{z^{2}}\left(D^{i t} D^{j u}-D^{i t_{1}} D^{j z_{2}}\right)\right] \\
I_{l, 1}^{\gamma \gamma}=\frac{2 s-v}{s^{2} t u}, \quad I_{l, 1}^{\gamma Z} \approx-\frac{1}{m_{Z}^{2} s t} \\
I_{l, 1}^{Z \gamma} \approx-\frac{1}{m_{Z}^{2} s u}, \quad I_{l, 1}^{Z Z} \approx 0 \\
I_{l, 2}^{i j}=I\left[\frac{1}{z z_{1}}\left(D^{i t} D^{j u}-D^{i t_{1}} D^{j u v}\right)\right] \\
=D^{i t} D^{j u v}\left(-D^{j u} I_{f, 5}+I_{z, 10}^{i *}-I_{z, 10}^{i}\right) \\
D^{j u v}=\frac{1}{u-v-m_{j}^{2}} ; \\
I_{l, 4}^{i}=I\left[\frac{1}{z v_{1}}\left(D^{i t}-D^{i t v}\right)\right]=-D^{i t} D^{i t v} I_{z v, 5}^{i} \\
D^{i t v}=\frac{1}{t-v-m_{i}^{2}} \\
I_{l, 6}^{i j}=I\left[\frac{1}{z} D^{i t_{1}} D^{j z_{2}}\right] \\
I_{l, 6}^{\gamma \gamma}=-\frac{1}{s}\left(I_{z, 10}^{\gamma}-I_{l, 13}^{\gamma \gamma}+\frac{2}{s u} \ln \frac{s}{m^{2}}\right)
\end{gathered}
$$

$$
\begin{gathered}
I_{l, 6}^{\gamma Z} \approx-\frac{1}{m_{Z}^{2}} I_{z, 10}^{\gamma}, \quad I_{l, 6}^{Z \gamma} \approx-\frac{1}{m_{Z}^{2}} I_{s, 3}^{\gamma}, \quad I_{l, 6}^{Z Z} \approx 0 \\
I_{l, 8}^{i j}=I\left[\frac{1}{z_{1} v_{1}}\left(D^{i t} D^{j u}-D^{i t v} D^{j u v}\right)\right] \\
=\frac{s+m_{i}^{2}+m_{j}^{2}}{s} D^{i t} D^{j u} D^{i t v} D^{j u v} \ln \frac{s^{2}}{m^{4}} \\
I_{l, 9}^{i} \equiv I_{z, 10}^{i *} ; \quad I_{l, 10} \equiv I_{z, 12}^{*} ; \\
I_{l, 13}^{i j}=I\left[D^{i t_{1}} D^{j z_{2}}\right], \\
I_{l, 13}^{\gamma \gamma}=\frac{2}{\sqrt{s^{2} v^{2}-4 s t(s+t) m^{2}} \ln \frac{s v^{2}}{m^{2} u t}} \\
I_{l, 13}^{\gamma Z} \approx-\frac{1}{m_{Z}^{2}(v-t)} \ln \frac{m^{2} t^{2}}{\tau(t-v)^{2}} \\
I_{l, 13}^{Z \gamma} \approx-\frac{1}{m_{Z}^{2}(s+t)} \ln \frac{m^{2}}{\tau}, \quad I_{l, 13}^{Z Z} \approx 0 ; \\
I_{l l, 1}^{i}=I\left[\frac{v D^{i t_{1}}}{z z_{1}}\right]=D^{i t}\left(I_{f, 5}-v I_{z, 10}^{i *}+v I_{z, 10}^{i}\right) \\
I_{l l, 2}=I\left[\frac{D^{\gamma t}-D^{\gamma t v}}{z_{1} v_{1}}\right]=-\frac{1}{s t(t-v)} \ln \frac{s^{2}}{m^{4}}
\end{gathered}
$$
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#### Abstract

The results of recent experiments performed at KEK, Brookhaven National Laboratory, the Institute for High-Energy Physics (Protvino), and CERN to study the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ are analyzed in detail. For $S$-wave pion-pion scattering in the channel of isospin $I=0$, new data are obtained for the phase shift $\delta_{0}^{0}$ and the inelasticity parameter $\eta_{0}^{0}$. Difficulties that arise in using, for the amplitudes of the $S$ and $D$ waves of the final $\pi^{0} \pi^{0}$ system, physical solutions selected on the basis of partial-wave analyses are discussed. It is noteworthy that other solutions are preferable in principle in the region of the invariant mass $m$ of the $\pi^{0} \pi^{0}$ system above 1 GeV . With the aim of clarifying the situation and further studying the properties of the $f_{0}(980)$ resonance, it is proposed to perform, in the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$, an especially careful examination of the $m$ region in the vicinity of the $K \bar{K}$ threshold.


(c) 2004 MAIK "Nauka/Interperiodica".

## 1. INTRODUCTION

Reactions of the $\pi N \rightarrow \pi \pi N$ type, which, at high energies and low values of the square of the 4 -momentum transfer from the incident pion to the final dipion system $\left(0<-t<0.2 \mathrm{GeV}^{2}\right)$, are dominated by the one-pion-exchange mechanism, are one of the main sources of information about $\pi \pi \rightarrow \pi \pi$ processes. The method of partial-wave analysis is used to treat data on these reactions. As a rule, a number of possible solutions are obtained for the amplitudes of partial waves of the final dipion system. In some cases, the only solution is selected on the basis of additional physical arguments. In general, vast statistics, the use of polarized targets, and precise measurements of absolute cross-section values for $\pi N \rightarrow \pi \pi N$ reactions at various energies are required for obtaining reliable and unambiguous results over a broad range of $m$ values. Relevant surveys and detailed discussions on the results of experimental investigations performed for $\pi N \rightarrow \pi \pi N$ reactions and pion-pion scattering over the region $2 m_{\pi}<m<2 \mathrm{GeV}$ by the beginning of 1999 can be found in [1,2].

In the present study, we analyze the latest data on the intensities and the relative phase of the $S$ and $D$ waves of the $\pi^{0} \pi^{0}$ system produced in the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ over the range of $m$ values between 0.32 and 1.64 GeV . These data were obtained at KEK [3], Brookhaven National Laboratory

[^27](BNL) [4], the Institute for High Energy Physics (IHEP, Protvino) [5], and CERN [6] at incident-pion energies of $8.9,18.3,38$, and 100 GeV , respectively. The main objective of our analysis is to determine the phase shift $\delta_{0}^{0}$ and the inelasticity parameter $\eta_{0}^{0}$ for $S$-wave pion-pion scattering through the channel of isotopic spin $I=0$; these new results would be supplementary to old "canonical" data extracted from experiments that studied the reaction $\pi^{-} p \rightarrow \pi^{+} \pi^{-} n$ at an energy of 17.2 GeV [7-12]. We pay special attention to a similarity of physical solutions selected as the result of partial-wave analyses for all four experiments that studied the production of $\pi^{0} \pi^{0}$ systems and to common difficulties arising in attempts at interpreting these data and at comparing them with data on the production of $\pi^{+} \pi^{-}$systems. It turns out, among other things, that some of these solutions lead to strong violations of the unitarity condition for the $\pi \pi$-scattering amplitude under study. Moreover, it can be concluded that, for the branching fraction of the decay process $f_{2}(1270) \rightarrow \pi \pi$, data on the production of $\pi^{0} \pi^{0}$ systems suggest a value that is considerably smaller than that which is quoted by the Particle Data Group (PDG) [13]. In view of great interest in the sector of light scalar resonances (see, for example, the review articles in $[1,2,13-15]$ ), we propose performing especially thorough measurements of the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ in the range of $m$ values between 0.9 and 1.1 GeV -that is, in the region of the $K \bar{K}$ threshold-because this would make it possible to determine more reliably the coupling of the $f_{0}(980)$ resonance to the $K \bar{K}$ channel and to solve the long-
standing question [16] of a possible ambiguity in the behavior of the phase shift $\delta_{0}^{0}$ above the $K \bar{K}$ threshold.

The ensuing exposition is organized as follows. In Section 2, we analyze the results of the KEK experiments [3], in which data on the phase shift $\delta_{0}^{0}$ were obtained in the region of $m$ values between 0.36 and 1 GeV . The $\delta_{0}^{0}$ values that we found by a different method over the $m$ range between 0.68 and 1 GeV agree with the data from [3] within the errors. We also quote new results for $\delta_{0}^{0}$ and $\eta_{0}^{0}$ in the range $1<m<$ 1.64 GeV . In Section 3, the $S$ - and $D$-wave mass distributions obtained in the BNL experiment [4] are extrapolated from the physical region of the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ to the pion-pole point $\left(t=m_{\pi}^{2}\right)$. Considering various solutions found in [4] for these distributions, we determine a few sets of values for $\delta_{0}^{0}$ and $\eta_{0}^{0}$ in the range of $m$ values between 0.32 and 1.52 GeV . The results of the GAMS Collaboration [5, 6] for the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ are discussed in Section 4. There, we also summarize all difficulties indicated in the course of our consideration that are associated with the physical solutions presented in [3-6] and with the normalization of data on the production of $\pi^{0} \pi^{0}$ systems. In the Conclusions, we briefly formulate a few specific proposals concerning a further investigation of the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$. We hope that they will be used to clarify the current experimental situation.

## 2. ANALYSIS OF THE KEK DATA

In the KEK experiments [3], data on the intensities of the $S$ and $D$ waves in the process $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ and on the relative phase of the respective amplitudes were obtained over the interval of $m$ values between 0.36 and 1.64 GeV . With the aid of the Chew-Low linear extrapolation and a partial-wave analysis, these data were extracted from experiments that studied the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$. Since the absolute value of the cross section for the production of the $\pi^{0} \pi^{0}$ system was not determined in [3], the intensities of the $S$ and $D$ waves $\left(\left|A_{S}\right|^{2}\right.$ and $\left|A_{D}\right|^{2}$, respectively) were initially presented in identical arbitrary units. No alternative solutions for $\left|A_{S}\right|^{2}$ and $\left|A_{D}\right|^{2}$ were discussed in [3]. The intensity of the $S$ wave is related to the phase shifts $\delta_{0}^{I}$ and the inelasticity parameters $\eta_{0}^{I}$ in a standard way; that is, $\left|A_{S}\right|^{2} \sim\left|a_{0}^{0}-a_{0}^{2}\right|^{2}$, where $a_{0}^{I}=$ $\left(\eta_{0}^{I} \exp \left(2 i \delta_{0}^{I}\right)-1\right) /(2 i)$. Similarly, we have $\left|A_{D}\right|^{2} \sim$ $\left|a_{2}^{0}-a_{2}^{2}\right|^{2}$, where $a_{2}^{I}=\left(\eta_{2}^{I} \exp \left(2 i \delta_{2}^{I}\right)-1\right) /(2 i)$. In order to find the phase shift $\delta_{0}^{0}$, it was assumed in [3] that the relation $\eta_{0}^{0}=\eta_{0}^{2}=1$ holds below the $K \bar{K}$ threshold, in which case $\left|A_{S}\right|^{2} \sim \sin ^{2}\left(\delta_{0}^{0}-\delta_{0}^{2}\right)$. Since it is well-known from many previous experiments
that, with increasing $m$, the phase shift $\delta_{0}^{0}$, which increases smoothly, passes through the value of $90^{\circ}$ in the range $0.7<m<0.9 \mathrm{GeV}$ and that the phase shift $\delta_{0}^{2}<0$ is smooth and is modest in magnitude (see, for example, $[2,7,8,17]$ ), the normalization condition $\max \left(\left|A_{S}\right|^{2}\right)=1$ was adopted in [3] in order to evaluate the difference $\delta_{0}^{0}-\delta_{0}^{2}$. The KEK data normalized in this way that were obtained in [3] for the intensities of the $S$ and $D$ waves are displayed in Fig. 1, along with data on the relative phase $\delta=\phi_{S}-\phi_{D}$ of the amplitudes $A_{S}=\left|A_{S}\right| \exp \left(i \phi_{S}\right)$ and $A_{D}=\left|A_{D}\right| \exp \left(i \phi_{D}\right)$. In [3], the parametrization $\delta_{0}^{2}=-0.87 q\left(\right.$ where $q=\left(m^{2} / 4-m_{\pi}^{2}\right)^{1 / 2}$ and $\delta_{0}^{2}$ are taken in GeV and radians, respectively) was employed for the $I=2$ phase shift of the $S$ wave, and data for $\delta_{0}^{0}$ in the $m$ range between 0.36 and 1 GeV were obtained in this way. In the following, we will use, for $\delta_{0}^{2}$, the fit to data from [17, 18] in Fig. 2. ${ }^{1)}$ Using this fit and the data on $\left|A_{S}\right|^{2}$ in Fig. 1 $a$, we have also evaluated the phase shift $\delta_{0}^{0}$ for $m<1 \mathrm{GeV}$ (see Fig. $1 d$ ), and the results proved to be nearly coincident with those presented in [3].

We will now determine simultaneously the phase shift $\delta_{0}^{0}$ and the inelasticity parameter $\eta_{0}^{0}$ in the range of $m$ values between 0.68 and 1.64 GeV , invoking data on the relative phase $\delta$ and the intensity $\left|A_{S}\right|^{2}$ (see Figs. $1 c$ and $1 a$ ). Taking into account the presentday accuracy of data on the $D$ wave (see Fig. 1b), we can disregard the small amplitude $a_{2}^{2}[17,18]$ in estimating the phase shift $\phi_{D}$ and assume that the $D$ wave amplitude is saturated by the contribution of the $f_{2}(1270)$ resonance and is given by

$$
\begin{equation*}
A_{D}=\frac{m_{f_{2}} B_{f_{2} \pi \pi} \Gamma}{m_{f_{2}}^{2}-m^{2}-i m_{f_{2}} \Gamma} \tag{1}
\end{equation*}
$$

where $m_{f_{2}}$ is the mass of the $f_{2}(1270)$ resonance, $B_{f_{2} \pi \pi}$ is the branching fraction of its decay into the $\pi \pi$ system, and $\quad \Gamma=\left(m_{f_{2}} / m\right) \Gamma_{f_{2}}\left(q / q_{f_{2}}\right)^{5} \times$ $D\left(q_{f_{2}} R_{f_{2}}\right) / D\left(q R_{f_{2}}\right)$. In the last expression, $D(x)=$ $9+3 x^{2}+x^{4}, q_{f_{2}}=\left(m_{f_{2}}^{2} / 4-m_{\pi}^{2}\right)^{1 / 2}, R_{f_{2}}$ is the interaction range, and $\Gamma_{f_{2}}$ is the width of the $f_{2}(1270)$ resonance. The fit in Fig. $1 b$ corresponds to the
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Fig. 1. KEK data [3] on the reaction $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}:(a)$ normalized intensity $\left|A_{S}\right|^{2}$ of the $S$ wave; ( $b$ ) normalized intensity $\left|A_{D}\right|^{2}$ of the $D$ wave [the curve represents a fit to the data in terms of the form in (1) with the parameters of the $f_{2}(1270)$ resonance that are set to those in (2)]; (c) relative phase $\delta$ of the amplitudes of the $S$ and $D$ waves; and (d) phase shift $\delta_{0}^{0}$ in the $S$ wave of pion-pion scattering through the $I=0$ channel according to data on $\left|A_{S}\right|^{2}$ under the assumption that $\eta_{0}^{0}=1$.
following values of the parameters of this resonance:

$$
\begin{gather*}
m_{f_{2}}=1.283 \pm 0.008 \mathrm{GeV}  \tag{2}\\
\Gamma_{f_{2}}=0.170 \pm 0.014 \mathrm{GeV} \\
R_{f_{2}}=3.59 \pm 0.71 \mathrm{GeV}^{-1} \\
B_{f_{2} \pi \pi}=0.760 \pm 0.034
\end{gather*}
$$

Thus, $\phi_{D}$ is specified as the phase of the BreitWigner amplitude (1). In order to express the sought parameters $\delta_{0}^{0}$ and $\eta_{0}^{0}$ in terms of the known values of $\delta,\left|A_{S}\right|^{2}, \delta_{0}^{2}$, and $\phi_{D}$, it is convenient to represent the
amplitude $A_{S}$ in the form (see footnote 1))

$$
\begin{align*}
& A_{S}=e^{2 i \delta_{0}^{2}} \frac{\eta_{0}^{0} e^{2 i\left(\delta_{0}^{0}-\delta_{0}^{2}\right)}-1}{2 i}  \tag{3}\\
& =e^{2 i \delta_{0}^{2}} \widetilde{A}_{S}=e^{i\left(2 \delta_{0}^{2}+\phi\right)}\left|\widetilde{A}_{S}\right|
\end{align*}
$$

where $\phi$ is the phase of the amplitude $\widetilde{A}_{S}$, which is characterized by the fact that, for it, the relationships between $\delta_{0}^{0}-\delta_{0}^{2}, \phi, \eta_{0}^{0}$, and $\left|\widetilde{A}_{S}\right|$ in the Argand diagram have the same form as the relationships between the corresponding parameters of any unitary partial-wave amplitude of specific isospin-for example, the phase $\phi$ lies within the interval $0^{\circ}-180^{\circ}$, since


Fig. 2. Phase shift in the $S$ wave of pion-pion scattering through the $I=2$ channel. The displayed data were borrowed from (closed circles) [17] and (open circles) [18]. The curve represents the fit to the data that was constructed on the basis of the procedure described in the main body of the text.
$\operatorname{Im}\left(\widetilde{A}_{S}\right)>0$. Thus, we obtain

$$
\begin{gather*}
\phi=\delta-2 \delta_{0}^{2}+\phi_{D}  \tag{4}\\
\eta_{0}^{0}=\sqrt{1-4\left|A_{S}\right| \sin \phi+4\left|A_{S}\right|^{2}} \\
\sin \left[2\left(\delta_{0}^{0}-\delta_{0}^{2}\right)\right]=\frac{2\left|A_{S}\right| \cos \phi}{\eta_{0}^{0}}  \tag{5}\\
\cos \left[2\left(\delta_{0}^{0}-\delta_{0}^{2}\right)\right]=\frac{1-2\left|A_{S}\right| \sin \phi}{\eta_{0}^{0}}
\end{gather*}
$$

Since information about $\delta$ is extracted from data on the product $\left|A_{S}\right|\left|A_{D}\right| \cos \delta$ and since $\cos \delta$ does not determine the sign of the relative phase of the $S$ and $D$ waves, there are also two solutions for $\delta$, one in which $\delta>0$ and the other in which $\delta<0$. This is not the whole story, however: if $\cos \delta$ is close to unity in some region of $m$, there can occur a transition from one solution to the other. The KEK data from [3] in Fig. 1c indicate that the phase shift $\delta$ undergoes the sharpest variations in the vicinity of the $K \bar{K}$ threshold [this is a manifestation of the $f_{0}(980)$ resonance] and that $\cos \delta \approx 1$ at $m \approx 1 \mathrm{GeV}$. Thus, we have in principle four possible versions: (i) $\delta>0$ for $m<1 \mathrm{GeV}$ and $\delta<0$ for $m>1 \mathrm{GeV}$, (ii) $\delta>0$ for all $m$, (iii) $\delta<0$ for all $m$, and (iv) $\delta<0$ for $m<1 \mathrm{GeV}$ and $\delta>0$ for $m>$ 1 GeV . However, versions (iii) and (iv), where $\delta<0$ for $m<1 \mathrm{GeV}$, can be discarded from the outset. Indeed, an estimation of $\delta$ for $m<1 \mathrm{GeV}$ by means of the relation $\delta=\delta_{0}^{0}+\delta_{0}^{2}-\phi_{D}$ readily demonstrates that, in this region of $m$, the phase shift $\delta$ will inevitably be positive for the generally accepted definition of the signs of the phase shifts $\delta_{0}^{0}, \delta_{0}^{2}$, and $\phi_{D}$ [see Figs. $1 d$ and 2 and formula (1)]. In the following, we will therefore consider only versions (i) and (ii).

For the above two versions of the behavior of the phase shift $\delta$, Fig. 3 shows $\delta_{0}^{0}$ and $\eta_{0}^{0}$ values in the interval $0.68<m<1.64 \mathrm{GeV}$ that were extracted from the KEK data (see Figs. $1 a-1 c$ ) by using formulas (4) and (5). For the sake of comparison and completeness, the values of $\delta_{0}^{0}$ that were obtained from data on $\left|A_{S}\right|^{2}$, which have already been given individually in Fig. $1 d$, are also displayed in Fig. 3 within the range $0.36<m<1 \mathrm{GeV}$. As can be seen, for example, from Fig. $3 a$, the sets of $\delta_{0}^{0}$ values obtained in the region $0.68<m<1 \mathrm{GeV}$ by two different methods are in reasonable agreement with each other. We note that, in extracting $\delta_{0}^{0}$ and $\eta_{0}^{0}$ values, an individual Argand diagram for the amplitude $\widetilde{A}_{S}(3)$ was constructed for each version, whereupon the $2\left(\delta_{0}^{0}-\delta_{0}^{2}\right)$ values found by formulas (4) and (5) were extrapolated by requiring that changes in the phase shift $\delta_{0}^{0}$ as a function of $m$ be smooth. That a strong violation of unitarity occurs in the second version for $m>1.16 \mathrm{GeV}$ (see Fig. $3 d$ ) can easily be understood on the basis of the first equation in (4): $\phi=\delta-2 \delta_{0}^{2}+\phi_{D}$. For this version, the values of $\phi$ for $1.16<m<1.64 \mathrm{GeV}$ appear to be within the range between $180^{\circ}$ and $360^{\circ}$, but this is forbidden for the phase of a formally unitary amplitude $\widetilde{A}_{S}$. Moreover, the phase shift $\delta_{0}^{0}$ for $m>$ 1 GeV in the second version (see Fig. 3c) proves to be strongly different from that which is expected on the basis of $\pi^{+} \pi^{-}$-production data [7-12], according to which the phase shift $\delta_{0}^{0}$ taken, say, at $m$ in the vicinity of 1.3 GeV must be about $270^{\circ}$. Thus, the second version, which corresponds to $\delta>0$ for all values of $m$, has been disproved. As to the first version, its characteristic features are the following (see Figs. $3 a, 3 b$ ): a sizable deviation of $\eta_{0}^{0}$ from unity for $m<1 \mathrm{GeV}$, an approximate equality of $\eta_{0}^{0}$ to unity for $1<m<1.12 \mathrm{GeV}$, a violation of unitarity in the region around 1.2 GeV , and rather sharp variations in $\delta_{0}^{0}$ and $\eta_{0}^{0}$ at still higher values of $m$. The resulting pattern agrees poorly with data from [7-12] on the production of $\pi^{+} \pi^{-}$systems and is hardly anything more than an artifact of a partial-wave analysis of data on the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$.

We would like to highlight yet another difficulty. The normalization adopted for $\left|A_{S}\right|^{2}$ results in that the branching fraction of the decay process $f_{2}(1270) \rightarrow \pi \pi$ is $B_{f_{2} \pi \pi}=0.760 \pm 0.034$ [see Eq. (2)]. But according to the PDG data [13], it is $B_{f_{2} \pi \pi}=0.847_{-0.013}^{+0.024}$. These values differ from each other by about the doubled sum of their errors, whence one can in principle draw the following conclusion. The KEK data from [3] indicate that, at least for $m \approx m_{f_{2}}$, the absolute value of the cross section for the production of the $f_{2}(1270)$ resonance


Fig. 3. Phase shift $\delta_{0}^{0}$ and inelasticity parameter $\eta_{0}^{0}$ as extracted from KEK data on the reaction $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ (closed circles) for the $(a, b)$ first and $(c, d)$ second versions of the behavior of the phase shift $\delta$. Open diamonds represent the phase shift $\delta_{0}^{0}$ corresponding to Fig. $1 d$. One of the first sets of detailed data on $\delta_{0}^{0}$ and $\eta_{0}^{0}$ from the investigation of the reaction $\pi^{-} p \rightarrow \pi^{+} \pi^{-} n[7](e, f)$ is shown for the sake of comparison.
in the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ through the one-pionexchange mechanism may prove to be about $20 \%$ smaller than that which is expected on the basis of the PDG data [13]. On the other hand, it is clear that the normalization of $m$ distributions obtained in [3] to the known value of $B_{f_{2} \pi \pi}$ [13] with the aid of the relation $\max \left|A_{D}\right|^{2}=\left(1+\eta_{2}^{0}\right)^{2} / 4=B_{f_{2} \pi \pi}^{2}$ will
lead to a result that is approximately $25 \%$ above the unitary limit for $\left|A_{S}\right|^{2}$ in the most interesting region of $m$-namely, in the region of the lightest scalar resonance $\sigma(600)[3,13,19]$.

In the following, we will see that all of the aforementioned difficulties also arise in the analysis of
data from other experiments that studied the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$.

## 3. ANALYSIS OF THE BNL DATA

Vast statistics of $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ events were accumulated in the BNL experiment [4], and a partialwave analysis of the angular distributions of $\pi^{0} \pi^{0}$ distributions in these events was performed in the same study. This analysis, which scanned ten consecutive intervals of $-t$ that cover the range $0<-t<$ $1.5 \mathrm{GeV}^{2}$ and a broad range of $m$ values (between 0.32 and 2.2 GeV ) with a step of 0.04 GeV , resulted in deriving two possible solutions for the nonnormalized intensities of $S$ and $D_{0}$ partial waves and, accordingly, four possible solutions for their relative phase. In just the same way as in [4], we will use here the notation $|S|^{2}$ and $\left|D_{0}\right|^{2}$ for the intensities of the $S$ and $D_{0}$ waves, respectively, and the notation $\varphi_{S-D_{0}}$ for their relative phase. Also, we denote by $D_{0}$ the $L_{z}=0 D$ wave, where $L_{z}$ is the projection of the relative orbital angular momentum of the $\pi^{0} \pi^{0}$ system onto the $z$ axis in the Gottfried-Jackson frame [4]. A solution such that it corresponds to a large value of $|S|^{2}$ and a small value of $\left|D_{0}\right|^{2}$ for $m<1 \mathrm{GeV}$ and extends smoothly to the region $m>1 \mathrm{GeV}$, where the $f_{2}(1270)$ resonance is dominant in the $D_{0}$ wave, was singled out in [4], together with two corresponding solutions for the phase shift $\varphi_{S-D_{0}}$, as a physical solution. It should be noted that a different solution intersects the physical solution at $m \approx 1 \mathrm{GeV}$. We agree with the arguments used in [4] to reject this different solution in the region $m<1 \mathrm{GeV}$. For $m>1 \mathrm{GeV}$, however, we will analyze both solutions, along with the case where the relative phase goes over from one solution to the other.

For our analysis, we take the BNL data from [4] on $|S|^{2},\left|D_{0}\right|^{2}$, and $\varphi_{S-D_{0}}$ for five intervals of $-t$, $0.01<-t<0.03 \mathrm{GeV}^{2}, 0.03<-t<0.06 \mathrm{GeV}^{2}$, $0.06<-t<0.1 \mathrm{GeV}^{2}, 0.1<-t<0.15 \mathrm{GeV}^{2}$, and $0.15<-t<0.2 \mathrm{GeV}^{2}$, and the region $m<1.6 \mathrm{GeV}$. We note that data on $\varphi_{S-D_{0}}$ are available only for $m>0.8 \mathrm{GeV}$. In order to evaluate the $m$ dependence of the quantities $\left|A_{S}\right|^{2},\left|A_{D}\right|^{2}$, and $\delta$ (see Section 2 ), which characterize the reaction $\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}$ on the mass shell, we parametrize the $t$ dependences of $|S|^{2}$, $\left|D_{0}\right|^{2}$, and $\varphi_{S-D_{0}}$ as

$$
\begin{gather*}
|S|^{2}=\frac{m^{2}}{q}\left|A_{S}\right|^{2} \frac{-t \exp \left[b_{S}\left(t-m_{\pi}^{2}\right)\right]}{\left(t-m_{\pi}^{2}\right)^{2}}  \tag{6}\\
\left|D_{0}\right|^{2}=5 \frac{m^{2}}{q}\left|A_{D}\right|^{2} \frac{-t \exp \left[b_{D_{0}}\left(t-m_{\pi}^{2}\right)\right]}{\left(t-m_{\pi}^{2}\right)^{2}} \\
\varphi_{S-D_{0}}=\delta+\alpha\left(t / m_{\pi}^{2}-1\right) \tag{7}
\end{gather*}
$$

and, for each $m$ interval of width 0.04 GeV , determine, from a fit to the data from [4], the nonnormalized intensities $\left|A_{S}\right|^{2}$ and $\left|A_{D}\right|^{2}$ and the phase shift $\delta$, along with the slope parameters $b_{S}, b_{D_{0}}$, and $\alpha$ in the corresponding extrapolating functions. ${ }^{2)}$ In the region $m<1 \mathrm{GeV}$, we concurrently accepted, in each interval of $-t$, only one solution for $|S|^{2}$ and $\left|D_{0}\right|^{2}$ namely, the physical solution that was singled out in [4]-and the two solutions for $\varphi_{S-D_{0}}$ that correspond to it. For $m>1 \mathrm{GeV}$, we took the physical and the aforementioned different solution for $|S|^{2}$ and $\left|D_{0}\right|^{2}$ and, accordingly, four solutions for $\varphi_{S-D_{0}}$. Since the absolute value of the cross section for the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ was not determined in [4], we use here the same procedure as in Section 2 in order to normalize $\left|A_{S}\right|^{2}$ and $\left|A_{D}\right|^{2}$. After the extrapolation to the point $t=m_{\pi}^{2}$ in the way outlined above and normalization, the data corresponding to the physical and the different solution are represented by, respectively, closed and open symbols in Figs. $4 a, 4 c$, and $4 e$. It is interesting to note that, for the different solution, two branches of the phase shift $\varphi_{S-D_{0}}$ that where $\varphi_{S-D_{0}}>0$ for all values of $m$ and that where $\varphi_{S-D_{0}}<0$ for all values of $m$-intertwine in the region $m>1.24 \mathrm{GeV}$ upon the extrapolation, so that there arise (as can clearly be seen in Fig. 4e) two new branches of the phase shift $\delta$, which depend
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b_{S}, \mathrm{GeV}^{-2}
$$






Fig. 4. Results obtained by extrapolating the BNL data: ( $a, c$ ) extrapolated and normalized intensities of the $S$ and $D$ waves and (e) relative phase $\delta$ of the amplitudes of the $S$ and $D$ waves. Figures $4 b, 4 d$, and $4 f$ display the slope parameters $b_{S}, b_{D_{0}}$, and $\alpha$ versus $m$. Everywhere, closed symbols represent a physical solution. Open circles (and triangles in Fig. $4 e$ for $\delta$ ) correspond to a different solution. The upper and lower curves in Fig. $4 c$, which were obtained with the aid of the formula (1), correspond to the parameters of the $f_{2}(1270)$ resonance that were set to the values in (8) and (9), respectively.
on $m$ smoothly and which are either intersecting or touching at $m \approx 1.26 \mathrm{GeV}$.

As in Section 2, we will first determine $\delta_{0}^{0}$ for $m<$ 1 GeV on the basis of data on $\left|A_{S}\right|^{2}$ (see Fig. $4 a$ ), setting $\eta_{0}^{0}=1$ in this region. The values of $\delta_{0}^{0}$ that were obtained in this way are represented by the open circles in Fig. $5 a$. We note that a couple of points in the region around $m \approx m_{K}$, where there are distortions associated with events of the decay $K_{S}^{0} \rightarrow \pi^{0} \pi^{0}[4]$,
were discarded. Having at our disposal data on $\left|A_{S}\right|^{2}$, $\left|A_{D}\right|^{2}$, and $\delta$ in the region $m>0.8 \mathrm{GeV}$ (see Fig. 4), we will further determine the values of $\delta_{0}^{0}$ and $\eta_{0}^{0}$ on the basis of the general formulas (3)-(5) and (1). For solutions preliminarily selected among those given in Fig. 4 and for some of their combinations, the results are represented by the closed symbols in Fig. 5. As a matter of fact, this selection reduced, first of all, to discarding, for $m<1 \mathrm{GeV}$, the physical solution


Fig. 5. Phase shift $\delta_{0}^{0}$ and inelasticity parameter $\eta_{0}^{0}$ extracted from the BNL data [4]: ( $a, b$ ) results corresponding to the physical solution (see Fig. 4) where $\delta>0$ for all values of $m ;(c, d)$ results corresponding to the physical solution for the case where, at $m \approx 1 \mathrm{GeV}$, the phase shift $\delta$ goes over from the branch of its positive values to the branch of its negative values (see Fig. $4 e$ ); ( $e, f$ ) results corresponding to a combination (see Figs. $4 a, 4 e$ ) of a physical solution where $\delta>0$ for $m<1 \mathrm{GeV}$ and the different solution for $m>1 \mathrm{GeV}$ where $\delta>0$ for $1<m<1.28 \mathrm{GeV}$ and $\delta<0$ for $1.28<m<1.52 \mathrm{GeV}$; ( $g$, $h$ ) results corresponding to a combination of the physical solution where $\delta>0$ for $m<1 \mathrm{GeV}$ and the different solution for $m>1 \mathrm{GeV}$ where $\delta<0$ for $1<m<1.52 \mathrm{GeV}$ (see Fig. 4e). The open circles represent the phase shift $\delta_{0}^{0}$ obtained from data on $\left|A_{S}\right|^{2}$ for $m<1 \mathrm{GeV}$ (see Fig. $4 a$ ) under the assumption that $\eta_{0}^{0}=1$.
in which $\delta<0$ (see Fig. 4e), since, according to the simple estimate $\delta_{0}^{0}=\delta-\delta_{0}^{2}+\phi_{D}$ (see Section 2), the phase shift $\delta_{0}^{0}$ for this solution in the range between 0.8 and 1 GeV proves to be about $-\left(25^{\circ}-40^{\circ}\right)$, which is of course unsatisfactory. From Figs. $5 a$ and $5 b$, which correspond to the physical solution where $\delta>$ 0 for all values of $m$, it can further be seen that this solution must also be discarded because of a strong
violation of the unitarity condition for $m>1.2 \mathrm{GeV}$. Figures $5 c$ and $5 d$ correspond to the physical solution for $\left|A_{S}\right|^{2},\left|A_{D}\right|^{2}$, and $\delta$, but, at $m \approx 1 \mathrm{GeV}$, the phase shift $\delta$ in this solution goes over from the branch of its positive values to the branch of its negative values (see Fig. $4 e$ ). This solution does not violate unitarity, but it corresponds to a weak coupling between the $\pi \pi$ and $K \bar{K}$ channels in the vicinity of the
$K \bar{K}$ threshold, since, in this solution, $\eta_{0}^{0}$ is close to unity in the region $1<m<1.15 \mathrm{GeV}$. The latter does not agree with data on the reactions $\pi^{-} p \rightarrow \pi^{+} \pi^{-} n$, $\pi^{+} p \rightarrow \pi^{+} \pi^{-} \Delta^{++}$, and $\pi N \rightarrow K \bar{K}(N, \Delta)$ (see, for example, [7, 9, 10, 16, 22, 23]). Figures $5 e$ and $5 f$ correspond to a combination of the physical solution where $\delta>0$ for $m<1 \mathrm{GeV}$ and the different solution for $m>1 \mathrm{GeV}$ where $\delta>0$ for $1<m<1.28 \mathrm{GeV}$ and $\delta<0$ for $1.28<m<1.52 \mathrm{GeV}$ (see Figs. $4 a$, $4 e)$. Figures $5 g$ and $5 h$ correspond to a similar combination of the physical solution and the different solution where $\delta<0$ for $1<m<1.52 \mathrm{GeV}$ (see also Fig. $4 e$ ). The versions that differ from the last two only in that, for them, $\delta>0$ for $m>1.28 \mathrm{GeV}$ lead to a sizable violation of the unitarity condition for $m>$ 1.32 GeV . For this reason, they are not illustrated here. Thus, we can conclude that only the version depicted in Figs. $5 e$ and $5 f$ agrees qualitatively in many respects with the results obtained from analyses of data on the production of $\pi^{+} \pi^{-}$systems $[1,7,9,11]$. It was indicated above that, in this version, the relative phase $\delta=\phi_{S}-\phi_{D}$ goes through zero in the vicinity of the $f_{2}(1270)$ resonance, being positive below the $f_{2}(1270)$ resonance and negative above it. It is of importance to emphasize here that precisely this type of behavior of the relative phase $\delta$ as a function of $m$ is confirmed by the data of the experiment that studied the reaction $\pi^{-} p \rightarrow \pi^{+} \pi^{-} n$ at 17.2 GeV on a polarized target and which was reported in [11].

In comparing Figs. 5 and 3, it is worth noting that, for $m<0.5 \mathrm{GeV}$, the BNL data lead to values of the relative phase $\delta_{0}^{0}$ that are considerably greater than those from the analysis of the KEK data.

In extracting information about $\delta_{0}^{0}$ and $\eta_{0}^{0}$, the phase shift $\phi_{D}$ was determined from a fit to data on $\left|A_{D}\right|^{2}$ with the aid of expression (1) that are given in Fig. $4 c$. As a result, the parameters of the $f_{2}(1270)$ resonance proved to be (see also the curves in Fig. 4c)

$$
\begin{gather*}
m_{f_{2}}=1.279 \pm 0.002 \mathrm{GeV},  \tag{8}\\
\Gamma_{f_{2}}=0.205 \pm 0.005 \mathrm{GeV}, \\
R_{f_{2}}=3.96 \pm 0.24 \mathrm{GeV}^{-1} \\
B_{f_{2} \pi \pi}=0.697 \pm 0.008
\end{gather*}
$$

for the physical solution and

$$
\begin{gather*}
m_{f_{2}}=1.281 \pm 0.002 \mathrm{GeV},  \tag{9}\\
\Gamma_{f_{2}}=0.211 \pm 0.005 \mathrm{GeV}, \\
R_{f_{2}}=4.65 \pm 0.33 \mathrm{GeV}^{-1}, \\
B_{f_{2} \pi \pi}=0.712 \pm 0.007
\end{gather*}
$$

for the different solution. Thus, the BNL data indicate that $B_{f_{2} \pi \pi}$ may be about $84 \%$ of the value presented by the PDG [13]. The possible implications of this discrepancy have already been discussed at the end of

Section 2, which is devoted to the analysis of the KEK data (recall that the analogous ratio for the KEK data was $90 \%$ ).

## 4. DISCUSSION OF THE GAMS DATA

The experiments of the GAMS Collaboration, which were performed at energies of 38 GeV [5] and 100 GeV [6], accumulated the vastest statistics of events of the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$. Despite this, the range of low $-t$ between 0 and 0.2 GeV did not receive adequate study in [5, 6]. Only data averaged over this region were presented in [5] for $|S|^{2}$ and $\varphi_{S-D_{0}}$ and in [6] for $|S|^{2},\left|D_{0}\right|^{2}$, and $\varphi_{S-D_{0}}$. On this basis, nothing can therefore be said about the corresponding quantities extrapolated to the pion pole. Nonetheless, we will discuss some special features of these data. A physical and a different solution are quoted in [5] for $|S|^{2}$ over the range $0.8<m<1.6 \mathrm{GeV}$, and only one physical solution for $\varphi_{S-D_{0}}$ is given there, only its branch where $\varphi_{S-D_{0}}>0$ being presented (supposedly, the reader is tacitly assumed to guess himself that there exists a branch where $\varphi_{S-D_{0}}=$ $\left.-\left|\varphi_{S-D_{0}}\right|\right)$. The results established in [5] for the $m$ dependences of $|S|^{2}$ and $\varphi_{S-D_{0}}$ comply well with the corresponding BNL data [4]. In the case of the physical solution, for example, the $m$ dependences of $|S|^{2}$ and $\varphi_{S-D_{0}}$ from [5] behave in nearly the same way as the those for the quantities $\left|A_{S}\right|^{2}$ and $\delta$ in the corresponding case (closed symbols in Figs. $4 a$ and $4 e$ ). As was shown above, however, this physical solution for $\left|A_{S}\right|^{2}$ and $\delta$ (where $\delta>0$ for all values of $m$ ) is unsatisfactory because of a strong violation of the unitarity condition in the region $m>1.2 \mathrm{GeV}$ (see Figs. $5 a, 5 b$ ). We also note that, for $|S|^{2},\left|D_{0}\right|^{2}$, and $\varphi_{S-D_{0}}$ measured at an energy of 100 GeV , only one solution was singled out and presented in [6] as the result of their analysis. Unfortunately, this single solution is similar to the physical solution obtained in the GAMS experiment for the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ at 38 GeV [5].

It is of paramount importance that the GAMS experiment performed to study the reaction $\pi^{-} p \rightarrow$ $\pi^{0} \pi^{0} n$ at an energy of 38 GeV resulted in establishing the absolute value of the cross section for the $D_{0}$-wave production of the $f_{2}(1270)$ resonance in the $-t$ range between 0 and $0.2 \mathrm{GeV}^{2}: \sigma_{D_{0}}\left(\pi^{-} p \rightarrow\right.$ $\left.f_{2}(1270) n \rightarrow \pi^{0} \pi^{0} n\right)=2.3 \pm 0.2 \mu \mathrm{~b}$ [24]. Later on, this result was used to normalize data obtained at 100 GeV [6]. Although the above cross-section value is about 1.5 to 2 times larger than that in previous experiments [24, 25], it is 1.57 times smaller than the estimate based on the one-pion-exchange model (for details of the history concerning the production
of the $f_{2}(1270)$ resonance, see [25]). Indeed, the estimate obtained on the basis of the one-pion-exchange model with allowance for the PDG data [13] on $m_{f_{2}}$, $\Gamma_{f_{2}}$, and $B_{f_{2} \pi \pi}$ yields

$$
\begin{gather*}
\sigma_{D_{0}}\left(\pi^{-} p \rightarrow f_{2}(1270) n \rightarrow \pi^{0} \pi^{0} n\right)  \tag{10}\\
\approx \sigma^{\mathrm{OPE}}\left(\pi^{-} p \rightarrow f_{2}(1270) n \rightarrow \pi^{0} \pi^{0} n\right) \\
\approx \frac{g_{\pi^{-} p n}^{2}}{4 \pi} \frac{5 \pi}{m_{p}^{2} P_{\pi^{-}}^{2}} m_{f_{2}} \Gamma_{f_{2}} \frac{2}{9} B_{f_{2} \pi \pi}^{2} \\
\times \quad \int_{-0.2 \mathrm{GeV}^{2}}^{0} \frac{-t \exp \left[b_{f_{2}}\left(t-m_{\pi}^{2}\right)\right]}{\left(t-m_{\pi}^{2}\right)^{2}} d t \approx 3.6 \mu \mathrm{~b}
\end{gather*}
$$

where $P_{\pi^{-}}=38 \mathrm{GeV}, g_{\pi^{-} p n}^{2} / 4 \pi \approx 2 \times 14.3$, and the slope parameter is $b_{f_{2}} \approx 7.5+2 \times 0.8 \ln (38 / 18.3) \approx$ $8.68 \mathrm{GeV}^{-2}$ (the Regge energy dependence and the results for the slope parameter $b_{D_{0}}$ in the region of the $f_{2}(1270)$ peak in Fig. $4 d$ were taken into account in estimating it). The cross-section value obtained in [24] is smaller by approximately the same factor than the estimate obtained in [25] from an extrapolation of available data on the reaction $\pi^{-} p \rightarrow$ $f_{2}(1270) n \rightarrow \pi^{+} \pi^{-} n$ at energies of 17.2 GeV [8], and 100 and 175 GeV [26] to the GAMS energy of 38 GeV . Thus, the GAMS data from [24] indicate that $B_{f_{2} \pi \pi}$ may be about $80 \%$ of the value presented by the PDG [13].

We will now briefly summarize the main difficulties that we encountered in analyzing data from four different experiments that studied the reaction $\pi^{-} p \rightarrow$ $\pi^{0} \pi^{0} n$. First, physical solutions selected as the result of partial-wave analyses of data on the production of $\pi^{0} \pi^{0}$ systems yield, for $\delta_{0}^{0}$ and $\eta_{0}^{0}$, values that are in poor agreement with known results that were obtained from data on the production of $\pi^{+} \pi^{-}$systems, at least for $m>1 \mathrm{GeV}$, some of these solutions leading to a strong violation of the unitarity condition. At the same time, preferable solutions can be found among other solutions in the region $m>1 \mathrm{GeV}$. Second, all data on the production of $\pi^{0} \pi^{0}$ systems astonishingly suggest a sizably smaller value of $B_{f_{2} \pi \pi}$ in relation to that which is adopted at the present time [13]. This difficulty seems serious and interesting. We recall that experiments studying the production of dipion systems on unpolarized targetsin particular, the experiments discussed here, which were reported in [3-6]-are unable in principle, even in the case of enormously vast statistics, to separate the contributions of amplitudes having the quantum numbers of $\pi$ and $a_{1}$ exchanges in the $t$ channels, because these contributions to the unpolarized cross sections are incoherent [27]. In other words, there
is no model-independent method here for performing such a separation. In our opinion, the difficulty concerning $B_{f_{2} \pi \pi}$ is therefore yet another piece of evidence that a partial-wave analysis of the experiments discussed here, which were aimed at studying the production of dipion systems on unpolarized targets, can determine the intensities and phases of the $S, D$, etc., waves of pion-pion scattering only approximately, irrespective of the extrapolation method used. The degree to which this determination is approximate depends on the relative contribution of a nondominant $a_{1}$ exchange. In the case of a rather high statistical accuracy, its presence in events corresponding to $|S|^{2}$ can manifest itself, in experiments with unpolarized targets, precisely as the aforementioned difficulty. As a matter of fact, this statement follows, in quite a natural way, from an analysis of the nonnormalized KEK and BNL data (see the discussion at the end of Section 2). As to the GAMS data [24], they are rather indicative of the existence of the general problem of reliably measuring the absolute value of the cross section for the reaction $\pi^{-} p \rightarrow$ $\pi^{0} \pi^{0} n$ (in the above consideration, we have already pointed to the evolution of data on the cross section for the production of $\pi^{0} \pi^{0}$ systems). Detailed discussions on additional assumptions that are necessary in analyzing data from experiments with unpolarized targets and on the contribution of $a_{1}$ exchange can be found, for example, in [1, 2, 11, 12, 27-29].

## 5. CONCLUSIONS

By using the simplest possible procedure, we have extracted, from data on the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$, the phase shift and the inelasticity parameter for $S$ wave pion-pion scattering through the $I=0$ channel.

Obviously, further experimental investigations of the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ are required both for refining our knowledge of its mechanism and for obtaining more detailed information about pion-pion scattering and about light scalar resonances in this channel. Setting aside the general recommendation to study the reaction $\pi^{-} p \rightarrow \pi^{0} \pi^{0} n$ on a polarized target, we will now briefly formulate a number of specific proposals aimed at clarifying the situation currently prevalent in this realm:
(i) It is highly desirable to measure the absolute value of the cross section for this reaction at various energies-for example, at KEK, BNL, IHEP, and CERN - and to obtain detailed data on $m$ and $t$ distributions for the $S$ and $D$ waves of the $\pi^{0} \pi^{0}$ system, especially in the region $-t<0.2 \mathrm{GeV}^{2}$, which is dominated by the one-pion-exchange mechanism. The relative accuracy of such measurements must be
on the same order as or higher than that to which $\left(B_{f_{2} \pi \pi}\right)^{2}$ is known at the present time [13]. This would immediately make it possible to obtain a reliable description of the differential cross section for the production of the $f_{2}(1270)$ resonance within the standard model of one-pion exchange and to assess the degree to which the cross section for the production of the $\pi^{0} \pi^{0}$ system in the $S$ wave at its absolute maximum occurring within the range $0.6<m<$ 0.8 GeV is consistent with this model under the standard assumption (which is incorporated in the model) that the normalization is performed in such a way that $\left|A_{S}\right|^{2}=1$ (or $\delta_{0}^{0}-\delta_{0}^{2}=90^{\circ}$ and $\eta_{0}^{0}=\eta_{0}^{2}=1$ ) at the point of the maximum. An experimental value in excess of the estimate within the one-pion-exchange model would be a good piece of evidence, from an experiment with an unpolarized target, that the $a_{1}$ exchange amplitude is present in the region of the absolute maximum of the $S$-wave cross section. But if the experimental value proved to be less than the value that is expected within the one-pion-exchange model, this would lead to a complete disorganization of the currently prevalent concepts of the behavior of the phase shift $\delta_{0}^{0}$ in the region $m<1 \mathrm{GeV}$, but this is improbable.
(ii) We propose that, for low values of $-t$, especially thorough measurements of the production of $\pi^{0} \pi^{0}$ systems in the $S$ wave be performed over the region of $m$ values between 0.9 and 1.1 GeV -that is, over the region of the well-known interference minimum in $|S|^{2}$ in the vicinity of the $K \bar{K}$ threshold. Such measurements would furnish additional important information about the coupling of the $f_{0}(980)$ resonance to the $K \bar{K}$ channel (the corresponding coupling constant is denoted by $g_{f_{0} K \bar{K}}$ ) and would make it possible to resolve the long-standing question [16] of the possible ambiguity in the behavior of the phase shift $\delta_{0}^{0}$ above the $K \bar{K}$ threshold for $g_{f_{0} K^{+} K^{-}}^{2} /(4 \pi)>4 \pi m_{K}^{2} \approx 3.1 \mathrm{GeV}^{2}$. Moreover, the cross-section value in the immediate vicinity of the
minimum (if it occurs below the $K^{+} K^{-}$threshold) can be used to set a presumably rather stringent upper bound on the contribution of $a_{1}$ exchange at low $-t$ in this region of $m$.
(iii) Among the requirements that make it possible to single out a physical solution, there is the assumption of the phase coherence of the amplitudes of the $D_{0}$ and $D_{-}$waves (see, for example, $[4,6,9,30]$ ), where $D_{-}$is the $D$ wave in which $\left|L_{z}\right|=1$ in the Gottfried-Jackson frame and which is caused by unnatural-parity exchanges in the $t$ channel of the reaction $\pi N \rightarrow \pi \pi N$. In this connection, we would like to highlight a new alarming circumstance: according to the observations reported in [6], the ratio of the cross sections for the production of the $f_{2}(1270)$ resonance in the $D_{-}$and $D_{0}$ waves depends sizably on energy, its value at 100 GeV being one-half as great as that at 38 GeV . This may suggest that the contributions of the $\pi \mathrm{P}$ and $a_{2} \mathrm{P}$ Regge cuts ( P stands for Pomeron exchange), which determine the amplitude of the production of the $D_{-}$wave in the reference frame being considered, begin to compensate each other with increasing energy, the phase coherence of the amplitudes of the production of $D_{0}$ and $D_{-}$waves therefore being destroyed.
(iv) We also propose that, for the contribution associated with the interference between the $S$ and $D_{0}$ waves and extracted from experiments with unpolarized targets, use be made in the following not of the frequently employed simplified notation $|S|\left|D_{0}\right| \cos \varphi_{S-D_{0}}$ but of a notation that carries information about the coherence factor (see, for example, [31]) and which is more adequate to the actually observed quantity. In an experiment, one simultaneously measures the intensities $|S|^{2}$ and $\left|D_{0}\right|^{2}$ and the interference contribution $\xi|S|\left|D_{0}\right| \cos \widetilde{\varphi}$. As a matter of fact, the intensities are given by $|S| \equiv$ $\left[\left|S_{\pi}\right|^{2}+\left|S_{a_{1}}\right|^{2}\right]^{1 / 2}$ and $\left|D_{0}\right| \equiv\left[\left|D_{0 \pi}\right|^{2}+\left|D_{0 a_{1}}\right|^{2}\right]^{1 / 2}$, while the coherence factor $\xi(0 \leq \xi \leq 1)$ and the phase shift $\widetilde{\varphi}$ can be represented as

$$
\begin{gathered}
\xi=\left|\sum_{i=\pi, a_{1}} S_{i} D_{0 i}^{*}\right| /\left[\left(\sum_{i=\pi, a_{1}}\left|S_{i}\right|^{2}\right)\left(\sum_{i=\pi, a_{1}}\left|D_{0 i}\right|^{2}\right)\right]^{1 / 2}, \\
\widetilde{\varphi}=\arctan \left[\left(\sum_{i=\pi, a_{1}}\left|S_{i}\right|\left|D_{0 i}\right| \sin \varphi_{i}\right) /\left(\sum_{i=\pi, a_{1}}\left|S_{i}\right|\left|D_{0 i}\right| \cos \varphi_{i}\right)\right],
\end{gathered}
$$

where $S_{\pi}\left(D_{0 \pi}\right)$ and $S_{a_{1}}\left(D_{0 a_{1}}\right)$ are the amplitudes of the production of the $S\left(D_{0}\right)$ wave through the mechanisms of, respectively, $\pi$ and $a_{1}$ exchanges
(these amplitudes correspond to two independent configurations of the nucleon helicities in the reaction $\pi N \rightarrow \pi \pi N)$ and $\varphi_{i}$ is the relative phase of
the amplitudes of the $S_{i}$ and $D_{0 i}$ waves. We will now consider the case where the amplitude of the $D_{0 a_{1}}$ wave can be disregarded. Denoting $\widetilde{\varphi}=\varphi_{\pi}$ by $\varphi_{S-D_{0}}$, we can then see that, even in this case, the interference contributions differ from the simplified expression $|S|\left|D_{0}\right| \cos \varphi_{S-D_{0}}$ by the coherence factor $\xi=1 / \sqrt{1+\left|S_{a_{1}}\right|^{2} /\left|S_{\pi}\right|^{2}}$. But if we set $\xi=1$ for all values of $m$, then we will always be dealing with the effectively reduced value $\left|\cos \varphi_{S-D_{0}}\right|$.
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#### Abstract

From the fact that nonperturbative self-energy contribution $C_{\text {SE }}$ to the heavy-meson mass is small, $C_{\mathrm{SE}}(b \bar{b})=0$ and $C_{\mathrm{SE}}(c \bar{c}) \cong-40 \mathrm{MeV}$, strong restrictions on the pole masses $m_{b}$ and $m_{c}$ are obtained. The analysis of the $b \bar{b}$ and the $c \bar{c}$ spectra with the use of the relativistic (string) Hamiltonian gives $m_{b}(2$-loop $)=4.78 \pm 0.05 \mathrm{GeV}$ and $m_{c}(2$-loop $)=1.39 \pm 0.06 \mathrm{GeV}$, which correspond to the $\overline{M S}$ running masses $\bar{m}_{b}\left(\bar{m}_{b}\right)=4.19 \pm 0.04 \mathrm{GeV}$ and $\bar{m}_{c}\left(\bar{m}_{c}\right)=1.14 \pm 0.05 \mathrm{GeV}$. © 2004 MAIK "Nau$k a /$ Interperiodica".


## 1. INTRODUCTION

The spectrum of heavy quarkonia ( HQ ) is very rich and provides a unique opportunity to study static interaction in the infrared (IR) region and hyperfineand fine-structure effects. To use that opportunity, one needs to know, besides such fundamental parameters as the string tension and the strong coupling, the heavy-quark mass, which cannot directly be measured since a quark is not observed as a physical particle. Therefore, the heavy-quark mass $m_{Q}$ has to be determined indirectly, e.g., from the study of hadronic properties like $e^{+} e^{-} \rightarrow b \bar{b}$, hadronic decays, and the $Q \bar{Q}$ spectra.

In the QCD Lagrangian, the mass parameter depends on the renormalization scheme, and by convention, this current mass is taken in the $\overline{M S}$ scheme. In perturbation theory, it is convenient to introduce the pole quark mass, i.e., the pole of the quark propagator, and at present the $\overline{M S}$ pole mass is known to 3 loops [1, 2]:

$$
\begin{gather*}
m_{Q}=\bar{m}_{Q}\left(\bar{m}_{Q}\right)  \tag{1}\\
\times\left\{1+\frac{4}{3} \frac{\alpha_{s}\left(\bar{m}_{Q}\right)}{\pi}+\xi_{2}\left(\frac{\alpha_{s}}{\pi}\right)^{2}+\xi_{3}\left(\frac{\alpha_{s}}{\pi}\right)^{3}\right\}
\end{gather*}
$$

where $\xi_{2}, \xi_{3}$ are known numbers and the Lagrangian current masses,

$$
\begin{align*}
& \bar{m}_{b}\left(\bar{m}_{b}\right)=4.25 \pm 0.25 \mathrm{GeV},  \tag{2}\\
& \bar{m}_{c}\left(\bar{m}_{c}\right)=1.20 \pm 0.20 \mathrm{GeV},
\end{align*}
$$

[^30]are known now with an accuracy of $6 \%(17 \%)$ for the $b$ quark ( $c$ quark). Most calculations of the pole masses $m_{b}$ and $m_{c}$ have been done in the QCD sum rules [3, 4], lattice QCD [5], and different perturbative approaches [1, 2].

For three decades, many properties of HQ like the spectra, electromagnetic transitions, and hadronic and semileptonic decays were successfully studied in different potential models (PM) [6-13]; however, the heavy-quark masses used in PM are considered "to make sense in the limited context of a particular quark model" [1], i.e., as fitting parameters.

Meanwhile, in the last decade, the situation changed when in [11] the relativistic (string) Hamiltonian was derived directly from the QCD Lagrangian, starting with the gauge-invariant meson Green's function in the Fock-Feynman-Schwinger (FFS) representation. In [11-13], it was established that, for orbital momentum $L \leq 5$ and not overly large string corrections, as in HQ, the string Hamiltonian reduces to the well-known Hamiltonian $H_{0}$ used in the relativized potential model (RPM) for many years [7, 8]:

$$
\begin{equation*}
H=H_{0}+C_{\mathrm{SE}}, \quad H_{0}=2 \sqrt{\mathbf{p}^{2}+m_{q}^{2}}+V_{\text {stat }}(r) \tag{3}
\end{equation*}
$$

It follows from the derivation of $H_{0}$ in [11] that the mass $m_{q}$ in (3) (it refers to any quark mass, including $m_{q}=0$ ) coincides with the $\overline{M S}$ running mass $\bar{m}_{q}\left(\bar{m}_{q}\right)$ if the perturbative interaction is neglected or with the pole mass of a heavy quark $m_{Q}(1)$ if the perturbative self-energy corrections are taken into account. The nonperturbative (NP) self-energy contribution to the meson mass $C_{\text {SE }}$ was calculated in [14] and a choice of the static potential $V_{\text {stat }}(r)$ will be
discussed later. Therefore, this Hamiltonian can be used to extract the pole mass $m_{Q}$ from the analysis of the HQ spectrum.

Nevertheless, if one looks at the heavy-quark masses used in PM, a large variety of $m_{b}$ and $m_{c}$ values can be found in different analyses: $m_{c}$ in the range $1.30-1.84 \mathrm{GeV}$ and $m_{b}$ in the range $4.20-5.17 \mathrm{GeV}[7-10]$. The main reason behind this wide spread in the $m_{b}$ and $m_{c}$ values (even for the same Hamiltonian $H_{0}$ ) is the presence of a negative arbitrary constant $C_{0}$ in the mass formula (or in the chosen static potential). We give three examples: in [7], $m_{c}=1.327 \mathrm{GeV}$ and $C_{0}=0$ are used by the Wisconsin Group; in [8], $m_{c}=1.628 \mathrm{GeV}$ and $C_{0}=-253 \mathrm{MeV}$ (in both cases, the Hamiltonian $H_{0}$ (3) was used); in [6], $m_{c}=1.84 \mathrm{GeV}$ and $C_{0} \cong$ -800 MeV are taken-i.e., the magnitude of $C_{0}$ is always larger for larger heavy-quark mass.

The meaning of the constant $C_{0}$ was understood recently when in [14] it was shown that the negative contribution to the meson mass comes from the NP color-magnetic quark (antiquark) interaction with the background (vacuum) field which gives rise to the self-energy NP term denoted as $C_{\text {SE }}$; it was analytically calculated with $10 \%$ accuracy [14] [see Eq. (A.13) in Appendix]:

$$
\begin{equation*}
C_{\mathrm{SE}}(n L)=-\frac{4 \sigma}{\pi \omega_{q}(n L)} \eta\left(m_{q}\right) \tag{4}
\end{equation*}
$$

for a quark and an antiquark with equal masses. This constant appears to be different for the states with different quantum numbers $n L$.

In expression (4), $m_{q}$ is the pole mass which defines the factor $\eta\left(m_{q}\right)$ (A.11), while the average over the kinetic energy operator

$$
\begin{equation*}
\omega_{q}(n L)=\left\langle\sqrt{\mathbf{p}^{2}+m_{q}^{2}}\right\rangle_{n L} \tag{5}
\end{equation*}
$$

is the dynamical quark mass. For low-lying states in charmonium and bottomonium, the mass $\omega_{Q}$ turns out to be $\sim 200 \mathrm{MeV}$ larger than $m_{Q}$.

The essential fact (for light and heavy-light mesons) is that $C_{\mathrm{SE}}(n L)$ depends on the quantum numbers, and just due to this the correct intercept of the Regge trajectory was obtained in [13]. In HQ, the situation appears to be much simpler. The factor $\eta\left(m_{q}\right)$ in (4) depends on the flavor through the pole mass $m_{q}$, and from the analytical expression (A.11), one obtains a small value: $\eta_{c} \cong 0.35-0.27$ for $m_{c}$ in the range $1.37-1.70 \mathrm{GeV}$ and $\eta_{b} \cong 0.07$ for $m_{b} \cong$ $4.7-5.0 \mathrm{GeV}$. As a result, $C_{\mathrm{SE}}(b \bar{b}) \cong-3 \mathrm{MeV}$ (i.e., it can be taken equal to zero), and $C_{\mathrm{SE}}(c \bar{c})$ is also small:

$$
\begin{equation*}
C_{\mathrm{SE}}(b \bar{b})=0 ; \quad C_{\mathrm{SE}}(c \bar{c}) \cong-40 \mathrm{MeV} \tag{6}
\end{equation*}
$$

Thus, the self-energy contributions to the HQ states are well defined and therefore there is no longer an opportunity to vary the pole mass by introducing a fitting constant. We shall show in our paper that the condition (6) puts strong restrictions on the $m_{b}\left(m_{c}\right)$ needed to describe the $b \bar{b}(c \bar{c})$ spectrum. The extracted pole masses $m_{b}$ and $m_{c}$ in our analysis will be determined with an accuracy better than 60 MeV , and the main uncertainty in their values comes not from the method used (for fixed string tension and the strong coupling, or the QCD constant $\Lambda_{\mathrm{QCD}}$, the uncertainty is $\pm 10 \mathrm{MeV}$ ), but from uncertainty in our knowledge of the strong coupling in the IR region. We shall show that HQ spectra, in particular, high excitations and the recently discovered $1 D$ state in bottomonium [15], can give very important information about the strong coupling in the IR region.

Our analysis of HQ spectra shows that, in bottomonium, $m_{b}(2$-loop $)<4.70 \mathrm{GeV}$ and the values $m_{b}>4.85 \mathrm{GeV}$ turn out to be incompatible with the condition $C_{\mathrm{SE}}=0$. In charmonium, the extracted $m_{c}$ values, $m_{c}=1.39 \pm 0.06 \mathrm{GeV}$, appear to be rather small and agree with that obtained by Narison with the use of the QCD sum rules for the (pseudo)scalar current [3]. Our calculations of the HQ spectra are done with the use of only three parameters: the string tension, the QCD constant $\Lambda\left(n_{f}\right)$ (in this paper, we mostly take the number of flavors $n_{f}=4$ ), and the pole mass $m_{Q}$. The main emphasis in our fit lies on the excited (not ground) states.

The paper is organized as follows. In Section 2, the mass formula, following from the relativistic Hamiltonian, as well as the approximations to that, is presented and the notion of the dynamical mass is introduced. In Section 3, the static potential and the strong coupling in the IR region, defined as in background perturbation theory (BPT), are discussed. In Section 4 , from the analysis of the $b \bar{b}$ spectrum (with special accent on high excitations), the restrictions on the pole mass $m_{b}(2$-loop $)$ are obtained. In Section 5, the pole mass $m_{c}$ is extracted from the $c \bar{c}$ spectrum. In Section 6, our conclusions are presented, and in the Appendix the method and NP self-energy term are discussed.

## 2. THE MASS FORMULA

The string corrections are small in HQ and therefore the simplified form of the relativistic Hamiltonian $H_{R}$ [11] may be used (see Appendix):

$$
\begin{equation*}
H_{R}=\frac{\mathbf{p}^{2}}{\omega}+\omega+\frac{m_{q}^{2}}{\omega}+V_{\text {stat }}(r) \tag{7}
\end{equation*}
$$

To derive this Hamiltonian in the FFS representation, one needs to go over from the proper time $\tau$ in the
meson Green's function [formula (A.2) in Appendix] to the actual time $t$, and at this point, the new variable $\omega(t)$ must be introduced [11]:

$$
\begin{equation*}
\omega(t)=\frac{1}{2} \frac{d t}{d \tau} \tag{8}
\end{equation*}
$$

This variable is the einbein (canonical) coordinate and, since $H_{R}$ does not depend on its derivative $\dot{\omega}$, the requirement that the canonical momentum $\pi_{\omega}=$ 0 is preserved in time corresponds to the extremum condition

$$
\begin{equation*}
\dot{\pi}_{\omega}=\frac{\partial H}{\partial \omega}=0 \tag{9}
\end{equation*}
$$

From this extremum condition, the operator $\omega$,

$$
\begin{equation*}
\omega=\sqrt{\mathbf{p}^{2}+m_{q}^{2}}, \tag{10}
\end{equation*}
$$

is defined as the kinetic energy operator. Substituting the definition (10) into the $H_{R}(7)$, one comes to the Hamiltonian $H_{0}(3)$,

$$
\begin{equation*}
H_{0}=2 \sqrt{\mathbf{p}^{2}+m_{q}^{2}}+V_{\text {stat }}(r) \tag{11}
\end{equation*}
$$

which does not explicitly depend on the variable $\omega$. However, to calculate different corrections to the meson mass (like spin, string, and the self-energy corrections), which can be considered as a perturbation and depend on $\omega$, we shall use an approximation where for a given $n L$ state the operator $\omega$ will be replaced by its average:

$$
\begin{equation*}
\omega_{q}(n L)=\langle\omega\rangle_{n L}=\left\langle\sqrt{\mathbf{p}^{2}+m_{q}^{2}}\right\rangle_{n L} \tag{12}
\end{equation*}
$$

This mass $\omega_{q}(n L)$ can be called the dynamical mass, since its difference in comparison to the current (pole) mass $m_{q}$ is fully defined by the dynamics. Note that, for vanishing pole mass ( $m_{q}=0$ ), the value of $\omega_{q}(n L)$ is finite and defines the constituent quark mass [12, 13].

It is also important that perturbative corrections to the current mass, which are essential at small quark-antiquark separations, $r \lesssim 0.1 \mathrm{fm}[16,17]$, are included in the pole mass $m_{q}$ present in $H_{0}$. On the other hand, the static potential $V_{\text {stat }}(r)$ is well defined at the $Q \bar{Q}$ separations $r \gtrsim T_{g} \cong 0.2 \mathrm{fm}$, where $T_{g}$ is the gluonic correlation length [14]. The eigenvalues (e.v.) of $H_{0}$, denoted as $M_{0}(n L)$,

$$
\begin{equation*}
\left\{2 \sqrt{\mathbf{p}^{2}+m_{Q}^{2}}+V_{\text {stat }}(r)\right\} \psi_{n L}(r)=M_{0}(n L) \psi_{n L}(r) \tag{13}
\end{equation*}
$$

together with the self-energy term (6) define the heavy-meson masses. As shown in the Appendix, in bottomonium $C_{\mathrm{SE}}=0$ and therefore the spinaveraged mass $M(n L)$ for a given $b \bar{b}$ state coincides with the e.v. $M_{0}(n L)$,

$$
\begin{equation*}
M(n L, b \bar{b})=M_{0}(n L), \tag{14}
\end{equation*}
$$

while in charmonium from Eq. (A.13) $C_{\mathrm{SE}} \cong-40 \mathrm{MeV}$ and

$$
\begin{equation*}
M(n L, c \bar{c})=M_{0}(n L)+C_{\mathrm{SE}} . \tag{15}
\end{equation*}
$$

There exist two approximations to the solution of spinless Salpeter equation (SSE) (13) or to the meson mass $M(n L)$. The first one is the nonrelativistic (NR) approximation, where the mass $M_{\mathrm{NR}}(n L)$ is the following:

$$
\begin{equation*}
M_{\mathrm{NR}}(n L)=2 m_{Q}+E_{n L}^{\mathrm{NR}}\left(m_{Q}\right)+C_{\mathrm{SE}}, \tag{16}
\end{equation*}
$$

where $E_{n L}^{\mathrm{NR}}\left(m_{Q}\right)$ is the eigenvalue of the Schrödinger equation with the reduced mass equal to $m_{Q} / 2$.

There is also another, so-called "einbein," approximation (EA) to the solutions of SSE (13) [12], where the meson mass is given by the expression

$$
\begin{equation*}
M_{\mathrm{EA}}(n L)=\omega_{Q}(n L)+\frac{m_{Q}^{2}}{\omega_{Q}(n L)}+E_{n L}\left(\omega_{Q}\right)+C_{\mathrm{SE}}, \tag{17}
\end{equation*}
$$

and it appears to be closer to the exact solution $M(n L)$ than the NR approximation [12]. In EA, the binding energy $E_{n L}\left(\omega_{Q}\right)$ is defined as the solution of Schrödinger equation with the reduced mass equal to $\omega_{Q}(n L) / 2$ ( not with the mass $m_{Q} / 2$ ), while $\omega_{Q}(n L) \equiv \omega_{n L}$ is to be defined from the extremum condition for the meson mass (17)

$$
\begin{equation*}
\frac{\partial M_{\mathrm{EA}}}{\partial \omega_{n L}}=0, \text { or } \omega_{n L}=\frac{m_{Q}^{2}}{\omega_{n L}}-\omega_{n L} \frac{\partial E_{n L}(\omega)}{\partial \omega_{n L}} . \tag{18}
\end{equation*}
$$

In EA, the relativistic corrections are taken into account through $\omega_{n L}$ in the mass formula (17). Moreover, due to the special form of the mass formula (17), the value of the dynamical mass $\omega_{b}(n L) \cong 5.0 \mathrm{GeV}$ turns out to be compatible with the condition $C_{\mathrm{SE}}=$ 0 , while in NR approximation (16) the admissible values of the pole mass $m_{b}$ are about 200 MeV smaller.

It is worthwhile to note that, in bottomonium, when both $\omega_{b}(n L)$ and $m_{b}$ are large, around 5 GeV , the difference between the NR, EA, and relativistic cases is small, $\left|\delta_{R}\right|=M(n L)-M^{\mathrm{NR}}(n L)$ being about $10-20 \mathrm{MeV}$. In charmonium, this difference depends on the quantum numbers and for high excitations can reach $\sim 100 \mathrm{MeV}$ (see the discussion in Section 5).

## 3. STATIC POTENTIAL

The static potential contains perturbative and NP contributions, where the NP linear potential can directly be derived from the meson Green's function if the $q \bar{q}$ separation is larger than the gluonic correlation length. From analysis of the Regge trajectories of light and heavy-light mesons, the value of the string
tension, $\sigma=0.185 \pm 0.005 \mathrm{GeV}^{2}[6,13]$, is fixed, while the perturbative interaction in coordinate space can be represented in the form

$$
\begin{equation*}
V_{P}(r)=-\frac{4}{3} \frac{\alpha_{\text {stat }}(r)}{r} \tag{19}
\end{equation*}
$$

where $\alpha_{\text {stat }}(r)$ is well known only in the perturbative region, i.e., at very small distances, $r \lesssim 0.1 \mathrm{fm}[16,17]$.

In bottomonium, however, the rms radii span a very wide range,

$$
\begin{gathered}
R(\Upsilon(1 S))=0.2 \mathrm{fm}, \quad R\left(\chi_{b}(1 P)\right)=0.4 \mathrm{fm}, \\
R\left(\chi_{b}(2 P)\right)=0.65 \mathrm{fm}, \quad R(\Upsilon(4 S))=0.9 \mathrm{fm}, \\
R(\Upsilon(6 S)) \cong 1.3 \mathrm{fm},
\end{gathered}
$$

and in charmonium,

$$
\begin{gather*}
R(J / \psi) \cong 0.4 \mathrm{fm}, \quad R\left(\chi_{c}(1 P)\right)=0.6 \mathrm{fm}  \tag{21}\\
R(\psi(1 D))=0.8 \mathrm{fm}, R(\psi(3 S))=1.1 \mathrm{fm} \\
R(\psi(4 S)) \cong 1.40 \mathrm{fm}
\end{gather*}
$$

Apparently, with the exception of $\Upsilon(1 S)$, the sizes of HQ states lie outside the perturbative region.

Therefore, the problem arises how to define the strong coupling $\alpha_{\text {stat }}(r)$ at all distances, i.e., in the IR region. In PM, it has always been assumed, and later this fact has been supported by direct measurement of the static potential in lattice QCD [16], that the strong coupling freezes and reaches a critical (saturated) value at large $r$. Unfortunately, at present there is no consensus about the true value of $\alpha_{\text {crit }}$. At present, different critical values are used in phenomenological analysis ( $\alpha_{\text {crit }}=0.60$ in [8], $\alpha_{\text {crit }} \cong 1.4$ in analytical perturbation theory [18], and in BPT $\alpha_{\text {crit }} \cong 0.56$ being fully defined by $\Lambda_{\mathrm{QCD}}[17,19]$ ).

For the definition of $\alpha_{\text {stat }}(r)$, it is better to start with the vector coupling in the momentum space $\alpha_{B}(q)$, entering the static (vector) potential $V_{B}(q)$ :

$$
\begin{equation*}
V_{B}(q)=-4 \pi C_{F} \frac{\alpha_{B}(q)}{q^{2}} \tag{22}
\end{equation*}
$$

The coupling $\alpha_{B}(q)$ in BPT is defined in Euclidean momentum space at all $q^{2}$, including $q^{2}=0$ (i.e., it has no Landau singularity), and in the two-loop approximation is given by the standard expression

$$
\begin{equation*}
\alpha_{B}(q, 2-\text { loop })=\frac{4 \pi}{\beta_{0} t_{B}}\left\{1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln t_{B}}{t_{B}}\right\} \tag{23}
\end{equation*}
$$

Here, $\beta_{1}=11-\frac{2}{3} n_{f}, \beta_{1}=102-\frac{38}{3} n_{f}$, and the logarithm

$$
\begin{equation*}
t_{B}=\ln \frac{q^{2}+M_{B}^{2}}{\Lambda_{B}^{2}} \tag{24}
\end{equation*}
$$

contains the background mass $M_{B}$, which appears due to the interaction of a gluon with the background field at small $q^{2}$. This mass $M_{B} \cong 1 \mathrm{GeV}$ has the meaning of the lowest hybrid excitation: $M_{B}=$ $M(Q \bar{Q} g g)-M(Q \bar{Q} g)$ [19]. From the comparison of $V_{B}(q)(22)$ with the lattice static potential, the background mass $M_{B}$ was found to be equal to $1 \pm$ 0.05 GeV [17]. The logarithm $t_{B}$ (24) coincides in form with the parametrization of $\alpha_{s}(q)$ suggested in [20], where, instead of the background mass $M_{B}$, two gluonic masses ( $2 m_{g}$ ) enter. However, because of gauge invariance, the physical gluon cannot have mass, while the mass of hybrid excitation is a welldefined physical quantity and can be calculated in different theoretical approaches [21] and in the lattice QCD.

By definition, $\alpha_{B}(q)$ has correct asymptotic freedom (AF) behavior at large $q^{2}$, and in this region, the connection between the vector coupling $\alpha_{B}(q)$ and $\alpha_{s}(q)$ in the $\overline{M S}$ renormalization scheme is very simple, so that the QCD constant $\Lambda_{B}$ (in vector scheme) can be expressed through $\Lambda_{\overline{M S}}$ [22]:

$$
\begin{equation*}
\Lambda_{B}^{\left(n_{f}\right)}=\Lambda_{\frac{\left(n_{f}\right)}{M S}} \exp \left(\frac{a_{1}}{2 \beta_{0}}\right) \tag{25}
\end{equation*}
$$

Here, $\quad a_{1}=\frac{31}{3}-\frac{10}{9} n_{f}$. At present, the value $\Lambda \frac{(5)}{M S}(2$-loop $)=215 \pm 25 \mathrm{MeV}$ is established from high-energy processes [1], while in quenched QCD the value $\Lambda \frac{(0)}{M S}=240 \pm 20 \mathrm{MeV}$ was calculated on the lattice [23]. Then, from relation (25), it follows that, in the quenched approximation, the QCD constant in the vector scheme (25)

$$
\begin{equation*}
\Lambda_{B}^{(0)}=385 \pm 30 \mathrm{MeV} \tag{26}
\end{equation*}
$$

and for $n_{f}=4,5$

$$
\begin{equation*}
\Lambda_{B}^{(4)}=370 \pm 35 \mathrm{MeV} ; \quad \Lambda_{B}^{(5)}=293 \pm 34 \mathrm{MeV} \tag{27}
\end{equation*}
$$

Our choice of $\Lambda_{B}$ in this paper will be in accordance with the numbers (26) and (27).

In coordinate space, the background coupling $\alpha_{B}(r)$ is defined as the Fourier transform of $\alpha_{B}(q)$,

$$
\begin{equation*}
\alpha_{B}(r)=\frac{2}{\pi} \int_{0}^{\infty} d q \frac{\sin q r}{q} \alpha_{B}(q) \tag{28}
\end{equation*}
$$

so that the perturbative part of the static potential is

$$
\begin{equation*}
V_{B}(r)=-\frac{4}{3} \frac{\alpha_{B}(r)}{r} \tag{29}
\end{equation*}
$$

Table 1. The effective coupling $\alpha_{\text {eff }}(n L)$ (33) for different $b \bar{b}$ and $c \bar{c}$ states for the static potential (30) with $m_{b}=$ $4.78 \mathrm{GeV}, m_{c}=1.45 \mathrm{GeV}, \alpha_{\text {crit }}=0.547 ; \sigma=0.185 \mathrm{GeV}^{2}$, $\Lambda^{(4)}=360 \mathrm{GeV}\left(n_{f}=4\right)$

| State | $b \bar{b}$ | $c \bar{c}$ |
| :--- | :---: | :---: |
| $1 S$ | 0.386 | 0.441 |
| $2 S$ | 0.419 | 0.447 |
| $3 S$ | 0.427 | 0.446 |
| $4 S$ | 0.430 | 0.446 |
| $5 S$ | 0.431 | - |
| $6 S$ | 0.432 | - |
| $1 P$ | 0.474 | 0.510 |
| $2 P$ | 0.480 | 0.505 |
| $3 P$ | 0.482 | 0.505 |
| $1 D$ | 0.508 | 0.531 |
| $2 D$ | 0.508 | 0.526 |

and the static potential is the sum of $V_{B}(r)$ and NP linear potential:

$$
\begin{equation*}
V_{\text {stat }}(r)=\sigma r-\frac{4}{3} \frac{\alpha_{B}(r)}{r} . \tag{30}
\end{equation*}
$$

In phenomenological potentials, the coupling $\alpha_{B}(r)$, equal to a constant, is often used. This approximation is valid because at distances $r \gtrsim 0.4 \mathrm{fm} \alpha_{B}(r)$ approaches the freezing (critical) value. Note that, at large distances, $r \gtrsim 1.2 \mathrm{fm}$, the confining linear potential, due to the creation of $q \bar{q}$ pairs, becomes flatter [24, 25], and this effect can be important not only for light mesons but also for high excitations in charmonium.

The critical values of $\alpha_{B}(q)$ and $\alpha_{B}(r)$ coincide,

$$
\begin{equation*}
\alpha_{B}(q=0)=\alpha_{B}(r \rightarrow \infty)=\alpha_{\text {crit }}, \tag{31}
\end{equation*}
$$

and their characteristic values in the two-loop approximation are given below:

$$
\begin{align*}
& \alpha_{\text {crit }}^{(0)}\left(\Lambda_{B}^{(0)}=385 \mathrm{MeV}\right)=0.428,  \tag{32}\\
& \alpha_{\text {crit }}^{(3)}\left(\Lambda_{B}^{(3)}=370 \mathrm{MeV}\right)=0.510, \\
& \alpha_{\text {crit }}^{(4)}\left(\Lambda_{B}^{(4)}=340 \mathrm{Mev}\right)=0.515 .
\end{align*}
$$

Our calculations show that the bottomonium spectrum appears to be rather sensitive to AF behavior, while in charmonium the approximation $\alpha_{B}=$ const can be used with good accuracy. It is also instructive to look at the effective coupling $\alpha_{\text {eff }}$ for different $c \bar{c}$ and $b \bar{b}$ states, which can be defined as

$$
\begin{equation*}
\left\langle\frac{\alpha_{B}(r)}{r}\right\rangle_{n L}=\alpha_{\mathrm{eff}}(n L)\left\langle r^{-1}\right\rangle_{n L} \tag{33}
\end{equation*}
$$

Table 2. The spin-averaged masses $M(n L)$ (in GeV ) in bottomonium for the potential (30) with the parameters (35) (NR case)

| State | Set I | Set II | Set III | Experiment |
| :---: | ---: | ---: | ---: | :---: |
| $1 S$ | 9.460 | $9.406^{*}$ | $9.379^{*}$ | $9.4603 \pm 0.0003$ |
| $2 S$ | 10.013 | 10.001 | 9.988 | $10.0233 \pm 0.0003$ |
| $3 S$ | 10.367 | 10.359 | 10.359 | $10.3552 \pm 0.0005$ |
| $1 P$ | 9.900 | 9.900 | 9.900 | $9.9001 \pm 0.0006$ |
| $2 P$ | 10.267 | 10.267 | 10.270 | $10.2601 \pm 0.0006$ |
| $1 D$ | 10.150 | 10.156 | 10.161 | $10.1622 \pm 0.0016$ |
| Above $B \bar{B}$ threshold, $M_{\text {th }}=10.558 \mathrm{GeV}$ |  |  |  |  |
| $4 S$ | 10.659 | 10.647 | 10.649 | $10.580 \pm 0.0035$ |
| $5 S$ | 10.917 | 10.900 | 10.902 | $10.865 \pm 0.008$ |
| $6 S$ | 11.146 | 11.131 | 11.132 | $10.019 \pm 0.008$ |

* The mass $M(1 S)$ increases by $\sim 50-80 \mathrm{MeV}$ if the AF correction is taken into account.
and, being dependent on the quantum numbers (see Table 1), it is $\sim 10-20 \%$ smaller than $\alpha_{\text {crit }}$.

From Table 1, one can see that, in bottomonium, because of the different behavior of the wave functions, the effective coupling is smaller for the $n S$ states and larger for orbital excitations like $n D$ states.

## 4. BOTTOMONIUM

To extract the pole mass $m_{b}$ from the spinaveraged masses ( $M_{\operatorname{cog}}(n L) \equiv M(n L)$ ), the $b \bar{b}$ spectrum will be studied here as a whole. Moreover, we mostly concentrate not on the ground statethe $\Upsilon(1 S)$ mass-for which perturbative corrections are important [2], but on the following experimental splittings [1, 15]:

$$
\begin{align*}
M(1 D)-M(1 P) & \cong M\left(1^{3} D_{2}\right)-M(1 P)  \tag{34}\\
& =261.1 \pm 2.2 \mathrm{MeV}(\text { exp. }) \\
M(2 P)-M(1 P) & =360.0 \pm 1.2 \mathrm{MeV}(\text { exp. })
\end{align*}
$$

The important feature of the $1 P, 2 P, 1 D$ states is that they lie below the $B \bar{B}$ threshold and have no hadronic shifts. Also, for the mass splittings (34), small relativistic corrections are partly (or totally for the $\Delta_{1}$ ) canceled and therefore the calculations can be done either with the use of SSE or in the NR approximation.

First, we consider the case with $\alpha_{\text {stat }}=$ const and give the $b \bar{b}$ spectrum in Table 2 for three sets of parameters with different $m_{b}$ :

$$
\begin{equation*}
\text { set I: } m_{b}=4.727 \mathrm{GeV}, \quad \sigma=0.20 \mathrm{GeV}^{2}, \tag{35}
\end{equation*}
$$

Table 3. The dynamical mass $\omega_{b}(n L)$ for SSE with Cornell potential ( $m_{b}=4.78 \mathrm{GeV}, \sigma=0.185 \mathrm{GeV}^{2}, \alpha_{\text {stat }}=0.4125$ )

| State | $1 S$ | $2 S$ | $3 S$ | $4 S$ | $5 S$ | $6 S$ | $1 P$ | $2 P$ | $1 D$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{b}(n L)[\mathrm{GeV}]$ | 5.04 | 5.01 | 5.03 | 5.06 | 5.09 | 5.13 | 4.96 | 4.99 | 4.96 |
| $\omega_{b}(n L)-m_{b}[\mathrm{MeV}]$ | 263 | 228 | 248 | 277 | 308 | 347 | 179 | 209 | 182 |

Table 4. The $b \bar{b}$ spectrum ( $M(n L)$ in MeV ) defined by the mass formula (16) for spinless Salpeter equation

|  | Set A | Set B | Set C |  |
| :---: | :---: | :---: | :---: | :---: |
| State | $m_{b}=4.828 \mathrm{GeV}$, | $m_{b}=4.83 \mathrm{GeV}$, | $m_{b}=4.817 \mathrm{GeV}$, | Experiment* |
|  | $\sigma=0.178 \mathrm{GeV}^{2}$, | $\sigma=0.19 \mathrm{GeV}^{2}$, | $\sigma=0.185 \mathrm{GeV}^{2}$, <br> $\Lambda_{B}^{(0)}(1-\mathrm{loop})=365 \mathrm{MeV}$ |  |
| $1 S$ | $\Lambda_{B}^{(5)}=330 \mathrm{MeV}$ | 9469 | 9478 | 9470 |
| $2 S$ | 10022 | 10032 | 10023 | 9460 |
| $3 S$ | 10369 | 10386 | 10375 | 10023 |
| $1 P$ | 9900 | 9901 | 9900 | 10355 |
| $2 P$ | 10267 | 10278 | 10266 | 9900 |
| $1 D$ | 10158 | 10162 | 10152 | 10260 |

* The experimental errors in the masses are given in Table 2.

$$
\begin{aligned}
& \alpha_{\text {stat }}=0.3345 \\
& \text { set II: } m_{b}= 4.765 \mathrm{GeV}, \sigma=0.19 \mathrm{GeV}^{2} \\
& \alpha_{\text {stat }}=0.390
\end{aligned}
$$

$$
\text { set III: } m_{b}=4.778 \mathrm{GeV}, \quad \sigma=0.188 \mathrm{GeV}^{2},
$$

$$
\alpha_{\text {stat }}=0.415
$$

In all cases, $C_{\mathrm{SE}}=0$ is taken as in the mass formula (14).

From the masses presented in Table 2, one can see the following:
(i) For small $m_{b}=4.727 \mathrm{GeV}$ (set I), the mass $M(1 D)$ appears to be $\sim 10 \mathrm{MeV}$ lower than the experimental number even for very large $\sigma=0.20 \mathrm{GeV}^{2}$.
(ii) For sets II and III, almost identical fits are obtained, with exception of the $1 D$ state, when good agreement with experiment can be reached only for a larger value of the coupling, as for set III.
(iii) The $1 D-1 P$ splitting,

$$
\begin{equation*}
\Delta=M_{\mathrm{cog}}(1 D)-M_{\mathrm{cog}}(1 P), \tag{36}
\end{equation*}
$$

has remarkable properties: it is practically independent both of relativistic correction $\delta_{R}$ and of the small variations of the string tension, and therefore $\Delta$ can be considered as the best and very stable criterion to determine the critical value of strong coupling as well as the pole mass $m_{b}$.
(iv) In NR approximation (16) and for SSE for $b$-quark masses $m_{b} \leq 4.70 \mathrm{GeV}$ or $m_{b} \geq 4.85 \mathrm{GeV}$, the condition $C_{\mathrm{SE}}=0$ cannot be combined with a reasonably good fit to the $b \bar{b}$ spectrum.

However, if one uses EA (17) instead of NR mass formula (16), then the values of the dynamical mass $\omega_{b}(n L)$ are larger and the difference $\omega_{b}(n L)-m_{b}$ varies in the range ( $180-300 \mathrm{MeV}$ ) (see Table 3), from which one can see that the dynamical mass $\omega_{b}(n L)$ is slightly different for different $n L$ states, $\omega_{b}(n L)-m_{b} \cong 200 \pm 50 \mathrm{MeV}$. The $b \bar{b}$ spectrum calculated with $\omega_{b}(n L)=5.0 \mathrm{GeV}$ and $m_{b}=4.78 \mathrm{GeV}$ with the use of the mass formula (17) gives numbers within $\pm 5 \mathrm{MeV}$, coinciding with those from Table 2.

Thus, from our fits with the coupling $\alpha_{\text {stat }}$ taken as constant, the extracted value of the pole mass is

$$
\begin{equation*}
m_{b}=4.76 \pm 0.02 \mathrm{GeV} \quad\left(\alpha_{\text {stat }}=\text { const }\right) \tag{37}
\end{equation*}
$$

The picture does not change much if the AF behavior of $\alpha_{B}(r)$ (in two-loop approximation) is taken into account. However, in this case, the admissible values of $m_{b}$ appear to be larger by $\sim 50 \mathrm{MeV}$. The $b \bar{b}$ spectrum for $m_{b} \cong 4.82 \mathrm{GeV}$ and $m_{b}=4.83 \mathrm{GeV}$ for the number of the flavors $n_{f}=4,5$ and also in the quenched approximation is presented in Table 4.

As seen from Table 4, for sets A, B, good agreement is obtained for the $1 P, 1 D$ states, but for the
$1 S$ level the mass is $\sim 10 \mathrm{MeV}$ higher than the spinaveraged $M(1 S)$. This fact can be considered as an indication of possible contribution of the three-loop perturbative corrections, which are neglected here.

Our conclusion is that, for the background coupling (24) with $\Lambda_{B}^{(4)}=390 \mathrm{MeV}\left(n_{f}=4\right)$, or $\Lambda_{B}^{(5)}=$ $330 \mathrm{MeV}\left(n_{f}=5\right)$, and $\sigma=0.183 \pm 0.006 \mathrm{GeV}^{2}$, the extracted pole mass lies in the narrow range

$$
\begin{equation*}
m_{b}(2-\mathrm{loop})=4.81 \pm 0.02 \mathrm{GeV} \tag{38}
\end{equation*}
$$

Thus, if the AF behavior of $\alpha_{B}(r)$ is taken into account, the extracted pole mass is $\sim 50 \mathrm{MeV}$ larger than $m_{b}$ (37) for $\alpha_{\text {stat }}=$ const. Then, combining (35) and (38) for above considered choices of $\alpha_{B}$, one finds that the extracted pole mass of the $b$ quark lies in the range

$$
\begin{equation*}
m_{b}(2 \text {-loop })=4.78 \pm 0.05 \mathrm{GeV} \tag{39}
\end{equation*}
$$

From here, by definition of the two-loop pole mass (1) $\left(n_{f}=5\right)$, where the parameter $\xi_{2}$ is

$$
\begin{gather*}
\xi_{2}\left(n_{f}=5\right)  \tag{40}\\
=-1.0414 \sum_{k}^{N_{L}}\left(1-\frac{4}{3} \frac{\bar{m}_{Q_{k}}}{\bar{m}_{Q}}\right)+13.4434,
\end{gather*}
$$

and the sum over $k$ extends over the $N_{L}$ flavors $Q_{k}$, which are lighter than $Q$, one finds $\xi_{2}\left(n_{f}=5\right) \cong$ $9.6-9.7$. Then, for the conventional $\alpha_{s}\left(\bar{m}_{b}\right)=0.217$, from (37) it follows that

$$
\begin{equation*}
\bar{m}_{b}\left(\bar{m}_{b}\right)=4.19 \pm 0.04 \mathrm{GeV} . \tag{41}
\end{equation*}
$$

This number for $\overline{M S}$ current mass (41) appears to be in good agreement with the conventional value (2) but has smaller theoretical error, $\sim 40 \mathrm{MeV}$, as compared to the PDG number (2).

## 5. CHARMONIUM

The $c \bar{c}$ spectrum has several differences in comparison to bottomonium.

First, the self-energy contribution to the mass $M(n L)$ is nonzero, being equal to $\sim-40 \mathrm{MeV}(6)$, and the value of $C_{\mathrm{SE}}$ is practically the same for different $n L$ states; therefore, $C_{\text {SE }}$ can be taken equal to a constant for all states ( with an accuracy of $1-3 \mathrm{MeV}$ ).

Secondly, relativistic $(R)$ corrections are negative and not small in charmonium, so that $M(n L)$ in $R$ case is always smaller, and

$$
\begin{equation*}
\delta_{R}(n L)=M(n L)-M^{\mathrm{NR}}(n L) \tag{42}
\end{equation*}
$$

is negative. Note that the self-energy contribution must be the same in the $R$ and NR cases (see third and fourth columns in Table 5). However, if for comparison one uses the fit to the spin-averaged mass
of the $1 S$ state, $M(1 S)=3067 \mathrm{MeV}$, then $C_{\text {SE }}$ are different in the $R$ and NR cases and $\delta_{R}(n L)$ has irregular behavior (see Table 5, sixth column). Such a fit is often used in HQ. From Table 5, where $C_{\text {SE }}=$ -35 MeV in the $R$ case and $C_{\mathrm{SE}}^{\mathrm{NR}}=-57 \mathrm{MeV}$ in the NR case are taken, one can see that $\delta_{R}(n L)$ is even positive ( $\sim 10-20 \mathrm{MeV}$ ) for the $1 P, 1 D$ states; equal to zero for the $1 F$ state; and negative for the excited $n S$ states, $2 P, 2 D$, and other higher states. It is important that, for the $4 S(3 S)$ state, $\left|\delta_{R}\right|$ is large, $\sim 100 \mathrm{MeV}(60 \mathrm{MeV})$, and therefore the $c \bar{c}$ spectrum has to be calculated with a relativistic Hamiltonian.

An interesting observation is that, while the ground-state mass is fitted, the relativistic corrections for $1 P, 1 D$ states turn out to be positive (since for such fit a negative $C_{\mathrm{SE}}^{\mathrm{NR}}$ has larger magnitude than in the $R$ case).

The third difference refers to the choice of $\alpha_{B}(r)$. Since the $c \bar{c}$ states have larger sizes, than the $b \bar{b}$ ones, the AF behavior of $\alpha_{B}(r)$ appears to be less important in charmonium and the approximation $\alpha_{B}(r)=$ const is valid with good accuracy. For example, for two sets of parameters

$$
\begin{gather*}
\text { set A: } m_{c}=1.42 \mathrm{GeV}, \quad \sigma=0.18 \mathrm{GeV}^{2},  \tag{43}\\
\alpha_{B}=0.42 ; \quad C_{\mathrm{SE}}=-35 \mathrm{MeV}, \\
\text { set B: } m_{c}=1.42 \mathrm{GeV}, \quad \sigma=0.185 \mathrm{GeV}^{2},
\end{gather*}
$$

$$
\Lambda_{B}^{(4)}=360 \mathrm{MeV}, \quad C_{\mathrm{SE}}=-30 \mathrm{MeV},
$$

close values of $M(n L)$ in the $R$ case are obtained (see Table 6).

As seen from Table 6, the high excitations, like $3 S, 4 S$, and $2 D$ states, lie higher by $\sim 40 \mathrm{MeV}$ than the experimental values. All these states have large rms radii: $R(3 S)=1.1 \mathrm{fm}, R(4 S) \cong 1.4 \mathrm{fm}, R(2 D) \cong$ 1.4 fm . At such distances, as was observed on the lattice [24], the confining potential flattens due to the quark-antiquark pair creation, and this phenomenon results in the correlated shift of all radial excitations down for light mesons [25]. The flattening of the static potential can be illustrated by taking, instead of the linear $\sigma_{0} r$ potential, the modified confining potential $\sigma(r) r$, which was suggested in [25]:

$$
\begin{gather*}
\sigma(r)=\sigma_{0}\left(1-\gamma_{0} f(r)\right),  \tag{44}\\
f(r)=\frac{\exp \left(\sqrt{\sigma_{0}}(r-a)\right)}{B+\exp \left(\sqrt{\sigma_{0}}(r-a)\right)},
\end{gather*}
$$

with the parameters

$$
\begin{align*}
\sigma_{0}=0.185 \mathrm{GeV}^{2}, & \gamma_{0}=0.40  \tag{45}\\
a=6.0 \mathrm{GeV}^{-1}, & B=20
\end{align*}
$$

For this set of parameters, the $c \bar{c}$ spectrum ( $R$ case) is given in Table 7 together with that for the standard

Table 5. The $c \bar{c}$ spin-averaged masses $M(n L)$ (in MeV) in $R$ and NR cases with the same static potential ( $\alpha_{\text {satic }}=0.42$, $\sigma=0.18 \mathrm{GeV}^{2}, m_{c}=1.42 \mathrm{GeV}$ ) and different $C_{\text {SE }}$

| State | Experiment | $R$ | NR | $\mathrm{NR}\left(C_{\mathrm{SE}}^{\mathrm{NR}}=-57 \mathrm{MeV}\right)$ | $\delta_{R}=M(n L)-M^{\mathrm{NR}}(n L)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $C_{\text {SE }}=-35 \mathrm{MeV}$ |  |  |  |
| $1 S$ | $3067 \pm 0.7$ | 3067 | 3089 | 3067 (fit) | 0 |
| $2 S$ | $3673 \pm 6$ | 3661 | 3710 | 3688 | -27 |
| $1 P$ | $3525 \pm 0.6$ | 3528 | 3532 | 3510 | +18 |
| Above $D \bar{D}$ threshold |  |  |  |  |  |
| $1 D$ | $3770 \pm 2.5$ | 3823 | 3834 | 3812 | +11 |
|  | $3872 \pm 1.2$ |  |  |  |  |
| $2 P$ | - | 3964 | 4006 | 3984 | -20 |
| $1 F$ | - | 4067 |  | 4067 | 0 |
| $3 S$ | $4040 \pm 10$ | 4081 | 4163 | 4141 | -60 |
| 2 D | $4159 \pm 20$ | 4200 | 4249 | 4227 | -27 |
| 4S | $4415 \pm 6$ | 4431 | 4549 | 4527 | -96 |

Note: $\delta_{R}$ is the difference between the masses given in third and fifth columns.

Table 6. The spin-averaged masses (in MeV ) in charmonium in $R$ case for static potential with the parameters (43)

| State | Set A | Set B | Experiment |
| :---: | :---: | :---: | :---: |
| $1 S$ | 3067 | 3067 | $3067 \pm 0.7$ |
| $2 S$ | 3660 | 3668 | $3673 \pm 8$ |
| $1 P$ | 3528 | 3500 | $3525 \pm 0.6$ |
| Above $D \bar{D}$ threshold |  |  |  |
| $1 D$ | 3823 | 3805 | $3871.8 \pm 1.2$ |
|  |  |  | $3770.0 \pm 2.5$ |
| $2 D$ | 4199 | 4193 | $4159 \pm 20$ |
| $3 S$ | 4080 | 4099 | $4040 \pm 10$ |
| $4 S$ | 4424 | 4459 | $4415 \pm 6$ |
| $2 P$ | 3964 | 3954 | - |
| $1 F$ | 4067 | 4064 | - |

linear $\sigma_{0} r$ potential ( $\left.\sigma_{0}=0.185 \mathrm{GeV}^{2}\right)$; the value $\alpha_{\text {stat }}=0.42$ is taken in both cases.

From Table 7, one can see that the modified potential $\sigma(r) r$ does not affect orbital excitations, but the masses $M(4 S)$ and $M(3 S)$ of radial excitations for the modified potential are shifted down by $\sim 50$ and $\sim 20 \mathrm{MeV}$, respectively, and turn out to be close to experimental numbers.

For spin structure of a meson, one needs to know

Table 7. The comparison of the spin-averaged masses (in MeV ) in charmonium ( $R$ case) for confining $\sigma_{0} r$ potential and modified potential (44) $\left(m_{c}=1.42 \mathrm{GeV}, C_{\mathrm{SE}}=\right.$ $-42 \mathrm{MeV}, \alpha_{\text {stat }}=0.42$ in both cases $)$

| State | $\sigma_{0}=$ const <br> $=0.185 \mathrm{GeV}^{2}$ | $\sigma=\sigma(r)$ with <br> parameters (45) | Experiment |
| :---: | :---: | :---: | :--- |
| $1 S$ | 3068 | 3067 | 3067 |
| $2 S$ | 3670 | 3664 | 3672 |
| $3 S$ | 4097 | 4077 | $4040 \pm 10$ |
| $4 S$ | 4454 | 4403 | $4415 \pm 6$ |
| $1 P$ | 3525 | 3530 | $3525 \pm 0.6$ |
| $2 P$ | 3979 | 3965 | Absent |
| $1 D$ | 3835 | 3828 | $3770 \pm 2.5$ |
| $2 D$ | 4217 | 4194 | $4159 \pm 20$ |
| $1 F$ | 4076 | 4070 | Absent |

the dynamical masses $\omega_{c}(n L)$, which are larger than the pole mass, and for low-lying states

$$
\begin{equation*}
\omega_{c}(n L)-m_{c} \cong 220-250 \mathrm{MeV} \tag{46}
\end{equation*}
$$

while for high excitations this difference can reach $300-340 \mathrm{MeV}$ ( see Table 8).

The observed difference between the dynamical and the pole mass can be essential for such physical characteristics as hyperfine- and fine-structure

Table 8. The dynamical masses $\omega_{c}(n L)$ for the potential with the parameters (43) (set A)

| State | $1 S$ | $2 S$ | $3 S$ | $4 S$ | $1 P$ | $2 P$ | $1 D$ | $2 D$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{c}(n L)[\mathrm{GeV}]$ | 1.65 | 1.69 | 1.74 | 1.76 | 1.63 | 1.69 | 1.66 | 1.77 |

splittings, which are determined by the dynamical mass [26] and give rise to a decrease in spin splitting in charmonium [27].

From our analysis, the best fit to the $c \bar{c}$ spectrum [together with the correct choice of the self-energy constant (6)] is obtained for the pole mass $m_{c}$, which lies in the range

$$
\begin{gather*}
m_{c}(2 \text {-loop })=1.39  \tag{47}\\
\pm 0.03 \text { (theory) } \pm 0.03\left(\alpha_{B}\right) \mathrm{GeV}
\end{gather*}
$$

Then, from (1), the following $\overline{M S}$ running mass ( $n_{f}=4$, the coefficient $\xi_{2} \cong 10.5, \alpha_{s}\left(m_{c}\right)=0.30$ ) can be obtained:

$$
\begin{equation*}
\bar{m}_{c}\left(\bar{m}_{c}\right)=1.14 \pm 0.05 \mathrm{GeV} \tag{48}
\end{equation*}
$$

The extracted value turns out to be in good agreement with the conventional number for $\bar{m}_{c}\left(\bar{m}_{c}\right)(2)$, but has a smaller theoretical error.

## 6. CONCLUSION

Our study of the $b \bar{b}$ and $c \bar{c}$ spectra is performed with the use of the relativistic Hamiltonian $H_{0}$ and correct NP self-energy contribution to the meson mass.

By derivation, the kinetic part of $H_{0}$ contains the pole heavy-quark mass $m_{Q}$ and it can directly be extracted from the analysis of the $Q \bar{Q}$ spectrum. In our study, all the meson masses are expressed through two parameters, the string tension and the QCD constant $\Lambda_{B}^{\left(n_{f}\right)}$ (in the vector scheme), which at present are known with $\sim 5 \%$ accuracy. The variations of $\sigma$ in the range $0.185 \pm 0.005 \mathrm{GeV}^{2}$ and $\Lambda_{B}^{(4)}$ in the range $385 \pm 15 \mathrm{MeV}$ give the uncertainty in the pole mass $m_{b}\left(m_{c}\right)$ around 50 MeV . In charmonium, the strong coupling $\alpha_{B}(r)$ can be approximated as a constant with good accuracy.

The spin-averaged splittings like $1 D-1 P, 2 P-1 P$ in bottomonium and $2 S-1 P, 1 P-1 S$ in charmonium appear to be very sensitive to the chosen freezing (critical) value of the strong coupling. A good description of the HQ spectra is reached only if $\alpha_{\text {crit }}$ is rather large, $\alpha_{\text {crit }} \cong 0.56 \pm 0.02$, while the effective $\alpha_{\text {eff }}=$ const, present in the Cornell potential, is $\sim 20 \%$ smaller.

From our analysis, one can conclude the following:
(i) The dynamical quark mass $\omega_{b}\left(\omega_{c}\right)$ is about 200 MeV larger than the pole mass $m_{b}\left(m_{c}\right)$ for lowlying states. This difference should be taken into account when the spin structure in heavy quarkonia is studied, and it is especially important in charmonium.
(ii) The pole masses $m_{b}(2$-loop $)=4.78 \pm$ 0.05 GeV and $m_{c}(2$-loop $)=1.39 \pm 0.06 \mathrm{GeV}$ were extracted from our fit to the $Q \bar{Q}$ spectra, which correspond to the $\overline{M S}$ running masses $\bar{m}_{b}\left(\bar{m}_{b}\right)=$ $4.19 \pm 0.04 \mathrm{GeV}$ and $\bar{m}_{c}\left(\bar{m}_{c}\right)=1.14 \pm 0.05 \mathrm{GeV}$. The obtained numbers are in good agreement with the conventional values but have smaller theoretical error. Our theoretical error is small because in our analysis only one parameter, $\Lambda_{\overline{M S}}$ (or $\alpha_{\text {crit }}$ ), is actually varied while the second parameter, the string tension, is taken to be the same as for light mesons.

## APPENDIX

Below, we present the main steps to derive the Hamiltonian $H_{R}(7)[11]$ and NP self-energy term (4) from [14]. The starting point is the gauge-invariant meson Green's function written in the FFS representation [14, 24] with the use of the QCD action:

$$
\begin{equation*}
G_{M}(x, y)=\left\langle\operatorname{tr} \Gamma_{1} G_{q}(x, y) \Gamma_{2} G_{\bar{q}}(x, y)\right\rangle_{B} . \tag{A.1}
\end{equation*}
$$

Here, $\Gamma_{1}\left(\Gamma_{2}\right)$ is the matrix defining the quantum numbers of the initial (final) state of a meson. For a spinless quark (antiquark), $\Gamma_{1}=\Gamma_{2}=1$. In (A.1), the averaging goes over the background field $B_{\mu}$ and $G_{q}(x, y)\left(G_{\bar{q}}(x, y)\right)$ is the Euclidean quark (antiquark) Green's function:

$$
\begin{gather*}
G_{q}(x, y)=\left(\bar{m}_{q}+\hat{D}\right)_{x, y}^{-1}  \tag{A.2}\\
=\left(\bar{m}_{q}-\hat{D}\right)_{x}\left(\bar{m}_{q}^{2}-\hat{D}^{2}\right)_{x, y}^{-1} \\
=\left(\bar{m}_{q}-\hat{D}\right)_{x} \int_{0}^{\infty} d s(D z)_{x y} e^{-K} \mathcal{R}_{a} \mathcal{R}_{B} \mathcal{R}_{F},
\end{gather*}
$$

where the factors $\mathcal{R}_{a}, \mathcal{R}_{B}, \mathcal{R}_{F}$ are the following:

$$
\begin{gather*}
\mathcal{R}_{a}=P_{a} \exp \left(i g \int_{y}^{x} a_{\mu} d z_{\mu}\right),  \tag{A.3}\\
\mathcal{R}_{B}=P_{B} \exp \left(i g \int_{y}^{x} B_{\mu} d z_{\mu}\right),  \tag{A.4}\\
\mathcal{R}_{F}=P_{F} \exp \left(\int_{0}^{s} g \sigma_{\mu \nu} F_{\mu \nu} d \tau\right), \tag{A.5}
\end{gather*}
$$

Here, $P_{a}, P_{B}$, and $P_{F}$ are the ordering operators of the matrices $a_{\mu}$ (the field of valence gluon), $B_{\mu}$ (the
background NP field), and the NP field strength $F_{\mu \nu}$, respectively, and

$$
\sigma_{\mu \nu} F_{\mu \nu}=\left(\begin{array}{cc}
\boldsymbol{\sigma} \cdot \mathbf{H} & \boldsymbol{\sigma} \cdot \mathbf{E}  \tag{A.6}\\
\boldsymbol{\sigma} \cdot \mathbf{E} & \boldsymbol{\sigma} \cdot \mathbf{H},
\end{array}\right)
$$

with $\sigma_{\mu \nu}=\frac{1}{4 i}\left(\gamma_{\mu} \gamma_{\nu}-\gamma_{\nu} \gamma_{\mu}\right)$, represents the interaction of the quark (antiquark) color magnetic moment with NP field strength $F_{\mu \nu}$.

In Eq. (A.2), the kinetic energy term $K$ contains the integral over the proper time $\tau$ :

$$
\begin{equation*}
K=\bar{m}_{q}^{2} s+\frac{1}{4} \int_{0}^{s}\left(\dot{z}_{\mu}\right)^{2} d \tau \tag{A.7}
\end{equation*}
$$

The quark, moving along the trajectory $z_{\mu}(\tau)$, interacts with the field of valence gluon $a_{\mu}$ and by its color charge also interacts with the NP background field $B_{\mu}$.

In Eq. (A.7), the quantity $\bar{m}_{q}$, which refers to a quark with any mass, is the Lagrangian current mass taken in the $\overline{M S}$ renormalization scheme. The factor $\mathcal{R}_{a}$ is to be responsible for standard perturbative corrections to the quark mass $\bar{m}_{q}$ [as for the heavy-quark mass $m_{Q}$ in Eq. (2)], i.e., for the appearance of the pole mass in the QCD action (Hamiltonian) [2]. Also, the factors $\mathcal{R}_{a}$ and $\overline{\mathcal{R}}_{a}$ (from the quark and the antiquark) provide the perturbative static interaction [26].

The other two factors $\mathcal{R}_{B}$ and $\overline{\mathcal{R}}_{B}$ (from the quark and the antiquark) in $G_{M}(x, y)$ (A.1), (A.2) are responsible for the full NP (string) dynamics and were considered in detail in [11], where after several steps the meson Green's function was presented in the following form:

$$
\begin{equation*}
G_{M}=\int d \omega d \nu d r \exp \left(-A_{R}\right) \tag{A.8}
\end{equation*}
$$

where the action $A_{R}$ in coordinate space is expressed through two auxiliary fields $\omega$ and $\nu$. Since this action (see [11]) does not depend on the derivatives $\dot{\omega}$ and $\dot{\nu}$, the integration over $\omega, \nu$ in (A.8) is equivalent to the canonical quantization of the Hamiltonian $H_{R}$ which corresponds to the action $A_{R}$. It results in the following Hamiltonian:

$$
\begin{gather*}
H_{R}=\frac{p_{r}^{2}+m_{q}^{2}}{\omega}+\omega(t)  \tag{A.9}\\
+\frac{\mathbf{L}^{2}}{r^{2}}\left[\omega+2 \int_{0}^{1} d \beta \cdot \beta \nu(\beta)\right]^{-1} \\
+\frac{1}{2} \sigma^{2} r^{2} \int_{0}^{1} \frac{d \beta}{\omega(\beta)}+\frac{1}{2} \int_{0}^{1} d \beta \nu(\beta),
\end{gather*}
$$

where $\mathbf{L}$ is the orbital momentum and by definition the field operator $\omega(t)$ is $\omega(t)=\frac{1}{2} \frac{d t}{d \tau}(t$ is the actual time).

With the use of the extremal conditions (it gives the solution $\nu_{0}=\sigma r$ ) and considering the string corrections as the perturbation (the procedure is described in [13]), one arrives at the Hamiltonian $H_{0}$ (3).

The terms $\mathcal{R}_{F}$ and $\overline{\mathcal{R}}_{F}$ (from quark and antiquark) provide the NP self-energy (gauge-invariant) contribution $C_{\text {SE }}$ to the meson mass [14], where the total self-energy correction $\Delta m_{q}^{2}$ to the pole mass $m_{q}$ appears to be expressed only through the string tension $\sigma$ and the factor $\eta\left(m_{q}\right)$ :

$$
\begin{equation*}
\Delta m_{q}^{2}\left(m_{q}\right)=-\frac{4 \sigma}{\pi} \eta\left(m_{q}\right) \tag{A.10}
\end{equation*}
$$

The factor $\eta\left(m_{q}\right)$ is calculated in analytical form in [14] and, for $m_{q}>T_{g}$, where $T_{g}$ is the gluonic correlation length $\left(\delta=T_{g}^{-1}\right)$, is given by the expression

$$
\begin{gather*}
\eta\left(m_{q}\right)=-\frac{3 m_{q}^{2} \delta^{3}}{\left(m_{q}^{2}-\delta^{2}\right)^{5 / 2}}  \tag{A.11}\\
\times \arctan \frac{\sqrt{m_{q}^{2}-\delta^{2}}}{\delta}+\frac{\delta^{2}\left(2 m_{q}^{2}+\delta^{2}\right)}{\left(m_{q}^{2}-\delta^{2}\right)^{2}}
\end{gather*}
$$

The direct calculations give for bottomonium $\eta\left(m_{b} \cong\right.$ $5.0 \mathrm{GeV}) \cong 0.07$ and for charmonium $\eta\left(m_{c}=\right.$ $1.70 \mathrm{GeV})=0.24$ and $\eta\left(m_{c} \cong 1.40 \mathrm{GeV}\right) \cong 0.30$. Then the string Hamiltonian (7) acquires the correction (A.10),

$$
\begin{align*}
H_{R}^{\prime}=H_{0} & +\frac{\Delta m_{q}^{2}}{\omega_{q}}=\frac{\mathbf{p}^{2}+m_{q}^{2}+\Delta m_{q}^{2}}{\omega_{q}}  \tag{A.12}\\
& +\omega_{q}+V_{\text {stat }}=H_{0}+C_{\mathrm{SE}}
\end{align*}
$$

with the self-energy correction

$$
\begin{equation*}
C_{\mathrm{SE}}=\frac{\Delta m_{q}^{2}}{\omega_{q}}=-\frac{4 \sigma}{\pi \omega_{q}} \eta\left(m_{q}\right) \tag{A.13}
\end{equation*}
$$

In the self-energy correction, considered as a perturbation, the operator $\hat{\omega}$ in (7) can be replaced by the average of this operator (5), which is called by the dynamical mass,

$$
\begin{equation*}
\hat{\omega} \rightarrow \omega_{q}=\left\langle\sqrt{\mathbf{p}^{2}+m_{q}^{2}}\right\rangle_{n L} . \tag{A.14}
\end{equation*}
$$

The NP self-energy term $C_{\text {SE }}$ appears to be dependent on the quantum numbers $n L$ just through the dynamical mass $\omega_{q}$. However, in bottomonium for $m_{b} \cong 5.0 \mathrm{GeV}$,

$$
\begin{equation*}
C_{\mathrm{SE}}(b \bar{b}) \cong-3 \mathrm{MeV} \tag{A.15}
\end{equation*}
$$

is very small and can be neglected. In charmonium for $m_{c} \cong 1.40 \mathrm{GeV}$, the factor $\eta\left(m_{c}\right)=0.29$ and the value of $C_{\mathrm{SE}} \cong-40 \pm 10 \mathrm{MeV}$ is obtained, which is practically the same for different $n L$ states because of weak dependence of $\omega_{c}(n L)$ on the quantum numbers $n L$ (see Table 8).
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#### Abstract

The results of a partial-wave analysis of the angular distributions for the process $\gamma p \rightarrow \eta p$ over the energy range up to 2 GeV are presented. Reliable estimates of the Breit-Wigner parameters of the $S_{11}(1535)$ resonance, as well as the energy dependence of the real and imaginary parts of the electric dipole amplitude $E_{0+}$ and its phase, are derived from the energy dependence of the regression coefficient $a_{0}(W)$. (c) 2004 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The present article completes our phenomenological analysis of experimental data on $\eta$-meson photoproduction on protons. The first part of our study [1] was devoted to a partial-wave analysis of the angular distributions and polarization observables, including the asymmetry $\Sigma$ in a beam of linearly polarized $\gamma$ radiation and the asymmetry $T$ for a polarized proton target, which were measured over the photon-energy range from the threshold to about 1 GeV . In order to estimate the regression coefficients correctly, the contributions of various partial waves were determined on the basis of a linear nonparametric model: each observable was represented as a series in Legendre polynomials, all nonnegligible terms being retained.

At the second stage of the analysis, we solved a set of nonlinear equations involving bilinear combinations of the real and imaginary parts of the electric ( $E_{l \pm}$ ) and magnetic ( $M_{l \pm}$ ) multipole amplitudes for the production of an $\eta$ meson in the $l \pm 1 / 2$ states. The nonlinearities generally give rise to some additional difficulties [2]; however, it is shown below that, in the case of $\eta$-meson photoproduction on protons, the situation becomes simpler.

## 2. RESULTS OF THE PARTIAL-WAVE ANALYSIS

The main results of the partial-wave analysis performed in [1] are as follows:
(i) We confirm the well-known fact that, over the energy range from the threshold to about $1 \mathrm{GeV}, \eta$ mesons are produced predominantly in the $s$-wave state, the photoproduction process, described by the amplitude $E_{0+}$, being of a resonance character.

[^31](ii) Higher partial waves manifest themselves only in $s p$ and $s d$ interferences, whose contributions are small in relation to the dominant $s$-wave contribution. Data obtained in different experiments [3-5] are contradictory.

Thus, only the $S_{11}(1535)$ resonance is seen over the indicated photon-energy range being considered, whereas the contribution of the $P_{11}(1440)$ and $D_{13}(1520)$ resonances, which lie in the same energy region, is on the same order of magnitude as nonresonance contributions, which, according to [3], do not exceed a few percent of the $S_{11}(1535)$-resonance contribution.

In this connection, an analysis of the differential cross sections for the process $\gamma p \rightarrow \eta p$ is of particular interest. In the experiment reported in [6], angular distributions for this process over the energy range from 0.795 to 1.925 GeV were measured with a step of 50 MeV . In all, 24 distributions were obtained, each being measured at eight values of the $\eta$-meson emission angle. Our analysis was based on expanding the respective differential cross section in a series in Legendre polynomials and on retaining the first three terms of this expansion (linear model) [7]. In just the same way as in the region of lower energies, the linear model proved to be statistically justified. The coefficients $a_{0}, a_{1}$, and $a_{2}$ are given in Fig. 1 versus energy according to the analysis of the angular distributions measured in [6] (the expressions for the regression coefficients $a_{0}, a_{1}$, and $a_{2}$ in terms of the multipole photoproduction amplitudes to $E_{3-}$ and $M_{3-}$ terms inclusive are presented in [1]).

As can be seen from Fig. 1, the $s$-wave amplitude $E_{0+}$ is dominant, the $P$ - and $D$-wave contributions being an order of magnitude less. Also, the absence of noticeable resonance contributions over the energy range between 1 and 2 GeV , where there are


Fig. 1. Regression coefficients $a_{0}, a_{1}$, and $a_{2}$ versus the photon energy $E_{\gamma}$ and the total energy $W$ in the c.m. frame according to data from [6].
many well-established nucleon resonances, including $S_{11}(1650), D_{15}(1675), F_{15}(1680), D_{13}(1700)$, $P_{11}(1710)$, and $P_{13}(1720)$ [8], is worthy of note. A rather smooth behavior of the coefficients $a_{0}, a_{1}$, and $a_{2}$ with increasing energy suggests that resonances do not play a significant role in the energy range under consideration. Thus, the $S_{11}(1535)$ resonance is an isolated broad resonance, whose parameters are estimated below.

$$
\begin{aligned}
& \text { 3. DETERMINATION } \\
& \text { OF THE BREIT-WIGNER PARAMETERS } \\
& \text { FOR THE } S_{11}(1535) \text { RESONANCE } \\
& \text { AND FOR THE AMPLITUDE } E_{0+}^{+} \\
& \text {OF } \eta-M E S O N ~ P H O T O P R O D U C T I O N ~ \\
& \text { ON PROTONS }
\end{aligned}
$$

The results obtained by assessing the contributions of various partial waves to $\eta$-meson photoproduction on protons over the energy range from the
threshold to about 2 GeV made it possible to simplify the determination of the parameters of the $S_{11}(1535)$ resonance. This simplification is due to the fact that, over the entire energy range under consideration, the process $\gamma p \rightarrow \eta p$ can be adequately described by the first three terms of the expansion in Legendre polynomials. The validity of this description implies that, in formulas (2), (4), and (5) from [1], it is sufficient to retain only terms involving the amplitude $E_{0+}$. This being so, the leading $s$-wave contribution appears only in the first equation,

$$
\begin{equation*}
a_{0}(W)=\left|E_{0+}\right|^{2} . \tag{1}
\end{equation*}
$$

Assuming that the electric dipole amplitude can be approximated by a Breit-Wigner resonance curve, one can determine its parameters by using the respective parametric model either for the energy dependence of the regression coefficient $a_{0}(W)$ or for the total cross section $(k / q) \sigma(W)$ for the reaction

Table 1. Parameters of the $S_{11}(1535)$ resonance that were determined from an analysis of data obtained in [3]

| $(k / q)(d \sigma / d \Omega)$ | $b_{\eta}=0.55, b_{\pi}=0.35$ | $b_{\eta}=0.45, b_{\pi}=0.45$ | $b_{\eta}=0.35, b_{\pi}=0.55$ |
| :--- | :---: | :---: | :---: |
| $\sigma\left(W_{R}\right)[\mu \mathrm{b}]$ | $33.51 \pm 1.5$ | $35.88 \pm 1.48$ | $38.18 \pm 1.57$ |
| $W_{R}[\mathrm{MeV}]$ | $1563.68 \pm 9.53$ | $1555.32 \pm 8.32$ | $1547.68 \pm 7.86$ |
| $\Gamma_{R}[\mathrm{MeV}]$ | $270.42 \pm 41.18$ | $264.02 \pm 40.5$ | $271.34 \pm 46.61$ |
| $\xi\left[10^{-4} \mathrm{MeV}^{-1}\right]$ | $2.08 \pm 0.05$ | $2.15 \pm 0.04$ | $2.22 \pm 0.05$ |
| $A_{1 / 2}\left[10^{-3} \mathrm{GeV}^{-1 / 2}\right]$ | $129.25 \pm 6.78$ | $142.32 \pm 7.46$ | $164.28 \pm 9.53$ |
| $\chi^{2} / \nu$ | 1.2 | 1.21 | 1.24 |
| $4 \pi a_{0}(W)$ | $b_{\eta}=0.55, b_{\pi}=0.35$ | $b_{\eta}=0.45, b_{\pi}=0.45$ | $b_{\eta}=0.35, b_{\pi}=0.55$ |
| $\sigma\left(W_{R}\right)[\mu \mathrm{b}]$ | $34.63 \pm 0.82$ | $36.92 \pm 0.8$ | $39.25 \pm 0.76$ |
| $W_{R}[\mathrm{MeV}]$ | $1558.73 \pm 4.79$ | $1551.32 \pm 4.16$ | $1543.9 \pm 3.57$ |
| $\Gamma_{R}[\mathrm{MeV}]$ | $244.09 \pm 20.32$ | $238.41 \pm 19.83$ | $240.16 \pm 20.44$ |
| $\xi\left[10^{-4} \mathrm{MeV}{ }^{-1}\right]$ | $2.11 \pm 0.02$ | $2.18 \pm 0.02$ | $2.25 \pm 0.02$ |
| $A_{1 / 2}\left[10^{-3} \mathrm{GeV}^{-1 / 2}\right]$ | $122.96 \pm 3.51$ | $135.31 \pm 3.83$ | $154.43 \pm 4.42$ |
| $\chi^{2} / \nu$ | 0.52 | 0.52 | 0.49 |

Table 2. Parameters of the $S_{11}(1535)$ resonance that were determined from an analysis of data obtained in [4]

| $4 \pi a_{0}(W)$ | $b_{\eta}=0.55, b_{\pi}=0.35$ | $b_{\eta}=0.45, b_{\pi}=0.45$ | $b_{\eta}=0.35, b_{\pi}=0.55$ |
| :--- | :---: | :---: | :---: |
| $\sigma\left(W_{R}\right)[\mu \mathrm{b}]$ | $41.06 \pm 1.24$ | $42.89 \pm 1.28$ | $44.79 \pm 1.35$ |
| $W_{R}[\mathrm{MeV}]$ | $1537.33 \pm 1.47$ | $1533.53 \pm 1.54$ | $1529.4 \pm 1.69$ |
| $\Gamma_{R}[\mathrm{MeV}]$ | $139.7 \pm 5.76$ | $137.08 \pm 5.49$ | $134.99 \pm 5.3$ |
| $\xi\left[10^{-4} \mathrm{MeV}^{-1}\right]$ | $2.3 \pm 0.03$ | $2.35 \pm 0.04$ | $2.4 \pm 0.04$ |
| $A_{1 / 2}\left[10^{-3} \mathrm{GeV}^{-1 / 2}\right]$ | $93.43 \pm 1.54$ | $102.71 \pm 1.67$ | $115.62 \pm 1.9$ |
| $\chi^{2} / \nu$ | 15.27 | 15.29 | 15.54 |

Table 3. Parameters of the $S_{11}(1535)$ resonance that were determined from an analysis of data obtained in [5]

| $4 \pi a_{0}(W)$ | $b_{\eta}=0.55, b_{\pi}=0.35$ | $b_{\eta}=0.45, b_{\pi}=0.45$ | $b_{\eta}=0.35, b_{\pi}=0.55$ |
| :--- | :---: | :---: | :---: |
| $\sigma\left(W_{R}\right)[\mu \mathrm{b}]$ | $29.83 \pm 0.76$ | $31.16 \pm 0.71$ | $32.51 \pm 0.66$ |
| $W_{R}[\mathrm{MeV}]$ | $1559.18 \pm 2.83$ | $1554.0 \pm 2.46$ | $1548.47 \pm 2.13$ |
| $\Gamma_{R}[\mathrm{MeV}]$ | $199.61 \pm 13.86$ | $196.17 \pm 13.43$ | $194.25 \pm 13.25$ |
| $\xi\left[10^{-4} \mathrm{MeV}^{-1}\right]$ | $1.96 \pm 0.02$ | $2.0 \pm 0.02$ | $2.05 \pm 0.02$ |
| $A_{1 / 2}\left[10^{-3} \mathrm{GeV}^{-1 / 2}\right]$ | $103.35 \pm 2.45$ | $113.83 \pm 2.63$ | $128.63 \pm 2.92$ |
| $\chi^{2} / \nu$ | 2.3 | 2.3 | 2.31 |

under study. Although these quantities coincide apart from the factor $4 \pi$, they are determined with different errors. The energy dependence of the resonance width
is taken into account by means of the formula [3]

$$
\begin{equation*}
\frac{k}{q} \sigma(W)=4 \pi a_{0}(W)=\frac{\sigma\left(W_{R}\right) W_{R}^{2} \Gamma_{R}^{2}}{\left(W_{R}^{2}-W^{2}\right)^{2}+W_{R}^{2} \Gamma^{2}(W)} \tag{2}
\end{equation*}
$$

Table 4. Parameters of the $S_{11}(1535)$ resonance that were determined from an analysis of data obtained in [6]

| $4 \pi a_{0}(W)$ | $b_{\eta}=0.55, b_{\pi}=0.35$ | $b_{\eta}=0.45, b_{\pi}=0.45$ | $b_{\eta}=0.35, \mathrm{~b}_{\pi}=0.55$ |
| :--- | :---: | :---: | :---: |
| $\sigma\left(W_{R}\right)[\mu \mathrm{b}]$ | $43.18 \pm 9.13$ | $46.15 \pm 11.43$ | $49.25 \pm 14.19$ |
| $W_{R}[\mathrm{MeV}]$ | $1530.63 \pm 12.13$ | $1525.6 \pm 13.74$ | $1520.34 \pm 15.46$ |
| $\Gamma_{R}[\mathrm{MeV}]$ | $152.4 \pm 18.7$ | $147.94 \pm 16.4$ | $143.97 \pm 14.53$ |
| $\xi\left[10^{-4} \mathrm{MeV}^{-1}\right]$ | $2.36 \pm 0.25$ | $2.44 \pm 0.3$ | $2.52 \pm 0.36$ |
| $A_{1 / 2}\left[10^{-3} \mathrm{GeV}^{-1 / 2}\right]$ | $96.86 \pm 8.32$ | $106.03 \pm 10.47$ | $118.47 \pm 13.74$ |
| $\chi^{2} / \nu$ | 11.22 | 11.22 | 11.25 |

where $W$ is the total energy in the c.m. frame (that is, the resonance mass); $\Gamma_{R}$ is the total resonance width;

$$
\begin{equation*}
\Gamma(W)=\Gamma_{R}\left(b_{\eta} \frac{q_{\eta}}{q_{\eta R}}+b_{\pi} \frac{q_{\pi}}{q_{\pi R}}+b_{\pi \pi}\right) \tag{3}
\end{equation*}
$$

$b_{\eta}, b_{\pi}$, and $b_{\pi \pi}$ are the branching fractions for the decays of the $S_{11}$ resonance through the corresponding channels; and $q_{\eta}$ and $q_{\pi}$ are the momenta of the $\eta$ and $\pi$ mesons, respectively, $q_{\eta R}$ and $q_{\pi R}$ being their values at the resonance peak. The parameters were estimated by fitting $a_{0}(W)$ to data from [3-6], the results being presented in Tables $1-4$ \{in the case of data from [3], $(k / q) \sigma(W)$ was also subjected to fit-


Fig. 2. Theoretical description (curves) of experimental data from [3] (points) on the basis of the parametric model at $b_{\eta}=0.55$ and $b_{\pi}=0.35$ [see formulas (2) and (3)].
ting\}. The estimates given in these tables correspond to three sets of values of the parameters $b_{\eta}$ and $b_{\pi}$ at $b_{\pi \pi}=0.1$. Tables $1-4$ also display values of the helicity amplitudes calculated by the formula

$$
\begin{equation*}
A_{1 / 2}^{2}=\frac{W_{R}}{2 m_{p}} \frac{\Gamma_{R}}{b_{\eta}} \sigma\left(W_{R}\right) \tag{4}
\end{equation*}
$$

where $m_{p}$ is the proton mass, and values of the parameter $\xi$, which is independent of $b_{\eta}$,

$$
\begin{equation*}
\xi=\frac{1}{2} \sqrt{\frac{k}{q} \sigma\left(W_{R}\right)} \tag{5}
\end{equation*}
$$

Table 1 demonstrates that, within the errors, the values of the parameters obtained from a fit to the cross section agree with those obtained from a fit to the regression coefficient, the errors being much smaller in the latter case. There is a substantial distinction between the value obtained for the total width of the $S_{11}(1535)$ resonance from data presented in $[3,5]$ and that extracted from data quoted in $[4,6]$. The origin of this distinction is illustrated by the Breit-Wigner curves for $b_{\eta}=0.55$ and $b_{\pi}=0.35$ in Figs. $2-4$. It


Fig. 3. As in Fig. 2, but for data from [5].


Fig. 4. Theoretical description (curves) of experimental data (points) from $(a)$ [4] and $(b)[6]$ on the basis of the parametric model at $b_{\eta}=0.55$ and $b_{\pi}=0.35$ [see formulas (2) and (3)].


Fig. 5. (a) Real part, (b) imaginary part, and (c) phase $\varphi$ of the multipole amplitude $E_{0+}$ versus the photon energy $E_{\gamma}$.
should be noted that the results obtained by analyzing data presented in [4, 6] remove the disagreement between the values of $\Gamma$ obtained from hadron processes and those obtained from $\eta$-meson photoproduction [8].

It is worth noting that the values of $\chi^{2} / \nu$ (that is, $\chi^{2}$ per degree of freedom) for an analysis of the data from $[4,6]$ are anomalously large, but that the estimates of the parameters agree within the errors. The reason is that the actual deviations of the experimental points considerably exceed the respective errors, as can be seen from Fig. 3. Therefore, the scatter of the experimental values of $4 \pi a_{0}(W)$ with respect to the Breit-Wigner curve cannot be described by a Gaussian distribution with zero central value; that is, the experimental values cannot be considered
as random independent variables, in which case the standard $\chi^{2}$ criterion does not work. It is known [9] that, if the expectation values of some terms of the $\chi^{2}$ distribution are nonzero, then the goodness of a fit can be estimated on the basis of the noncentral criterion $\chi_{\mathrm{nc}}^{2}$ characterized by the noncentrality parameter $\delta^{2}$ defined as the sum of the squares of the expectation values of individual terms [9]. For the $4 \pi a_{0}(W)$ values obtained from the partial-wave analysis of data reported in [4], we present in Table 5 the deviations from the Breit-Wigner curve for $b_{\eta}=0.55$ and $b_{\pi}=0.35$. These deviations were used as estimates of the expectation values of individual terms in the noncentral criterion $\chi_{\mathrm{nc}}^{2}$. The respective value of the noncentrality parameter is $\delta^{2}=46.8$. The expectation value of $\chi_{\mathrm{nc}}^{2}$ is $M_{\mathrm{nc}}=\nu+\delta^{2}$, where, in the present case, $\nu$ is the

Table 5. Difference $\Delta$ of the experimental values of $4 \pi a_{0}(W)$ and the results of the fit

| $W, \mathrm{MeV}$ | $\Delta$ | $W, \mathrm{MeV}$ | $\Delta$ | $W, \mathrm{MeV}$ | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1490.16 | $2.9 \pm 0.91$ | 1553.9 | $1.41 \pm 0.71$ | 1612.92 | $0.83 \pm 0.4$ |
| 1501.14 | $0.36 \pm 1.05$ | 1564.08 | $0.98 \pm 0.28$ | 1622.26 | $-0.06 \pm 0.13$ |
| 1511.98 | $0.09 \pm 0.78$ | 1574.06 | $0.82 \pm 0.54$ | 1631.55 | $-0.67 \pm 0.37$ |
| 1522.61 | $-2.6 \pm 1.08$ | 1583.98 | $2.3 \pm 0.46$ | 1640.78 | $-1.09 \pm 0.23$ |
| 1533.85 | $-1.59 \pm 0.42$ | 1593.49 | $2.78 \pm 0.56$ | 1649.79 | $-1.53 \pm 0.25$ |
| 1543.61 | $-1.06 \pm 0.42$ | 1603.12 | $2.03 \pm 0.42$ | 1658.81 | $-1.55 \pm 0.27$ |

number of independent terms. According to [9], the value of $\chi_{\mathrm{nc}}^{2}$ per effective degree of freedom $\nu_{\mathrm{nc}}$ is evaluated as $M_{\text {nc }} / \nu_{\text {nc }}=1.05$. It characterizes statistical reliability of the results presented in Table 2. A similar argument is valid for the results of the partial-wave analysis of data from [6]. Thus, the estimates given in Tables 2 and 4 for the parameters of the $S_{11}(1535)$ resonance are quite reliable.

Both the real and the imaginary part of the electric dipole amplitude $E_{0+}$ describing the production of the $S_{11}(1535)$ resonance, as well as the phase of this amplitude, can readily be determined from the energy dependence predicted for $4 \pi a_{0}(W)$ by the parametric model on the basis of the Breit-Wigner formula. The data obtained with the aid of the energy dependence of $4 \pi a_{0}(W)$ from [4] (under the assumption that the arbitrary phase of $E_{0+}$ is zero) are shown in Fig. 5 by way of illustration. The upper and lower curves in Figs. $5 a$ and $5 b$ were calculated with allowance for the covariance matrix for the errors in the parameters $W_{R}, \sigma\left(W_{R}\right)$, and $\Gamma_{R}$. At $b_{\eta}=0.55$ and $b_{\pi}=0.35$ (see Table 2), this matrix has the form

$$
\left(\begin{array}{ccc}
1.54 & -1.23 & -4.71 \\
-1.23 & 2.16 & 1.84 \\
-4.71 & 1.84 & 33.20
\end{array}\right) .
$$

Upon determining the real and imaginary parts of $E_{0+}$, the equations that involve the interference with the amplitude $E_{0+}$ reduce to a set of linear equations. Unfortunately, the errors in the regression coefficients $b_{0}, b_{1}, c_{0}$, and $c_{1}$ are significant; moreover, these coefficients were determined only for six $\left(b_{0}, b_{1}\right)$ or eight ( $c_{0}, c_{1}$ ) values of energy. Therefore, a considerable enlargement of the relevant database and refinement of data on polarization observables, including the data on the angular distribution of the polarization of recoil protons, are required for performing a further analysis
and for reliably estimating $p, d$, and higher multipole amplitudes.

## 4. CONCLUSION

The partial-wave analyses of the observables of $\eta$-meson photoproduction on protons in [1] and in the present study confirmed that the $s$-wave contribution dominates the photon energy range from the threshold to about 2 GeV . This contribution exhibits resonance behavior, corresponding to the production of the $S_{11}(1535)$ nucleon resonance. Moreover, the experimental data on the differential cross sections over the energy range under study do not show any contribution from $l>2$ partial waves. The $p$ - and $d$ wave contributions manifest themselves only in the interference with the $s$ wave. These contributions are small, and data on them from different studies are contradictory. In all cases, a statistically reliable description of the experimental data is achieved by retaining the three lowest terms in the expansion of the differential cross section in Legendre polynomials. Thus, we conclude that, throughout the range of photon energies up to 2 GeV , experimental data do not reveal many of the well-established nucleon resonances [8].

Isolating the $s$-wave contribution made it possible to determine the energy dependence of the multipole amplitude $E_{0+}$ and the parameters of the $S_{11}(1535)$ resonance. Unfortunately, the data from $[3,5]$ are inconsistent with those from [4, 6], the latter leading to resonance parameters closer to those obtained from an analysis of other processes [8]. In view of insufficiently vast statistics and a low precision of available experimental data and in view of the aforementioned inconsistencies in determining the $p$ - and $d$-wave contributions, other multipole amplitudes for the process $\gamma p \rightarrow \eta p$ can hardly be evaluated at present.
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#### Abstract

The most impressive examples of the application of Cherenkov detectors in modern-physics experiments are considered. © 2004 MAIK "Nauka/Interperiodica".


In 1934, Pavel A. Cherenkov, who was at that time S.I. Vavilov's postgraduate student, discovered blue luminescence of transparent liquids under the effect of gamma rays. Analyzing the properties of this radiation, which were explored by Cherenkov, Vavilov assumed that it is caused by the motion of a charged particle in a medium. The mechanism of this new effect-the emergence of light in response to the motion of a charged particle at a speed $v$ exceeding the phase velocity of light $c / n$ in a medium whose refraction index is $n$-was revealed in the study of I.E. Tamm and I.M. Frank of 1937, who also proposed its quantitative theory. This outstanding discovery was recognized by the physics community worldwide, and its authors (Cherenkov, Tamm, and Frank) were awarded the Nobel prize of 1960 in physics.

Since the advent of photomultiplier tubes, which are capable of recording weak light splashes, the characteristic properties of Cherenkov radiation have become a basis for developing highly efficient methods for recording various types of nuclear radiation. The threshold character of Cherenkov radiation made it possible to separate charged particles reliably by their velocities. That the optical-photon emission angle is strictly correlated with the particle velocity is a remarkable property of Cherenkov radiation. As a result, a light ring whose radius carries information about the particle velocity can be observed at a certain distance from the radiator. Rather thick Cherenkov radiators were used as a basis for constructing many full-absorption spectrometers for electromagnetic showers.

A special international seminar dedicated to the 50th anniversary of the discovery of the Cherenkov effect was held in 1984 at the Lebedev Institute of Physics (USSR Academy of Sciences, Moscow). The reports presented at this seminar [1] reflected great advances made in constructing Cherenkov detectors of various types and in applying them in cosmic-ray and accelerator experiments. The results
obtained in further development of Cherenkov detectors and in their applications in subsequent years proved to be even more impressive.

Cherenkov detectors made it possible to implement numerous experiments in various realms of physics, whose range is extremely wide. Our consideration below covers only a modest part of the most important lines of investigation. Also, we briefly touch upon a number of studies at accelerators and in space where use has been made of the latest achievement in the field of radiators of Cherenkov light and photorecorders detecting it.

## SEARCHES FOR NEUTRINO OSCILLATIONS

Cherenkov detectors play a special role in studying the properties of the neutrino. First of all, this concerns searches for neutrino oscillations, which were hypothesized by B. Pontecorvo in 1957. The presence of transitions between different neutrino flavors implies a violation of the postulated law of lepton-number conservation and a nonzero neutrino mass [2]. The number of such transitions depends on the ratio of the distance $R$ between the point of production and the point of detection of a neutrino state pure in flavor to the neutrino energy $E_{\nu}$. The amplitude of vacuum neutrino oscillations depends on the angle of mixing of massive neutrino states (within a model where only two neutrinos are mixed, this amplitude depends on one mixing angle $\theta$ ), while the period of these oscillations depends on the difference of the squares of their masses, $\Delta m^{2}$. The existence of such oscillations may in principle explain the problem of solar neutrinos (recall that the problem is that of why the result obtained by recording the electron-neutrino flux from the Sun in the known $\mathrm{Cl}-\mathrm{Ar}[3]$ and $\mathrm{Ga}-\mathrm{Ge}[4,5]$ radiochemical experiments is much lower than that which is predicted by the standard solar model). A number of new underground facilities that employ various detection procedures were created for solving
the problem of solar neutrinos (see [1-12] in [6]). Important results were obtained in experiments with the Cherenkov detectors Kamiokande (2140 t of water, Japan) [7] and SuperKamiokande (50000 t of water, 11200 photomultiplier tubes of diameter 50 cm ) [8] and especially with the SNO (Sudbury Neutrino Observatory) detector (1000 t of heavy water, Canada) [9]. The flux of boron neutrinos was measured in each case. In the Kamiokande facility, neutrinos were recorded via elastic $\nu_{e} e$ scattering, and a $49 \%$ deficit in relation to the calculated value of their flux was found there. The choice of $\mathrm{D}_{2} \mathrm{O}$ in the SNO experiments was motivated by the fact that, in this transparent liquid, neutrinos can be recorded owing to the reactions

$$
\begin{gather*}
\nu_{e}+d \rightarrow p+p+e^{-}(Q=-1.44 \mathrm{MeV})  \tag{1}\\
\nu_{x}+d \rightarrow \nu_{x}+p+n(Q=-2.2 \mathrm{MeV})  \tag{2}\\
\nu_{x}+e \rightarrow \nu_{x}+e \tag{3}
\end{gather*}
$$

The first process involves only electron neutrinos, while the second and the third one are possible for any neutrino flavor. Thus, the SNO detector records individually the flux of electron neutrinos and the total flux of active neutrinos of all flavors. The experiment resulted in proving the existence of neutrino oscillations and the correctness of the prediction of the neutrino flux on the basis of the standard solar model.

The discovery of the anomaly in the ratio of the number of atmospheric muon and electron neutrinos was another important result of investigations at the Kamiokande Cherenkov detector: the number of recorded muon neutrinos was $40 \%$ less than the value expected on the basis of the calculation of their production mechanism in the atmosphere [10]. In addition, an experiment was performed in a $\nu_{\mu}$ beam $\left(E_{\nu} \approx 1.3 \mathrm{GeV}\right)$ formed at the K 2 K accelerator situated at a distance of 250 km from the SuperKamiokande detector [11]. Light images from Cherenkov radiation generated by electrons and muons were recorded in that experiment. The different shapes of these light images from electrons and muons permitted separating these particles to a rather high degree of reliability.

## DETECTION OF COSMIC RAYS OF EXTREMELY HIGH ENERGIES

Entering the Earth's atmosphere, primary protons and nuclei of extremely high energy generate extensive air showers through the interaction with the atmosphere. The value of $E_{l} \approx 5 \times 10^{19} \mathrm{eV}$, which followed from generally accepted ideas of particle production and acceleration in the Universe, was taken for an upper limit on the cosmic-ray energy. However,
a few extensive air showers of energy $E>E_{l}$ had been recorded at the early 1990 s, and this was an astrophysical puzzle. It is assumed that sources of cosmic rays having extremely high energies are beyond the Milky Way Galaxy. Since intergalactic magnetic fields are not sufficiently strong to deflect such cosmic rays considerably, there is the hope that the sources of their generation can be found by the direction of the axes of extensive air showers, each such shower containing billions of particles and covering an area of $S \sim 10 \mathrm{~km}^{2}$. However, cosmic rays of extremely high energy come to the Earth's atmosphere very rarelythere occurs one event of this kind per kilometer squared over 100 years for $E>10^{20} \mathrm{eV}$; therefore, observatories of giant area are necessary to reach a reasonably high efficiency in recording such cosmic rays.

In particular, it is planned to enlarge manyfold the observatory in Utah (USA), where extensive air showers are recorded by the fluorescence of atmospheric nitrogen excited by charged particles. In order to view the sky both in the Northern and in the Southern Hemisphere of the Earth, an observatory that is supposed to have an area of about $3000 \mathrm{~km}^{2}$ is presently being constructed in Argentina [12]. There, Cherenkov detectors will be basic elements. Water in tanks of of volume $11 \mathrm{~m}^{3}$ that are arranged at a distance of 1.5 km from one another are used as the radiators of Cherenkov light. In each tank, the light is recorded by three large photomultiplier tubes $(\varnothing 22 \mathrm{~cm})$. The angle of the shower-axis slope can be determined by the time difference between the emergence of light splashes in different tanks.

Cherenkov light in tanks can be recorded 24 hours a day, while fluorescence in air is visible only in the case of a dark and cloudless sky. Herein lies an important advantage of the Cherenkov procedure over the fluorescence procedure.

In order to implement searches for cosmic rays of extremely high energy, the project of an experiment that employs the International Space Station, from which a surface area $S \sim 150000 \mathrm{~km}^{2}$ of the Earth can be seen, is presently being discussed [13]. It is planned to record, in air, not only fluorescence but also Cherenkov radiation, a considerable fraction of which is reflected from the Earth's surface, sea surface, and clouds.

## NEUTRINO ASTRONOMY

Since the neutrino is a neutral particle weakly interacting with matter, it provides rich possibilities for seeking, in the Universe, objects emitting neutrinos and for studying various phenomena in the Universe. Of particular interest are ultrahigh-energy muons, which form the only cosmic-ray component that can
traverse the entire thickness of the Earth, forming muons in it. For an observer, these muons propagate upward. The directions of the neutrino and muon momenta are nearly collinear, within an angle of $\alpha \approx$ $1.5 / \sqrt{E_{\nu}}$ (in angular degrees), where the energy is taken in TeV .

Albeit being positive in the sense indicated above, the neutrino property of propagating through matter almost freely is simultaneously negative since it causes considerable difficulties in detecting neutrinos. However, nature itself is helpful in this respect, providing enormous water reservoirs, which are used as radiators of Cherenkov light and shields from atmospheric cosmic rays.

The first such detector (NT-200 neutrino telescope [14]) was constructed in Lake Baikal, where modules equipped with photomultiplier tubes ( $\varnothing 37 \mathrm{~cm}$ ) and separated by a typical distance of about 6 m from one another were arranged at a depth of 1.1 km . The geometric volume of this telescope in 1998 was $V \approx$ $10^{5} \mathrm{~m}^{3}$, and its effective volume was $2 V$ to $6 \times 10^{6} \mathrm{~m}^{3}$ for detecting neutrinos of energy 10 to $10^{4} \mathrm{TeV}$. An observation of not less than 50 upward directed light signals with this telescope was reported in [15]. Still larger neutrino Cherenkov detectors (the planned volume of these detectors range up to $1 \mathrm{~km}^{3}$ ) are presently under construction in the Mediterranean Sea at the shores of France (ANTARES) [16] and Greece ( NESTOR) [17].

The AMANDA Cherenkov detector embedded deep in the extremely transparent ice of Antarctica is very unusual [18]. In the region of the highest sensitivity of photomultiplier tubes (about 400 nm ), the light-absorption length is 85 to 225 m . Modules equipped with photomultiplier tubes are arranged at a depth of 1.5 to 1.9 km with a step of 10 to 20 m . At the beginning of 1997, the effective area of the detector for recording upward-going muons was $10^{4} \mathrm{~m}^{2}$. An analysis of events recorded there within half a year revealed that 153 to 188 of them were generated by such muons. At the present time, the effective area of the detector is about $10^{5} \mathrm{~m}^{2}$, and it is planned to enlarge it to $1 \mathrm{~km}^{2}$ (IceCube project).

The enormous amounts of transparent ice in Antarctica proved to be highly appealing for employing yet another wonderful property of Cherenkov radiation, the Askaryan effect, which consists in the coherent emission of radio waves of frequency about 1 GHz from neutrino-induced electromagnetic showers [19]. It is of importance that radio-wave emission is enhanced in proportion to the squared energy of particles inducing it [20]. The existence of the Askaryan effect was recently confirmed experimentally [21]. This experiment involved irradiating a target from 3.5 t of quartz sand with a beam of
photons of energy in excess of 1 GeV and seeking radio waves of frequency 0.3 to 6 GHz by means of antennae. As a result, distinct pulses of subnanosecond radio-frequency range that were generated by showers were recorded.

The ice of Antarctica is so pure that radio waves can be transmitted over a few hundred or even a thousand meters. At the present time, a prototype of the RICE (Radio Ice Cherenkov Experiment) radio detector of ultrahigh-energy neutrinos operates at the South Pole [22]. The antennae used, together with the modules of the AMANDA photodetector, are arranged in holes deep in the ice. Experimental data obtained with this detector, which already involve a few candidates for the sought effect, are presently being processed. ANITA, which is yet another Cherenkov radio radio detector and which will be arranged on board a balloon to be launched in 2006, is at the stage of preparation [23]. This telescope will make it possible to scan an enormously large layer of Antarctic ice from one horizon to the other.

The proposal to use geological deposits of ultrapure salt, which is twice as heavy as ice, so that more intense Cherenkov radio emission is expected to be generated there by showers, is also of great interest [24].

## DETECTORS FOR INVESTIGATIONS AT ACCELERATORS AND IN SPACE

Cherenkov detectors have become an irreplaceable tool in numerous experiments with elementary particles and relativistic ions. Compelling results on $C P$ violation in a $B$-meson system that were obtained in experiments at the $B$-meson factories at SLAC (USA) and KEK (Japan) (see, for example, [25]) are among the most important advancements made by using, among other things, Cherenkov detectors for identifying particles. This initiated the development of new $B$-meson physics, whose fundamental task is to explain the relationships existing in the family of quarks and between matter and antimatter. An extensive program of investigations into $B$-meson physics was proposed for LHC and Tevatron, where the rate of $B$-meson production is expected to be severalfold higher than at $B$-meson factories. In such and in other experiments [25], socalled Rich Imaging CHerenkov (RICH) detectors recording rings from Cherenkov radiation ensure the highest efficiency of particle identification.

Gases or an aerogel, which is a transparent solidstate material successfully replacing cumbersome gas radiators at threshold particle velocities not exceeding 0.993 , is predominantly used as a radiating medium in RICH detectors.

The aerogel structure is formed by spherical quartz clusters of diameter about 4 nm that are arranged in a three-dimensional network whose hollows are filled with air (see, for example, [26] and references therein). The dimensions of the hollows are many times as great as the dimensions of the clusters and can be controlled during the preparation of an aerogel; as a result, it is possible to obtain a material whose refraction index ranges from 1.007 to 1.1 .

Being a solid-state medium, an aerogel makes it possible to design compact Cherenkov detectors, and this is especially important for applying them in satellite-borne experiments. In particular, an aerogel RICH detector enters into the composition of the magnetic spectrometer of the AMS experiment, whose start is planned in 2004 at the International Space Station Alpha [27]. This experiment is intended for solving the fundamental problem of searches for antimatter and dark matter via a precision measurement of the composition of cosmic rays.

In media characterized by low values of $n$, the intensity of a light splash is usually very weak; therefore, it is necessary to ensure a highly efficient detection of even single photons, frequently under conditions of a high level of the background from accompanying processes. An important advantage of this mode of photorecorder operation is that a reliable energy calibration of the detector is automatically implemented in this case.

Photorecorders, especially those in RICH detectors, must ensure the required spatial accuracy in detecting light rings, this being achieved by using a relatively large number of photosensitive channels. For this purpose, industry proposes multichannel vacuum photomultiplier tubes featuring 16 to 256 diminutive channels ( $\geq 2.5 \times 2.5 \mathrm{~mm}$ ) within one vessel about 5 cm in diameter. Up to 2048 channels are arranged in a hybrid photodiode, which is an image amplifier where photoelectrons are accelerated by an electric field of strength about 20 kV . Hitting a silicon detector, each accelerated photoelectron generates about $10^{5}$ electron-positron pairs in it. Owing to modern technologies, multichannel recording microelectronics can be arranged within the same vacuum vessel of diameter about 8 cm , these microelectronics being in immediate contact with a position-sensitive silicon detector.

A system of such hybrid photodiodes was chosen, for example, as a photorecorder in the RICH detector for experiments at LHC [28]. However, a second version was also provided there, that which employs multichannel vacuum photomultiplier tubes, whose operational stability with time was better tested.

Gas position-sensitive instruments, whose highest precision and fast operation are achieved if use
is made of CsI photocathodes, which are sensitive to light of wavelength below 220 nm , permit obtaining the largest photosensitive area. For example, the area of the photocathode manufactured from segmented CsI is $5.3 \mathrm{~m}^{2}$ in the RICH detector for the COMPASS experiment (CERN) [29].

Physics problems solved with the aid of Cherenkov detectors are quite diverse. Cherenkov detectors provide the most efficient way to seek sources of particles having extremely high energies and to study the nature of their emergence, and this is the most important problem in contemporary astrophysics.

The use of transparent and deep water reservoirs and enormous masses of ice as radiators of Cherenkov light and shields from atmospheric cosmic rays makes it possible to create unique telescopes for neutrino astronomy.

Without Cherenkov detectors, it would be impossible to identify particles in numerous experiments at accelerators and in space vehicles. The resulting need for fast multichannel photorecorders of large area that are able to detect single photons is a decisive factor in the development of many types of photosensitive instruments.

The observation of the Cherenkov effect was one of the outstanding discoveries in the 20th century. Without its application, many physical experiments of fundamental importance would have been impossible. The name of its author, Pavel A. Cherenkov, a recipient of a Nobel Prize in physics, is known among the physics community worldwide. It will forever remain in the history of science.
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#### Abstract

A Cherenkov quartz detector possesses a high radiation resistance because of the radiation resistance of quartz fibers in which a light signal is formed and which are used to transfer signals to photodetectors. Owing to properties of Cherenkov radiation, such as the existence of a threshold with respect to the velocity of radiating charged particles and an instantaneous character of the radiation, this type of calorimeter is not sensitive to neutrons and the majority of radiative-decay products and generates a short signal within a narrow spatial region. In view of these special features of a Cherenkov quartz calorimeter, it is advantageous (with respect to other calorimetric methods) in detecting narrow jets of high-energy particles against the background of high-density energy fluxes, this being necessary, for example, in experiments at the Large Hadron Collider, which is presently under construction at CERN. The results obtained by measuring the radiation resistance of quartz fibers and the main features of a Cherenkov quartz calorimeter that were measured for prototypes are discussed in the present article.


(C) 2004 MAIK"Nauka/Interperiodica".

## 1. INTRODUCTION

Calorimeters-that is, detectors intended for measuring energy fluxes associated with particles of various types-have been extensively used in contemporary experimental physics. Calorimeters enter into the composition of all operating facilities, as well as those that are under construction, for various colliders of high-energy particles. Calorimeters will play an important role in experiments at the Large Hadron Collider, which is presently being constructed at CERN and which is intended for implementing collisions between $7-\mathrm{TeV}$ proton beams. In searches for new types of fundamental particles, it would be necessary to measure the fluxes of energy of all secondary particles, with the exception of those that are emitted within narrow regions (of angular dimension smaller than $1^{\circ}$ ) around colliding beams. High energies and high luminosities of the Large Hadron Collider will create extremely unfavorable conditions for the operation of the detecting equipment used. This concerns above all regions adjacent to colliding beams, where the bulk of the energy of secondary particles is concentrated. Calorimeters installed in these parts of the facilities will have to operate under conditions of extremely high radiation doses (up to $100 \mathrm{Mrad} / \mathrm{yr}$ ) and neutron fluxes [up to $10^{16}$ neutron/( $\left.\mathrm{cm}^{2} \mathrm{yr}\right)$ ]. Therefore, the requirement of a high radiation resistances of the calorimeter components and the requirement of a reliable operation for many years in the

[^32]situation where the maintenance of the calorimeter is complicated by high levels of induced radioactivity impose stringent constraints on the choice of possible calorimetric technologies.

A Cherenkov quartz calorimeter is able to solve the above tasks. Optical quartz fibers, which possess the necessary radiation resistance and which will not require replacement in the course of operation, are active elements of such a calorimeter that are situated in the region of high radiation fields. Moreover, the nature of Cherenkov light, on which the operation of the calorimeter is based, makes it possible to obtain a number of advantages over other calorimetric technologies relying on ionization or scintillation. These advantages include a very fast and short signal and a low sensitivity to neutrons and products of radiative decays. In view of this, a group of physicists from the Institute of Theoretical and Experimental Physics (ITEP, Moscow) proposed that an international collaboration involved in the CMS experiment employ a Cherenkov quartz calorimeter for the region of small angles with respect to the colliding-beam axes. The radiation resistance of various quartz fibers was measured, a full-scale calorimeter prototype was manufactured, and the main parameters of the forward calorimeters for the CMS experiment were optimized. At the present time, these calorimeters are being assembled at CERN.

## 2. RADIATION RESISTANCE OF QUARTZ FIBERS

The main advantage of Cherenkov quartz calorimeters over the majority of calorimeters of other types is a high radiation resistance of its componentsfirst of all, quartz fibers. In [1], the results obtained by measuring signals from various quartz fibers irradiated with a $2-\mathrm{MeV}$ electron beam are presented versus the absorbed irradiation dose of up to 2.2 Grad . The light signal was formed owing to Cherenkov radiation from electrons in fibers. It was shown that fibers whose reflecting layer was obtained by saturating quartz in the reflecting fiber layer with fluorine possess the highest radiation resistance.

The spectra of absorption in quartz fibers irradiated up to a dose of 1 Grad with the aid of a ${ }^{60} \mathrm{Co}$ radioactive source were investigated in [2]. Figure 1 shows the light-wavelength dependence of the absorption defined in terms of the transmission loss

$$
A(\lambda)=\frac{10}{L} \log \frac{I_{2}(\lambda)}{I_{1}(\lambda)}
$$

in a fiber irradiated to various doses. Here, $\lambda$ is the wavelength of light; $L$ is the length of the irradiated fiber; and $I_{1}$ and $I_{2}$ are the intensities of light transmitted by the fiber, respectively, prior to and after the irradiation. From Fig. 1, it is obvious that the wavelength range between 400 and 550 nm is the operating wavelength range for a Cherenkov quartz calorimeter, since, in the region of shorter waves, quartz fibers become nontransparent upon irradiation. Similar dependences were observed for various types of quartz fibers.

The results of further investigations into the problem of the radiation resistance of quartz fibers were given in [3, 4]. Measurement of the absorption spectra for fibers directly during their irradiation was the main feature that distinguished the procedure used in [3, 4] from that in [2]. It was found that the transparency of quartz fibers is restored to some extent immediately after irradiation, but the general character of the absorption spectra measured during irradiation remained by and large similar to that in Fig. 1. The absorbed-dose dependence of the loss of transparency of quartz fibers can be approximated by a power-law function:

$$
A(D, \lambda)=\alpha(\lambda) D^{\beta(\lambda)}
$$

The results of the measurements reported in [3, 4] revealed that quartz fibers featuring a new type of polymer reflecting coating possess the required radiation resistance and are cheaper than fibers where the reflecting coating is obtained by doping quartz with fluorine.


Fig. 1. Spectra of absorption in a quartz fiber irradiated to various doses [2]: ( $\circ$ ) without irradiation, $(\star)$ after the dose of $10 \mathrm{Mrad},(*)$ after the dose of $57 \mathrm{Mrad},(\Delta)$ after the dose of $100 \mathrm{Mrad},(\boldsymbol{\nabla})$ after the dose of 680 Mrad , and $(+)$ after the dose of 1000 Mrad . The curves are drawn to guide the eye.

## 3. PRINCIPLE OF CALORIMETER OPERATION

A Cherenkov quartz calorimeter consists of optical quartz fibers embedded in an absorbing host material. In calorimeters, use is made of optical fibers whose core of radius about a few hundred micrometers is formed by a molten quartz and whose reflecting coating has a lower refraction index, whereby the propagation of light along a fiber is ensured owing to total internal reflection at the boundary between the quartz core and this coating. High-energy particles (hadrons, electrons, photons) finding their way to the calorimeter give rise to showers that develop in a calorimeter material. Relativistic charged particles belonging to such a shower that travel through quartz fibers radiate Cherenkov light, part of which propagates along fibers to photodetectors transforming it into an electric signal. The number of Cherenkov photons emitted by charged particles can be estimated by the formula

$$
\frac{d^{2} N_{\mathrm{ph}}}{d L d \lambda}=2 \pi \alpha z^{2} \frac{\sin ^{2} \vartheta_{\mathrm{C}}}{\lambda^{2}},
$$

where $\alpha$ is the fine-structure constant, $\vartheta_{\mathrm{C}}$ is the angle at which Cherenkov light is emitted, $\lambda$ is the light wavelength, and $L$ is the distance that a particle of charge $z$ travels in matter. The angle at which Cherenkov light is radiated with respect to the momentum of the radiating particle is given by

$$
\cos \vartheta_{\mathrm{C}}=\frac{1}{n \beta},
$$

where $\beta=v / c$ and $n$ is the medium's refraction index. For quartz, $\vartheta_{\mathrm{C}} \approx 45^{\circ}$ for visible light and $\beta=1$.

It was Gorodetzky [1] who first proposed widely employing quartz calorimeters in high-energy physics in view of a high radiation strength of quartz


Fig. 2. The amplitude of the signal (mean number $N_{\text {pe }}$ of photoelectrons in a signal) in a quartz-calorimeter prototype for electrons of energy 4 GeV as a function of the angle $\theta$ between the beam axis and the quartz-fiber direction [6]: (point) results of measurements and (curve) results of a Monte Carlo calculation.
fibers. The results obtained by measuring signals that arise in quartz fibers as single ultrarelativistic charged particles propagate through them at various angles are quoted in [5]. The signal from a single particle is maximal if the particle travels at the angle $\vartheta_{\mathrm{C}}$ with respect to the fiber axis, since, in this case, the largest part of the emitted Cherenkov light satisfies the condition of total internal reflection and propagates along the fiber to the photodetector used. In order to attain a maximum signal from a quartz calorimeter (at a given relationship between the masses of the quartz and absorber), the fibers must therefore be arranged at the angle $\vartheta_{\mathrm{C}}$ with respect to the direction of detectedparticle incidence [1].

The forward calorimeters of the CMS facility will serve for reconstructing hadronic jets emitted at small angles with respect to colliding proton beams and (together with central and end-face calorimeters) for measuring the missing transverse energy carried away by particles that have not undergone any interaction in the detector (neutrinos and, possibly, new hypothetical particles). For this purpose, it is not sufficient to measure the total energy of all particles entering the calorimeter; it is necessary to measure energy fluxes in calorimeter cells corresponding to different polar and azimuthal angles of secondaryparticle emission. The most natural way to ensure the transverse segmentation of a quartz calorimeter is to arrange fibers in the absorber along a direction close to that of the detected-particle trajectories and to group fibers in front of the photodetector in accordance with the required segmentation. Although the collection of Cherenkov light is lower for such an arrangement of fibers than for the configuration in which fibers lie at the angle $\vartheta_{\mathrm{C}}$ with


Fig. 3. Schematic of the cross section of a quartzcalorimeter prototype [7].
respect to the momentum of detected particles, the energy resolution of the calorimeter will remain at an acceptable level. According to the results of the measurements performed at ITEP for a calorimeter prototype [6], the amplitude of the quartz-calorimeter signal for electrons of energy 4 GeV is displayed in Fig. 2 versus the angle between the quartz-fiber direction and the electron-beam axis. The results of these measurements reveal that, for the orientation of fibers along the beam, the signal is only one-half as great as that for the orientation of fibers at the angle $\vartheta_{\mathrm{C}} \approx 45^{\circ}$. This behavior is explained by a broad angular distribution of electrons and positrons in an electromagnetic shower.

## 4. CALORIMETER PROTOTYPE AND ITS PROPERTIES

In order to determine experimentally the main properties of signals from a quartz calorimeter that are caused by electromagnetic and hadronic showers, a full-scale prototype of such a calorimeter was manufactured [7]. The prototype absorber had a cross-sectional area of $27 \times 27 \mathrm{~cm}^{2}$ and was made from copper plates having channels for fibers. These channels formed a hexagonal structure characterized by a distance of 2.3 mm between the nearest neighbors (see Fig. 3). In the prototype, use was made of quartz fibers having a quartz core of diameter $300 \mu \mathrm{~m}$ and a reflecting coating $15 \mu \mathrm{~m}$ thick from quartz doped with fluorine. The fraction of the sensitive fiber volume in the calorimeter was $1.5 \%$. The total length of the calorimeter absorber was 135 cm , which corresponded to 8.5 nuclear-absorption-length units. About 6000 quartz fibers were employed in the prototype, which were grouped into ten bundles, each corresponding to a region of area $5.3 \times 5.4 \mathrm{~cm}^{2}$ in cross section. Each such bundle was viewed by a photomultiplier tube (see Fig. 3).


Fig. 4. Ratios of the mean amplitudes of signals to the energies of detected particles [7] for ( $\bullet$ ) electrons and ( $\mathbf{\Delta}$ ) pions. The amplitude of the signal for $150-\mathrm{GeV}$ electrons was taken for a normalization.


Fig. 5. Energy dependence of the energy resolution for electrons [7].

The calorimeter prototype was exposed to electron and pion beams of various energies. The amplitude distributions of signals from electrons are fully determined by fluctuations of the numbers of photoelectrons produced at the photocathodes of the multiplier phototubes used and are described by Poisson distributions. In the case of pion detection, fluctuations in the development of the hadronic shower in the absorber material play a more important role, dominating over fluctuations of the number of photoelectrons. The ratios of the mean amplitudes of signals to the energies of detected particles are shown in Fig. 4 versus energy. For electrons, the ratio in question is independent of energy, this being indicative of a good linearity of the calorimeter signal for electromagnetic showers. In the case of pions, the particle-energy dependence of the amplitude of the signal is seen to be nonlinear, the mean signal for pions being much less than that for electrons of identical energy. The reason behind these properties of a quartz calorimeter is that the number of relativistic charged particles traversing quartz fibers at angles close to $\vartheta_{\mathrm{C}}$ is


Fig. 6. Energy dependence of the energy resolution for charged pions [7].


Fig. 7. Fraction of the calorimeter signal formed beyond a cylindrical region whose axis is aligned with the incidentparticle momentum versus the radius of this region [8]: (solid curve) results for a quartz calorimeter and (dashed curve) results for the SPACAL scintillation calorimeter.
much less in hadronic than in electromagnetic showers.

Figure 5 shows the energy resolution of the calorimeter prototype as a function of the electron energy. The energy resolution can be approximated as follows:

$$
\frac{\sigma(E)}{E}=\frac{A}{\sqrt{E}}
$$

The parameter value of $A=1.37$ complies well with the number of photoelectrons ( 0.6 ph.el. $/ \mathrm{GeV}$ ) that was determined from the position of the singlephotoelectron peak. Figure 6 shows the calorimeter resolution as a function of the pion energy. In this case, the resolution can be approximated by the dependence

$$
\frac{\sigma(E)}{E}=\sqrt{\left(\frac{A^{2}}{E}+B^{2}\right)}
$$

In the case of pions, the contribution of photostatistical fluctuations to the energy resolution is less


Fig. 8. Oscillograms of prototype signals for pions of energy 375 GeV [8].
than the contribution of fluctuations in the development of the hadronic shower, which are caused primarily by fluctuations of the total energy of neutral pions formed in the shower. It should be borne in mind that the energy resolution of a Cherenkov quartz calorimeter is much poorer than the energy resolution of the majority of calorimeters of other types, and this constrains the applicability range of quartz calorimeters; however, a quartz calorimeter is adequate to problems to be solved in the CMS experiment.

The fraction of the calorimeter signal formed beyond a cylindrical region whose axis is aligned with the incident-particle momentum is shown in Fig. 7 as a function of the radius of this region [7, 8]. For the sake of comparison, the analogous dependence is also given there for a calorimeter of the SPACAL type, where scintillation fibers were used for active elements. It can be seen that the sensitive region is much narrower in a Cherenkov calorimeter than in a scintillation calorimeter of the above type (by way of example, we indicate that, in a Cherenkov calorimeter, $90 \%$ of the signal is collected from a region of radius 9 cm , this radius being 22 cm in a scintillation calorimeter). This feature of a Cherenkov calorimeter is of paramount importance in reconstructing narrow hadronic jets formed in the region of small angles, since, in this case, the dimensions of the calorimeter region within which the jet deposits the bulk of its energy are smaller than the transverse size of a hadronic shower. Figure 8 displays the oscillograms of prototype signals for pions of energy 375 GeV [8]. These data confirm that signals from a Cherenkov calorimeter are very short and, as a matter of fact, are determined by the time characteristics of the photodetectors used.

## 5. DETECTION OF ENERGY FLUXES AND HADRONIC JETS

The quartz Cherenkov calorimeter of the CMS facility is intended for recording and measuring the energies of hadronic jets and energy fluxes associated with particles that are emitted at small angles $\left(0.5^{\circ}-\right.$ $5.7^{\circ}$ ) with respect to the axis of colliding-proton beams. The bulk of the energy recorded in this calorimeter comes from hadrons and high-energy photons from decays of neutral pions and other shortlived particles. The fraction of energy carried by hadrons and photons is expected to fluctuate strongly from one event to another; therefore, the distinction between the amplitudes of the calorimeter signals for hadronic and electromagnetic showers will be a source of errors in measuring the energy of hadronic jets, and this error will be added to the intrinsic energy resolution of the calorimeter. This additional error can be reduced by introducing a longitudinal segmentation of the calorimeter and a corresponding calibration of signals from different segments.

The results obtained by simulating the detection of hadronic jets in a longitudinally segmented Cherenkov quartz calorimeter are presented in [9]. This simulation was based on data from an experiment where two calorimeter prototypes arranged one after the other in close proximity were exposed to electron and pions of various energies. The two prototypes had the same transverse structure (see Fig. 3) and differed only in length. The upstream prototype had a length of 34 cm , while the other (downstream) prototype (it has already been discussed above) was 135 cm long. The length of the first prototype corresponded to 24 radiation-length units; therefore, it absorbed electromagnetic showers from electrons almost completely. This prototype played the role of an electromagnetic (EM) segment of the calorimeter. In order to determine the energy of hadronic showers, it was necessary to sum signals from both segments; therefore, the second segment was referred to, by convention, as a hadronic (HAD) segment.

This, longitudinally segmented, prototype was exposed to electron and pion beams of energy 10 to 200 GeV and 12 to 350 GeV , respectively. An initial calibration of signals from all cells of both segments was performed in a $80-\mathrm{GeV}$ electron beam (the EM segment was removed from the beam in calibrating the HAD beam). The shower energy was determined by the formula

$$
E=\mathrm{Wt}_{\mathrm{EM}} E_{\mathrm{EM}}+\mathrm{Wt}_{\mathrm{HAD}} E_{\mathrm{HAD}}
$$

where $\mathrm{Wt}_{\mathrm{EM}}$ and $\mathrm{Wt}_{\mathrm{HAD}}$ are calibration coefficients that were introduced in order to reduce the distinction between the signals from electrons and pions of the same energy. The optimum values of these
coefficients were determined by optimizing the energy resolution for hadronic jets.

At $\mathrm{Wt}_{\mathrm{EM}}=\mathrm{Wt}_{\mathrm{HAD}}$, the energy dependences of the mean amplitudes of signals and the energy resolutions both for electrons and for pions were in agreement, within the experimental uncertainties, with the results for the nonsegmented prototype. In this case, the amplitude of signals from pions (as is shown in Fig. 4) proves to be much less than that for electrons. This difference can be reduced by using, for the calibration coefficients, values satisfying the condition $\mathrm{W} t_{\mathrm{EM}}<\mathrm{Wt}_{\mathrm{HAD}}$. However, the energy resolution for pions then becomes poorer since the uniformity of the calorimeter is lost, so that the amplitude of the signal becomes dependent on the character of the longitudinal development of a hadronic shower.

Data obtained for the calorimeter segmented in the way indicated above were used to simulate signals from hadronic jets that will be produced at small angles in collisions of $7-\mathrm{TeV}$ protons at the Large Hadron Collider. Such jets of energy in the range between 400 GeV and 2 TeV were simulated with the aid of the PYTHIA package. Each jet consisted of hadrons (predominantly charged pions) and photons emitted into a narrow cone around the momentum of a primary quark that initiated its production. The response of the calorimeter was simulated as the sum of signals from hadronic and electromagnetic showers of corresponding energy that were chosen at random from the library of showers that were recorded with the aid of the prototypes of two segments of a Cherenkov quartz calorimeter. The resolution of the longitudinally segmented calorimeter for hadronic jets is shown in Fig. 9 as a function of energy for three values of the ratio of $\mathrm{W} t_{\text {HAD }}$ to $\mathrm{Wt}_{\mathrm{EM}}$. The value of $\mathrm{W} \mathrm{t}_{\mathrm{HAD}} / \mathrm{Wt}_{\mathrm{EM}}=1$ corresponds to a uniform (nonsegmented) calorimeter, while the value of $\mathrm{Wt}_{\mathrm{HAD}} / \mathrm{Wt}_{\mathrm{EM}}=1.97$ makes it possible to reach an approximate equality of signals for hadronic and electromagnetic showers; as to the value of $\mathrm{Wt}_{\mathrm{HAD}} / \mathrm{Wt}_{\mathrm{EM}}=1.45$, it corresponds to the optimum energy resolution for high-energy hadronic jets. It can be seen that the optimum value of the ratio of $W t_{\text {HAD }}$ to $W t_{\mathrm{EM}}$ remains unchanged over a broad range of jet energies.

## 6. CHERENKOV CALORIMETERS FOR THE CMS EXPERIMENT

The calorimetric system of the CMS facility is predominantly intended for performing an efficient measurement of hadronic jets and energy fluxes over a wide pseudorapidity interval, $|\eta|<5$,

$$
\eta=-\ln \tan \frac{\vartheta}{2}
$$



Fig. 9. Energy dependence of the resolution of a longitudinally segmented calorimeter for hadronic jets at $\mathrm{Wt}_{\mathrm{HAD}} / \mathrm{Wt}_{\mathrm{EM}}=(\bullet) 1.00,(\mathbf{\Delta}) 1.45$, and (v) 1.97 [9].

Here, $\vartheta$ is the emission angle of a secondary particle with respect to the axis of one of the colliding beams. Electromagnetic calorimeters involving lead tungstate crystal and hadronic calorimetrs employing scintillator plates as sensitive elements will be installed in the central part of the facility and in its end-face parts. In the region of angles adjacent to the beam axis, such calorimeters cannot operate, primarily because of an insufficiently high radiation resistance. In the region of forward angles, the radiation doses expected in the high-luminosity ( $L=10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ) mode of Large Hadron Collider operation are as high as $100 \mathrm{Mrad} / \mathrm{yr}$. Therefore, Cherenkov quartz calorimeters, which possess the required radiation resistance, will be used in the CMS facility in the region of small angles with respect to the axes of colliding beams. The energy resolution of a Cherenkov calorimeter is poorer than that of a scintillation calorimeter at the same energy of detected hadrons. If, however, these resolutions are compared at identical transverse (with respect to beam axes) energies, it turns out that, in the CMS facility, the resolution of the forward calorimeters with respect to transverse energy is not inferior to the resolution of the central calorimeters. Moreover, special features of a Cherenkov calorimeter, such as a short signal, a low sensitivity to neutrons and products of radiative decays, and a narrow region of signal formation, will make it possible to attain significant advantages over different calorimetric methods in suppressing backgrounds in reconstructing hadronic jets.

In the CMS facility, the forward calorimeters are positioned beyond the central part of the detector and its end-face parts [10]. This arrangement of the forward calorimeters will considerably facilitate access to other elements of the facility during exploitation, since, within the period of servicing the facility, the forward calorimeters, which are powerful radioactive sources, can be removed to specially provided shielded zones. Moreover, the disposition of the forward calorimeters beyond other units of the facil-


Fig. 10. Quartz-fiber-equipped sectors of the forward calorimeters of the CMS facility.
ity will make it possible to reduce significantly the backgrounds in the central part of the CMS from secondary particles (first of all, neutrons), which will be copiously produced in the forward calorimeters.

The absorber of the forward calorimeters of CMS are manufactured from steel in the form of 20 -degree sectors 165 cm long and 123 cm in height. This form of the absorber makes it possible to assemble the calorimeter sectors as independent units (including the absorber, quartz fibers, and blocks involving photodetectors) and to ensure an optimum transverse segmentation of the calorimeter for reconstructing hadronic jets ( $\Delta \eta \times \Delta \varphi=0.175 \times 0.175$, where $\eta$ is a pseudorapidity and $\varphi$ is an azimuthal angle). In the absorber, there are holes about 1 mm in diameter that are separated by a distance of 5 mm in the transverse direction. Quartz fibers featuring a core of diameter 0.6 mm and a radiation-resistant polymer coating are inserted into these holes. One-half of the fibers pass over the entire length of the absorber, while the other half stop short of reaching the forward end face of the absorber (at a distance of 22 cm from it). The long and short fibers, which alternate in a staggered order, are grouped into separate bundles for the readout of signals by photodetectors. This ensures a longitudinal segmentation of the calorimeters, whereby one reduces the difference of the signals from electromagnetic and hadronic showers and improves the energy resolution for hadronic jets. An external view of the calorimeter sectors equipped with quartz fibers is illustrated in Fig. 10. Two forward calorimeters will have a total weight of about 200 t and will contain about 1000 km of quartz fibers. At the present time, the CMS quartz calorimeters are the largest

Cherenkov quartz calorimeters. Other examples illustrating the use of Cherenkov calorimeters can be found in [11].

## 7. CONCLUSION

A Cherenkov quartz calorimeter is radically different from calorimeters that are based on ionization or scintillation signals. In a shower initiated by a high-energy particle in a calorimeter, the fraction of energy going into the formation of a Cherenkov signal is much less than the fraction of energy going into ionization or scintillation. In what is concerned with the energy resolution, a Cherenkov quartz calorimeter is therefore inferior to calorimeters of traditional types. Owing to the nature of Cherenkov radiation, however, such a calorimeter has a very short signal and a considerably narrower sensitive region than other calorimeters and is not sensitive to neutrons and products of radiative decays. These advantages are of greatest importance for calorimeter operation under conditions of high particle fluxes. A high radiation resistance of quartz fibers is a property that enables one to make use of the advantages of Cherenkov calorimeters. At the present time, the assembly of the two largest Cherenkov quartz calorimeters, which will operate in the region of small angles of the CMS facility at the Large Hadron Collider, is being completed.
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#### Abstract

We estimate $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ in the context of the Standard Model by fitting for $\lambda_{t} \equiv V_{t d} V_{t s}^{*}$ of the "kaon unitarity triangle" relation. To find the vertex of this triangle, we fit data from $\left|\varepsilon_{K}\right|$, the $C P$-violating parameter describing $K$ mixing, and $a_{\psi K}$, the $C P$-violating asymmetry in $B_{d}^{0} \rightarrow J / \psi K^{0}$ decays, and obtain the values $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{S} M}=(7.07 \pm 1.03) \times 10^{-11}$ and $\left.\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{S} M}=$ $(2.60 \pm 0.52) \times 10^{-11}$. Our estimate is independent of the CKM matrix element $V_{c b}$ and of the ratio of $B$-mixing frequencies $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. We also use the constraint estimation of $\lambda_{t}$ with additional data from $\Delta m_{B_{d}}$ and $\left|V_{u b}\right|$. This combined analysis slightly increases the precision of the rate estimation of $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ and $K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$ (by $\simeq 10$ and $\simeq 20 \%$, respectively). The measured value of $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ can be compared both to this estimate and to predictions made from $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. © 2004 MAIK "Nau$k a /$ Interperiodica".


The ultrarare FCNC (Flavor Changing Neutral Currents) kaon decays $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ and $K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$ are of particular interest as these "gold-plated decays" can be predicted in the Standard Model (SM) framework with very high theoretical accuracy.

The $K \rightarrow \pi \nu \bar{\nu}$ decays are treated in detail in a number of papers [1-34]. We list some of the key aspects of these decays.
(a) The main contribution to these FCNC processes arises at small distances $r \sim 1 / m_{t}, 1 / m_{Z}$; therefore, a very accurate description for the strong interactions at the quark level is possible in the framework of perturbative QCD. This analysis has been carried out in the leading logarithmic order (LLO) with corrections to next-to-leading order (NLO) [1-4].
(b) The calculation of the matrix element $\langle\pi| H_{w}|K\rangle_{\pi \nu \bar{\nu}}$ from quark-level processes involves long-distance physics. However, these long-distance effects can be avoided by the renormalization procedure developed by Inami and Lim [5], relating the matrix element to that of the well-known decay $K^{+} \rightarrow \pi^{0} e^{+} \nu_{e}$ through isotopic-spin symmetry. Other possible long-distance contributions to $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ have been shown to be negligible [6].

[^33](c) Since the effective vertex $Z d \bar{s}$ in the diagrams of Fig. 1 is short-distance, these processes are also sensitive to the contributions from new heavy objects (e.g., supersymmetric particles).

A very important step in the study of $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ was achieved by the E787 experiment [7] at BNL in which two clean events were found in favorable background conditions, indicating a branching ratio of $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)=\left(15.7_{-8.2}^{+17.5}\right) \times 10^{-11}$. This observation has opened the door for future more precise study of the $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ decay $[8,9]$.

In the SM, the $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ decay is described by penguin and box diagrams presented in Fig. 1. The partial widths have the form

$$
\begin{align*}
& \Gamma\left(K^{+}\right.\left.\rightarrow \pi^{+} \nu \bar{\nu}\right)=\kappa^{+}\left|\lambda_{c} F\left(x_{c}\right)+\lambda_{t} X\left(x_{t}\right)\right|^{2}  \tag{1}\\
&= \kappa^{+}\left[\left(F\left(x_{c}\right) \operatorname{Re} \lambda_{c}+X\left(x_{t}\right) \operatorname{Re} \lambda_{t}\right)^{2}\right. \\
&\left.+\left(F\left(x_{c}\right) \operatorname{Im} \lambda_{c}+X\left(x_{t}\right) \operatorname{Im} \lambda_{t}\right)^{2}\right] \\
& \simeq \kappa^{+}\left[\left(F\left(x_{c}\right) \operatorname{Re} \lambda_{c}+X\left(x_{t}\right) \operatorname{Re} \lambda_{t}\right)^{2}+\left(X\left(x_{t}\right) \operatorname{Im} \lambda_{t}\right)^{2}\right],
\end{align*}
$$

where

$$
\begin{aligned}
\kappa^{+}= & \left.\left(\frac{G_{\mathrm{F}}}{\sqrt{2}}\right)^{2}\left|\left\langle\pi^{+} \nu \bar{\nu}\right| H_{w}\right| K^{+}\right\rangle\left.\right|^{2} \\
& \times 3\left(\frac{\alpha}{2 \pi \sin ^{2} \vartheta_{\mathrm{W}}}\right)^{2}
\end{aligned}
$$

The factor of 3 in the expression for $\kappa^{+}$results from the three flavors of neutrinos $\left(\nu_{e}, \nu_{\mu}, \nu_{r}\right)$ participating in the $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ decays. The factors $F\left(x_{c}\right)$ and $X\left(x_{t}\right)$ are functions corresponding to the quark loops.


Fig. 1. The dominant contributions to $K \rightarrow \pi \nu \bar{\nu}$.

These functions include the Inami-Lim functions [5] and the QCD corrections that have been calculated to $\mathrm{NLO}[1-4,10]$. They depend on the variables $x_{i}=$ $\left(m_{i} / m_{W}\right)^{2}$ with the masses of the $+\frac{2}{3}$ quarks, $m_{i}, i=$ $c, t$. The $\lambda_{i} \equiv V_{i d} V_{i s}^{*}$ are vectors in the complex plane that satisfy the unitarity relation

$$
\begin{equation*}
\lambda_{t}+\lambda_{c}+\lambda_{u}=0 \quad\left(\lambda_{i}=V_{i d} V_{i s}^{*} ; i=u, c, t\right) . \tag{2}
\end{equation*}
$$

This equation describes the "kaon unitarity triangle," which can be completely determined from measurement of the three kaon decays: $K^{+} \rightarrow \pi^{0} e^{+} \nu_{e}, K^{+} \rightarrow$ $\pi^{+} \nu \bar{\nu}$, and $K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$. This triangle is highly elongated with a base-to-height ratio of $\sim 1000$.

Using the values of $m_{c}$ and $m_{t}$ in the table (see below), the calculations from [1] yield $F\left(x_{c}\right)=(9.82 \pm$ $1.78) \times 10^{-4}$ and $X\left(x_{t}\right)=1.52 \pm 0.05$. The accuracy improves with increasing quark mass, and there are systematic dependences on QCD scale parameter $\Lambda \frac{(4)}{M S}$ (see [1]). The $c$-quark contribution in (1) is smaller than the $t$-quark contribution, but is nonnegligible. Although $F\left(x_{c}\right) / X\left(x_{t}\right) \sim 10^{-3}, \operatorname{Re} \lambda_{c}$ is much larger than $\operatorname{Re} \lambda_{t}$ and $\operatorname{Im} \lambda_{t}\left(\operatorname{Re} \lambda_{c} \sim \lambda\right.$, while $\operatorname{Re} \lambda_{t}, \operatorname{Im} \lambda_{t}$, and $\operatorname{Im} \lambda_{c}$ are less than $\left.\lambda^{5}\right)$.

For the $C P$-violating $[11,12] K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$ decay,

$$
\begin{gather*}
\Gamma\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)  \tag{3}\\
\simeq \frac{1}{2}\left|A\left(K^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)-A\left(\bar{K}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|^{2} \\
\left.=\kappa^{0} \frac{1}{2} \right\rvert\, \lambda_{c} F\left(x_{c}\right)+\lambda_{t} X\left(x_{t}\right)-\text { h.c. }\left.\right|^{2} \\
=\kappa^{0} \cdot 2\left[F\left(x_{c}\right) \operatorname{Im} \lambda_{c}+X\left(x_{t}\right) \operatorname{Im} \lambda_{t}\right]^{2} \\
\simeq \kappa^{0} \cdot 2\left[X\left(x_{t}\right) \operatorname{Im} \lambda_{t}\right]^{2},
\end{gather*}
$$

with

$$
\begin{aligned}
R_{0} & =R_{+} \frac{r_{0}}{r_{+}} \frac{\tau\left(K_{L}^{0}\right)}{\tau\left(K^{+}\right)}=3.28 \times 10^{-5} \\
r_{0} / r_{+} & =1.048, \quad \tau\left(K_{L}^{0}\right) / \tau\left(K^{+}\right)=4.17
\end{aligned}
$$

The intrinsic theoretical uncertainty of the SM prediction for $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{S M}$ is $\sim 7 \%$ and is limited by the $c$-quark contribution, whereas for $\left.\operatorname{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{S M}$ the uncertainty is $1-2 \%$. However, in practice, the uncertainties of the numerical evaluations of the $K \rightarrow \pi \nu \bar{\nu}$ branching ratios are dominated by the current uncertainties in the CKM quark mixing matrix parameters.

The parameters $\operatorname{Im} \lambda_{t}, \operatorname{Re} \lambda_{t}, \operatorname{Re} \lambda_{c}$ can be estimated within the standard unitarity triangle (UT) framework using the improved Wolfenstein parametrization [15] $\bar{\eta}, \bar{\rho}, A$, and $\lambda$ (with $A \lambda^{2}=\left|V_{c b}\right|, \bar{\rho} \equiv$ $\rho\left(1-\lambda^{2} / 2\right)$, and $\left.\bar{\eta} \equiv \eta\left(1-\lambda^{2} / 2\right)\right)$. To $O\left(\lambda^{4}\right)$, the CKM matrix is

$$
\begin{gather*}
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b} \\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)  \tag{9}\\
=\left(\begin{array}{ccc}
1-\lambda^{2} / 2 & \lambda & A \lambda^{3}(\rho-i \eta) \\
-\lambda & 1-\lambda^{2} / 2 & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right) \\
+O\left(\lambda^{4}\right),
\end{gather*}
$$

and to higher order we have

$$
\begin{gather*}
\operatorname{Re} \lambda_{c}=-\lambda\left(1-\lambda^{2} / 2\right)+O\left(\lambda^{5}\right)  \tag{10}\\
\operatorname{Re} \lambda_{t}=-A^{2} \lambda^{5}\left(1-\lambda^{2} / 2\right)(1-\bar{\rho})+O\left(\lambda^{7}\right) \\
\operatorname{Im} \lambda_{t}=\eta A^{2} \lambda^{5}+O\left(\lambda^{9}\right)
\end{gather*}
$$

The current values of these and other parameters used in this paper can be found below in the table. Using (10) and PDG [35] (see table), Eqs. (6) and (8) can be naively solved to give the branching ratios for $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}$ and $K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$ :

$$
\begin{gathered}
\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}} \\
=R_{+} A^{4} \lambda^{8} X\left(x_{t}\right)^{2}\left\{\frac{1}{\sigma}\left[\left(\rho_{0}-\bar{\rho}\right)^{2}+(\sigma \bar{\eta})^{2}\right]\right\} \\
=R_{+}\left|V_{c b}\right|^{4} X\left(x_{t}\right)^{2}\left\{\frac{1}{\sigma}\left[\left(\rho_{0}-\bar{\rho}\right)^{2}+(\sigma \bar{\eta})^{2}\right]\right\} \\
=7.50 \times 10^{-6}\left[2.88 \times 10^{-6} \pm(19.4 \%)\right] \\
\times[7.15 \pm(28.30 \pm(6.9 \%)]\{1.44 \pm(20 \%)\} \\
=10^{-11}=[7.2 \pm 2.1] \times 10^{-11}
\end{gathered}
$$

$$
\begin{gather*}
\left.\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}  \tag{12}\\
=R_{0} A^{4} \lambda^{8} X\left(x_{t}\right)^{2}\left\{\sigma \bar{\eta}^{2}\right\} \\
=R_{0}\left|V_{c b}\right|^{4} X\left(x_{t}\right)^{2}\left\{\sigma \bar{\eta}^{2}\right\} \\
=3.28 \times 10^{-5}\left[2.88 \times 10^{-6} \pm(19.4 \%)\right] \\
\times[2.30 \pm(6.9 \%)]\{0.129 \pm(28.6 \%)\} \\
=[2.8 \pm(35 \%)] \times 10^{-11}=[2.8 \pm 1.0] \times 10^{-11}
\end{gather*}
$$

with $\quad \rho_{0}=1+\Delta=1+f F\left(x_{c}\right) /\left(\left|V_{c b}\right|^{2} X\left(x_{t}\right)\right)=$ $1.40 \pm 0.08$ and $\sigma=1 /\left(1-\lambda^{2} / 2\right)^{2}=1.051$.

The uncertainties of $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ in (11) and (12) are dominated by the current uncertainties in the CKM parameters and are significantly larger than the intrinsic theoretical uncertainties. The uncertainty of $\left|V_{c b}\right|$ is quite significant in the evaluation of $\mathrm{BR}(K \rightarrow$ $\pi \nu \bar{\nu})$ due to the $\left|V_{c b}\right|^{4}$ dependence. CLEO has recently measured [36] a somewhat higher $\left|V_{c b}\right|$ value of $(46.9 \pm 3.0) \times 10^{-3}$, which would cause a significant increase in $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ in Eqs. (11) and (12).

The numerical solutions of Eqs. (11) and (12) do not include correlations between $\bar{\rho}, \bar{\eta}, X$, and $V_{c b}$. Rather, these calculations are used to demonstrate the influence of different factors in the calculation of $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$. An evaluation[16] employing a scanning method and conservative errors for $V_{\mathrm{CKM}}$ obtained the following values: $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=$ $(7.5 \pm 2.9) \times 10^{-11} \quad$ and $\left.\quad \mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=$ $(2.6 \pm 1.2) \times 10^{-11}$. A more recent evaluation with similar CKM inputs but employing a Gaussian fit obtained $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=(7.2 \pm 2.1) \times$ $10^{-11}$ [17]. These values are not very different from the results in Eqs. (11) and (12). In some recent analyses [18-21] with correlations included, higher precision on the $\mathrm{BR}(K \rightarrow \pi \nu \bar{\nu})$ predictions has been obtained.

For the values of the parameters $\left|V_{c b}\right|, \bar{\rho}$, and $\bar{\eta}$ in Eqs. (11) and (12), we adopt the more conservative approach of PDG [35]. A more aggressive approach [22] for the evaluation of these errors can significantly increase the precision for $\mathrm{BR}(K \rightarrow \pi \nu \bar{\nu})$. Solving Eqs. (11) and (12) with the values of [22] gives $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=(7.4 \pm 1.2) \times 10^{-11}$ and $\left.\operatorname{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\text {SM }}=(2.8 \pm 0.5) \times 10^{-11}$. The precision of the outputs of the standard UT fits is dependent on the value of $\xi$, the $S U(3)$-breaking correction to $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. The generally accepted value of $\xi$ is $\xi=1.15 \pm 0.06$; however, recent works would suggest a higher value of $\xi=1.18 \pm 0.04_{-0.0}^{+0.12}[37]$ ( or even as high as $\xi=1.32 \pm 0.10[38]$ ).

Given the strong dependence of Eqs. (11) and (12) on $\left|V_{c b}\right|$, we consider an estimate of $\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ that is essentially independent of $\left|V_{c b}\right|$. This estimate is also independent of $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. It is based solely
on $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$, is remarkably competitive to other estimates, and has the advantage of simplicity.

In this work, we directly evaluate $\lambda_{t}$ to calculate $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ from (6) and (8). This avoids the use of $\bar{\rho}$ and $\bar{\eta}$, as has been used in previous calculations of $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$. This approach has been discussed in the literature [23, 24], but as far as we know, no calculations of $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ exist by this method. In order to minimize uncertainty from $\left|V_{c b}\right|$, it is natural to consider $\left|\varepsilon_{K}\right|$ and $a_{\psi_{K}}$ in terms of the kaon UT. ${ }^{4}$ ) We recall that $\lambda_{u}=V_{u d} V_{u s}^{*} \simeq \lambda\left(1-\lambda^{2} / 2\right)$ is real, and $\lambda_{c}=V_{c d} V_{c s}^{*}$ has a very small complex phase $\varphi\left(\lambda_{c}\right) \simeq \operatorname{Im} \lambda_{t} / \lambda \simeq 6 \times 10^{-4}$. The phase of $V_{t s}$ is $\varphi\left(V_{t s}\right) \simeq-\pi+\left(\operatorname{Im} \lambda_{t}\right) \lambda /\left|V_{c b}\right|^{2}=-\pi+0.0172=$ $-\pi+1.0^{\circ}$. The phase of $V_{t d}$ is $\varphi\left(V_{t d}\right)=-\beta$ and the angle ( $\beta_{K}$ ) between $\lambda_{t}$ and $\lambda_{u}$ is

$$
\begin{gather*}
\beta_{K}=\pi-\varphi\left(V_{t d} V_{t s}^{*}\right)=\pi-\varphi\left(V_{t d}\right)+\varphi\left(V_{t s}\right)  \tag{13}\\
=\beta+1.0^{\circ}=24.6^{\circ} \pm 2.3^{\circ}
\end{gather*}
$$

This angle is very close to $\beta$, which in the SM is extracted cleanly from the precise measurement of $a_{\psi_{K}}$, the $C P$ asymmetry in $B_{d}^{0} \rightarrow J / \psi K^{0}$ decays: $\sin (2 \beta)=0.734 \pm 0.054$ [39]. We use an iterative procedure, starting with $\beta_{K}=\beta$, from our fit to derive $\operatorname{Im} \lambda_{t}$ [as will be explained later in (15)] and then recalculate $\beta_{K}$ as $\beta_{K}=\beta+\left(\operatorname{Im} \lambda_{t}\right) \lambda /\left|V_{c b}\right|^{2}$. This procedure converges after one iteration since the correction to $\beta$ is small. There is also a small dependence on $\left|V_{c b}\right|$; however, a $10 \%$ change in $\left|V_{c b}\right|$ results in only a $0.6 \%$ shift in $\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$, which is significantly less than the uncertainty in our result. For all practical purposes, our result is independent of $\left|V_{c b}\right|$. The preferred solution for $\beta$, based on other SM input, such as $V_{u b} / V_{c b}$, is $\beta=23.6^{\circ} \pm 2.3^{\circ}$, so we shall only consider this particular solution. The extraction of $\sin (2 \beta)$ from $a_{\psi_{K}}$ is also clean in models with minimal flavor violation (MFV) [22, 25, 26]. In these models, there are no new phases and all of the influences of new physics are in modifications to the Inami-Lim functions.

In the $S M$, the apex of the kaon $\operatorname{UT}\left(\lambda_{t}^{(a)}\right)$ is constrained by various measurements as shown in Fig. 2 (without errors). The constraint from $\left|\varepsilon_{K}\right|$ is
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Fig. 2. The apex of the kaon unitarity triangle is $\lambda_{t}^{(a)}$ (no errors are shown). The circle labeled $V_{u b}$ is described by (26) with a radius $R_{2} \simeq\left|V_{u b} V_{c b}\right|$. The thick black lines ( $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$ ) illustrate the main constraints used in this paper. The dashed lines illustrate the constraints from $K \rightarrow \pi \nu \bar{\nu}$. The constraint from $\Delta m_{B_{d}}$ is shown as the circle centered at the origin. The inset shows the triangle ( not drawn to scale).
expressed as $[10,40-43]^{5)}$

$$
\begin{align*}
& \left|\varepsilon_{K}\right|=L \hat{B}_{K} \operatorname{Im} \lambda_{t}\left\{\operatorname { R e } \lambda _ { c } \left[\eta_{c c} S_{0}\left(x_{c}\right)\right.\right.  \tag{14}\\
& \left.\left.-\eta_{c t} S_{0}\left(x_{c} ; x_{t}\right)\right]-\operatorname{Re} \lambda_{t} \eta_{t t} S_{0}\left(x_{t}\right)\right\}
\end{align*}
$$

with parameters as shown below in the table. We can find the apex of the kaon UT as the intercept of the $\left|\varepsilon_{K}\right|$ curve with the line representing the constraint from $a_{\psi_{K}}$ :
$\operatorname{Im} \lambda_{t}=-\tan \beta_{K} \cdot \operatorname{Re} \lambda_{t}=(-0.458 \pm 0.049) \operatorname{Re} \lambda_{t}$.

To calculate a probability density function (PDF) for $\lambda_{t}^{(a)}$, we follow the Bayesian approach of $[44,45]$ and [22]. Let $f(\mathbf{x})$ be the PDF for $\mathbf{x}$, where $\mathbf{x}$ is a point in the space of $\left(\beta_{K},\left|\varepsilon_{K}\right|, \hat{B}_{K}, m_{t}, m_{c}, \lambda, \alpha_{s}, \eta_{c c}, \eta_{c t}\right.$, $\eta_{t t}$ ). Equations (14) and (15) define the mapping from $\mathbf{x}$ to $\lambda_{t}^{(a)}$. Through these equations and $f(\mathbf{x})$, we derive $f\left(\lambda_{t}^{a}\right)$, the PDF for $\lambda_{t}^{(a)}$. Probability density $f(\mathbf{x})$ depends on the PDFs for the components of $\mathbf{x}$. We assume that the component PDFs are independent from one another except for the small dependence of $\eta_{c c}$ on $m_{c}$ and $\alpha_{s}$ (discussed below). The component PDFs are taken from the table (see below).

Figure 3 shows the PDF for $\lambda_{t}^{(a)}$. We find the following central values:

$$
\begin{equation*}
\operatorname{Re} \lambda_{t}^{(a)}=(-2.84 \pm 0.31) \times 10^{-4} \tag{16}
\end{equation*}
$$
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Fig. 3. $1 \sigma$ (internal ellipsis) and $2 \sigma$ (external ellipsis) C.L. intervals on $\lambda_{t}^{(a)}$ obtained from the measurements of $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$.

$$
\operatorname{Im} \lambda_{t}^{(a)}=(1.30 \pm 0.13) \times 10^{-4}
$$

For $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}$, we obtain from Eqs. (6) and (16)

$$
\begin{gather*}
\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}  \tag{17}\\
=\left\{\left[\left(\operatorname{Re} \lambda_{c}\right) f F\left(x_{c}\right)\right.\right. \\
\left.\left.+X\left(x_{t}\right) \operatorname{Re} \lambda_{t}^{(a)}\right]^{2}+\left[X\left(x_{t}\right) \operatorname{Im} \lambda_{t}^{(a)}\right]^{2}\right\} \frac{R_{+}}{\lambda^{2}} \\
=\frac{R_{t}}{\lambda^{2}}\left[X\left(x_{t}\right)\right]^{2}\left\{\left[\frac{\left(\operatorname{Re} \lambda_{c}\right) f F\left(x_{c}\right)}{X\left(x_{t}\right)}+\operatorname{Re} \lambda_{t}^{(a)}\right]^{2}\right. \\
\left.+\left[\operatorname{Im} \lambda_{t}^{(a)}\right]^{2}\right\}=(7.07 \pm 1.03) \times 10^{-11} .
\end{gather*}
$$

The three largest contributions to the uncertainty are due to $\hat{B}_{K}\left(0.69 \times 10^{-11}\right), m_{c}\left(0.44 \times 10^{-11}\right)$, and $a_{\psi_{K}}\left(0.49 \times 10^{-11}\right)$. The probability distribution for $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}$ is presented in Fig. 4.

In obtaining the results of Eq. (17), we have accounted for the correlations between the terms $\lambda_{t}^{(a)}$ and $\left(\operatorname{Re} \lambda_{c}\right) f F\left(x_{c}\right) / X\left(x_{t}\right)$ through the variables $x_{c}$, $x_{t}$, and $\Lambda \frac{(4)}{M S}$. The functions $X\left(x_{t}\right)$ and $F\left(x_{c}, \Lambda \frac{(4)}{M S}\right)$ are given in [1], from which we have parametrized Table 1 (in [1]) to get (here and below $m_{c}$ and $\Lambda \frac{(4)}{M S}$ are in GeV )

$$
\begin{gathered}
F\left(x_{c}, \Lambda \frac{(4)}{M S}\right) \times 10^{4}=9.82+16.58\left(m_{c}-1.3\right) \\
+7.8\left(0.325-\Lambda \frac{(4)}{M S}\right),
\end{gathered}
$$



Fig. 4. The relative values of PDF for $\mathrm{BR}\left(K^{+} \rightarrow\right.$ $\left.\pi^{+} \nu \bar{\nu}\right)\left.\right|_{\text {SM }}$ obtained from the measurements of $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$. The $95 \%$ C.L. upper limit is $8.9 \times 10^{-11}$ and $95 \%$ C.L. lower limit is $5.6 \times 10^{-11}$. Here, MEAN is the weighted average of BR; RMS is the root-mean-squared standard deviation for BR.
where

$$
\begin{equation*}
\Lambda_{\overline{M S}}^{(4)}[\mathrm{GeV}]=0.341+16.7\left(-0.119+\alpha_{s}\left(m_{Z}\right)\right) \tag{19}
\end{equation*}
$$

Equation (19) is accurate to $0.7 \%$ for $\alpha_{s}$ in the range 0.116 to 0.122 [46]. The expression for $\left|\varepsilon_{K}\right|$ (and the determination of the apex, $\lambda_{t}^{(a)}$ ) has a dependence on $x_{c}$ and $x_{t}$ through the Inami-Lim functions $S_{0}\left(x_{c}\right)$, $S_{0}\left(x_{t}\right)$, and $S_{0}\left(x_{c}, x_{t}\right)$. In addition, the NLO correction $\eta_{c c}$ has the following dependence [46]:

$$
\begin{align*}
\eta_{c c}=( & \left(1.46 \pm \sigma_{1}\right)\left(1-1.2\left(\frac{m_{c}}{1.25}-1\right)\right)  \tag{20}\\
& \times\left(1+52\left(\alpha_{s}\left(m_{Z}\right)-0.118\right)\right)
\end{align*}
$$

with

$$
\begin{align*}
& \sigma_{1}=0.31\left(1-1.8\left(\frac{m_{c}}{1.25}-1\right)\right)  \tag{21}\\
& \quad \times\left(1+80\left(\alpha_{s}\left(m_{Z}\right)-0.118\right)\right) .
\end{align*}
$$

It is seen that the inclusion of the correlations between $\lambda_{t}^{(a)}$ and $\left(\operatorname{Re} \lambda_{c}\right) f F\left(x_{c}\right) / X\left(x_{t}\right)$ through $x_{c}$, $x_{t}$, and $\Lambda \frac{(4)}{M S}$ (the most important is the correlation through $\left.x_{c}=\left(m_{c} / m_{W}\right)^{2}\right)$ partly compensates the uncertainties in these terms and reduces the uncertainty in $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}$ by $\sim 20 \%$ compared to the case of ignoring these correlations.

For $K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}$, we obtain from (8) and (16)

$$
\begin{align*}
\operatorname{BR}\left(K_{L}^{0}\right. & \left.\rightarrow \pi^{0} \nu \bar{\nu}\right)\left.\right|_{\mathrm{SM}}=R_{0} \frac{X\left(x_{t}\right)^{2}}{\lambda^{2}}\left[\operatorname{Im} \lambda_{t}^{(a)}\right]^{2} \\
& =(2.60 \pm 0.52) \times 10^{-11} . \tag{22}
\end{align*}
$$

The four largest contributions to the uncertainty are due to $\hat{B}_{K}\left(0.37 \times 10^{-11}\right)$, $a_{\psi K}\left(0.23 \times 10^{-11}\right)$, $m_{c}$


Fig. 5. The relative values of PDF for $\mathrm{BR}\left(K_{L}^{0} \rightarrow\right.$ $\left.\pi^{0} \nu \bar{\nu}\right)\left.\right|_{\text {SM }}$ obtained from the measurement of $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$ (notation is the same as in Fig. 4).
$\left(0.16 \times 10^{-11}\right)$, and $m_{t}\left(0.08 \times 10^{-11}\right)$. The probability distribution for $\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)$ is presented in Fig. 5.

The results of these new calculations (17) and (22) of $K \rightarrow \pi \nu \bar{\nu}$ branching ratios from fits to $\lambda_{t}$ are in good agreement with the calculations based on the standard UT variables (11) and (12) but are free of uncertainties in $\left|V_{c b}\right|$ and are independent of $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. The main source of uncertainty in (17) and (22) is the lattice calculation of $\hat{B}_{K}=0.86 \pm$ 0.15. (We note that some lattice calculations using domain-wall fermions $[18,47,48]$ find values of $\hat{B}_{K}$ that are $10-15 \%$ lower than the recent world average [37, 49] that we use in the table-see below.) If future lattice QCD calculations [50] can significantly reduce the uncertainty in $\hat{B}_{K}$, an improvement in $\left.\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})\right|_{S M}$ will be possible.

Given the difficulty of assigning PDFs to theoretical uncertainties, we explore the influence of a more conservative scanning technique on the uncertainty in $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\text {SM }}$. We determine $\lambda_{t}^{(a)}$ again from only $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$, using Gaussian errors for all quantities except $\hat{B}_{K}$ and $m_{c}$, which are scanned throughout their ranges: $0.72<\hat{B}_{K}<1.0$ and $1.2<$ $m_{c}<1.4 \mathrm{GeV}$. For $\hat{B}_{K}=0.72$ and $m_{c}=1.4 \mathrm{GeV}$, which maximizes $\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$, the $95 \%$ C.L. upper limit is $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{S M}<9.9 \times 10^{-11}$. For $\hat{B}_{K}=1.00$ and $m_{c}=1.2 \mathrm{GeV}$, which minimizes $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$, the $95 \%$ C.L. lower limit is $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}>5.0 \times 10^{-11}$. These limits are not much worse than those derived from Fig. 4.

We have emphasized that our estimate uses only $a_{\psi K}$ and $\left|\varepsilon_{K}\right|$. Nevertheless, it is interesting to consider how the measurements of $\Delta m_{B_{d}}$ and $\left|V_{u b}\right|$ would constrain $\lambda_{t}^{(a)}$. Here, we will use the more aggressive treatment of $\left|V_{c b}\right|$ errors (see table below)


Fig. 6. $1 \sigma$ and $2 \sigma$ C.L. intervals on $\lambda_{t}^{(a)}$ obtained from the constraints of $\Delta m_{B_{d}}$ and $\left|V_{u b}\right|$ (notation is the same as in Fig. 3).
in order to obtain the smallest errors on $\mathrm{BR}\left(K^{+} \rightarrow\right.$ $\pi^{+} \nu \bar{\nu}$ ). From the following relations (here and in other places, we use standard notation-see, for example, reviews [30-33])

$$
\begin{aligned}
\Delta m_{B_{d}}= & \frac{G_{\mathrm{F}}}{6 \pi^{2}} m_{W}^{2} m_{B_{d}} f_{B_{d}}^{2} \hat{B}_{B_{d}} \eta_{B_{d}} S_{0}\left(x_{t}\right)\left|V_{t d} V_{t b}^{*}\right|^{2} \\
& 0=V_{u d} V_{u b}^{*}+V_{c d} V_{c b}^{*}+V_{t d} V_{t b}^{*}
\end{aligned}
$$

and using the approximations of $(9), V_{t b}^{*} \approx 1, V_{u s}=$ $\lambda, V_{u d} \approx 1-\lambda^{2} / 2$, and $V_{c b} \approx-V_{t s}$, we convert the equations above into

$$
\begin{aligned}
& \Delta m_{B_{d}}=\frac{G_{\mathrm{F}}}{6 \pi^{2}} m_{W}^{2} m_{B_{d}} f_{B_{d}}^{2} \hat{B}_{B_{d}} \eta_{B_{d}} S_{0}\left(x_{t}\right)\left|V_{t d} V_{t b}^{*}\right|^{2} \\
& =N^{2}\left|V_{t d} V_{t b}^{*}\right|^{2} \simeq N^{2} \frac{\left|\lambda_{t}\right|^{2}}{\left|V_{c b}\right|^{2}}, \\
& \underset{-4}{-3}
\end{aligned}
$$

Fig. 7. $1 \sigma$ and $2 \sigma$ C.L. intervals on $\lambda_{t}^{(a)}$ obtained from combined analysis (with constraints of $\left|\varepsilon_{K}\right|, a_{\psi_{K}}$, $\Delta m_{B_{d}}$, and $\left|V_{u b}\right|$ ) (notation is the same as in Fig. 3).

Some SM parameters used for evaluation of the standard unitarity triangle, the kaon unitarity triangle, and $\mathrm{BR}(K \rightarrow$ $\pi \nu \bar{\nu})\left.\right|_{\text {SM }}[$ the subscript $\mathrm{G}(\mathrm{U})$ denotes the Gaussian (uniform) probability density distribution for the errors; errors shown without subscripts are assumed to be Gaussian]

$$
\begin{aligned}
& \lambda=V_{u s}=0.222 \pm 0.002 \\
& \bar{\rho}=0.22 \pm 0.10 \\
& \bar{\eta}=0.35 \pm 0.05 \\
& \begin{array}{l}
\left|V_{c b}\right|=(41.2 \pm 2.0) \times 10^{-3} \\
\left|V_{u b}\right|=(3.6 \pm 0.7) \times 10^{-3}
\end{array} \\
& \bar{\rho}=0.173 \pm 0.046 \\
& \bar{\eta}=0.357 \pm 0.027 \\
& \left|V_{c b}\right|=(40.6 \pm 0.8) \times 10^{-3} \\
& \beta_{K}=\beta+1^{\circ}=24.6^{\circ} \pm 2.3^{\circ} \text { ) } \\
& \left|\varepsilon_{K}\right|=(2.282 \pm 0.017) \times 10^{-3}[35] \\
& \hat{B}_{K}=0.86 \pm 0.06_{\mathrm{G}} \pm 0.14_{\mathrm{U}} \simeq 0.86 \pm 0.15[37,49,52] \\
& m_{c}=\bar{m}_{c}=1.3 \pm 0.1 \mathrm{GeV} / c^{2} \\
& m_{t}=\bar{m}_{t}=166 \pm 5 \mathrm{GeV} / c^{2} \\
& X\left(x_{t}\right)=1.52 \pm 0.05 \\
& F\left(x_{c}\right)=\frac{2}{3} X_{\mathrm{NL}}^{e}\left(x_{c}\right)+\frac{1}{3} X_{\mathrm{NL}}^{\tau}\left(x_{c}\right)=(9.82 \pm 1.78) \times 10^{-4} \\
& \Lambda \frac{(4)}{M S}=0.325 \pm 0.08 \mathrm{GeV} \\
& f=1.03 \pm 0.02[14] \\
& f F\left(x_{c}\right) / X\left(x_{t}\right)=(6.66 \pm 1.23) \times 10^{-4} \\
& S_{0}\left(x_{c}\right)=(2.42 \pm 0.39) \times 10^{-4} \\
& S_{0}\left(x_{c}, x_{t}\right)=(2.15 \pm 0.31) \times 10^{-3} \\
& S_{0}\left(x_{t}\right)=2.38 \pm 0.11 \\
& \eta_{c c}=1.45 \pm 0.38[41] \\
& \eta_{c t}=0.47 \pm 0.04[42] \\
& \eta_{t t}=0.57 \pm 0.01[43] \\
& L=3.837 \times 10^{4}[30] \\
& \left|V_{c b}\right|(\text { incl. })=\left(40.4 \pm 0.7_{\mathrm{G}} \pm 0.8_{\mathrm{U}}\right) \times 10^{-3}[53] \\
& \left|V_{c b}\right|(\text { excl. })=\left(42.1 \pm 1.1_{\mathrm{G}} \pm 1.9_{\mathrm{U}}\right) \times 10^{-3}[53] \\
& \left|V_{u b}\right|(\text { incl. })=\left(40.9 \pm 4.6_{\mathrm{G}} \pm 3.6_{\mathrm{U}}\right) \times 10^{-4}[22] \\
& \left|V_{u b}\right|(\text { excl. })=\left(32.5 \pm 2.9_{\mathrm{G}} \pm 5.5_{\mathrm{U}}\right) \times 10^{-4}[22] \\
& \Delta m_{B_{d}}=0.489 \pm 0.008 \mathrm{ps}^{-1}[35] \\
& \Delta m_{B_{s}}>14.4 \mathrm{ps}^{-1} \text { (95\% C.L.) [51] } \\
& f_{B_{d}} \sqrt{\hat{B}_{B_{d}}}=230 \pm 30_{\mathrm{G}} \pm 15_{\mathrm{U}} \mathrm{MeV} \\
& \left.\xi=\frac{f_{s}}{f_{d}} \sqrt{\frac{\hat{B}_{s}}{\hat{B}_{d}}}=1.15 \pm 0.06\right\} \text { Old value }
\end{aligned}
$$



Fig. 8. The relative values of PDF for $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{S M, \text { comb. }}$. (left) and $\left.\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\text {SM, comb. }}$ (right) obtained from the combined analysis with constraints from $\left|\varepsilon_{K}\right|, a_{\psi K}, \Delta m_{B_{d}}$, and $\left|V_{u b}\right|$ (notation is the same as in Fig. 4).
where $N^{2}=\frac{G_{\mathrm{F}}}{6 \pi^{2}} m_{W}^{2} m_{B_{d}} f_{B_{d}}^{2} \hat{B}_{B_{d}} \eta_{B_{d}} S_{0}\left(x_{t}\right)$ and

$$
\begin{align*}
& \lambda_{t}=V_{u b}^{*} V_{c b}^{*}\left(1-\lambda^{2} / 2\right)-\lambda\left(V_{c b}^{*}\right)^{2}  \tag{24}\\
& \quad \simeq V_{u b}^{*} V_{c b}^{*}\left(1-\lambda^{2} / 2\right)-\lambda\left|V_{c b}\right|^{2}
\end{align*}
$$

These two equations describe two circles in the $\left(\operatorname{Re} \lambda_{t}, \operatorname{Im} \lambda_{t}\right)$ plane (see Fig. 2):

$$
\begin{equation*}
\left(\operatorname{Re} \lambda_{t}\right)^{2}+\left(\operatorname{Im} \lambda_{t}\right)^{2}=R_{1}^{2}=\frac{\Delta m_{B_{d}}\left|V_{c b}\right|^{2}}{N^{2}} \tag{25}
\end{equation*}
$$

(with the center at $\operatorname{Re} \lambda_{t}=0, \operatorname{Im} \lambda_{t}=0$ and the radius $\left.R_{1}=\sqrt{\triangle m_{B_{d}}}\left|V_{c b}\right| / N\right)$ and

$$
\begin{equation*}
\left(\operatorname{Re} \lambda_{t}+\left|V_{c b}\right|^{2} \lambda\right)^{2}+\left(\operatorname{Im} \lambda_{t}\right)^{2}=R_{2}^{2} \tag{26}
\end{equation*}
$$

(with the center at $\operatorname{Re} \lambda_{t}=-\lambda\left|V_{c b}\right|^{2}, \operatorname{Im} \lambda_{t}=0$ and the radius $\left.R_{2}=\left(1-\lambda^{2} / 2\right)\left|V_{u b} V_{c b}\right| \simeq\left|V_{u b} V_{c b}\right|\right)$.

The intersections of these circles contain the apex of the kaon UT $\lambda_{t}^{(a)}$. Equations (25) and (26) are correlated somewhat through $V_{c b}$. Similar to the case of $\left|\varepsilon_{K}\right|$, with large uncertainties from $\hat{B}_{K}$, there are large uncertainties in the extraction of $\lambda_{t}^{(a)}$ from the $\Delta m_{B_{d}}$ and $\left|V_{u b}\right|$ constraints, with large uncertainties from $f_{B_{d}}^{2} \hat{B}_{B_{d}},\left|V_{u b}\right|$, and $V_{c b}$. The uncertainty on the constraint from $B$ mixing may be significantly improved by the addition of $\Delta m_{B_{s}}$, once the situation with $\xi$ is resolved (this will be further improved once $\Delta m_{B_{s}}$ is actually observed). Using the Bayesian procedure described earlier and the parameters in the table (see also [51-54]), the PDF for $\lambda_{t}^{(a)}$ derived solely from the constraints of $\Delta m_{B_{d}}$ and $\left|V_{u b}\right|$ is shown in Fig. 6. We see that this PDF does not constrain the kaon UT apex as well as $a_{\psi_{K}}$ and $\left|\varepsilon_{K}\right|$. Combining all four constraints, we get the PDF for $\lambda_{t}^{(a)}$ (Fig. 7) and the PDF for $\mathrm{BR}(K \rightarrow \pi \nu \bar{\nu})$ (Fig. 8). Thus, the results of this combined analysis are only slightly more precise than Fig. 3-5 and (16), (17), and (22):

$$
\begin{equation*}
\operatorname{Re} \lambda_{t, \text { comb }}^{(a)}=(-2.91 \pm 0.22) \times 10^{-4} \tag{27}
\end{equation*}
$$

$$
\operatorname{Im} \lambda_{t, \text { comb }}^{(a)}=(1.27 \pm 0.11) \times 10^{-4}
$$

and
$\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}, \mathrm{comb}}=(7.22 \pm 0.91) \times 10^{-11}$,
$\left.\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{SM}, \text { comb }}=(2.49 \pm 0.42) \times 10^{-11}$.
The CKM matrix appears to be the dominant source of $C P$ violation. However, some models [55] allow for a significant contribution of new physics to $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$, while preserving the equality between $\sin (2 \beta)$ as measured from $a_{\psi K}$ and global CKM fits. A crucial test of the CKM description will be to compare $\beta$ derived from $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ to that from $a_{\psi_{K}}[12,27-29]$. The most important new information on the CKM matrix will be measurements of $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ [9] and $\mathrm{BR}\left(K_{L}^{0} \rightarrow\right.$ $\pi^{0} \nu \bar{\nu}$ ) [56] to $10 \%$ precision. The combination of these, in context of the SM, will determine $\sin (2 \beta)$ to 0.05 [30], competitive with the current uncertainty on $\sin (2 \beta)$. The comparison of this angle obtained from $\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})$ with that from $a_{\psi K}$ will provide a very strong test of the SM description of $C P$ violation.

Another critical test of the SM will be the direct comparison of $\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ to either $\Delta m_{B_{s}} / \Delta m_{B_{d}}$, which in the SM both directly measure $\left|V_{t d}\right|$, or to evaluations of $\left.\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}$ such as this work. Currently, the E787 measurement of $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)=\left(15.7_{-8.2}^{+17.5}\right) \times 10^{-11}$ is consistent with the SM expectation, but the central experimental value exceeds it by a factor of two. To date, there is only a limit on $\Delta m_{B_{s}}>14.4 \mathrm{ps}^{-1}$ ( $95 \%$ C.L.) [51], but it is likely to be observed soon. Until $\Delta m_{B_{s}}$ is observed, this limit can be used to set an upper limit on $\mathrm{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)$ [1]. A recent calculation of this limit [17] gives $\mathrm{BR}\left(K^{+} \rightarrow\right.$ $\left.\pi^{+} \nu \bar{\nu}\right)\left.\right|_{\text {SM }}<13.2 \times 10^{-11}$, which is below the central experimental value [7]. This work used a value of
$\xi=1.15 \pm 0.06$, whereas a higher value of $\xi$ would raise this upper limit. Our work is an estimation of $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\text {SM }}$ based solely on $\left|\varepsilon_{K}\right|$ and $a_{\psi K}$ and is not dependent on $\left|V_{c b}\right|$ or $\Delta m_{B_{s}} / \Delta m_{B_{d}}$. Our $95 \%$ C.L. upper limit is $8.9 \times 10^{-11}$ with the largest systematic error of this approach coming from $\hat{B}_{K}$. The uncertainty from our prediction is comparable to the expected experimental uncertainties that might be achieved in the future measurements of $K^{+} \rightarrow \pi^{+} \nu \bar{\nu}[8,9]$. An experimental measurement significantly larger than that determined from $\Delta m_{B_{s}} / \Delta m_{B_{d}}$ or our $99 \%$ C.L. limit of $\mathrm{BR}\left(K^{+} \rightarrow\right.$ $\left.\pi^{+} \nu \bar{\nu}\right)\left.\right|_{\mathrm{SM}}<10 \times 10^{-11}$ will be a strong indication of new physics.
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Note. During the final preparation of this work for publication (as hep-ex/0212321), we found that [57] considered fitting for the apex of the UT from the $C P$-violating data only $\left(\left|\varepsilon_{K}\right|\right.$ and $\left.a_{\psi K}\right)$, as we do. However, [57] used ( $\bar{\rho}, \bar{\eta}$ ), which is dependent on $\left|V_{c b}\right|$ and is not as suitable for analysis of $K \rightarrow \pi \nu \bar{\nu}$.

## Notes added in proof:

1) The new experimental value of $\mathrm{BR}\left(K^{+} \rightarrow\right.$ $\pi \nu \bar{\nu})\left.\right|_{\text {exp }}=\left(1.47_{-0.89}^{+1.30}\right) \times 10^{-10}$ was obtained as a combined result of E787 and E949 experiments (V.V. Anisimovsky et al. (E949 Collab.), hepex/0403036).
2) New estimates of $\left.\operatorname{BR}(K \rightarrow \pi \nu \bar{\nu})\right|_{\mathrm{SM}}$ were obtained in a global fit of standard CKM unitarity triangle:
а) $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{S M}=(0.77 \pm 0.11) \times 10^{-10}$; $\left.\operatorname{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=(0.26 \pm 0.05) \times 10^{-10}(\mathrm{G} . \mathrm{Isi}-$ dori, hep-ph/0307014).
b) $\left.\operatorname{BR}\left(K^{+} \rightarrow \pi^{+} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=(0.80 \pm 0.11) \times 10^{-10}$; $\left.\mathrm{BR}\left(K_{L}^{0} \rightarrow \pi^{0} \nu \bar{\nu}\right)\right|_{\mathrm{SM}}=(0.32 \pm 0.06) \times 10^{-10}(\mathrm{~A} . \mathrm{Bu}-$ ras et al., hep-ph/0402112).
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#### Abstract

Results obtained by investigating the reaction $\pi^{-} p \rightarrow \eta^{\prime} \pi^{0} n$ at the VES spectrometer (Institute for High Energy Physics, Protvino) are presented. The effective-mass spectrum and angular distributions of $\eta^{\prime} \pi^{0}$ events are compared with their counterparts for $\eta \pi^{0}$ and $\eta^{\prime} \pi^{-}$events selected from the same data sample. The ratio $R$ of the branching fractions for the decays of $a_{2}^{0}(1320)$ mesons into $\eta^{\prime} \pi$ and $\eta \pi$ is measured. The result is $R=0.047 \pm 0.018$, which agrees with the value measured previously for $a_{2}^{-}$. An investigation of $P$-wave production in the $\eta^{\prime} \pi^{0}$ and $\eta \pi^{0}$ systems over the effective-mass interval $1.45-1.9 \mathrm{GeV} / c^{2}$ leads to the conclusion that the coupling of the exotic object $\pi_{1}(1600)$ to the $\rho \pi$ channel is suppressed in relation to its coupling to the $\eta^{\prime} \pi$ or the $b_{1}(1235) \pi$ channel. © 2004 MAIK "Nau$k a /$ Interperiodica".


## INTRODUCTION

The main reason why it is of interest to study the production of $\eta\left(\eta^{\prime}\right) \pi$ systems is that, in the case of the orbital angular momentum equal to unity, they have exotic quantum numbers: $J^{P C}=1^{-+}$. The $\eta \pi^{-}[1-$ 4], $\eta^{\prime} \pi^{-}[1,4,5]$, and $\eta \pi^{0}[6,7]$ systems were explored in the VES, KEK E-179, GAMS/NA12, and E852 experiments on the basis of vast statistics. The exotic partial wave $1^{-+}$behaved differently in all three final states.

In the $\eta \pi^{-}$and $\eta \pi^{0}$ systems, the exotic-wave spectrum features a broad peak at a mass value of $M \approx 1.4 \mathrm{GeV} / c^{2}$. For the $\eta \pi^{-}$system, the behavior of the phase shift suggests the possible existence of an exotic resonance [it is referred to as $\pi_{1}(1400)$ ] in this mass region [3], while, for the $\eta \pi^{0}$ system, there is no resonance behavior of the phase shift [ 6 , 7]. This difference may be due to different production mechanisms: the $\eta \pi^{0}$ system can be produced only via the exchange of isospin- 1 particles [predominantly, $\rho$ and $b_{1}\left(\rho_{2}\right)$ trajectories for positive- and negativenaturality exchanges, respectively], while the system $\eta \pi^{-}$can also emerge from exchanges of isoscalar particles (Pomeron, $f_{2}$ ).

[^36]The $1^{-+}$wave with positive-naturality exchange is dominant in the $\eta^{\prime} \pi^{-}$system and forms a broad peak at a mass value of $M \approx 1.6 \mathrm{GeV} / c^{2}$, its width being $\Gamma \approx 0.3 \mathrm{GeV} / c^{2}$. This object, known as $\pi_{1}(1600)$, can be interpreted as a manifestation of an exotic meson $[4,5,8]$. The peak near $1.6 \mathrm{GeV} / c^{2}$ in the $1^{-+}$ wave is also observed in the $b_{1}(1235) \pi$ and $f_{1}(1285) \pi$ final states $[4,9,10]$.

The $P$-wave states in the $\eta^{\prime} \pi$ and $\eta \pi$ systems have substantially different $S U(3)_{f}$ properties: in the $\eta^{\prime} \pi$ system, it is mainly an octet state, while, in the $\eta \pi$ system, the $P$-wave state belongs to the representation $10 \oplus \overline{10}$ [11]. In terms of the quark model, the $P$-wave state of the $\eta \pi$ system is predominantly a multiquark state ( $q \bar{q} q \bar{q}$ ), while that in the $\eta^{\prime} \pi$ system can be either a multiquark or a hybrid ( $q \bar{q} g$ ) state. This can explain the observed distinctions between the $P$-wave spectra of the $\eta^{\prime} \pi$ and $\eta \pi$ systems. This also means that the hypothetical resonance $\pi_{1}(1400)$ cannot be a hybrid state.

It is worth emphasizing that, at the present time, $\pi_{1}(1400)$ and $\pi_{1}(1600)$ are not firmly established resonances. The peaks in the $P$-wave spectra of the $\eta^{\prime} \pi^{-}$ and $\eta \pi^{-}$systems can be explained by a dynamical enhancement that is generated by an anomalous chiral Lagrangian of the Wess-Zumino type for $V P P P$ interaction [12] or a Lagrangian of a different form [13].

Also, attempts were made to explain these peaks by nonresonance amplitudes associated with the Deck effect [14].

In this study, we have first examined the fourth final state of this type, $\eta^{\prime} \pi^{0}$. The $P$-wave state in the $\eta^{\prime} \pi^{0}$ system is also predominantly an $S U(3)_{f}$ octet, this making it possible to obtain new information about the properties of the hypothetical $\pi_{1}(1600)$ meson and to check it for compatibility with available information. We will compare the distributions for the $\eta^{\prime} \pi^{0}$ system with the corresponding distributions obtained for the $\eta^{\prime} \pi^{-}$and $\eta \pi^{0}$ systems from the same data sample.

## EVENT SELECTION AND DATA ANALYSIS

We selected events of the reaction $\pi^{-} p \rightarrow \eta^{\prime} \pi^{0} n$ from the entire body of data obtained in the VES experiment for the decay mode

$$
\begin{equation*}
\eta^{\prime} \rightarrow \pi^{+} \pi^{-} \eta, \quad \eta \rightarrow \gamma \gamma, \quad \pi^{0} \rightarrow \gamma \gamma \tag{1}
\end{equation*}
$$

The VES facility was described earlier in [15]. We applied the following selection criteria:
(i) An event should contain two tracks of opposite charges and generate, in the electromagnetic calorimeter, four clusters that can be interpreted as photons. One additional photon cluster of energy not exceeding 1 GeV is allowed.
(ii) The effective masses of two photon pairs should be close to the masses of $\pi^{0}$ and $\eta: 0.105<$ $M\left(\gamma_{1} \gamma_{2}\right)<0.165 \mathrm{GeV} / c^{2}$ and $0.478<M\left(\gamma_{3} \gamma_{4}\right)<$ $0.618 \mathrm{GeV} / c^{2}$. In the ensuing calculations, we use the most probable photon energies calculated under the assumption that the corresponding photon pairs products of the decay of $\pi^{0}$ and $\eta$ to two photons.
(iii) The photon sample should not obey the $\pi^{0} \pi^{0}$ hypothesis for any possible photon combination; this criterion suppresses the background from the production of the $\pi^{+} \pi^{-} \pi^{0} \pi^{0}$ system.
(iv) Charged particles should not admit identification with electrons (positrons). This criterion was specified on the basis of the energy deposition in the electromagnetic calorimeter: $E_{\mathrm{CaI}} /|p|<0.8$.
(v) The effective mass of the $\pi^{+} \pi^{-} \eta$ system should be close to the $\eta^{\prime}$-meson mass: $0.938<$ $M\left(\pi^{+} \pi^{-} \eta\right)<0.978 \mathrm{GeV} / c^{2}$. Events from the control intervals around the $\eta^{\prime}$-meson mass, $0.916<$ $M\left(\pi^{+} \pi^{-} \eta\right)<0.936 \quad \mathrm{GeV} / c^{2} \quad$ and $\quad 0.980<$ $M\left(\pi^{+} \pi^{-} \eta\right)<1.0 \mathrm{GeV} / c^{2}$, were used to estimate and subtract the background.
(vi) We rejected events generating a signal in the veto system of the target in order to suppress processes where an isobar decaying into a neutron and a $\pi^{0}$ meson is produced instead of a neutron.
(vii) The $\pi^{+} \pi^{-} \pi^{0}$ system should not admit identification with an $\eta$ meson: $\left.\mid M\left(\pi^{+} \pi^{-} \pi^{0}\right)-m_{\eta}\right) \mid>$ $0.02 \mathrm{GeV} / c^{2}$. This requirement suppresses the $\eta \eta$ production background, which is significant near the $\eta^{\prime} \pi^{0}$ threshold.

Figures $1 a-1 c$ display the $M(\gamma \gamma)$ distributions near the masses of $\pi^{0}$ and $\eta$ and the $M\left(\pi^{+} \pi^{-} \eta\right)$ distribution. Against a linear background, these distributions feature peaks associated with $\pi^{0}, \eta$, and $\eta^{\prime}$ mesons. We selected 1955 "signal" and 809 "background" events. Figures $1 d$ and $1 e$ show the distributions with respect to effective masses and the square of the momentum transfer. In the effectivemass distribution, we can see a peak associated with the $a_{2}(1320)$ meson.

By using similar selection criteria, we separated events of the reaction $\pi^{-} p \rightarrow \eta \pi^{0} n$ from the same sample of the experimental data for the decay mode

$$
\begin{equation*}
\eta \rightarrow \pi^{+} \pi^{-} \pi^{0}, \quad \pi^{0} \rightarrow \gamma \gamma \tag{2}
\end{equation*}
$$

We selected signal events from an interval of $\pi^{+} \pi^{-} \pi^{0}$ effective masses around the $\eta$-meson mass, $0.528<$ $M\left(\pi^{+} \pi^{-} \pi^{0}\right)<0.568 \mathrm{GeV} / c^{2}$. Events from the control intervals $0.506<M\left(\pi^{+} \pi^{-} \pi^{0}\right)<0.526 \mathrm{GeV} / c^{2}$ and $0.570<M\left(\pi^{+} \pi^{-} \pi^{0}\right)<0.590 \mathrm{GeV} / c^{2}$ were used in estimating background and subtracting it. Figures $2 a-2 c$ show the effective-mass distributions for "free" $\pi^{0}$ and for $\pi^{0}$ from $\eta$-meson decay and the distribution with respect to the effective mass $M\left(\pi^{+} \pi^{-} \pi^{0}\right)$. For a further analysis, we selected 18547 "signal" and 8436 "background" events. Figures $2 d$ and $2 e$ display the distributions of events with respect to the effective mass and the square of the momentum transfer. The effective-mass distribution exhibits distinct peaks associated with $a_{0}(980)$ and $a_{2}(1320)$ mesons, this being in agreement with the results presented in $[6,7]$.

On the basis of the effective-mass distribution, the ratio of the branching fractions for the decays of $a_{2}^{0}(1320)$ meson to $\eta^{\prime} \pi^{0}$ and $\eta \pi^{0}$ was found to be $R \approx 0.047 \pm 0.018$, which agrees with the tabular value [16] previously obtained for the $\eta^{\prime} \pi^{-}$and $\eta \pi^{-}$ final states [1, 5]. Figures $3 a$ and $3 b$ display the results obtained by correcting the effective-mass distributions of the $\eta^{\prime} \pi^{0}$ and $\eta \pi^{0}$ systems for the detection probability. The curves represent fits to the distributions in terms of the Breit-Wigner formula for resonances against a smooth polynomial background.

A conventional partial-wave analysis of the $\eta \pi^{0}$ system [6, 7] was performed over $50-\mathrm{MeV} / c^{2}$ effectivemass intervals by using a standard set of waves that includes the $S 0, P 0, P-, D 0$, and $D-$ waves for negative-naturality exchange and the $P+$ and $D+$ waves for positive-naturality exchange. In order to


Fig. 1. Selection of $\eta^{\prime} \pi^{0}$ events: $M(\gamma \gamma)$ distributions for (a) $\pi^{0}$ and (b) $\eta ;(c) M\left(\pi^{+} \pi^{-} \eta\right)$ and (d) $M\left(\eta^{\prime} \pi^{0}\right)$ effective mass distributions; and (e) $\left|t^{\prime}\right|$ distribution for $\eta^{\prime} \pi^{0}$ events.
subtract the background, we added "background" events with an opposite sign to the minimized functional having the form of the logarithm of likelihood [1]. The results are shown in Fig. 4. They agree with the results of the GAMS/NA12 and E852 experiments performed earlier on the basis of vaster statistics [6, 7]: the mass spectra of the $S 0$ and $D+$ waves show peaks caused by $a_{0}(980)$ and $a_{2}$ (1320) mesons, respectively; the spectrum of the $P+$ wave features a broad peak; also, we observe a fast change in the phase difference between the $P+$ and $D+$ waves near $1.3 \mathrm{GeV} / c^{2}$ due to the $a_{2}(1320)$ meson.

## DISCUSSION OF THE RESULTS

Figure 5 displays the effective-mass distributions for the $\eta^{\prime} \pi^{0}$ and $\eta^{\prime} \pi^{-}$systems selected from the same data sample. The scales along the ordinate are chosen in such a way that the visible heights of the peaks due to the $a_{2}(1320)$ meson are approximately identical. We can see that the shapes of the distributions are significantly different. The production of the $J^{P C}=1^{-+}$exotic state $\pi_{1}(1600)[1,8]$ dominates the spectrum of the $\eta^{\prime} \pi^{-}$system. In contrast, the production of the $a_{2}(1320)$ meson is dominant for the $\eta^{\prime} \pi^{0}$ system, the production of the $\eta^{\prime} \pi^{0}$ system being substantially less intensive for $M>1.4 \mathrm{GeV} / c^{2}$. The
reason behind the difference of the spectra is that the $\eta^{\prime} \pi^{0}$ system can be produced only in isovectorexchange processes, while the $\eta^{\prime} \pi^{-}$system can also be generated by isoscalar-exchange processes. Since $a_{2}^{0}(1320)$ mesons emerge primarily from $\rho$-exchange processes $[6,7,17]$, the branching fraction for their decay into $\eta^{\prime} \pi$ is about $0.5 \%$ because of suppression by the barrier factor. In view of this and in view of the fact that the probability of $\pi_{1}(1600)$ decay into $\eta^{\prime} \pi$ is not small, the coupling of the $\pi_{1}(1600)$ meson to the $\rho \pi$ channel is substantially lower than the coupling of the $a_{2}(1320)$ meson to this channel.

In order to study the coupling of the $\pi_{1}(1600)$ state to the $\rho \pi$ channel more comprehensively, it is necessary to estimate the fraction of the $P+$ wave in the $\eta^{\prime} \pi^{0}$ system in the mass region around $1.6 \mathrm{GeV} / c^{2}$. Figures $6 a$ and $6 b$ display the angular distributions of the $\eta^{\prime} \pi^{0}$ system in the effectivemass interval $1.45-1.9 \mathrm{GeV} / c^{2}$. For the sake of comparison, the analogous distributions for the $\eta \pi^{0}$ system in the same mass interval are shown in Figs. $6 c$ and $6 d$. The distribution of the cosine of the polar angle in the Gottfried-Jackson frame features a clear asymmetry for both systems. The dominance of positive-naturality exchanges for the $\eta \pi^{0}$ system manifests itself in the distribution with respect to the


Fig. 2. Selection of $\eta \pi^{0}$ events: $M(\gamma \gamma)$ distributions for (a) "free" $\pi^{0}$ and (b) $\pi^{0}$ from $\eta$ decay, (c) $M\left(\pi^{+} \pi^{-} \pi^{0}\right)$, and (d) effective-mass and $(e)\left|t^{\prime}\right|$ distributions for $\eta \pi^{0}$ events.


Fig. 3. $a_{2}^{0}(1320)$ meson in the effective-mass distributions of the $(a) \eta^{\prime} \pi^{0}$ and (b) $\eta \pi^{0}$ systems. The distributions are corrected for the detection probability. The points represent experimental data.
polar angle (Treiman-Yang angle $\phi_{\mathrm{TY}}$ ) in the form of a large component proportional to $\sin ^{2} \phi_{\mathrm{TY}}$. The fraction of the component $\sin ^{2} \phi_{\text {TY }}$ in the distribution with respect to $\phi_{\text {TY }}$ for the $\eta^{\prime} \pi^{0}$ system is substantially lower.

The number of $\eta^{\prime} \pi^{0}$ events is insufficient for performing a mass-independent partial-wave analysis and for studying the shape of the wave $P+$ and the behavior of its phase. Nevertheless, we can perform a partial-wave analysis for events from the effectivemass interval $1.45-1.9 \mathrm{GeV} / c^{2}$, assuming that the


Fig. 4. Results of a partial-wave analysis of the $\eta \pi^{0}$ system: the mass spectra of the $S 0, P+$, and $D+$ waves and the behavior of the phase difference between the $D+$ and $P+$ waves.


Fig. 5. Comparison of the effective-mass distributions of the $\eta^{\prime} \pi^{-}$and $\eta^{\prime} \pi^{0}$ systems.
relative phase of any pair of partial waves does not undergo significant variations over the entire mass interval (this being true for the $\eta \pi^{-}, \eta^{\prime} \pi^{-}$, and $\eta \pi^{0}$
systems) and considering that there is no abrupt variations in the detection efficiency of the facility. Figures $7 a$ and $7 b$ show the results of such an analysis for the $\eta^{\prime} \pi^{0}$ and $\eta \pi^{0}$ systems. Each cell of the histogram represents the intensity of one wave. All possible solutions [18] are represented by the dashed lines within the cells. The thick lines correspond to one solution that we consider to be physical. The physical solution for $\eta \pi^{0}$ is chosen in such a way that it is compatible with the results presented in [6]. Since, for the same naturality of exchange, waves characterized by the orbital-angular-momentum projection equal to unity are usually suppressed in relation to waves characterized by the orbital-angular-momentum projection of zero, the requirement that the intensity of the $P 0$ wave exceed that of the $P$ - wave is taken to be a criterion for choosing a solution for the $\eta^{\prime} \pi^{0}$ system. However, the main conclusions of the present study remain valid for any choice of physical solution.

In the $\eta^{\prime} \pi^{0}$ system, the $D 0$ wave has the maximum intensity in all solutions; the $P 0$ wave is also significant. For any choice of solution, the contribution of the $P+$ wave does not exceed $20 \%$ of the total intensity of $\eta^{\prime} \pi^{0}$ production. Assuming that the whole intensity of the $P+$ wave in the $\eta^{\prime} \pi^{0}$ system is due to the production of the $\pi_{1}(1600)$ state through $\rho$ exchange, we can compare it with the peak of the $a_{2}^{0}(1320)$ meson, which is also produced through $\rho$ exchange, in the spectrum of the $D+$ wave in the $\eta \pi^{0}$


Fig. 6. Distributions with respect to the azimuthal and polar angles of $\pi^{0}$ emission in the Gottfried-Jackson frame for the $(a, b) \eta^{\prime} \pi^{0}$ and $(c, d) \eta \pi^{0}$ systems for events in the effective-mass interval $1.45-1.90 \mathrm{GeV} / c^{2}$.


Fig. 7. Results of a partial-wave analysis of events from the effective-mass interval $1.45-1.90 \mathrm{GeV} / c^{2}$ for the ( $a$ ) $\eta^{\prime} \pi^{0}$ and (b) $\eta \pi^{0}$ systems.
system (see Fig. 4). Assuming the same dependence of the coupling of $a_{2}$ and $\pi_{1}$ to $\rho \pi$ on the $\rho$-meson virtuality, we then obtain

$$
\frac{\operatorname{Br}\left(\pi_{1} \rightarrow \rho \pi\right) \operatorname{Br}\left(\pi_{1} \rightarrow \eta^{\prime} \pi\right)}{\operatorname{Br}\left(a_{2} \rightarrow \rho \pi\right) \operatorname{Br}\left(a_{2} \rightarrow \eta \pi\right)} \lesssim 3 \times 10^{-2}
$$

or

$$
\begin{equation*}
\operatorname{Br}\left(\pi_{1} \rightarrow \rho \pi\right) \operatorname{Br}\left(\pi_{1} \rightarrow \eta^{\prime} \pi\right) \lesssim 3 \times 10^{-3} . \tag{3}
\end{equation*}
$$

The object $\pi_{1}(1600)$ is observed in the $f_{1} \pi, \eta^{\prime} \pi$, and $b_{1} \pi$ decay channels with probabilities in the ratio $(1.1 \pm 0.3): 1:(1 \pm 0.3)[10,19]$. Searches for a signal of $\pi_{1}(1600)$ in other channels, $f_{2} \pi^{-}, K^{*} K$, and $\eta(1295) \pi^{-}$, in the VES experiment show that the signal in any of these channels is substantially lower than that in the $\eta^{\prime} \pi^{-}$channel. With allowance for the
errors, this leads to the constraint $\operatorname{Br}\left(\pi_{1} \rightarrow \eta^{\prime} \pi\right)>$ 0.1 . It follows from (3) that $\operatorname{Br}\left(\pi_{1} \rightarrow \rho \pi\right)<0.03$.

In order to compare the production of the $P+$ wave in the $\eta^{\prime} \pi^{0}$ and $\eta \pi^{0}$ systems, we determined the ratio of the squares of the corresponding matrix elements. Taking into account the probabilities of $\eta$ and $\eta^{\prime}$ decays into the final states (1) and (2) and the phase space, we obtain $\left|T_{P+}^{\eta^{\prime} \pi^{0}}\right|^{2} /\left|T_{P+}^{\eta \pi^{0}}\right|^{2} \approx 0.1 \pm 0.1$. The error includes the statistical error and the ambiguity in choosing the solution of the partial-wave analysis. A small value of this ratio indicates that, in $\rho$ exchange, the $1^{-+}$wave is predominantly produced in the $S U(3)_{f}$-decuplet state. This value is on the same order of magnitude as $\eta-\eta^{\prime}$ mixing; therefore, a significant part of the $P+$ wave in the $\eta^{\prime} \pi^{0}$ state can indeed be due to the decuplet state rather than to the $\pi_{1}(1600)$ state.

In the physical solution that we chose for the $\eta^{\prime} \pi^{0}$ system, the ratio of the intensities of the $P+$ and $P 0$ waves is $0.15 \pm 0.2$. The ratio of the intensities of production in the positive- ( $\rho$ exchange) and negative-naturality [ $b_{1}\left(\rho_{2}\right)$ exchange] exchanges was measured in the VES experiments for $a_{2}(1320)$ and $\omega_{3}(1670)$ [17] and was found to be $1.3 \pm 0.2$ and $1.1 \pm$ 0.3 , respectively. Since the probabilities of $\pi_{1}(1600)$ decays into $b_{1} \pi$ and $\eta^{\prime} \pi$ are on the same order of magnitude [9], a small value of the $P+/ P 0$ ratio agrees with our conclusion that the coupling of $\pi_{1}(1600)$ to the $\rho \pi$ channel is weak.

The results of direct searches for the decay of $\pi_{1}(1600)$ to $\rho^{0} \pi$ are ambiguous. The peak of $\pi_{1}(1600)$ in the $J^{P C}=1^{-+}$wave of the $\rho \pi$ system in the case of positive-naturality exchange was observed in the $\pi^{+} \pi^{-} \pi^{-}$final state in the analysis of E852 data [20] and in early results of the VES experiment [10, 19]; according to these data, the probabilities of $\pi_{1}(1600)$ decays to $\rho \pi, \eta^{\prime} \pi$, and $b_{1} \pi$ are approximately in the ratio $1.5: 1: 1$. Later, it turned out [21, 22] that the shape of the $1^{-+}$wave of the $\rho \pi$ system in the $\pi^{+} \pi^{-} \pi^{-}$final state is highly modeldependent and that, at a reasonable choice of model parameters, the peak of $\pi_{1}(1600)$ disappears.

The majority of the theoretical models predict the suppression of the decays of the $J^{P C}=1^{-+}$hybrid meson to $\rho \pi$ [23, 24]. This conclusion is based on the fact that the $\rho$-meson wave function is approximately identical to the $\pi$-meson wave function. In [25], it was shown that, within the pointlike-pion model, the probability of hybrid-meson decay to $\rho \pi$ can reach $10-25 \%$. Our investigation of the $\eta^{\prime} \pi^{0}$ final state has provided an indirect piece of evidence that the coupling of $\pi_{1}(1600)$ to the $\rho \pi$ channel is indeed suppressed, thereby disproving the ratio $\rho \pi: \eta^{\prime} \pi\left(b_{1} \pi\right) \sim 1$.

## CONCLUSION

The reaction $\pi^{-} p \rightarrow \eta^{\prime} \pi^{0} n$ has been studied in the VES experiment. The effective-mass spectrum and the angular distributions of $\eta^{\prime} \pi^{0}$ events have been compared with the analogous distributions in $\eta \pi^{0}$ and $\eta^{\prime} \pi^{-}$events selected from the same data sample. The ratio of the branching fractions for the decay of the $a_{2}^{0}(1320)$ meson to $\eta^{\prime} \pi$ and $\eta \pi$ has been found to be $R=0.047 \pm 0.018$, which is in agreement with the tabular value of this quantity measured earlier for $a_{2}^{-}$. That the production of the exotic object $\pi_{1}(1600)$ has not been observed in positive-naturality exchange leads to the conclusion that its coupling to the $\rho \pi$ channel is suppressed in relation to coupling to the $\eta^{\prime} \pi$ or the $b_{1}(1235) \pi$ channel. This feature was predicted for the decays of hybrid mesons in various phenomenological models.
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