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Abstract—The absorption cross section for the energy of an electric field aligned with the symmetry axis of a
cylindrical metal particle is calculated. The radius of the particle is assumed to be much smaller than its length.
As the boundary condition of the problem, diffuse reflection of electrons from the inner surface of the particle
is taken. Limiting cases are considered, and the results obtained are discussed. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The electromagnetic properties of fine metal parti-
cles may differ substantially from those of bulk metal
[1]. If linear size R of a metal is comparable to electron
free path Λ, R < Λ, or smaller than Λ, R < Λ, interaction
of electrons with the metal boundary has a significant
effect on the response of the electrons to an applied
magnetic field. This circumstance is responsible for
specific optical properties of metal particles. When R <
Λ, a basic optical characteristic, absorption cross sec-
tion, depends on ratio R/Λ in a nontrivial manner. In
highly conductive metals (aluminum, copper, silver,
and others), electron free path Λ ranges from 1 to
100 nm at room temperature. Particles studied in exper-
iments are usually several nanometers across; that is,
the condition R < Λ holds.

The response of the electrons to an applied electro-
magnetic field with allowance for electron–boundary
interaction may be treated in terms of the conventional
kinetic theory of conduction electrons in metals [2],
which does not impose restrictions on ratio R/Λ.

The equations of macroscopic electrodynamics are
applicable to “bulk” samples, for which R @ Λ. There-
fore, the well-known Mie theory, which describes inter-
action of electromagnetic waves with metallic bodies in
terms of macroscopic electrodynamics, fails in treating
the size effect mentioned above.

A theory of interaction between electromagnetic
radiation and a spherical particle was elaborated in
[3, 4]. Somewhat earlier, Trodahl [5, 6], considering the
limiting case R ! Λ at low frequencies (far infrared),
came to the same result as in [3]. In all the works cited,
the approach to the problem was based on solving the
kinetic Boltzmann equation for conduction electrons in
metals. An alternative approach was developed by
Bondar’ [7, 8].

Particles encountered in nature and used in applica-
tions are frequently nonspherical. Because of this,
1063-7842/05/5009- $26.001105
interest in interaction between electromagnetic radia-
tion and nonspherical particles has greatly increased in
recent years [9–13]. Interaction of electromagnetic
radiation with ellipsoidal particles was considered in
[9] and with cylindrical particles in [10–13]. However,
works [3–6, 10–13] analyze only the magnetic dipole
absorption of fine metal particles. Of interest are also
works [14, 15], where relevant quantum-mechanical
effects, which become significant at low temperatures,
are touched upon.

In this work, a distribution function describing the
linear response of conduction electrons in a homoge-
neous cylindrical particle to the variable electric field of
a plane electromagnetic wave is calculated using the
kinetic approach. From this distribution function, the
absorption cross section as a function of the frequency
and particle radius is determined. Also, the case of a
low-frequency external field and a low electron–elec-
tron collision rate inside the particle is discussed.

1. MATHEMATICAL MODEL 
AND CALCULATION

Let a metal nonmagnetic cylindrical particle of
radius R and length L (with L @ R) be placed in the field
of a plane electromagnetic wave with frequency ω that
is much lower than plasma resonance frequency ωp in
metals (ωp ~ 1016 s–1). The particle is considered to be
small; that is, R ! 2πc/ω (c is the speed of light in free
space). The applied field is assumed to be uniform, and
the skin effect is disregarded (it is assumed that R < δ,
where δ is the skin depth).

Consider the case when this particle interacts with
linearly polarized electromagnetic radiation, the sym-
metry axis of the particle being orthogonal to the prop-
agation direction of the radiation.

Let field strength E make angle γ with the axis of the
cylindrical particle. Then, the projection of the field
 © 2005 Pleiades Publishing, Inc.
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strength vector onto the cylinder axis is E1 = Ecosγ and
onto the direction perpendicular to the axis, En = Esinγ.

The absorption cross section of the particle can be
represented as

Quantity σ1 is related to projection E1 of the field
strength vector; σn, to projection En.

In this work, we calculate σ1 (subscript 1 is hereafter
omitted). If electric field strength E of the electromag-
netic wave runs normally to the cylinder axis, magnetic
field strength H is aligned with the axis. In this case, the
magnetic dipole absorption by the particle, which is
due to eddy currents, makes a major contribution to the
absorption cross section. This type of absorption was
discussed in [10–13].

In the cylinder is sufficiently long, the electric field
of the wave is unscreened in most of the cylinder. To
estimate the parameters corresponding to such condi-
tions, we turn to the well-known solution for a prolate
ellipsoid in an electric field [16] by recognizing that a
sufficiently long cylinder can be approximated by a
prolate ellipsoid. The electric field of a prolate ellipsoid
of revolution with semiaxes a, b, and d (a > b = d) that
is placed in a uniform electric field aligned with its
symmetry axis is given by [16]

where

is a coefficient depending on eccentricity e of the ellip-

soid (e = ), Eext is the external electric field,
Eint is the internal electric field (the electric field inside
the ellipsoid), and εint is the permittivity of the ellipsoid.

In the absence of screening, Eint ≈ Eext and, hence,
1 + (εint – 1)n(e) ≈ 1. This approximate equality is valid
if |εintn(e)| ! 1 (the unity in the parentheses may be
ignored, since the permittivity of metals is very high).

Then, using the Drude formulas for the frequency
dependence of the permittivity, ε(ω), and conductivity,
Σ(ω), of metals [17] (we assume that the frequency of
the applied field is much lower than the frequency of
electron–electron collisions inside the particle; that is,
ωτ ! 1),

where

e and m are the electron charge and mass, respectively;
n is the concentration of conduction electrons; and τ is
the electron relaxation time), and also the definition of

σ σ1 γcos
2 σn γ.sin

2
+=

Eint

Eext

1 εint 1–( )n e( )+
-----------------------------------------,=

n e( ) 1 e2–

2e3
------------- 1 e+

1 e–
----------- 

 ln 2e–=

1 b2/a2–

ε ω( ) 1 i 4πΣ ω( )/ω( ), Σ ω Σ 0( )/ 1 iωτ–( )= ,(+=

Σ 0( ) e2nτ /m,=
eccentricity (if a prolate ellipsoid is identified with an
infinite cylinder, semiaxes b and a are identified with
the radius and half-length of the cylinder; that is, b = R
and a = L/2; note also that e  1 for an infinite cylin-
der), we obtain, by the method of successive approxi-
mations, a limiting relationship between the radius and
length of the particle (Γ = R/L),

Additionally, we make conventional physical
assumptions: conduction electrons are viewed as a
degenerate Fermi gas, and their response to an applied
magnetic field is described with the Boltzmann equa-
tion in the relaxation time approximation. It is remem-
bered that diffuse reflection of electrons by the inner
surface of the particle is taken to be the boundary con-
dition.

Absorption of the electromagnetic wave energy by a
cylindrical particle can be described as follows: the uni-
form time-periodic electric field of the wave,

(1)

acts on conduction electrons in the particle and causes
deviation f1 of their distribution function f from equilib-
rium Fermi distribution function f0. That is,

where r is the radius vector (the origin is placed on the
axis of the particle) and v is the electron velocity.

The field–electron interaction generates a high-fre-
quency current,

(2)

where h is the Planck constant, and also causes dissipa-
tion inside the particle. Energy  dissipated per unit
time (dissipated power) is given by [16]

(3)

Here, the bar means time averaging and the asterisk, the
complex conjugate.

In (2), distribution function is normalized in a stan-
dard manner so that the density of electron states is
2/h3. For equilibrium distribution function f0(ε), we use
the step approximation

where εF = m /2 is the Fermi energy and vF is the
Fermi velocity.

Γ  ! 
ω

8πΣ 0( )
------------------/

4πΣ 0( )
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------------------ 
 ln .

E E0 iωt–( ),exp=
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2
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


= =

v F
2
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It is assumed that the Fermi surface is spherical.
The problem is reduced to finding deviation f1 of the

electron distribution function from equilibrium func-
tion f0 (f1 is induced by high-frequency field (1)). In an
approximation linear in electric field, function f1 satis-
fies the kinetic equation [2, 17]

(4)

where it is assumed that f1 ~ exp(–iωt) and the collision
integral is taken in the relaxation time approximation,

Solving Eq. (4) by the method of characteristics
[18], we arrive at

(5)

where

(6)

and parameters ν and A (characteristics) are invariable
along the trajectory. Parameter t' in (5) is the time an
electron takes to move along the trajectory from the
boundary where it reflects to point r with velocity v.

To uniquely determine f0, it is necessary to set a
boundary condition for it on the cylindrical surface.
Such a condition is taken to be diffuse reflection of
electrons from this surface [2],

(7)

where r⊥  and v⊥  are the components of radius vector r
and velocity v of an electron in the plane normal to the
axis of the inhomogeneous cylinder.

When the electron reflects from the boundary of the
particle, parameter t' in (5) is defined as

(8)

The above expression results from the following
geometric considerations. Projecting the obvious vec-
tor equality r = r0 + vt' (where r0 is the radius vector of
the electron at the time it reflects from the boundary of
the particle) onto the plane normal to the cylinder axis
gives r⊥  = r0⊥  + v⊥ t', where vectors r⊥  and r0⊥ , and v⊥
are the components of the starting vectors in the projec-
tion plane. Squaring both sides of the latter equality
and solving the resulting expression for t' yields expres-
sion (8).

Relationships (5), (6), and (8) completely define
solution f1 to Eq. (4) with boundary condition (7).
So, we can now calculate current (2) and dissipated
power (3).

iω f 1– v
∂ f 1

∂r
-------- e v E⋅( )

∂ f 0

∂ε
--------+ +

f 1

τ
-----,–=

d f 1/dt( )s

f 1

τ
-----.–=

f 1 A νt'–( )exp 1–( )/ν , t' 0,≥=

ν 1/τ iω, A– e v E⋅( )
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∂ε
--------= =

f 1 r v,( ) 0 at
r⊥ R=

r⊥ v⋅ ⊥ 0,<



=

t' r⊥ v⊥⋅ r⊥ v⊥⋅( )2 R2 r⊥
2–( )v ⊥

2+[ ] 1/2
+{ } /v ⊥

2 .=
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To take integrals (2) and (3), it is convenient to pass
to the cylindrical coordinates both in the coordinate
space (r⊥ , ϕ, z; z is the polar axis aligned with vector E0)
and in the velocity space (v ⊥ , α, v z; here, v z is the polar
axis). The cylinder axis coincides with the z axis. In the
cylindrical coordinates, field (1) has only the z compo-
nent,

(9)

Accordingly, so does current (2) (the current lines
are straight lines parallel to the z axis),

(10)

Above, we took into account that the concentration
of conduction electrons in metals is given by

Electromagnetic radiation absorption cross section
σ is found by dividing dissipated power  (see (3)) by

the mean energy flux in the wave equal to c /8π,

or, in view of (10),

Taking advantage of the properties of the δ function,
we can write

Owing to the symmetry of the problem, we integrate
over the positive range of velocities v z (rather than over
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the entire range) and double the result to obtain

Then, in view of (9), we have

or, upon straightforward transformations,

With the limits of integration in the inner integral
taken into account, we come to

Integrating over variable v z and substituting the lim-
its of integration into the outer integral yields

The integrals over variables ϕ and z are elementary

σ 1
2
--- 8π

cE0
2

--------Re
3ne2Ez

4πv F
3ν

----------------- 2
m
-------------∫


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ones; therefore,

Eventually, we have

(11)

For further computation and analysis, expression (11)
for the cross section of applied field energy absorption
is convenient to recast in the form

(12)

(the motion of electrons is symmetric about any diame-
tral plane where the point of their position on the trajec-
tory lies; therefore, we may assume that angle α varies
from 0 to π in the velocity space and double the result
of integration over this variable).

Introducing new variables,

we rearrange expression (8) to

where

Here, we took into consideration that r⊥ ⋅ v⊥  = r⊥ v ⊥ cosα
(all electrons on the Fermi surface inside the particle

σ Re
6ne2

mcv F
3ν

-----------------2πL r⊥ r⊥d

0

R

∫



=

× v ⊥ v F
2 v ⊥

2– 1 νt'–( )exp–( ) v ⊥d αd

0

2π

∫
0

v F

∫ 



.

σ Re
12πne2L

mcv F
3ν

---------------------- r⊥ r⊥d

0

R

∫



=

× v ⊥ v F
2 v ⊥

2– 1 νt'–( )exp–( ) v ⊥d αd

0

2π

∫
0

v F

∫ 



.

σ Re
24πne2L

mcv F
3ν

---------------------- r⊥ r⊥d

0

R

∫



=

× v ⊥ v F
2 v ⊥

2– 1 νt'–( )exp–( ) v ⊥d αd

0

2π

∫
0

v F

∫ 



ξ
r⊥

R
-----, ρ

v ⊥

v F
------,= =

z ν R
v F
------ 1

τ
--- iω– 

  R
v F
------ x iy–= = =

t'
R

v ⊥
------η ,=

η ξ αcos 1 ξ2 αsin
2

–+( ).=
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move with velocity vF). Formula (12) can then be rep-
resented as

(13)

Absorption cross section (13) is recast in the form

(14)

where

(15)

Let us make change of variables α  η in the
inner integral; then,

Now, the dimensionless absorption cross section
takes the form

Next, changing the order of integration, we have
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Since

the dimensionless cross section of absorption by the
cylindrical particle becomes

Integrating by parts in the inner integral, we obtain

Integrating this expression yields

(16)

The frequency dependences of dimensionless cross
section F(x, y) numerically calculated for the extended
cylindrical particle are shown in Figs. 1 and 2.

2. ABSORPTION AT HIGH AND LOW 
FREQUENCIES

Let us concentrate on the case when frequency ω of
the applied field and the frequency of electron–electron
collisions (1/τ) in the bulk of the metal are low com-
pared with the frequency of electron collisions with the
inner surface of the cylindrical particle. In other words,
the case at hand is |z| ! 1.

The exponential entering into (15) may then be
expanded in the Taylor series. Leaving the first two
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terms in the series, we get

Hence, the cross section of “low-frequency” absorp-
tion is given by

(17)

If |z| @ 1, expression (16) has an asymptote. Ignor-
ing the term containing the exponential (it quickly
decays) and the term proportional to 1/z2, we arrive at
an expression for dimensionless absorption cross sec-
tion F(z),

Upon algebraic transformations, cross section (14)
for “high-frequency” absorption takes the form

This expression corresponds to the Drude classical
formula for electric absorption by a homogeneous
extended cylindrical metal particle. It implies that,
when the free path of electrons in the particle is small

F x y,( ) ξ ξd

0

1

∫=

× 1 ρ2– ξ αcos 1 ξ2 αsin
2
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0
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---------------------------.=
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 
 
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 
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 
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0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 1 2 3 4 5 6

F(y)

y

1

2

3

Fig. 1. Dimensionless absorption cross section F vs. dimen-
sionless frequency y at x = (1) 0.3, (2) 0.6, and (3) 0.9.
(x @ 1, x > y), the absorption cross section decays as
1/x. In the opposite case (x ! 1, which is valid for pure
metals), the absorption cross section for the extended
particle varies as ratio x/y2.

3. DISCUSSION

Work [9] was also concerned with electrical absorp-
tion by a prolate ellipsoid of revolution (in essence, by
an infinite cylinder). In the case of low-frequency (x ! 1,
y @ 1) surface scattering of electrons (free-electron
regime), formula (17) coincides with the result
obtained in that work,

(where V is the volume of the ellipsoid), in terms of the
specific (per unit volume) absorption cross sections of
the cylinder and ellipsoid. However, in the case of high-
frequency surface scattering (x < 1, y @ 1, and x ! y),
the result of [9],

(18)

differs noticeably from the exact kinetic calculation.
To compare the results obtained in our work and

work [9], let us find the asymptotics of dimensionless
absorption cross section (16) for an infinite cylinder.
Ignoring the term containing the exponential, we have

σel
8πne2R
mcv F

-------------------V=

σel
9
16
------ π2ne2R

mcv Fy2
-------------------V ,=

F z( ) π
6
---Re 1

z
--- 3

8z2
-------–
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 
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x
3.5

0.8
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3

Fig. 2. Dimensionless absorption cross section F vs. dimen-
sionless reciprocal electron free path x at y = (1) 0.3, (2) 0.6,
and (3) 0.9.
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Consequently,

(19)

Now we find the ratio of specific (per unit volume)
cross sections (18) and (19) in the high-frequency limit
(under the above conditions, the term proportional to
−1/y2 prevails in (19)),

Thus, the result for electric absorption by an
extended cylindrical particle obtained in [9] is highly
overstated in comparison with that found by the exact
kinetic calculation.

Figure 1 plots dimensional absorption cross section
F versus dimensionless applied electric field frequency
y at different dimensionless reciprocal electron free
paths x. From these curves, it follows that, when the
dimensionless frequency is low (y < 1.3), the particles
with the longest free path of electrons (i.e., with small-
est x) have the highest dimensionless absorption cross
section F (provided that the particles have an equal
size). At higher dimensionless frequencies of the
applied field (y > 1.3), the situation is reverse. As the
frequency grows further (y @ 1), the dimensionless
absorption cross section of the particles declines. This
is because conduction electrons inside the particle have
no time to be significantly accelerated for the period of
the applied field.

Figure 2 shows the dependences of dimensionless
absorption cross section F on dimensionless reciprocal
electron free path x at three values of y. Here, high
dimensionless absorption cross sections are observed
for pure-metal particles (x ! 1), the particles subjected
to the lowest frequency electric field having a maximal
absorption cross section. As x grows, the curves merge
together, following the macroscopic asymptotics.
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Abstract—Water jets accelerated by differently configured convergent nozzles of diameters ranging from
4.5 to 5.0 mm are studied. The excess pressure at the nozzle inlet varies from 5 × 103 to 3.5 × 106 Pa. Velocity
measurements are carried out with a spring dynamometer and a free-running Pelton microturbine. The jet
strength at the outlet of the nozzle is found to increase by a factor of 4.0–4.5 compared with the water flow
strength at the inlet, which depends on the excess pressure and volume flow at the inlet. Reasons for such an
effect and a possible source of the additional energy are considered. The 2D Bernoulli equation used instead of
the 1D equation routinely applied in nozzle analysis leads to a negative value of the excess pressure at the nozzle
exit section and in the jet. Gas evolution and cavitation enhance this effect because of a decrease in the jet den-
sity. As a result, the jet is accelerated not only by the inlet pressure but also due to the fact that the potential
energy of the flowing medium decreases because of a decrease in its absolute pressure down to the technical
vacuum level. The contraction of the jet by the atmospheric air and the establishment of the equilibrium (in air)
pressure in the water jet eventually raise its kinetic energy through the internal energy of the air. © 2005 Pleia-
des Publishing, Inc.
In all the nozzles studied, the inlet sections by 10–
20 times exceeded the outlet sections in area. There-
fore, the static inlet pressure differed from the total
pressure by no more than 1%. The static pressure was
measured with a precision manometer; at low relative
dynamic pressures, a water manometer was used.

Designate the ratio between the specific kinetic
energy of the jet at the outlet to the excess specific
potential energy of the flowing medium at the inlet as q,

(1)

Here, p1 is the excess static inlet pressure; v 1 and ρ1 =
1/v 1 are the specific volume and density of the medium
at the inlet, respectively;  is the mass flow;  is the
mean velocity of streams and flow inside the nozzle;
and Q = /ρ1 is the volume flow of the water. Quantity
q can be considered as the flow energy (power) conver-
sion efficiency of a nozzle. This quantity also has the
meaning of the relative dynamic pressure of the jet,
since it formally involves the density of the jet at the
inlet rather than the density of the medium.

A total of more than a hundred different nozzles
were studied: circular conical and rectangular; direct
and curved; with a constant and stepwise varying inner
diameter; and with circular, oval, and annular outlet
channels. The outlet sections were varied from 0.1 to
5 cm2. For wide nozzles, measurements were made at
an inlet pressure excess of 0.6 MPa. Under these condi-
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tions, quantity q invariably turned out to be higher than
unity (this value is commonly accepted for ideal liquids
in hydraulics and fluid mechanics), sometimes reaching
4.5. It was also found in these experiments that circular
conical nozzles are the most efficient if their length is
roughly equal to the inlet diameter. Note also that
curved nozzles may be more efficient than direct ones,
all other things being the same.

Following are the systematic results obtained for
circular nozzles of diameter ranging from 4.5 to 4.9 mm
at excess inlet pressures of up to 3.6 × 105 Pa.

The mean velocity of the jet was measured with two
new techniques: by means of a spring dynamometer
with allowance for partially inelastic impact of the jet
on the disk of the dynamometer and also by means of a
free-running Pelton microturbine. As a reference
method, we used the well-known technique of calculat-
ing the jet velocity from its diameter and flow rate.

The measuring device (Fig. 1) was placed on a sup-
port mounted under the tray. One end of a 3.5-m-long
Dyurit tube of diameter 25 mm was connected to the
water supply system of the hydraulic room through a
controlling valve and its other end, to a three-way pipe
of diameter 22 mm with its horizontal and vertical
branches either connected to the nozzle or plugged. The
inlet diameter of the nozzles was about 16 mm. The
precision manometer scaled for 4 atm was connected to
the vertical branch 5 cm below the axis of the horizontal
branch, this axis being on a level with the entrance to
the manometer. The nozzles were mounted on the hor-
© 2005 Pleiades Publishing, Inc.
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izontal branch when the measurements were taken with
the spring dynamometer and when the jet diameter was
measured or on the vertical branch in measurements
with the free-running turbine. Figure 1 shows the dyna-
mometer on an enlarged scale. Its disk is slightly con-
cave in order for small jets reflected from it to fly apart
approximately normally to the direction of the imping-
ing jet.

The mean velocity of the jet near the disk of the
dynamometer was calculated by the formula that fol-
lows from the momentum conservation law,

(2)

where F is the force exerted by the jet and  is the mass
flow rate of the water, which is determined from vol-
ume flow Q. Quantity Q was measured by collecting the
water in a wide-necked (a neck cross-sectional area of
about 5 dm2) high (about 70-cm) reservoir over a cer-
tain time interval under steady-state conditions.

When taking the measurements, we placed the
dynamometer at various distances from the nozzle sec-
tion and so small deviations of the disk from the posi-
tion normal to the jet insignificantly influenced the
force being measured. The springs of the dynamome-
ters were of a different elasticity, making it possible to
measure the dynamic pressure at different inlet pres-
sures. With such an approach, the spread of measure-
ments did not exceed 10% and the confidence interval
for a random error in mean jet velocity  was within
5%. The latter value was obtained with random samples
of three or more observations. The dynamometers were
graduated using weights with allowance for a system-
atic error arising when they were placed horizontally.

The factor 1.4 in formula (2) takes into account the
inelastic component of jet–disk interaction. This value
was found by comparing the velocities measured with
the dynamometers and microturbine at low pressures
p1, p1 = (0.5–3.0) × 104 Pa. When jets with a diameter
ranging from 3.5 to 4.7 mm were incident on the tur-
bine having a mean radius of 5.0 cm at the site of inci-
dence, it set in rotation a stroboscopic disk with which
the rate of revolution of the turbine’s shaft could be
determined. The error of a single frequency measure-
ment (no more than 3%) depended on inlet pressure
fluctuations. The correction coefficient 1.4 was taken to
be the same throughout the inlet pressure range studied
(from 0.5 × 104 to 36 × 104 Pa). For the mean velocity
of the jet, we took the circumferential velocity of the
turbine at points of radius 5.0 cm. The true velocity is
always somewhat higher, especially at high rotation
frequencies, because of free-running losses. This
means that the numerical coefficient in (2) may also be
slightly higher. The simplicity and reliability of the
velocity measurement method suggested and its appli-
cability to nozzles of different shape and cross-sec-

u
F
ṁ
----1.4,=

ṁ

u
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tional area are noteworthy; therefore, it was also used in
other experiments.

The experimental data were verified with a well-
known device that sets the nozzle inlet pressure by
means of a water column open to the environment. The
height and diameter of the column were 3.4 m and
85 mm, respectively. For the time of measuring the
force exerted by the jet or the flow rate, the water level
lowered by only 2 cm. Note that both ways of inlet pres-
sure setting showed close results.

1
2

4

5

6

7

8

3

Fig. 1. Experimental setup: (1) standard precision manom-
eter, (2) nozzle, (3) dynamometer, (4) plug, (5) turbine,
(6) stroboscopic disk, (7) LED, and (8) G3-102 audio-fre-
quency generator.
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Fig. 2. Relative dynamic pressure of the water jet vs. inlet
excess pressure according to formula (1) for direct conical
nozzles with apex angle θ = (1) 180°, (2) 130.4°, (3) 90°,
(4) 34°, and (5) 16.6°.
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Figure 2 demonstrates the data for nozzles in the
form of direct circular cones with varying apex angle θ
(including θ = 180°; this experiment is akin to the
famous Torricelli run with a hole in a thin wall). For
these nozzles, the values of force F were virtually iden-

1 2

3 4

8.3° 8.3°
θ

r

x0 xm x x0 xm

Fig. 3. Nozzles used in the experiments. r is the radial coor-
dinate; x is the axial coordinate; and x0 and xm are the coor-
dinates of the outlet section and minimal cross section,
respectively. The dashed portion shows the wall of the noz-
zle with outlet diameter d0.
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Fig. 4. Mean velocity of the jet at distance L from the nozzle
vs. inlet pressure for (a) nozzle 1 and (b) nozzle 2.
(1) Method of dynamometer, L = 5–50 cm; (2) method of
microturbine, L = 10 cm; (3) velocity measured from the
mean diameter of the jet in the minimal cross section; and
(4) velocity measured by the 1D Bernoulli equation for
ideal water.
tical for the disk of the dynamometer placed at dis-
tances of 5–40 cm from the nozzle section. As the disk–
nozzle spacing shrinks down to 1 cm, the force gradu-
ally decreases by 20–30%. Figure 2 shows the data only
for distances exceeding 5 cm.

Figures 3–5 illustrate how different configurations
of circular nozzles with the same diameter (see Fig. 3)
influence the jet velocity. In nozzle 1, the curvature of
the profile increases toward the outlet; nozzle 2 is a
short conoidal nozzle; nozzle 3 has a stepwise decreas-
ing inner diameter; and nozzle 4 is conical. Nozzles 3
and 4 have the same length-averaged apex angle.
Shown also are the streamlines for nozzle 1 and for the
hole in the thin wall that follow from the measured
static pressure distributions along the radius and length
of the nozzles.

The jet velocity versus inlet pressure for nozzles 1
and 2 is plotted in Fig. 4. Here, curves 4 are constructed
by calculating the mean velocity in the minimal cross
section of the jet according to the Bernoulli equation
under the assumption routinely used in hydraulics that
the static pressure in the jet equals the atmospheric
pressure. Another common assumption is that the pres-
sure in and the velocity of the medium vary only along
the longitudinal axis of the nozzle (1D statement).

5
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p1, m H2O, 104 Pa
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Fig. 5. Relative dynamic pressure of the jet vs. inlet pressure
at distance L from the nozzle. L = 5–50 cm: (1) nozzle 1,
(2) nozzle 2, (3) nozzle 3, and (4) nozzle 4. L = 70–120 cm:
(1') nozzle 1 and (2') nozzle 2.
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For nozzles of diameter 5 mm or below, the minimal
cross section of the jet is within 3 mm from the outlet
section; for nozzle 1 and for the hole in the wall, within
1.5–2.0 mm. For nozzle 1 of diameter d0 = 4.6 mm, the
minimal cross section has a diameter of 3.6 mm at low
inlet pressures and 3.8 mm at elevated inlet pressures.
At the given inlet pressure, the mean diameter of the jet
remains nearly constant over a distance of 70 cm from
the minimal cross section. Then, the jet starts emitting
fine sprays, which remain adjacent to it up to the water
collector used to measure the flow rate. The core of the
jet seems slightly contracted over a length from 0.7 to
1.2 m; then, it gradually expands.

Air–jet friction and air ejection by the jet affect jet
velocity measurements. In these experiments, force F
remained constant when the diameter of the disk was
larger than 3 cm. For disk diameters of 2.2 and 1.3 cm,
force F decreased by 5–6% and 10–12%, respectively.

Figure 5 plots relative dynamic pressure q against
inlet pressure for these nozzles. The dashed line q = 1
corresponds to the related value for an ideal liquid.
Remarkably, for real (viscous) water, q lies above this
line, while it is customary to assume that, with regard to
losses, the values of q lie below this curve.

BASIC RESULTS FOLLOWING 
FROM FIGURES 2–5

(1) It is found that, for the nozzles corresponding to
Fig. 2, the value of q is virtually independent of the
water temperature on the range 8–40°C.

(2) In the experiments the result of which are shown
in Figs. 3–5, the water temperature was within 8–10°C.
The disk of the dynamometer was placed at a distance
of 5–150 cm from the nozzle outlet section. A few mea-
surements were made at horizontal distances of up to
3 m. Over a distance of 50 cm, the jet velocity remains
constant up to the measurement error for all the noz-
zles. Next, over the still horizontal portion of the jet tra-
jectory up to 1.2 m (at increased inlet pressures), the
velocity slightly rises for nozzles 1 and 3 or declines for
nozzles 2 and 4. Then, both the horizontal component
and the total dynamic pressure fall for all the nozzles.

(3) Relative dynamic pressure q has a diffuse maxi-
mum at a level of 3.3–4.5 for inlet pressures between
5 × 104 and 15 × 104 Pa depending on the nozzle. Then,
it slightly decreases to 2.5–4.0.

(4) The profile of nozzle 1 implies that the hydrody-
namic drag of this nozzle is higher than that of nozzle
2; however, the former turns out to be energetically
more efficient. Similarly, nozzle 3 is bound to have a
higher drag compared with smooth-channel nozzle 4,
which has the same angle between the profile genera-
trix and the nozzle axis. Nevertheless, nozzle 3 is more
efficient.

(5) At inlet pressures below 3 × 104 Pa, determina-
tion of the jet velocity by measuring the jet diameter
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
and water flow rate is valid if the measurement error
does not exceed 20%.

(6) The value of the coefficient of dynamic pressure
loss when a jet encounters a normally placed barrier,
0.92–0.96, which appears in handbooks on hydraulics
(see, e.g., [1]) seems questionable without reference to
relevant experimental data. The assumption that jets
impinging on and leaving the disk have the same veloc-
ities, which is usually adopted in considering the jet
dynamics [2], appears to be still more implausible.
When measuring the velocities of these jets with the
dynamometric method, we found that the velocity of
the jet reflected is, on average, 1.5 times lower than the
velocity of the impinging jet. This factor agrees well
with that appearing in formula (2).

REASONS FOR A HIGH DYNAMIC PRESSURE 
OF OUTGOING WATER JETS

(1) Actually, the absolute static pressure in the flow
inside the nozzle and in the jet near the nozzle outlet
section drops below the atmospheric pressure because
of a rotation of the flow, as well as of the acceleration
and velocity vectors of elementary streams (filaments)
everywhere in the medium except for the near-axial
region. Consequently, when dealing with tubes of vari-
able cross-sectional area, one should take into account
the radial component of the static pressure gradient,
which may even exceed the axial component (it should
be noted here that flow–wall friction and an increase in
the curvature of the nozzle profile generatrix toward the
outlet section may also increase the radial component
of this gradient).

Handbooks on hydraulics and applied or theoretical
fluid mechanics [1, 3–6] consider the flow in tubes of
variable cross-sectional area in the Cartesian coordi-
nates. This makes it difficult to estimate the contribu-
tion of cross terms in the projections of the equation of
motion onto the coordinate axes. For our circular noz-
zles, we take the cylindrical coordinates and place the
origin on the symmetry axis of the nozzle so that coor-
dinate x is aligned with this axis. For a steady-state flow
in a small-diameter horizontal nozzle, the Euler equa-
tion for an ideal liquid has the form

(3)

where u is the velocity of a given (constant) elementary
mass of the flowing medium.

Under such conditions, Eq. (3) is exact irrespective
of whether the density of the medium is constant or
variable. We also take into account the equality

(4)

ρdu
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If the parameters of the medium are azimuth-inde-
pendent, we get

(5)

From (3)–(5), we have

(6)

Figure 3 shows the trajectory of filaments for nozzle
1 and for the hole in the thin wall. The shape of the jet
can be directly observed. The trajectories of the fila-
ments inside the nozzle are consistent with our mea-
surements of the radial and longitudinal static pressure
distributions that were taken with small sensors made
of thin-walled capillaries 0.8 mm in diameter. The sen-
sors were both stationary and movable in either of the
directions both inside and outside the nozzle. In-jet
measurements can be made only if the capillaries are
inserted into the jet from the side of the nozzle. Simul-
taneously, we measured the pressure above the jet at the
outlet, surrounding the jet by a chamber (as in a water-
jet pump) and introducing a standard static pressure
sensor into the wall of the chamber. In this paper,
details of these measurements are omitted. It is essen-
tial here that a negative excess pressure may be
observed both in the jet and in the flow inside the nozzle
at its outlet.

The trajectories in Fig. 3 also comply with the fact
that the measured static pressure equals the inlet pres-
sure in stagnation zones at the wall of the hole and that
the excess pressure tends to zero or becomes negative
near the center of the hole in the same section.

From Fig. 3, it follows that

for any x and r both inside and outside the nozzle except
for axial points.

The last derivative above is negative upstream of the
nozzle outlet and positive downstream. The static pres-
sure diminishes even inside the nozzle, since ux

depends on x and ur depends on r. The cross terms are
also a factor: near the outlet, ∂ur/∂x  0 and ur∂ux/∂r
significantly reduce the pressure in the longitudinal
direction.

To calculate the pressure decrease, we combine
Eqs. (3) and (4) to get

(7)
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Scalarly multiplying the left- and right-hand sides of
(7) by streamline unit vector u/u [5] yields

(8)

If the density of the medium is constant along
streamline s, Eq. (8) turns into the Bernoulli equation
for an ideal liquid. It strictly holds only for a streamline
provided that ρ = const(s),

(9)

For water, we may put ρ = 1 kg/dm3. By way of
example, let us consider nozzle 1 (Fig. 3) with diameter
d0 = 4.6 mm and outlet cross-sectional area Ω0 =
0.167 cm2. At an inlet excess pressure of 105 Pa and
corresponding volume flow rate Q = 198 cm3/s, mean
velocity component  is equal to Q/Ω0 = 12 m/s. Tak-
ing into account that the streamlines in the major part of
the outlet section are inclined to the x axis at an angle
of 20°–50° according to the nozzle profile, we find that

 ≅  10 m/s. Then, from (9), the pressure excess is p0 =

(∆p)0 + p1 = –2.2 × 104 Pa. Similarly, in minimal cross
section xm diameter dm of which equals 3.7 mm at this
p1, the value of  calculated from the cross-sectional
area is 18.6 m/s and the pressure excess pm = –7.4 ×
104 Pa. It is adopted here that  = 0 in the minimal
cross section. Actually, however, this is not the case,
since the ambient air not only disturbs the jet through
friction and ejection but also tends to squeeze it because
of a high static pressure drop.

(2) If the mass flow, mean velocity of the jet, and its
mean diameter are known from experiments (for the
nozzles studied, the jet is especially stable over a length
between the minimal cross section and the point 1 m
distant from the outlet), the mean density of the jet is
found by the formula

(10)

For the example considered above,  = 0.62 kg/dm3

over the jet portion between 5 and 50 cm at velocity
 = 28.3 m/s (Fig. 4). Assuming that the jet velocities

in section xm and over the portion 5–50 cm are roughly
the same, we find from (9) that, for ideal water, the
excess pressure is pm = –1.5 × 105 Pa (or, in other
words, the absolute pressure is –0.5 × 105 Pa). The jet
density in section xm calculated by formula (10) is also
close to 0.62 kg/dm3. However, rigorous calculation by
formula (9) involves not the final density of water but
its mean integral density, which is higher than ρm.
Therefore, the calculated value of pm is still lower.

For nozzles 1 and 2, one can trace the jet density
variation by comparing curves 1 and 3 in Fig. 4 and
contrasting them with formula (10). It turns out that,
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even for excess inlet pressures above 2 × 104 Pa, the jet
velocity determined from the volume flow involves a
significant error if the jet density is assumed to be the
same as in the water collector (i.e., close to 1.0 kg/dm3).

(3) Let us also discuss the effect of gas evolution and
cavitation on the water acceleration in the nozzle and
jet. Since the water solubility of oxygen and nitrogen is
low, it seems reasonable to take into consideration the
effect of CO2 and Cl2 gases, which are usually dis-
solved in tap water. A reduction of the absolute static
pressure along the streamline from p1 to p0 or from pm
to a value much lower than the atmospheric pressure
(up to technical vacuum), which is observed in the
dynamic regime for a short time the water takes to pass
through the nozzle, is bound to cause gas evolution.
Data for water solubility of gases [7] suggest that, if at
least one-tenth of the equilibrium amount (according to
the Henry law) of the dissolved gas evolves in water, its
mean density decreases by 10–20% compared with the
density of homogeneous water or water solution of
gases. As a result, the actual flow velocity increases, in
accordance with formula (10), and the pressure mark-
edly drops in accordance with (9).

Cavitation is evaporation of a flowing liquid. Accel-
eration alone may cause water molecules (clusters) to
be detached from each other. However, at reduced static
pressures (close to a technical vacuum), which were
observed in our experiments, this phenomenon is inten-
sified by locally equilibrium phase transformations. It
seems that, for the very short time (on the order of sev-
eral hundredths or thousandths of a second) taken for
the water to pass through the nozzle in the precavitation
and cavitation conditions, only an extremely small part
of the liquid can evaporate because of the phase transi-
tion resistance. However, even a millionth part of the
water mass that evaporates in the volume of the
medium may noticeably change the water density. Con-
sider the real case when the water temperature is 8°C.
At this temperature, the saturation vapor pressure
equals 1070 Pa. Evaporation takes place at a lower
pressure. In the experiments, the absolute pressure in
the jet varied from 500 to 1500 Pa at excess inlet pres-
sures of 105 Pa or higher.

Let one-millionth part of the water mass turn into
steam at a certain section of the jet near the outlet.
Neglecting clustering in the steam and considering spe-
cific volume v  as the volume of a mechanical mixture of
the liquid and steam (i.e., digressing from the concepts of
partial volume and mixture nonideality), we get

(11)

where v st is the specific volume of the steam, which is
considered as a perfect gas. At 281 K and 540 Pa, v st =
240 m3/kg. Hence, v  = 0.00124 m3/kg and ρ = 1/v  =
0.80 kg/dm3. If two millionths of water evaporates, ρ =
0.68 kg/dm3.

Thus, gas evolution and cavitation result in “swell-
ing” of the flow in the nozzle and water jet.

v v st106 v liq 1–106( ),+=
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(4) A small decrease in the temperature of the
medium due to cavitation leads to a further significant
decrease in the pressure and, thereby, sustains cavita-
tion. Assuming that the flow regime is adiabatic and
that local thermostatic equilibrium in a first approxima-
tion is possible, we use the relationship

(12)

which follows from the first law of thermodynamics.
Here, α is the isobaric expansion coefficient, cp is the
specific heat at constant pressure, ∆Tc is the cavitation-
related decrease in temperature due to removal of the
heat of evaporation, and ∆pc is the decrease in pressure.
If, as in the previous example, 0.001 g per 1 kg of water
evaporates, then ∆Tc = –0.0006 K at water temperature
T = 282 K. Here, the value of α is taken to be that for
pure water, α = 6 × 10–5 1/K, since this quantity for the
water–steam heterogeneous system at its density of
0.80 kg/dm3 is unknown. Accordingly, ∆pc = –1.2 ×
105 Pa.

Of course, the nonadiabaticity of the medium, the
time the medium takes to relax to a new thermody-
namic state, and an increase in α with decreasing den-
sity of the medium should be taken into account. Fur-
thermore, the virtual constancy of the jet diameter over
a distance of 0.7 m from the nozzle outlet means that
the normal component of the stress acting on the jet in
motion through the air counterbalances the disturbance
of the jet due to the shear component. The latter com-
ponent will prevail where the jet expands noticeably,
i.e., at distances of 1.2–1.5 m from the outlet. Equaliza-
tion of the pressure over the cross section of the jet
occurs relatively slowly, because the velocity of the
sound wave in the water–air and water–steam two-
phase system is low (the well-known Wood effect [5]).

Even if the value of ∆pc is overestimated, an addi-
tional decrease in the static pressure due to the evapo-
ration-related temperature effect is a key factor enhanc-
ing cavitation and raising the jet velocity.

(5) Thus, the air tends to contract the reduced-pres-
sure jet downstream of the nozzle. This increases the
velocity of the jet, sustains gas evolution and cavitation
in its axial region, etc. The static pressure in the jet
approaches the air pressure over some portion of the jet.
Complete equalization is likely to be observed where
the jet noticeable expands. It should be noted here that
conoidal nozzle 2 with its cylindrical part shortened to
2 mm does not have a clear-cut minimal cross section.
The jet from this nozzle starts markedly expanding well
before than in the other nozzles.

Converging filaments leaving nozzle 1 and the hole
in the wall collide with each other, i.e., exchange the
normal components of the momentum. Inside the noz-
zle up the outlet, these components are quenched by the
wall of the nozzle; outside the nozzle, by the pressure
difference between the air and jet. It should be borne in

∆ pc

ρcp

αT
--------∆Tc,=
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mind that filament–filament collisions are partially
inelastic.

ENERGY BALANCE AT WATER ACCELERATION 
IN A NOZZLE

The contributors to the kinetic energy of the jet are
as follows: (1) a decrease in the potential energy of the
water flow in the homogeneous and heterogeneous
states according to Bernoulli equation (9), where the
density should be meant as the integral density aver-
aged over the distance from the inlet to the minimal
cross section (〈ρ〉 ), and (2) a decrease in the internal
energy of the surrounding air, which is spent on
(i) quenching the momentum normal components of
filaments colliding with each other over the portion
from x0 to xm; (ii) contracting the jet over the portion
from x0 to xm; and (iii) recovering the static pressure of
the jet to the atmospheric level.

Within the practically important portion of the jet
(from 5 to 50 cm from the outlet), its kinetic energy is
nearly constant for all the nozzles considered. Here,
air–jet energy exchange may be ignored; however, it
should be taken into account in the final result. For
example, for nozzle 1 at excess pressure p1 = 105 Pa, the
measurements gave the following results:  =
0.198 kg/s, d0 = 4.6 mm, dm = 3.7 mm, ρ1 =
1.00 kg/dm3, ρm = 0.62 kg/dm3, and pm = –0.995 ×
105 Pa. The jet power equals N = /2 = 80 W. The
contributions to the jet power are as follows: N1 =

(p1 – pm)/〈ρ〉  = 50 W (if we put 〈ρ〉  = 0.8 kg/dm3) and

N2i ≅  ( ) /4 = 13.2 W (here, allowance is
made for momentum losses due to filament–filament
collisions). The mean half-angle of convergence of the
filaments is set equal to 30°. If this half-angle equals
35°, then N2ii = 19.5 W. For air pressure pa = 105 Pa,

The contraction resistance of the jet depends on the
normal component of its dynamic pressure, since the
absolute static pressure in the jet is very low within this
portion.

The values of N1, N2i, and N2ii add up to 75.2–
81.5 W. Thus, our qualitative reasoning is supported
numerically: the energy balance holds. The same is true
for other parameters of nozzle 1 and the parameters of
nozzles 2–4.

Of interest is the recoil force propeling the water jet
from the nozzle into the air. In experiments, it is close
to a value calculated using the 1D Bernoulli equation
under the assumption that the static pressure in the jet
at the outlet is close to the atmospheric pressure. How-
ever, the deeper insight into the jet dynamics made it
possible to raise the recoil force with a simple mouth-

ṁ

ṁu2

ṁ

30°tan ṁu2

N2ii

π d0
2 dm

2–( )
4

-------------------------
um u0+

2
----------------- pa.≅
piece attached to the nozzle. This point will be dis-
cussed elsewhere.

Significantly, the seemingly high intrinsic efficiency
of the Pelton turbine in comparison with an air turbine
is related to the increase in the power of the water flow
in the nozzle that drives the turbine. The velocity of the
water jet leaving this nozzle was calculated by the 1D
Bernoulli equation but in no case was verified experi-
mentally.

It should be emphasized in conclusion that we are
not aware of publications where the directly measured
mean velocity of water jets several millimeters across
exceeded 10 m/s. The data reported in [8] refer to
ducted flows in large power stations. We failed in mea-
suring the jet velocity with a Pitot tube, since insertion
of a capillary against the jet causes the atmospheric-
pressure air to escape into the capillary (because the
excess pressure in the jet is negative) and, thereby,
introduces an error into local parameters of the jet.

Nozzle flows, as well as flows at mouthpiece or at
hole in wall, are usually treated in terms of the 1D Ber-
noulli equation. Based on this study, we can argue that
such an approach as applied to variable-section liquid
flows fails and also that the static pressure in the mini-
mal cross section is always lower than the atmospheric
or environmental pressure.

In similar studies with the air flow, the flow and jet
velocities were measured with a Pitot tube. For the air,
power conversion efficiency q is also larger than unity
and may exceed 1.3 at critical parameters of the flow
and in a supersonic flow. Yet, this efficiency is signifi-
cantly lower than for water.
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Simulation of Nonstationary Electrohydrodynamic Flows
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Abstract—Computer simulation is carried out for the process of formation of electrohydrodynamic flows
emerging in a system of two parallel wires as a result of symmetric injection from each electrode (2D case).
Simulation is performed using the ANSYS system. A simulation algorithm is developed for nonstationary elec-
trohydrodynamic flows. The results of simulation are presented. Analysis of the results shows that the evolution
of electrohydrodynamic flows is accompanied by the formation of thin oppositely charged liquid streams mov-
ing in opposite direction from near-electrode charged layers. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The formation of electrohydrodynamic flows in the
case when a stepwise voltage is supplied to electrodes
was considered by several authors. The results of exper-
imental investigation of the formation of electrohydro-
dynamic (EHD) flows upon the application of a voltage
were reported in [1, 2]. The main results of these works
can be formulated as follows: (i) EHD flows emerge
with a certain delay relative to the instant of voltage
application and (ii) the evolution of the flow occurs via
alternating outbursts of a thin trickle of charged liquid
from the electrode surface. The former effect can be
explained by the formation of a charged layer at the
electrode surface prior to the formation of the EHD
flow. Subsequent investigations showed [3] that if the
charged layer has a symmetric annular structure, it can
give rise only to local flows. The formation of a direc-
tional flow requires that the primary near-electrode
charge structure be asymmetric (e.g., in the shape of an
oval ring).

This study is devoted to computer simulation of the
process of formation of EHD flows in a symmetric sys-
tem of wire-wire electrodes in the 2D case, when the
length of the wires is much larger than the distance
between them. In the electrostatic approximation, such
a system is symmetric relative to the central plane.

The modeling algorithm was constructed under the
following assumptions: (i) after the application of volt-
age, a layer of charged liquid in the form of an oval ring
extended towards the opposite electrode is formed
around each electrode, (ii) the electric charge density
distribution within the ring is uniform, and (iii) the
EHD flow formed from the stationary charged layer
under the action of Coulomb forces carries the electric
charge along the current line. The electric charge den-
1063-7842/05/5009- $26.001119
sity distribution in the new region is also assumed to be
uniform. These assumptions are justified if the ions
forming the volume charge cloud are frozen in the liq-
uid; i.e., the electric Reynolds number is much greater
than unity. Indeed, the charge conservation law under
the above assumptions can be written in the form

(1)

or, in the case of incompressible liquid,

(2)

where ρ is the volume charge density and v is the veloc-
ity of the liquid.

Simulation was carried out using the finite-element
software package ANSYS. We worked out a method for
solving nonstationary problems in electrohydrodynam-
ics, which involves consistent solution of electrostatic
and hydrodynamic problems; this method will be
described below.

DESCRIPTION OF THE MODEL 
AND MODELING ALGORITHM

The model is similar to that used in experiments [1]
and consists of a cuvette with a square cross section (of
side 10 cm) with two parallel wires of diameter 0.14 cm
spaced by a distance of 1 cm at the center of the cuvette.
The liquid under study is transformer oil with a conduc-
tivity of 10–12 Ω–1 m–1 and a permittivity of 2.2.

The modeling algorithm is based on an iterative pro-
cess with several steps in each iteration.

∂ρ
∂t
------ div ρv( )+ 0=

∂ρ
∂t
------ vgradρ,–=
 © 2005 Pleiades Publishing, Inc.
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(1) At the first step, the electrostatic problem is
solved with a volume charge of ±0.01 C/m3 (Fig. 1a)
defined within an oval ring having a thickness of 0.1 of
the electrode radius, enveloping each electrode, and
displaced towards the opposite electrode (i.e., having
the shape of an oval ring). In Fig. 1, a part of an elec-
trode is represented by a white region bounded by a
semicircle. Figure 1a shows the initial charge structure
at the lower electrode. The boundary conditions are as
follows: potentials at the electrodes are ±12 kV; the
normal electric field component is zero at the outer
walls. The Coulomb force distribution in the charged
region is determined from the solution obtained at the
first step.

(2) At the second step, the nonstationary hydrody-
namic problem with a distributed load in the form of the
Coulomb forces calculated at the first step is solved.
The boundary conditions are as follows: both velocity
components at the walls are zero. The velocity and
pressure fields of EHD flows formed in this case are
calculated. After the emergence of EHD flows, the
charge is carried from their initial oval structure by an

(a)

(b)

Fig. 1. (a) Initial region of the volume charge of a density of
0.01 C/m3 (darker region) and corresponding streamlines;
(b) region of the volume charge of a density of 0.01 C/m3

(darker region) after the fourth iteration and corresponding
streamlines.
EHD flow along the streamlines of the liquid, forming
a charged jet. Proceeding from these considerations, the
new region of volume charge distribution is calculated
from the obtained distributions of velocities and
streamlines. For this purpose, streamlines passing
through the boundary of the region of the initial charge
distribution are constructed from the obtained solution
of the hydrodynamic problem (Fig. 1a) and the dis-
placement of this boundary over a certain time interval
is calculated with allowance for the change in the veloc-
ity of the liquid along a streamline. We assume that the
charge moves with the liquid. To attain a satisfactory
accuracy, the time interval for the next iteration is cal-
culated so that the boundary of the charge region is dis-
placed by less than half the ring thickness. Figure 1b
shows the region of the volume charge density distribu-
tion after the fourth iteration.

(3) At the third step, the electrostatic problem is
solved with a new region of charge distribution and a
new distribution of electric forces is calculated.

(4) At the fourth step, the hydrodynamic problem is
solved with the volume load calculated at the third step
and new streamlines are plotted (see Fig. 1b).

After this, the iterative process is repeated until the
charged region reaches the middle of the electrode gap,
where the jet from the opposite electrode is encoun-
tered.

Thus, the EHD flow in the above model emerges as
a result of formation of a charged central jet carrying
the charge to the electrode gap. The central jet in turn is
formed by the displacement of the charge from the ini-
tially formed annular charge region by the EHD flow. In
all, we performed 17 cycles, as a result of which two
counterpropagating jets of the EHD flow are formed.
We assumed that the charge density emerging at each
electrode is the same and equal to 0.01 C/m3 and has the
polarity corresponding to the sign of the charge on the
electrode.

RESULTS OF SIMULATION

The results of simulation include the dynamics of
the displacement of the volume charge density distribu-
tion region, as well as the distribution of electric field,
Coulomb forces, and corresponding contour lines of
velocity and pressure distributions in the emerging
EHD flows at instants of 0.006, 0.024, 0.036, 0.048,
0.060, 0.078, and 0.102 s after the application of volt-
age. All quantities represented on the curves are given
in SI units.

Figure 2 shows velocity isolines for the EHD flow
at the instant of 0.102 s, which corresponds to the
meeting of two charged jets propagating from the
opposite electrodes. As expected from the results of
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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experiments [1, 2], two counterpropagating EHD flows
forming a four-cell structure are formed in the cuvette.

Analysis of the results shows that each of the coun-
terpropagating jets of the EHD flow exhibits a typical
zone structure described earlier on the basis of analysis
of experimental data. In a thin layer of liquid formed at
the surface of each electrode, the velocity of the flow is
very low. The next is the acceleration zone followed by
the zone of weakly varying flow and the stagnation
zone of the liquid. At the middle of the electrode gap,
there is a region of stationary liquid of circular shape.
Since the pattern of EHD flows is symmetric about the
middle of the electrode gap, we will henceforth analyze
only the lower half-plane.

Figure 3a shows consecutive distributions of the
EHD flow velocity along the central axis of the flow
from the lower electrode to the middle of the electrode
gap. Vertical segments in the figure mark the corre-
sponding positions of the boundary of the charged jet.
The acceleration zone followed by the stagnation zone
can be clearly seen. As the charge jet propagates, the
peak of the EHD flow is displaced to the bulk of the liq-
uid. At all stages, the hump of the velocity is slightly
displaced towards the electrode relative to the boundary
of the charged region.

Figure 3b shows the acceleration distributions in the
liquid, corresponding to the same instants. These distri-
butions have a clearly manifested two-hump structure.
The acceleration zone has a peak at a certain distance
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Fig. 2. Velocity isolines.
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from the electrode surface, which depends on time only
slightly. The liquid stagnation zone also has an extre-
mum, i.e., a negative acceleration peak propagating to
the bulk of the liquid together with the boundary of the
charged jet. The presence of this zone determines the
cellular nature of the EHD flow and its structure.

Figure 4a shows the contour lines of the pressure
distribution in the electrode gap. The evolution of the
EHD flow is accompanied by the formation of two
pressure zones located at the opposite ends of the
charged jet, i.e., the low-pressure zone lying in the near-
electrode region and concentrated mainly in the upper
part of the charged ring and the high-pressure zone hav-
ing a semicircular structure and a flattened lower
boundary. The lower boundary of the high-pressure
zone is determined by the upper boundary of the charge
jet and propagates with it to the middle of the electrode
gap, where it merges with the analogous zone propagat-
ing from the opposite electrode. At instant 0.06 s corre-

2.20

1.98

1.76

1.54

1.32

1.10

0.88

0.66

0.44

0.22

0 0.43 0.86 1.29 1.72 2.15 2.58 3.01 3.44 3.874.299

15

12

9

6

3

0

–3

–6

–9

–12

(a)

(b)

×10–1

×10–1

Fig. 3. (a) Velocity distribution at instants of 0.024, 0.036,
0.048, 0.06, 0.078, and 0.102 s; (b) dynamics of the forma-
tion of acceleration and stagnation zones in the liquid.

0

–15



 

1122

        

STISHKOV, ELAGIN

                                           
sponding to Fig. 4a, the high-pressure zone lies at a
level of 0.3 of the electrode gap.

Figure 4b shows the curves describing the pressure
distribution in the liquid along the central axis of the
flow from the lower electrode to the middle of the elec-
trode gap. As the charged jet propagates to the bulk of
the electrode gap, the low- and high-pressure zones are
formed. The low-pressure zone has a peak near the
electrode surface and the value of pressure increases
with time. Negative pressure rapidly decreases in the
direction from the electrode surface to the bulk of the
liquid, while the low-pressure zone is localized in the
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near-electrode region. The high-pressure region has a
peak located at the outer surface of the charged jet and
propagating with it to the center of the electrode gap.
The peaks of the acceleration zones shown in Fig. 3b
approximately correspond to the regions of localization
of low pressure, while the extrema of the stagnation
zones correspond to the regions of localization of high
pressure.

Analysis of the charts of acceleration level lines
shows that, at the initial stage (when the charged struc-
ture has the shape of a ring), the acceleration zone of
EHD flows formed in the cuvette is bifurcated and lies
along the lateral surfaces of the electrode. As the
charged jet propagates to the bulk of the electrode gap,
the acceleration zone of the liquid moves along the axis
of the flow to the region located under the electrode,
and the flow acquires the structure typical of a devel-
oped EHD flow [4, 5]: in the central jet zone formed
behind the acceleration zone, acceleration is virtually
absent and the velocity vector is directed along the line
connecting the electrodes.

Thus, an exotic mechanism is realized in the EHD
flow: liquid flows from the region of lower pressure to
the region of elevated pressure. Such a flow is possible
owing to the volume nature of driving Coulomb forces.
It is this flow that determines the original structure of
the dynamics of propagation of acceleration and stag-
nation zones, which is shown in Fig. 3b.

The dynamics of variation of Coulomb forces is
characterized by propagation of the region of their
localization to the middle of the electrode gap together
with a charged liquid jet. The forces decrease monoton-
ically from the electrode surface to the bulk of the liq-
uid and have no extrema in contrast to acceleration.
Coulomb forces produce a low-pressure zone immedi-
ately in the near-electrode region and set the liquid in
motion only at a certain distance from the electrode sur-
face.

CONCLUSIONS

Thus, we have developed a modeling algorithm for
processes of formation of EHD flows in a symmetric
system of electrodes of the wire-wire type, to which a
voltage is applied. The algorithm is determined by
propagation of two charged jets from the two electrodes
to the bulk of the electrode gap. The computations
revealed that, at the same charge density in the near-
electrode zones, symmetric four-cellular EHD counter-
flows are formed in the near-electrode zones of both
electrodes. Such flows were repeatedly observed in
experiments. The process of formation of a typical zone
structure of symmetric EHD counterflows is deter-
mined by the flow of a charged jet from each electrode.
This process leads to the formation of spatially distrib-
uted Coulomb forces decreasing monotonically in the
direction from the electrode to the bulk of the liquid. In
this case, the low-pressure zone is formed in the near-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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electrode regions predominantly in the narrow near-
electrode layer, while elevated pressure zones propa-
gate to the bulk of the liquid together with the charged
jet boundary. These features determine the characteris-
tic zone structure of EHD flows, i.e., the acceleration
zone with an extremum in the near-electrode region and
the stagnation zone leading to the formation of a cellu-
lar flow.
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Abstract—Analytical expressions for the coefficients of expansions of Legendre polynomial products in the
first and second derivatives of the polynomials with respect to polar angles, as well as for the coefficients of
expansions of derivative products in Legendre polynomials and their first derivatives, are derived. An interrela-
tion between these expansion coefficients and a relationship between these coefficients and the Clebsch–Gor-
dan coefficients are found. When axisymmetric nonlinear vibrations of a viscous liquid drop are investigated
analytically, the toroidal component of the velocity field can be ignored, which significantly cuts the body of
computation. © 2005 Pleiades Publishing, Inc.
(1) The charged drop is an object of both scientific
and applied research. In the 20th century, hundreds of
publications were concerned with theoretical and
experimental investigation of this object in the approx-
imation linear in vibration amplitude [1–4]. Studies of
the drop in terms of a hydrodynamic approach taking
into consideration its actual nonlinearity were begun at
the end of the last century (see, e.g., [5–7] and Refs.
cited therein). Contrary to the linear approximation,
which was used to advantage for solving problems
stated for both ideal and viscous liquids, the nonlinear
investigations performed to date dealt with the ideal liq-
uid alone. The reason for such a situation is the
extremely involved mathematics used to solve the non-
linear problem. In this work, we consider a number of
local mathematical problems of independent interest
appearing in analytical asymptotic studies of a nonlin-
early vibrating viscous liquid drop.

(2) It is known [8–11] that, in the approximation lin-
ear in amplitude of disturbance of the equilibrium free
surface of the drop, the flow velocity field in it can gen-
erally be represented as a superposition of three fields:
potential, vortex toroidal, and vortex poloidal. The sca-
larization method allows one to expand the flow veloc-
ity field of a viscous liquid in the drop in three mutually
orthogonal vector operators N1 ≡ —, N2 ≡ N1 × r ≡ — ×
r, and N3 ≡ N1 × N2 ≡ — × (— × r) as follows [12, 13]:

(1)

where Ψi(r, t) (i = 1–3) are unknown scalar functions to
be determined from a specific linearized system of
hydrodynamic equations with relevant boundary condi-
tions.

V r t,( ) —Ψ1 r t,( ) — — r×( )Ψ3 r t,( )×+=

+ — r×( )Ψ2 r t,( ),
1063-7842/05/5009- $26.00 ©1124
In (1), the first term is the potential part of the veloc-
ity field; the second, the vortex poloidal part; and the
third, the vortex toroidal part. In the most common case
of axisymmetric vibrations of the drop, the potential
and poloidal components of the velocity field have pro-
jections onto unit vectors er and eϑ, while the toroidal
component is projected only on unit vector eϕ of the
spherical coordinate system with the origin at the center
of mass of the drop.

It was shown [8–11] that hydrodynamic determina-
tion of the toroidal component of the velocity field is
unrelated to determination of its potential and poloidal
components and that the toroidal component does not
contribute to the flow-induced deformation of the shape
of the drop. The reverse statement is also true: the axi-
symmetric vibration of the free surface of the drop gen-
erates potential and vortex poloidal flows of the liquid
in the drop but does not cause toroidal vortex flows.
This circumstance was included in all the analyses of
vibration of a viscous liquid drop that were made in the
linear-in-amplitude approximation [8–12]. Namely,
first the potential and vortex poloidal components were
calculated; then, a dispersion relation of the problem
was derived on their basis, the solution and study of
which is the basic goal of linear analysis. In the case of
nonlinear vibrations of a liquid viscous drop, the vortex
toroidal component should be considered separately,
since it is unclear a priori whether or not this compo-
nent will affect the solution through the nonlinear con-
vective term in the Navier–Stokes equation.

In [13, 14], the problem of finding the vortex toroi-
dal component in the linear approximation was consid-
ered in explicit form. It was shown that the properties
of this velocity field component depend on initial con-
 2005 Pleiades Publishing, Inc.
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ditions. In particular, it was noted [13, 14] that, if the
axisymmetric deformation initially lacks the velocity
toroidal component (Ψ2(r, t) ≡ 0), this component can
be set identically equal to zero at any subsequent time
instant without loss of generality. It is known that, when
nonlinear problems are solved with regular asymptotic
techniques based on expansions in small parameter, the
initial nonlinear problem is split into a set of linear
inhomogeneous subproblems (interrelated through
inhomogeneity functions) by means of which the solu-
tion components in different orders of smallness are
found. Taken together, these components asymptoti-
cally approximate a solution to the general nonlinear
problem. When a first-order solution to the problem of
nonlinear axisymmetric vibrations of a viscous liquid
drop lacks vortex toroidal liquid flows, one can argue
that these flows will not appear in higher order calcula-
tions as well, since inhomogeneity functions in higher
order problems are found from solutions to lower order
ones, which, as was mentioned above, will not contain
the toroidal component of the velocity field.

In view of the aforesaid, the flow velocity field in a
viscous axisymmetrically vibrating drop in the approx-
imation linear in vibration amplitude can be repre-
sented through scalar functions Ψi(r, t) (i = 1–3) pro-
jected onto the axes of the spherical coordinate system
[12–15],

(2)

As is known [12–15], scalar functions Ψi(r, t) must
satisfy the Laplace equations in the spherical coordi-
nate system placed inside the volume bounded by the
free surface of the drop, which has a near-spherical
shape; hence, these functions are representable as

expansions in spherical polynomials (ϑ , ϕ),

(3)

Since the drop vibrates axisymmetrically (in (3), l =
0 in the spherical functions), it is reasonable to replace
expansions in spherical functions by expansions in

Legendre polynomials, since (ϑ , ϕ) ≡ Pm(cosϑ).

Then, from (2) and (3), it follows that the radial part
of the flow velocity field in a viscous liquid drop can be
represented in the form of a series in Legendre polyno-
mials Pm(cosϑ) that constitute a complete orthogonal
set and the vortex poloidal part, as a series in Legendre
polynomial first derivatives with respect to polar angle
ϑ . Thus, by virtue of (2) and (3), the Legendre polyno-
mial first derivatives with respect to polar angle ϑ , as
well as the Legendre polynomials themselves, consti-

V r t,( ) = 
∂Ψ1

∂r
----------

1
r
---∆ΩΨ3– er

∂
∂ϑ
------- 1

r
---Ψ1

1
r
--- ∂

∂r
----- rΨ3( )+ eϑ ;+

∆Ω
1

ϑsin
----------- ∂

∂ϑ
------- ϑ ∂

∂ϑ
-------sin 

  .≡

Ym
l

Ψi r t,( ) Aml
i( ) r t,( )Ym

l ϑ ϕ,( ), i
m 2=

∞

∑ 1 3.,= =

Ym
0
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tute a complete orthogonal set for functions of the class
considered. This is scarcely surprising, since the Leg-
endre polynomial first derivatives are expressed
through associated Legendre polynomials with the
superscript equal to unity,

Associated Legendre polynomials with a fixed
superscript form a complete orthogonal set of eigen-
functions in the interval –1 ≤ cosϑ  ≤ 1, in which any
continuous doubly differentiable function of polar
angle ϑ is expanded into an absolutely and uniformly
convergent series [16, pp. 612–613]. Thus, in analytical
calculations of nonlinear axisymmetric vibrations of a
viscous liquid drop, there arises the need and simulta-
neously possibility to expand desired functions in both
Legendre polynomials and their first derivatives. The
norm of the Legendre polynomial first derivatives with
respect to the polar angle is given by

(3) Let us have a spherical drop of a perfectly con-
ducting incompressible viscous liquid of density ρ,
kinematic viscosity ν, and surface tension coefficient σ.
The drop, executing nonlinear axisymmetric vibrations,
has radius r0 and carries charge Q. In the spherical coor-
dinate system with the origin at the center of mass of
the drop, the equation for its free surface at any time t
has the form

The general problem of nonlinear axisymmetric
vibrations of the drop is then mathematically stated as

(4)

d
dϑ
-------Pm ϑcos( ) Pm

1 ϑcos( ).=

∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( ) ϑsin ϑd

0

π

∫

=  
2δkm

2m 1+
----------------m m 1+( ).

F r ϑ t, ,( ) r r0– ξ ϑ t,( ).–=

∂tU U —⋅( )U+
1
ρ
---grad p– ν∆U;+=

divU 0; ∆φ 0;= =

t 0: U 0; ξ ε hmPm µ( ); µ ϑ( );cos≡
m Ω∈
∑= = =

r 0: U ∞; r +∞: —φ 0;<

r r0 ξ ϑ t,( ): φ+ φS t( ); n
S

∫ —φdS⋅ 4πQ;–= = =

S r ϑ ϕ r r0 ξ ; 0 ϑ π; 0 ϕ 2π≤ ≤ ≤ ≤+=, ,{ } ;=

r2 ϑsin rd ϑd ϕd

V

∫ 4π
3

------r0
3;=

V r ϑ ϕ 0 r r0 ξ ; 0 ϑ π; 0 ϕ 2π≤ ≤ ≤ ≤+≤ ≤, ,{ } ;=
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Here, ε is a small parameter characterizing the initial
disturbance amplitude; Ω is the set of subscripts for ini-
tially excited modes; hm are constants describing the
contribution of an mth mode to the initial shape (defor-
mation) of the drop,  = 1; n and t are the unit
normal and tangent vectors, respectively, relative to the
surface of the drop; U(r, ϑ , t) is the flow velocity field
in the drop; p(r, ϑ , t) is the pressure field; and φ(r, ϑ , t)
and φS(t) are the electric field potential near the drop
and on its surface, respectively. Symbol ∂t means the
partial derivative with respect to t, and ∆ is the Lapla-
cian.

A solution to this nonlinear set of equations will be
sought asymptotically by the direct expansion method.
To this end, following the general idea of the method of
expansion in small parameter, we represent all the
desired quantities as series in ε,

(5)

In view of the aforesaid, functions ξ(j)(ϑ , t), (r,

ϑ , t), (r, ϑ , t), p(j)(r, ϑ , t), and φ(j)(r, ϑ , t) (j = 1, 2,
3, …) are sought in the form of series in Legendre poly-
nomials or Legendre polynomial derivatives,

(6)

rr2 ϑsin rd ϑd ϕd

V

∫ 0;=

∂tF U —⋅( )F+ 0; t n —⋅( )U n t —⋅( )U+ 0;= =

– p 2ρνn n —⋅( )U
1

8π
------ —φ( )2– σ — n⋅( )+ + 0.=

hmm Ω∈∑

ξ ϑ t,( ) εξ 1( ) ϑ t,( ) ε2ξ 2( ) ϑ t,( ) O ε3( );+ +=

U r ϑ t, ,( ) εUr
1( ) r ϑ t, ,( )er ε2Ur

2( ) r ϑ t, ,( )er+=

+ εUϑ
1( ) r ϑ t, ,( )eϑ ε2Uϑ

2( ) r ϑ t, ,( )eϑ O ε3( );+ +

p r ϑ t, ,( ) p 0( ) r ϑ t, ,( ) εp 1( ) r ϑ t, ,( )+=

+ ε2 p 2( ) r ϑ t, ,( ) O ε3( );+

φ r ϑ t, ,( ) φ 0( ) r t,( ) εφ 1( ) r ϑ t, ,( )+=

+ ε2φ 2( ) r ϑ t, ,( ) O ε3( );+

φS t( ) φS
0( ) t( ) εφS

1( ) t( ) ε2φS
2( ) t( ) O ε3( ).+ + +=

Ur
j( )

Uϑ
j( )

ξ j( ) ϑ t,( ) ξn
j( ) t( )Pn µ( );

n Ω∈
∑=

Ur
j( ) r ϑ t, ,( ) Urn

j( ) r t,( )Pn µ( );
n Ω∈
∑=

Uϑ
j( ) r ϑ t, ,( ) Uϑ n

j( ) r t,( )∂ϑ Pn µ( );
n Ω∈
∑=

p j( ) r ϑ t, ,( ) pn
j( ) r t,( )Pn µ( );

n Ω∈
∑=
Let us substitute (5) into system (4). Equating the
coefficients multiplying different powers of the small
parameter yields sets of equations from which solutions
in different orders of smallness can be found. The
zeroth- and first-order equations will be homogeneous;
in higher-than-first orders, we will have sets of inhomo-
geneous equations where inhomogeneity functions are
specified by the nonlinear terms of the equations
through solutions to lower order sets. For example, in
the second order of smallness, we have

φ j( ) r ϑ t, ,( ) φn
j( ) r t,( )Pn µ( );

n Ω∈
∑=

φS
j( ) r ϑ t, ,( ) φnS

j( ) r t,( )Pn µ( ).
n Ω∈
∑=

∂tUr
2( ) 1

ρ
---∂r p 2( ) ν 1

r2
----∂ϑϑ Ur

2( ) ϑcot

r2
------------∂ϑ Ur

2( )+
–+

–
1
r
---∂rϑ Uϑ

2( ) ϑcot
r

------------∂rUϑ
2( )–

1

r2
----∂ϑ Uϑ

2( )–
ϑcot

r2
------------Uϑ

2( )– 


=  Ur
1( )∂rUr

1( )–
1
r
---Uϑ

1( )∂ϑ Ur
1( )–

1
r
--- Uϑ

1( )( )2
;+

∂tUϑ
2( ) 1

ρ
---1

r
---∂ϑ p 2( ) ν ∂rrUϑ

2( ) 2
r
---∂rUϑ

2( ) 1
r
---∂rϑ Ur

2( )–+ 
 –+

=  Ur
1( )∂rUϑ

1( )–
1
r
---Uϑ

1( )∂ϑ Uϑ
1( )–

1
r
---Ur

1( )Uϑ
1( );–

∂rUr
2( ) 2

r
---Ur

2( ) 1
r
---∂ϑ Uϑ

2( ) ϑcot
r

------------Uϑ
2( )+ + +  = 0, ∆φ 2( ) = 0;

t 0: U 2( ) 0; ξ 2( ) 1
r0
----

hm
2

2m 1+
----------------P0 µ( )

m Ω∈
∑–= = =

–
9
r0
----

m 1+( )hmhm 1+

2m 1+( ) 2m 3+( )
-------------------------------------------P1 µ( );

m Ω∈
∑

r 0: U 2( ) ∞; r +∞: —φ 2( ) 0;<

r r0: φ 2( ) ξ 2( )∂rφ
0( ) φS

2( ) t( )–+=

=  
1
2
--- ξ 1( )( )2∂rrφ

0( )– ξ 1( )∂rφ
1( );–

r0
2∂rφ

2( ) r0ξ
1( ) r0∂rrφ

1( ) 2∂rφ
1( )+( )-+

1–

1

∫

+ r0ξ
2( ) r0∂rrφ

0( ) 2∂rφ
0( )+( )
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2
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 
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(7)

Substituting (7) into (5) and (6), we obtain inhomo-
geneity functions containing the products of the Leg-
endre polynomials and their derivatives, namely,
Pk(cosϑ)Pm(cosϑ), ∂ϑPk(cosϑ)∂ϑPm(cosϑ),
Pk(cosϑ)∂ϑPm(cosϑ), and ∂ϑPk(cosϑ)∂ϑϑ Pm(cosϑ).
Since, in this case, the right-hand sides of the equations
will be represented by series in Legendre polynomials
or in their first derivatives, these products should also
be represented by the same series,

---– ∂ϑξ 1( )∂ϑφ 1( ) dµ 0;=

r0ξ
2( ) ξ 1( )( )2

+( ) µd

1–

1

∫ 0;=

2r0ξ
2( ) 3 ξ 1( )( )2

+( )P1 µ( ) µd

1–

1

∫ 0;=

∂tξ
2( ) ϑ t,( )– Ur

2( )+

=  ∂tUr
1( )ξ 1( ) ϑ t,( )–

1
r0
----Uϑ

1( )∂ϑξ 1( ) ϑ t,( );+

1
r0
----∂ϑ Ur

2( ) ∂rUϑ
2( ) 1

r0
----Uϑ

2( )–+
1
r0
----∂rϑ Ur

1( ) 1

r0
2

----∂ϑ Ur
1( )–

–=

+ ∂rrUϑ
1( ) 1

r0
----∂rUϑ

1( )–
1

r0
2

----Uϑ
1( )+ 

 ξ 1( ) ϑ t,( )

+ 2
1

r0
2

----∂ϑ Uϑ
1( ) 1

r0
2

----Ur
1( ) 1

r0
----∂rUr

1( )–+ 
  ∂ϑξ 1( ) ϑ t,( );

p 2( )–
σ
r0

2
---- 2 ∆Ω+( )ξ 2( )–

2σ
r0

3
------ξ 1( ) 1 ∆Ω+( )ξ 1( )+

–
1

8π
------ 2ξ 2( )∂rrφ

0( )∂rφ
0( ) ξ 1( )( )2 ∂rrφ

0( )( )2(+[

+ ∂rrrφ
0( )∂rφ

0( ) ) 1

r0
2

---- ∂ϑφ 1( )( )2 ∂rφ
1( )( )2

+ +

+ 2∂rφ
2( )∂rφ

0( ) 2ξ 1( ) ∂rrφ
0( )∂rφ

1( ) ∂rrφ
1( )∂rφ

0( )+( )+ ]

+ 2ρν∂rUr
2( ) ∂r p 1( ) 2ρν∂rrUr
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– 2ρν 1
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2

----∂ϑ Ur
1( ) 1
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----∂rUϑ
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r0
2

----Uϑ
1( )–+ 

  ∂ϑξ 1( ) ϑ t,( ) 0.=

Pk ϑcos( )Pm ϑcos( ) KkmnPn ϑcos( );
n 0=

∞

∑=
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
(8)

The set of eigenfunctions (Legendre polynomials or
their derivatives) in which one or another of these prod-
ucts is expanded depends on the expansion standing on
the left of a specific inhomogeneous equation.

For relationships (8) to be more convenient to use, it
is necessary to find coefficients Kkmn, αkmn, Γkmn, and
Λkmn in explicit form.

(4a) It is known that, for Legendre polynomials
defined by the Rodrigues formula

(9)

the orthogonality condition

(10)

(where δkm is the Kronecker delta) holds.
Let us expand the product Pk(cosϑ)Pm(cosϑ) into a

series in Legendre polynomials Pn(cosϑ). To this end,
we multiply the relationship

by Pg(cosϑ)sinϑ (g ≥ 0) and integrate the result over ϑ
from 0 to π. We (10), we find that

(11)

As follows from (9)–(11), coefficients Kkmn have the
following properties: (i) they are symmetric with
respect to the first two subscripts; (ii) at n = 0, Kkm0 =
δkm/(2m + 1); (iii) if the first or second subscript is zero,
K0mn = δmn or Kk0n = δkn, respectively; and (iv) at any k,
m, n ≥ 0,

(12)

where  are the Clebsch–Gordan coefficients [17].

∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( ) α kmnPn ϑcos( );
n 0=

∞

∑=

Pk ϑcos( )∂ϑ Pm ϑcos( ) Γ kmn∂ϑ Pn ϑcos( );
n 0=

∞

∑=

∂ϑ Pk ϑcos( )∂ϑϑ Pm ϑcos( ) Λkmn∂ϑ Pn ϑcos( ).
n 0=

∞

∑=

Pn ϑcos( ) 1–( )n

2nn!
------------- dn

d ϑcos( )n
----------------------- ϑ , n 0,≥sin

2n
=

Pk ϑcos( )Pm ϑcos( ) ϑsin ϑd

0

π

∫
2δkm

2m 1+
----------------;=

k m, 0≥

Pk ϑcos( )Pm ϑcos( ) KkmnPn ϑcos( )
n 0=

+∞

∑=

Kkmn

=  
2n 1π+

2
----------------- Pk ϑcos( )Pm ϑcos( )Pn ϑcos( ) ϑsin ϑ .d

0

π

∫

Kkmn Ck0m0
n0( )2

,=

Ck0m0
n0
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At n = 1, in view of (11) and (9), we have

Applying the recurrent formula

to this expression and using orthogonality condition
(10), we easily arrive at an expression for coefficients
Kkm1,

Note that the explicit form of coefficients K1mn and
Kk1n can be obtained in a similar manner,

(4b) Prior to expanding the product
∂ϑPk(cosϑ)∂ϑPm(cosϑ) in Legendre polynomials
Pn(cosϑ), we write the relationship

(13)

multiply it by Pg(cosϑ)sinϑ  (sg ≥ 0), and integrate the
result over ϑ from 0 to π to find, in view of (10),

(14)

Using (9) and the formula of integration by parts, we
find that

(15)

Legendre polynomials are known to satisfy the dif-
ferential equation

(16)

Expressing the combination ∂ϑϑ Pm(cosϑ) +
∂ϑPm(cosϑ) from (16), substituting the result into

Kkm1
3
2
--- Pk ϑcos( ) ϑ Pm ϑcos( ) ϑsincos ϑ .d

0

π

∫=

ϑ Pm ϑcos( )cos
m 1+

2m 1+
----------------Pm 1+ ϑcos( )=

+
mn

2m 1+
----------------Pm 1– ϑcos( )

Kkm1
3mδk m 1–,

2m 1–( ) 2m 1+( )
-------------------------------------------

3 m 1+( )δk m 1+,

2m 1+( ) 2m 3+( )
-------------------------------------------.+=

K1mn
m

2m 1+
----------------δm 1– n,

m 1+
2m 1+
----------------δm 1+ n, ,+=

Kk1n
k

2k 1+
---------------δk 1– n,

k 1+
2k 1+
---------------δk 1+ n, .+=

∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( ) α kmnPn ϑcos( ),
n 0=

+∞

∑=

α kmn
2n 1+

2
---------------=

× ∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( )Pn ϑcos( ) ϑsin ϑ .d

0

π

∫

α km0
1
2
--- Pk ϑcos( ) ∂ϑϑ Pm ϑcos( )(

0

π

∫=

+ ϑ∂ ϑ Pm ϑcos( ) ) ϑ dϑ .sincot

∂ϑϑ Pm ϑcos( ) ϑ∂ ϑ Pm ϑcos( )cot+

+ m m 1+( )Pm ϑcos( ) 0.=

ϑcot
(15), and using orthogonality condition (10), we obtain
coefficients αkm0 in the form

(17)

As follows from (14), coefficients αkmn are (i) sym-
metric with respect to the first two subscripts; (ii) equal
to zero when the first or second subscript equals zero,
α0mn = αk0n = 0; and (iii) expressed through the Cleb-
sch–Gordan coefficients as [17]

(18)

At n = 1, in view of (14) and (9), we find that

Applying the recurrent formula

to this expression, we easily find, with (10), (13), and
(17), that

(4c) Let us expand the product Pk(cosϑ)∂ϑPm(cosϑ)
in Legendre polynomial derivatives ∂ϑPn(cosϑ),

(19)

Multiplying (19) by ∂ϑPg(cosϑ)sinϑ  (g ≥ 1) and
integrating the result over ϑ from 0 to π, we find, in
view of (10), (13), and (17), that

(20)

Substituting expansion (13) into (20) in view of (10)
yields

(21)

α km0
m m 1+( )

2m 1+
-----------------------δkm.=

α kmn Ck0m0
n0 Ck 1–( )m1

n0 k k 1+( )m m 1+( ).–=

α km1
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2
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0

π

∫=
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----------------∂ϑ Pm 1+ ϑcos( )=
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----------------∂ϑ Pm 1– ϑcos( ),

α km1
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--------------------------------------------δk m 1–,=
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---------------------------------------------δk m 1+, .
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or, in view of (18),

(21a)

Taking into account (20), we can write

(22)

Integration of (22) by parts yields

(23)

Expressing the combination ∂ϑϑ Pn(cosϑ) +
∂ϑPn(cosϑ) from (16) and substituting the result

into (23), we get

(24)

(4d) Let us expand the product
∂ϑPk(cosϑ)∂ϑϑ Pm(cosϑ) in Legendre polynomial deriv-
atives ∂ϑPn(cosϑ),

(25)

Multiplying identity (25) by ∂ϑPg(cosϑ)sinϑ  and
integrating the result over ϑ from 0 to π, we find, in
view of (10), (13), and (17), that

(26)

Expressing derivative ∂ϑϑ Pm(cosϑ) from (16) and
applying the recurrent formula

we obtain

(27)

Γ kmn
2n 1+

n n 1+( )
--------------------

αnmk

2k 1+
---------------=

≡ 2n 1+( )
2k 1+( )

-------------------- m m 1+( )
n n 1+( )
-----------------------Cn0m0

k0 Cn 1–( )m1
k0 .–

Γ kmn Γmkn+
2n 1+

2n n 1+( )
-----------------------=

× ∂ϑ Pk ϑcos( )Pm ϑcos( )( )∂ϑ Pn ϑcos( ) ϑsin ϑ .d

0

π

∫

Γ kmn Γmkn+
2n 1+

2n n 1+( )
----------------------- Pk ϑcos( )Pm ϑcos( )

0

π

∫–=

× ∂ϑϑ Pn ϑcos( ) ϑ∂ ϑ Pn ϑcos( )cot+( ) ϑ dϑ .sin

ϑcot

Γ kmn Γmkn+
2n 1+

2
---------------=

× Pk ϑcos( )Pm ϑcos( )Pn ϑcos( ) ϑsin ϑd

0

π

∫ Kkmn.=

∂ϑ Pk ϑcos( )∂ϑϑ Pm ϑcos( ) = Λkmn∂ϑ Pn ϑcos( ).
n 1=

+∞

∑

Λmkn
2n 1+

2n n 1+( )
-----------------------=

× ∂ϑ Pk ϑcos( )∂ϑϑ Pm ϑcos( )∂ϑ Pn ϑcos( ) ϑsin ϑ .d

0

π

∫

ϑ∂ ϑ Pm µ( )cot–  = ∂µPm 1– µ( ) mPm µ( ); µ ϑ ,cos≡+

∂ϑϑ Pm µ( ) ∂µPm 1– µ( ) m2Pm µ( ).–=
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Substituting (27) into (26) in view of the expansion

(the bracketed quantity in the upper limit of the sum is
the integer part of the number), we find that

In view of (14), this expression can be recast as

(28)

or, in view of (18),

(28a)

Using (26), we can write the sum

Integrating this expression by parts gives

Expressing the combination ∂ϑϑ Pn(cosϑ) +
∂ϑPn(cosϑ) from (16) and substituting it into this

∂µPm 1– µ( ) 2m 4 j– 1+( )Pm 2 j– µ( )
j 1=

m/2[ ]

∑=

Λkmn
2n 1+

2n n 1+( )
----------------------- 2m 4 j– 1+( )

j 1=

m/2[ ]

∑=

× ∂ϑ Pn ϑcos( )∂ϑ Pk ϑcos( )Pm 2 j– ϑcos( ) ϑsin ϑd

0

π

∫

–
2n 1+( )m2

2n n 1+( )
---------------------------

× ∂ϑ Pn ϑcos( )∂ϑ Pk ϑcos( )Pm ϑcos( ) ϑsin ϑ .d

0

π

∫

Λkmn
2n 1+

n n 1+( )
-------------------- m2

2m 1+
----------------– αnkm αn k m 2 j–, ,

j 1=

m/2[ ]

∑+
 
 
 

≡

Λkmn 2n 1+( ) k k 1+( )
n n 1+( )
--------------------≡

× m2

2m 1+
----------------Cn0k0

m0 Cn 1–( )k1
m0 Cn0k0

m 2 j–( )0Cn 1–( )k1
m 2 j–( )0

j 1=

m/2[ ]

∑–
 
 
 

.

Λkmn Λmkn+
2n 1+

2n n 1+( )
-----------------------=

× ∂ϑ ∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( )( )∂ϑ Pn ϑcos( ) ϑsin ϑ .d

0

π

∫

Λkmn Λmkn+
2n 1+

2n n 1+( )
----------------------- ∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( )

0

π

∫–=

× ∂ϑϑ Pn ϑcos( ) ϑ∂ ϑ Pn ϑcos( )cot+( ) ϑ dϑ .sin

ϑcot
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relationship, we get

(29)

Thus, in (8), coefficients Γkmn of the expansions in
Legendre polynomial derivatives are expressed through
coefficients αkmn and Kkmn of the expansions in Leg-
endre polynomials, according to (21) and (24). The
same is true for coefficients Λkmn, according to (28) and
(29). Since αkmn and Kkmn, in turn, are expressed through
the products of the Clebsch–Gordan coefficients,
according to (12) and (18), coefficients Γkmn and Λkmn

are also expressed though the Clebsch–Gordan coeffi-
cients, according to (21a) and (28a). In solving the
problem of nonlinear vibrations of a viscous liquid
drop, the found relationship between the coefficients
may significantly cut the body of computation by
means of convolution of the coefficients.

(5) Relationships (24) and (29) can be found in
another way, i.e., directly from expansions (8).

(5a) Differentiation of the first expansion in (8) with
respect to the polar angles gives

Now, we apply the third of the expansions in (8) to
the left of this relationship and combine all the terms
under the sum to get

(30)

From this equality, relationship (24) follows imme-
diately, since this expansion in the infinite orthogonal
set of the Legendre polynomial first derivatives van-
ishes iff all the coefficients in (30) equal zero.

(5b) Differentiation of the second expansion in (8)
with respect to the polar angle yields

Now, we apply the fourth of the expansions in (8) to
the left of this relationship and combine all the terms
under the sum to get

from whence relationship (29) follows.

Λkmn Λmkn+
2n 1+

2
---------------=

× ∂ϑ Pk ϑcos( )∂ϑ Pm ϑcos( )Pn ϑcos( ) ϑsin ϑd

0

π

∫  = α kmn.

Pk ϑcos( )∂ϑ Pm ϑcos( ) Pm ϑcos( )∂ϑ Pk ϑcos( )+

=  Kkmn∂ϑ Pn ϑcos( ).
n 0=

∞

∑

Γ kmn Γmkn Kkmn–+( )∂ϑ Pn ϑcos( )
n 1=

∞

∑ 0.=

∂ϑ Pk ϑcos( )∂ϑϑ Pm ϑcos( ) ∂ϑ Pm ϑcos( )∂ϑϑ Pk ϑcos( )+

=  α kmn∂ϑ Pn ϑcos( ).
n 0=

∞

∑

Λkmn Λmkn α kmn–+( )∂ϑ Pn ϑcos( )
n 1=

∞

∑ 0=
(6) The found relationship between the expansion
coefficients in (8) and the Clebsch–Gordan coefficients
allows us to derive new relationships between second-
degree products of the Clebsch–Gordan coefficients,
which cannot be derived from the known formulas (see,
e.g., [17]). For example, substituting (18) and (28) into
(29) yields

Another relationship between the second-degree
products of the Clebsch–Gordan coefficients can be
found from (24) in view of (12) and (21). However, this
relationship can also be deduced from the relationships
for the Clebsch–Gordan coefficients that were pre-
sented in [17] and is therefore omitted here.

CONCLUSIONS

Thus, problem (7) of finding quadratic-in-amplitude
solution components appearing in calculation of non-
linear vibrations of a viscous liquid drop can be repre-
sented in a solvable form. In any case, the inhomogene-
ity functions on the right-hand sides of problem (7) can
be expanded in the same single series in Legendre poly-
nomials or in their first derivatives as the desired quan-
tities of the problem, which stand on the left-hand sides
of Eqs. (7). Using expressions (21), (24), (28), and (29),
which relate coefficients Γkmn, Λkmn, Kkmn, and αkmn in
expansions (8), one can significantly simplify the math-
ematics and analytical form of the final result.
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Abstract—This paper elaborates upon a previous investigation into the influence of external electric and mag-
netic fields on a flow through a supersonic diffuser. The aim of the present study is to correlate a change in the
configuration of a shock wave emerging near the diffuser inlet at magnetohydrodynamic interaction with the
amount of force and energy actions and with total pressure losses. For this purpose, the main parameters of the
shock wave structure and the total pressure are measured at the diffuser outlet when the flow is subjected to
magnetic and electric fields of various strengths at different routes of current passage. In the experiments, a
shock tube with a supersonic nozzle is employed. The shock tube forms a flow behind the shock wave reflecting
from the end of the tube, which terminates in the nozzle. The diffuser is located directly downstream of the noz-
zle. The investigation is carried out in xenon. The flow is subjected to external fields at the inlet of the diffuser.
The shock wave structure is visualized by frame sweeping of Schlieren patterns of the flow. The total pressure
is measured with a piezoelectric transducer located at the end of the channel. The results obtained make it pos-
sible to optimize the action on the flow in terms of power consumption and total pressure losses for a given
design of the diffuser. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

This work was favored by the furiously debated con-
cept of shock control in the diffusers of hypersonic
vehicles with the magnetohydrodynamic (MHD)
approach [1–7].

The objects of experimental investigation are a dif-
fuser with total internal compression of the flow and a
shock wave in the form of two attached shocks arising
at the inlet of the diffuser. With magnetic and electric
fields applied, the flow through the diffuser is subjected
to the Lorentz force, which decelerates or accelerates
the flow, depending on the direction of the current, and
Joule heating, which slows down the supersonic flow.
In addition, the flow through the diffuser is noticeably
affected by the boundary layer. The region and duration
of the field action on the flow depend on the time of
electric current passage.

In this paper, we study the effect of magnetic and
electric fields on the flow at the diffuser inlet. Our aim
is (i) to see how various modes of current passage influ-
ence the basic characteristics of the attached shocks and
total pressure losses, (ii) to correlate the changes
observed with the amount of force and energy actions
causing these changes, and (iii) to optimize the external
action on the flow by analyzing the data obtained. It
also seems useful to compare our experimental data
with the available analytical calculations.
1063-7842/05/5009- $26.00 1132
EXPERIMENTAL

As a working gas, we used thermally preionized
inert gas xenon. Simulation was performed in terms of
the basic similarity criteria.

The experimental setup was described in detail else-
where [8, 9]. It comprises a gasdynamic channel, a sys-
tem generating a quasi-static magnetic field, and a sys-
tem generating quasi-static and pulsed–periodic elec-
tric currents. Figure 1 shows the basic components of
the gasdynamic channel: a shock tube, a nozzle, and a
diffuser. When the flow at the end of the shock tube

Sh
oc

k 
tu

be

First visible area
Second visible

area

0 2 4 6 8 10 12 14
X, cm

u B
I

FL 2α

Nozzle Diffuser
ϕ

Pressure probe
1 2 3 4 5 6 7

Fig. 1. Schematic of the setup. u is the flow velocity, B is the
magnetic induction, I is the electric current, and FL is the
Lorentz force. (1–7) Electrodes.
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slows down, the gas strongly heats up with subsequent
thermal ionization. The resulting plasma issues into the
accelerating nozzle, where the degree of ionization
decreases appreciably; however, it remains sufficient
for MHD interaction because of a slow recombination
of charged particles in xenon. Then, the accelerated
flow enters the diffuser with electrodes mounted on its
wall (the electrodes are numbered in Fig. 1). Figure 1
also shows the directions of flow velocity u, magnetic
induction B, electric current I, and Lorentz force FL,
together with the basic parameters of the shock wave at
the inlet: distance Xc between the diffuser inlet and the
point of crossing of the attached shocks, angle ϕ
between the attached shock and the diffuser wall, and
angle 2α at which the attached shocks meet.

The investigation techniques used in the experi-
ments were the following: optical methods (a tailored
optical scheme for visualizing gasdynamic inhomoge-
neities in the first or second area of observation (see
Fig. 1) and high-speed Schlieren photography of the
flow [8, 9]); recording of I–V characteristics [10] and
potential spatial distribution; and measurement of the
volume and effective conductivity of the plasma [11],
as well as of the concentration and temperature of elec-
trons based on radiation in recombination continuum
[11, 12]. A new (previously unused) procedure in this
experiment is measurement of total pressure [13]. To
this end, using the calibrated piezoelectric probe shown
in Fig. 1, we measured stagnation pressure p20 behind
the shock wave detached from the probe. Then, the
probe was replaced by a notched plate. From the incli-
nation of the contours of weak flow perturbations due
to the notches, we determined local Mach number M1
of the flow. With these two values, total pressure p10 in
the flow was calculated using the well-known relation-
ship [14].

A magnetic field was generated by discharging a
capacitor bank through Helmholtz coils. Compared
with plasma flow duration ∆t, the magnetic field can be
considered as stationary. An electric field was produced
by discharging a circuit consisting of a set of LC cells
through the plasma gap and loading resistor. It should
be noted that, in the experiment discussed, the applica-
tion of an external electric field is the necessary condi-
tion for operation of the setup; namely, it is applied to
compensate for a high near-electrode potential drop,
which prevents the passage of a magnetically induced
current [10]. The electric field generation circuit used in
the experiments makes it possible to study both steady-
state and pulsed–periodic processes. To form short sin-
gle current pulses and a train of current pulses, time-
separated voltages from several LC circuits were
applied to the electrodes. Each of the LC cells was fed
by closing a controllable switch (a TCh-25 thyristor).
To close the switch at a given time instant and control
the time delay between current pulses, we designed a
special switch-controlling device consisting of syn-
chronization and delay control units. The equivalent
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
electric circuit for a pair of electrodes is shown in
Fig. 2. Here, the MHD generator is represented as a
source of emf ε = uBh with internal resistance Reff
series-connected to three sources of time-shifted exter-
nal voltages (V1, V2, and V3) and loading resistor Rl. For
the circuit consisting of the MHD generator and exter-
nal voltage source connected in series, Ohm’s law has
the form

where k = Rl/(Rl + Reff) is the load ratio, h is the elec-
trode gap, and V is the voltage at the output of the LC
circuit.

The experiments were carried out for a Mach num-
ber at the shock wave front in the shock tube of 8 and
an initial gas pressure in the low-pressure channel of
30 Torr. The calculated flow parameters at the diffuser
inlet were Mach number M0 = 4.3, gas density ρin =
0.127 kg/m3, flow velocity uin = 1.55 × 103 m/s, plasma
conductivity σ0 = 600 S/m, and flow duration ∆t ≈
600 µs.

Interaction with the external fields was accom-
plished at the inlet of the diffuser, because, as was
shown earlier [9, 15, 16], such a local action provides
an energetically more favorable control of attached
shocks.

The flow through the diffuser was studied for three
modes of current switching: (i) the steady-state trans-
verse current passes between the third pair of electrodes
facing each other in the inlet part of the diffuser, the
inlet operating like a Faraday channel; (ii) the current is
of the same configuration, but the channel operates in
the pulsed–periodic regime; and (iii) the steady-state
longitudinal current flows in a narrow near-wall region
between adjacent electrodes 3 and 4.

THE FIRST MODE OF CURRENT 
SWITCHING

The influence of external fields on the diffuser flow
appreciably depends on the current density distribution
in the electrode gap. This distribution was deduced the-
oretically [17, 18]. Figure 3 shows the current distribu-
tion numerically simulated under the conditions of the

IReff 1 k–( ) uBh V+( ),=

V1 V2 V3 VR Rl

ReffVACε = uBhSwitch-

Fig. 2. Equivalent electric diagram.

controlling
device
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given experiment (courtesy of the authors of [17, 18]).
The distribution is asymmetric due to the Hall effect.
A high current density near the remote edge of the
anode, which results in a considerably wide tempera-

0.5 1.0 0.7 0.5

Fig. 3. Numerically simulated current density isolines at I =
390 A and B = 1.3 T. The figures indicate the relative current
density.

(‡)

(b)

Fig. 4. Schlieren pattern of the flow. (a) I = 0, B = 0 and
(b) I = 390 A, B = 1.3 T.
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Fig. 5. Numerically simulated distribution of the flow Mach
number and the positions of the attached shocks. (a) I = 0,
B = 0 and (b) I = 390 A, B = 1.45 T.
ture layer near the wall, stands out. We assume that
range L of interaction equals approximately two elec-
trode lengths along the flow. The closed current lines in
the nozzle and at the end of the channel (Fig. 3) are due
to flow and field nonuniformities. The calculation
shows that these currents are weak and, therefore, affect
the flow pattern little.

Figure 4a (Schlieren patterns of the flow) shows the
positions of the attached and reflected shocks in the
absence of external fields. The reflection of the attached
shocks from one another is regular. In the Schlieren pat-
tern, one can also see the boundary layer and weak gas-
dynamic perturbations at the electrode–insulator inter-
faces. Figure 4b shows the Schlieren pattern for the
case when the flow stagnates in the magnetic and elec-
tric fields. The switch-on attached shocks are seen to
became slightly concave, possibly because of the pres-
ence of Hall currents. The most noticeable changes are
that angle ϕ increased and the point of interaction of
these shocks approached the diffuser inlet, since the
external fields slowed down the flow and decreased its
Mach number. The Schlieren pattern also shows that
the near-wall layer widened considerably: it originates
at the remote edges of the electrodes and accommo-
dates weak shocks.

Figure 5a displays the pattern of gasdynamic inho-
mogeneities calculated at the same initial conditions
with no regard to viscosity [17] at I = 0, and Fig. 5b
shows the shock configuration when the flow is affected
by the Lorentz force and Joule heat. It is seen that the
positions of the attached shocks obtained by numerical
simulation change more weakly than in the physical
experiment. To elucidate the reason for this observa-
tion, let us estimate the amounts of the force and energy
actions that affect the flow in the numerical and physi-
cal experiments.

In the calculation, the initial conditions were identi-
cal and the values of the electric current and magnetic
field were nearly identical to those used in the experi-
ment. The difference showed up in the value of the con-
ductivity. The calculation results showed that the volt-
age drop over the electrode gap is approximately twice
as small as in the experiment. This means that the cal-
culated conductivity (σ = 650 S/m) is higher than the
experimental value in the flow core (σ = 300 S/m)
determined in [11]. This, probably, is due to the fact
that, once the Lavsan1 diaphragm at the end of the
shock tube breaks down, a large amount of organic
impurities enter the channel, decreasing the selective
heating of electrons and nonequilibrium ionization of
the gas. A lower conductivity leads to an increase in the
Joule heating of the gas and, consequently, to greater
changes in the positions of the attached shocks, which
we observe in the experiment.

Another sign that the flow is affected from the out-
side are total pressure losses. The total pressure was

1  Russian equivalent of Dacron. 
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measured and calculated at the diffuser end. In the
absence of external actions, the experimental and cal-

culated values of the total pressure were  = 9.4 and
12.3 atm, respectively. In the presence of current I =
330 A and magnetic induction B = 1.3 T, the respective

values of the total pressure equaled  = 5.9 and
9.13 atm. Consequently, a weaker change in the posi-
tions of the attached shocks in the numerical experi-
ment is accompanied by a lower relative loss in the total
pressure.

The changes in the positions of the attached shocks
and total pressure losses are the responds of the flow to
the force and energy actions. The force action is defined
by the Stuart parameter (St), which is the ratio of the
work done by the Lorentz force over the length of the
interaction zone to the doubled kinetic energy of the gas
[19]. Energy action N is defined as the ratio of the Joule
heat being released in the gas due to external and mag-
netically induced fields for the time of flight to the dou-
bled kinetic energy of the gas [19]. We express these
parameters as follows:

Here, j = I/S is the current density; S is the sum of the
areas of the electrode and electrode gap; σ0 is the
plasma scalar conductivity; and ρin and uin are the gas
density and flow velocity at the diffuser inlet, respec-
tively. The table lists the experimental and calculated
amounts of the actions and their attendant changes in
the flow at I = 350 A and B = 1.3 T (namely, relative

change  in the angle between the attached shocks at

the point of crossing, relative change  in the posi-

tion of this point, and relative change  in the total

pressure; the values in the denominators are the respec-
tive parameters in the absence of external actions).

As seen from the data presented, the weaker
changes in the flow parameters in the numerical exper-
iment are associated with weaker Joule heating.

The impression of how the flow parameters are
affected by various external effects can be gained using
the one-dimensional approximation [19, 20]. It has
been shown that various factors (the channel geometry,
Lorentz force, heat supply or removal) act additively,
their relative contributions being different. For exam-
ple, with St and N being the same, the Lorentz force
influences the flow velocity 2.5 times more strongly
than the heating, irrespective of the flow Mach number.
The influence of the Stuart and energy parameters on
flow Mach number M depends on the value of M. For
example, at M close to unity, the Lorentz force also acts

p10
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p10
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jBL
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2.5 times more effectively than the heating. At M > 5,
the Lorentz force and Joule heating equally influence
number M. As applied to the given experiment, these
two factors seem to have comparable effects on the flow
Mach number, which is the chief parameter specifying
the positions of the attached shocks.

Thus, one reason for the discrepancy between the
experimental and numerical data is that, in the experi-
ment, the plasma conductivity is lower than that used in
the calculation; accordingly, the Joule heating is more
intense and the flow stagnates more rapidly. The second
reason is the formation of the near-wall layer in the dif-
fuser in the experiment.

The experiment was carried out in a wide range of
the current at B = 1.3 T. Figure 6 shows the main geo-
metric parameters of the attached shocks, as well as the
total pressure on the flow axis at the diffuser outlet and
the relative amounts of the force and energy actions, at
various current strengths. It follows from Fig. 6 that the
shock wave configuration changes appreciably as the
action gets stronger. For example, at the maximum cur-
rent, angle 2α approaches 90°; that is, under these con-
ditions, regular reflection of the attached shocks
changes to Mach reflection with the formation of local
subsonic zones. In this regime, the total pressure drops
most significantly (by a factor of five) and approxi-
mately 10% of the flow kinetic energy is spent.

Since this work was aimed at studying the feasibility
of correcting the shock wave characteristics at small
deviations of the flight Mach number from the rated
values, it is of interest to know conditions under which
the shock characteristics change insignificantly (about
10%) in the given diffuser. The corresponding data are

 = 0.1,  = 0.1,  = 0.25, and St = 0.011, N =

0.0055.

THE SECOND MODE OF CURRENT 
SWITCHING

To reduce the level of force and energy actions, we
used pulsed–periodic current signals and accomplished
the so-called relaxation–periodic action. The essence of
such an approach is that there exist a finite relaxation
time for which the shock wave takes a new configura-
tion after the action has been switched on and a finite
relaxation time for which the shock returns to the
former configuration after the action has been switched
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off [21–23]. The shape of current pulses is shown in
Fig. 7a. The first pulse rises more slowly. It may be
assumed that the second and third pulses are fragments
of the pulsed–periodic current. Figures 7b and 7c show
that the angle between the shocks and the distance to
the point of their crossing reach the steady-state values,
which correspond to a maximum current, within 30–
40 µs from the beginning of the first pulse and then
remain virtually insensitive to the current oscillations.
The pulsed–periodic current needed to produce a given
shock configuration is approximately 10% lower than
the direct current. Thus, there is reason to think that, in
the former case, the force and energy actions are 10 and
20%, respectively, lower than in the latter. The total
pressure remains nearly the same.

The numerical simulation of the problem indicates
the same tendencies [23]. Figure 8 shows the variation
of geometric parameter Xc with current oscillation.
During the first pulse, Xc increases but does not reach
the steady-state value. Then, the value of Xc varies
weakly with time and, when the current drops most sig-

45

40

35

30

25

20
0 100 200 300 400 500 600

0 100 200 300 400 500 600
2

4

6

8

10

0 100 200 300 400 500 600
0

0.02

0.04

0.06

0.08

(a)

αXc

(b)

(c)

N

St

α0, Xc, mm

p10, atm

St, N

I, A

Fig. 6. (a) Half-angle between the shocks at the point of
crossing and the position of this point, (b) total pressure,
and (c) parameters of the force (St) and energy (N) actions
vs. the current strength at B = 1.3 T.
nificantly (between the second and third pulses),
becomes appreciably higher than its value for the same
value of the stationary current.

From the experiments with pulsed–periodic interac-
tion, one can find the amount of external actions caus-
ing small changes in the geometric parameters of the
attached shocks and an insignificant drop of the total

pressure. The related data are as follows:  = 0.1,

 = 0.1,  = 0.75, St = 0.01, and N = 0.0045.

The force and energy cost in this case are lower than
in the previous one.

THE THIRD MODE OF CURRENT 
SWITCHING

This mode of interaction is shown in Fig. 9 [16, 20].
Here, near-wall longitudinal current I passes through
the pair of electrodes 3 and 4. In this case, Lorentz force
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Fig. 7. Pulsed–periodic regime at B = 1.3 T. The time vari-
ations of the (a) current, (b) difference between the posi-
tions of the point of crossing of the shocks in the absence
and presence of the interaction, and (c) angle between the
intersecting attached shocks. The dashed lines in panels
(b) and (c) show the steady-state values of ∆Xc and 2α at
I = Imax.
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FL both compresses (expands) the gas volume and
decelerates (accelerates) the flow. Figure 10a shows the
Schlieren pattern of the flow at an average current of
450 A and B = 1.3 T, and Fig. 10b clarifies the related
values of angle ϕ. It is seen that the inclinations of the
attached shocks changed by 2° as a result of the inter-
action: the upper shock approached the wall, while the
lower moved away from it. Within the accuracy of the
measurements, the total pressure in the absence and
presence of the external actions remained the same.

In this mode of current switching, the power of vol-
ume forces P is defined as

where FL = j × B is the Lorentz force, u is the flow
velocity, and τ is the volume.

The average work of the Lorentz force is 〈A〉  =

〈P〉(L/uin). The value of 〈St〉  = 〈A〉/ρin  is estimated
accurate to a factor of two.
Here, the main parameters of the shocks and flow

change noticeably when  = 0.13,  = 0, St =

0.02, and N = 0.1.
This mode seems attractive in that the flow core is

disturbed weakly; however, it is energy-hungry.

CONCLUSIONS

Analysis of the configuration of the shock wave at
the inlet of the diffuser that appears under the action of
magnetic and electric fields suggests that the pulse–
periodic regime is optimal in terms of energy consump-
tion and total pressure losses.

Generalizing the experience gained in this area of
research, we argue that the place and mode of action
application can always be found in such a way that
small changes in the position of the attached shocks
require low energy costs and are accompanied by low
losses in the total pressure. The MHD approach to con-
trolling shocks in a diffuser seems very promising in
this respect.
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Abstract—The dynamics of fast (a current rise time of ≤1011 A/s) laser-induced vacuum discharges with mod-
erate amplitudes of the current (≤10 kA) and voltage (≤20 kV), as well as medium storage energy (20 J), is stud-
ied. It is shown experimentally that the initial conditions specified by the energy and duration of laser radiation
are a decisive factor governing the discharge dynamics. Two types of beam–plasma instabilities separated in
space and time are discovered, and their occurrence conditions are analyzed. The first type of instability,
observed early in the discharge, is associated with pinch structures at the front of the cathode jet expanding into
a vacuum. The second type arises either at the peak or at the trailing edge of the current pulse and is accompa-
nied by generation of hard (with an energy of ≥100 keV) bremsstrahlung from the anode region. The increase
of the hard component energy over the current source potential is attributed to breaking due to plasma erosion.
© 2005 Pleiades Publishing, Inc.
INTRODUCTION

In [1], experimental studies concerning fabrication
of small-size quasi-point high-contrast (in terms of the
characteristic lines of the Ti anode) X-ray sources were
reported. The sources of interest are based on a vacuum
diode with a plasma cathode that is formed by nanosec-
ond laser pulses and are intended for the microscopy of
moving objects with high refractive-index and density
gradients. A most important property of such a source
is that its operation can be strictly synchronized with a
process being studied in the object and related instru-
mentation. The feasibility of operation at any desired
voltage and the virtual constancy of the anode potential
at the initial stage of the discharge, which is due to a
small total charge (in comparison with the charge of the
capacitive storage) transferred by an electron beam
emitted from the laser plasma make it possible to meet
the condition of maximal contrast (an increase of the
characteristic radiation intensity over the bremsstrahl-
ung intensity) U = (3–4)U0, where U0 is the excitation
threshold of characteristic radiation.

The need for cutting the duration of a pulse from the
X-ray source by increasing the laser radiation power
density at the cathode (according to [1]), as well as for
decreasing the laser pulse energy in order to improve
the cathode service time, implies a picosecond time of
plasma formation. However, tentative analysis has
shown that, if the electron emitter is formed by a 30-ns
laser pulse of energy ≥100 mJ, the contrast of the Ti K
lines (≥102) weakens substantially both when the cath-
ode plasma is generated by a ≥5-mJ laser pulse and
when a laser pulse shrinks to several picoseconds. It has
been found that the spectral composition of the radia-
1063-7842/05/5009- $26.00 1139
tion (studied by the filtering method) under the above
operating conditions of the source contains a hard com-
ponent with an energy above the bremsstrahlung energy
corresponding to the current source potential. At an
accelerating potential difference of 20 kV, X-ray quanta
emitted from the anode of the source had an energy of
25 keV. These effects suggest that additional accelerat-
ing mechanisms function in the discharge. Further-
more, recent experimental and theoretical investiga-
tions into low-inductive [2, 3], laser-induced [4, 5], and
vacuum discharges have revealed a variety of physical
phenomena (generation of multiply charged ion beams
by cathode jet plasmas, occurrence of nonstationary
emissive centers at the moving boundary of the cathode
torch, current aperiodic focusing and defocusing,
breaking due to plasma-induced erosion, etc.) that can
be attributed to various types of plasma instability. In
this work, we experimentally study the effect of initial
conditions on instability development and attendant
processes, including generation of hard X-ray radiation
in fast laser-induced discharges. Also, we carry out
comparative analysis of the X-ray source in which the
plasma cathode is formed by picosecond and nanosec-
ond laser pulses. Laser control of current passage in the
discharge could allow parameter stabilization of this
source, cut the pulse duration, and advance on the way
to designing a small-size X-ray source with an X-ray
quantum energy exceeding the current source potential.

1. EXPERIMENTAL

The laboratory setup used in the experiments con-
sists of a mode-locked neodymium glass laser (wave-
length λ = 1.06 µm, output J ≤ 1 J, light pulse duration
© 2005 Pleiades Publishing, Inc.
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τ = 27 ps, and power density P on the target P ≤
1014 W/cm2) and a Q-switched neodymium glass laser
(J ≤ 0.5 J, τ = 30 ns, and P ≤ 1011 W/cm2), a vacuum
diode, and a diagnostic station. The diode includes a dc
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Fig. 1. Experimental scheme. (1) 0.1-µF capacitor, (2) insu-
lating spacers, (3) conical titanium anode, (4) laser beam
(λ = 1.06 µm), (5) massive titanium target (cathode),
(6) coaxial current shunt (17 mΩ), (7) flexible conductor,
(8, 9) positioners, (10) aperture of camera-obscura, and
(11) system visualizing spatial distribution of X rays from
discharge gap. D1, p–i–n diode with Ti filter; D2, p–i–n
diode with W filter; and R, 100-MΩ charging resistor.
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Fig. 2. Waveforms of voltage U across the 4.7-µF capacitor
and intensity I of the X-ray radiation from the anode with
quantum energies of ≥2 kV. The electrode spacing is 4 mm;
the discharge current, 3 kA. The laser pulse duration is
27 ps; the laser pulse energy is (a) 2 and (b) 100 mJ. The
first of three current pulses in panel (a) corresponds to the
X-ray radiation arising when the electrons emitted by the
laser plasma strike the anode. The subsequent pulses arise
when the anode is subjected to the electron beams generated
in discharge instabilities.

4
 voltage source (U ≤ +20 kV) and an interaction cham-
ber (evacuated to a pressure of 5 × 10–3 Torr), in which
a grounded plane-parallel titanium target (cathode), a
titanium conical anode with a tip diameter of 250 µm,
and a capacitive storage are placed. The electrode gap
can be varied from 1 to 30 mm. A vacuum discharge is
initiated by laser radiation focused into a spot of diam-
eter 200 µm on the target. The inductance of the diode
circuit, which is measured in the short-circuited mode,
depends on the electrode geometry and design of the
capacitor. With a K15-10a ceramic capacitor of capaci-
tance 4.7 nF used in the circuit, the inductance equals
0.2 µH or more depending on the configuration of flex-
ible electrode terminals. In the case of a K75-48M
0.1-µF-capacitor and the near-coaxial electrode geom-
etry, the inductance equals 0.1 µH. The scheme of the
experiment with the low-inductance discharge loop is
presented in Fig. 1.

The current in the diode circuit was measured with
a 17-mΩ coaxial shunt; the voltage across the storage
capacitor, by a frequency-independent resistive voltage
divider. The output X-ray radiation and its time charac-
teristics in the energy range 0.4–50 keV were measured
with Quantrad 100 PIN-250 silicon p–i–n diodes. The
signals were recorded using a Lecroy 9350A oscillo-
scope with a passband of 500 MHz. The spatial distri-
bution of the X-ray radiation from the discharge gap
was visualized by means of a camera-obscura and a
microchannel-plate recorder. Measurements of the
anode current with a Faraday cup were not carried out
because of the intricate geometry of the diode. How-
ever, we recorded the time waveform of the X-ray radi-
ation from the anode, i.e., traced the beamlike current
passage early in the discharge and at time instants insta-
bility arises.

2. RESULTS AND DISCUSSION

In the experiments, we analyzed the waveforms of
the current, voltage, and X-ray radiation of the vacuum
diode for different energies of discharge-initiating laser
pulses. The geometry and electrical circuit of the diodes
were similar to those described in [1], while the dura-
tion of a plasma-generating laser pulse was shorter,
27 ps.

Figure 2 shows typical waveforms of the voltage
across the 4.7-nF capacitor and of the X-ray radiation
from the diode’s anode for accelerating voltage U =
20 kV, electrode spacing d = 4 mm, a circuit inductance
of 0.2 µH, and a discharge current of no more than
3 kA. The p–i–n diode detected X-ray quanta of energy
E ≥ 2 keV. At the initial stage of the spark discharge, the
voltage decays slowly and the current variation follows
the Child’s law. The increase in the current is associated
with a shrinkage of the electrode gap and an increase in
the emitting area of the laser plasma. At this stage of the
discharge, the beamlike regime of current passage is
observed, which is accompanied by X-ray emission
from the anode. In our situation, with the electrode gap
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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and laser energy optimized, the maximal beam current
did not exceed 100 A. The typical voltage drop is 15%
of the applied value, which cannot noticeably affect the
contrast of characteristic lines.

At the next stage of the discharge, the rate of voltage
drop grows because of ion accumulation in the gap and
the formation of the region (hump of potential [6, 7])
where U exceeds the cathode–anode voltage. This
region serves as a potential well for electrons. In this
region, effective ionization of the residual gas and elec-
trode material vapor takes place, causing the plasma to
expand rapidly and the current to grow.

When the plasma was generated by a laser pulse
with J < 100 mJ (and, particularly, with J ranging from
1 to 10 mJ), the waveforms (Fig. 2a) showed X-ray
bursts at the anode and voltage jumps across the capac-
itor at the second phase of the discharge, which are
indicative of instabilities. The X-ray burst intensity at
the second stage might considerably exceed the inten-
sity of an X-ray pulse that is generated by the anode
subjected to the electron beam emitted from the laser
plasma. However, the current waveforms did not
exhibit any irregularity (except for small-amplitude
oscillations) at the time instants the instabilities were
observed. The decrease in the contrast of the character-
istic lines is explained, in this case, by a rapid fall of the
anode potential and the formation of electron beams in
a wide energy range at the second phase of the dis-
charge. Current passage became stable when the laser
energy was increased, and the anode did not emit X-
rays at the second stage of the discharge at J ≥ 100 mJ
(Fig. 2b). It should be noted that each set of parameters
U and d corresponds to a fixed laser energy above
which current passage became stable.

When studying various operating conditions of the
vacuum diode, we found that two time-separated types
of instability are possible. The first arises at the spark
stage of the discharge; the second, at the peak or trailing
edge of the current pulse. At an accelerating voltage of
20 kV, type-II instability occurred randomly: their reg-
ular occurrence was observed at not too high voltages
(about 7 kV), electrode gaps of 2–4 mm, and a laser
pulse energy of 2 mJ. The increase in the inductance to
0.8 µH resulted in a decline of the current (by 30%) and
a rise in the voltage across the capacitor above voltage
U initially applied to the diode. This indicates that
matching between the initial inductance of the dis-
charge loop and plasma load influences current passage
in the discharge even for gaps as short as those used in
the experiments. At low accelerating voltages and cur-
rents, type-I instability was absent.

As was noted above, discharge instabilities also
arise when the cathode plasma is generated by a nano-
second laser pulse. In connection with this, we studied
current passage at different light beam power densities
at the cathode. For fixed d (4 mm) and U (20 kV), the
plasma emitter of electrons was created by a picosec-
ond laser pulse with energy J = 100 mJ and power den-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
sity at the focal spot P = 1013 W/cm2 and also by a pulse
with the same energy and P = 1.6 × 1010 W/cm2. Dis-
charge instabilities were not observed in both cases and
did not arise with increasing energy of the plasma-gen-
erating pulse. This indicates that it is the energy deposit
from the laser radiation (the initial volume of the
plasma in the gap) that specifies the stability of current
passage. At the early stage of the discharge, the X-ray
pulse duration depends on the laser radiation plasma
density at the cathode. In the former case considered
above, it equaled 18 ns; in the latter, 27 ns. Thus, an
increase in the laser plasma expansion rate causes the
X-ray pulse duration to decrease. At a nanosecond laser
pulse energy of ≤50 mJ, type-I instabilities arose, while
being not so pronounced as in the case of the picosec-
ond pulse. In general, an increase in the duration of a
laser pulse forming the plasma emitter has a stabilizing
effect on current passage.

Thus, our results show that optimization of the ini-
tial conditions specified by the laser radiation parame-
ters leads to stabilization of current passage in the dis-
charge and makes it possible to cut the duration of a
pulse from the X-ray source. At the same time, it is
impossible to unambiguously answer the question as to
which type of instability causes generation of a high-
energy electron beam and the hard component of the
X-ray radiation. A low sensitivity of photographic
materials to X-ray radiation of energy ≥10 keV, along
with a low spectral sensitivity of p–i–n diodes at ener-
gies of ≥20 keV, did not allow us to visualize the gap in
hard X rays and, thereby, completely resolve the time
waveform of the radiation. Therefore, we raised the
energy and current of the discharge by increasing the
capacitance of the storage capacitor (to 0.1 µF), modi-
fying the electrode configuration, and decreasing the
inductance of the discharge loop (to 0.1 µH). As a
result, at U = 20 kV and d = 4 mm, the discharge current
was raised to ~10 kA.

Under such conditions, the waveforms of the cur-
rent, voltage, and X-ray radiation did not differ radi-
cally from those obtained under the conditions dis-
cussed previously. As in the former case, plasma insta-
bilities (generation of a train of X-ray pulses at the
anode) were observed when the discharge was initiated
by a laser pulse with τ = 27 ps and energies of 1–10 mJ.
However, as the discharge current grew, the yield of
X-ray radiation increased at least by one order of mag-
nitude and, therefore, the radiation was easier to detect.

To determine the spectral range and the directivity
diagram of the X-ray radiation from the anode, we used
two p–i–n diodes arranged at different angles to the dis-
charge axis. The diode with a 15-µm-thick Ti filter
(transparent for X-ray quanta with energy E ≥ 2 keV,
i.e., for the bremsstrahlung and characteristic radiation
of Ti) faced the anode, and the diode with a 50-µm-
thick tungsten filter (transparent for quanta of energy
E ≥ 30 keV, i.e., for the bremsstrahlung of Ti) was
placed at a right angle to the discharge axis or behind
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the anode. In the experiments, the tungsten-filter diode
detected X-ray quanta of energy ≥30 keV. The intensity
of hard X rays increased as the angle of this diode was
varied from 90° to 130° and tended to zero in the direc-
tion to the diode that faced the anode. This suggests that
the directivity diagrams of the bremsstrahlung and
characteristic radiation differ. The time waveform of
the X-ray radiation showed that the hard component is
due to electron beams generated by instabilities of both
types. However, major contributors are the beams asso-
ciated with type-II instability, which arises either at the
peak or at the trailing edge of current pulse. The beams
associated with type-I instability are of a lower energy;
therefore, generation of X-ray quanta with an energy
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Fig. 3. Waveforms of voltage U across the 0.1-µF capacitor;
discharge current I; and X-ray radiation intensity from the
anode: D1, the signal from the p–i–n diode with the Ti filter
transmitting quanta with E ≥ 2 keV; D2, the signal from the
p–i–n diode with the W filter transmitting quanta with E ≥
30 keV. The electrode spacing is 4 mm; the laser pulse dura-
tion and energy are, respectively, 27 ps and 2 mJ.
higher than the current source potential is of statistical
character. As a whole, the time waveform of the anode
radiation with energies above 2 keV represented two
time-separated trains of X-ray pulses, of which the sec-
ond one regularly had the hard component of energy
E ≥ 30 keV (Fig. 3).

Along with the time measurements, we visualized
the integral spatial distribution of the X-ray radiation
from the discharge gap with a camera obscura. Because
of the presence of the hard component, the aperture of
the camera obscura (100 µm in diameter) was made in
a 300-µm-thick tantalum plate (transmission T of the
tantalum plate is shown in Fig. 4). A 0.3-µm-thick
Formvar (polyvinyl formal resin) film transmitting
X-ray quanta of energy ≥50 eV served as a filter. Imag-
ing was accomplished using a microchannel-plate sys-
tem whose sensitivity at energies above 10 keV is much
over the spectral sensitivity of X-ray photographic
materials. The images were sensed from the screen
(fiber-optic plate) with a CCD camera. Obscuragrams
taken of the gap at U ≤ 10 kV and J = 2 mJ showed the
presence of an extra soft X ray source, which is on the
discharge axis nearer to the cathode. As the voltage
(and, hence, the current) rose from 1 to 10 kV, so did the
X-ray intensity and new sources appeared (Fig. 5). In
our experiments, their maximal number was four. As a
rule, the number of the sources coincided with the num-
ber of X-ray pulses emitted from the anode of the p–i–
n diode. These pulses are due to type-I instabilities.
Based on the aforesaid, we may argue that there is a dis-
tinct correlation between the sources of soft X rays and
type-I instabilities. Accordingly, instabilities of this
type can be related to waveguide-type current passage
because of pinch-induced waists at the front of a cath-
ode jet expanding into a vacuum [3]. Replacing the
Formvar filter by 4- and 6-µm-thick polyethylene films
(transmitting the radiation of energies ≥110 and
≥140 eV, respectively), we managed to establish that
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Fig. 4. Transmission T of (1) Ta(300 µm) and
(2) Ta(300 µm) + Cu(11 mm) structure.
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the maximal energy of X-ray quanta emitted from the
waists of the cathode jet does not exceed 150 eV at U =
10 kV and J = 2 mJ. An increase in the laser pulse
energy to 10 mJ lowers the plasma temperature in the
waists, reduces the anode radiation intensity, and
extends the delay time between current passage and
emission of an X-ray pulse (pulses) from the anode. At
J = 500 mJ, the additional source in the discharge gap
disappear. This is another evidence that pinching is
behind type-I instability. Discharge initiation by high-
power laser radiation provides conditions when the
dynamic pressure at the front of the cathode jet exceeds
the magnetic field pressure. As the plasma expands into
the electrode gap and the current grows, the situation
reverses and the current channel contracts.

The images also show the presence of an X-ray
source in the anode region of the gap that includes the
hard component. The radiation came out from the
plasma cloud around the conical anode (Fig. 5). Some-
times, the spatial distribution of this radiation was non-
uniform, which indicates filamentation of the near-
anode plasma. Hard radiation with E ≤ 30 keV arose at
relatively low voltages, 1–5 kV. With an increase in the
voltage, the energy of the radiation sharply grows, and,
at U > 10 kV, the recording system was incapable of
imaging the discharge gap, since X-ray quanta trans-
mitted through the base of the camera-obscura. At U =
20 kV, quanta with E ≥ 100 keV were separated out by
sequentially attenuating the radiation using a set of cop-
per plates with a total thickness of 11 mm and a
300-µm-thick tantalum plate (the transmission of the
entire structure is shown in Fig. 4). In this case, it is not
improbable that the microchannel plate detects second-
ary fluorescent X rays in the tantalum characteristic
lines. However, secondary radiation detection in our
geometry might take place only if the hard radiation
transmitted through the entire set of attenuators.

Today, the commonly accepted concepts of anoma-
lous acceleration of particles in a vacuum discharge are
the formation of a deep nonstationary potential well at
the front of a cathode torch (which is associated with
the ecton mechanism of cathode spot functioning [8])
and breaking due to plasma-induced erosion in plasma-
focus systems [9]. In our case, as follows from the
experimental data, the most plausible process responsi-
ble for generation of hard X-ray quanta with an energy
exceeding the current source potential by at least one
order of magnitude is plasma erosion breaking near the
anode. The electron beams generated at the first and
second stages of the spark discharge cause intense
plasma formation at the anode surface. Also, the heat
flux, if any, from the heated pinch (filament), along
with the Joule heat being released at the contact sur-
face, results in explosive evaporation of the anode
material. The evaporation breaks the discharge loop,
inducing an additional emf that accelerates the electron
flux. In the transition vapor layer near the metal, the
electrons are decelerated, giving rise to hard X-ray radi-
ation. Experimental studies on the yield of hard X rays
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
depending on the anode geometry and material count in
favor of such a model. The intensity and energy of the
radiation increased when the titanium anode was
replaced by the higher Z and higher vaporization tem-
perature tungsten anode and decreased when the plane
anode was substituted for the needle-like anode. In
terms of this method, it is not surprising that the
increase in the discharge current from 3 to 10 kA,
which was accomplished by varying the discharge loop
parameters, with the voltage across the storage capaci-
tor remaining unchanged (20 kV), led to an increase in
the X-ray radiation energy from 25 to 100 keV or
higher. However, since the discharge gap was imaged in
the integral regime, the model of breaking due to
plasma erosion in plasma microfocus formation needs
further verification.

CONCLUSIONS

Thus, we established that the initial conditions (the
laser plasma volume in the discharge gap and the dura-
tion of a discharge-initiating pulse) are a crucial factor
governing stable current passage in the gap. Under our
conditions, a decrease in the laser pulse energy and
duration causes instability, two types of which (beam–
plasma instabilities) were regularly observed in the
experiments. A minor increase in the discharge current
under the stable current passage regime causes a signif-
icant rise in the energy of the hard X rays. We believe
that this rise is the result of intense breaking due to
plasma erosion. Results on studying the process
dynamics (time- and space-resolved analysis of the
anode plasma structure) and absolute measurements of
the hard radiation yield will be reported in further pub-
lications.

In addition, we demonstrated that laser control of
current passage in a vacuum discharge, specifically, in
an X-ray radiation source, is feasible. Creation of a
plasma emitter of electrons by a picosecond laser pulse

Anode d = 3 mm Cathode

Fig. 5. Spatial distribution of the X-ray radiation from the
discharge gap with quantum energies of ≥50 keV. The volt-
age across the capacitor is 10 kV; the laser pulse duration
and energy are, respectively, 27 ps and 2 mJ.
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with a power density at the cathode of ≥1013 W/cm2 and
energy J ≥ 100 mJ, combined with electrode gap opti-
mization, allowed us to stabilize current passage and
cut the X-ray pulse duration. At J = 370 mJ and d =
10 mm, the X-ray pulse was contracted to 10 ns, with
the number of quanta in Ti K lines kept at a level of
1011 quanta/pulse [1] and the maximal contrast of the
characteristic radiation relative to the bremsstrahlung
retained.
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Abstract—It is shown that, while suppressing transverse electron motion, the axial magnetic field with an
induction of up to 6.8 × 10–2 T in the gap of a plasma diode has no significant effect on the current instability
and on the acceleration of ions at electron beam currents of ≤40 A. The increase in both the critical current and
the period of current oscillations is related to an increase in the plasma density after applying the magnetic field.
The maximum energy of the accelerated magnesium ions decreases by ≈25% at an induction of 1.7 × 10–2 T
and does not depend on the magnetic field in the range (1.7–6.8) × 10–2 T. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

To clarify the physical picture of ion acceleration in
electron beams and to formulate a relevant theoretical
model, as well as to understand mechanisms behind
current instability, it is important to examine the role of
transverse electron motion by applying an axial mag-
netic field. Previous studies of the influence of such a
field on the acceleration of ions by a relativistic electron
beam gave ambiguous results. When accelerating ions
in a gas, a magnetic field of 2.5 × 10–2 T either sup-
pressed acceleration at all [1] or decreased the ion
energy by two to three times and the number of ions by
two orders of magnitude [2]. In diode systems [3, 4],
the magnetic field did not change the maximum ion
energy, but at a magnetic field of 3 × 10–1 T, the number
of the accelerated ions decreased substantially [4]. With
a pulsed puffing of deuterium [5], the field with an
induction of 4 × 10–1 and 8 × 10–1 T decreased the num-
ber of the accelerated ions by one order of magnitude
but had no effect on the maximum ion energy within the
experimental error. In this context, it is of interest to
further investigate the influence of the axial magnetic
field on the current instability and the acceleration of
ions in a plasma diode under conditions such that the
magnetic self-field of the electron beam is much less
than the external axial magnetic field.

EXPERIMENTAL SETUP AND MEASUREMENT 
TECHNIQUE

A schematic of the experimental setup is shown in
Fig. 1a. The plasma in chamber 1 was produced by
cathode spots of an arc discharge with a current of 100–
120 A. The discharge was ignited between magnesium
1063-7842/05/5009- $26.00 1145
cathode 2 and annular anode 3. The plasma flowing
with a velocity of 104 m/s through emission orifice 4
entered the acceleration gap of diode l, to which an
accelerating voltage of 2–8 kV was applied after break-
down of discharger K. After this, an unstable mode of
the current flow and electron-beam formation was
established. The acceleration of ions began at the
instant when the current of relaxation oscillations
reached its critical (maximum) value. The pulsed cur-
rent was maintained by capacitor C = 0.5 µF. The diode
current was measured using resistor R3 = 4 Ω , the sig-
nal from which was applied to an oscilloscope, and the
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diode voltage was measured using resistors R2 + R3,
comprising one of the arms of the R1/(R2 + R3) =
1300 Ω/25 Ω voltage divider. The composition and
energy distribution of the accelerated ions were ana-
lyzed by the parabola method using mass spectroscope
5 and by recording on photoplate 7. The exposure was
varied from 103 to 104 current pulses. A analysis was
performed for a narrow axial ion beam cut by 1-mm-
diameter diaphragms 6.

Diode acceleration gap l was at the center of
830-turn solenoid 8 (0.2 m in diameter and 0.16 m in
length), which produced the axial magnetic field. The
profile of the magnetic field along the system axis for a
solenoid current of 20 A is shown in Fig. 1b. An asym-
metry of the field profile is caused by the influence of
steel vacuum chamber 1. Other elements of the setup
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Fig. 2. Waveform of the electron current in the acceleration
gap at B = 7 × 10–2 T.
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Fig. 3. Period of relaxation oscillations T0 vs. initial accel-
eration voltage U for different values of the magnetic field
in the acceleration gap: B = (1) 0, (2) 1.7 × 10–2, (3) 3.4 ×
10–2, (4) 5.1 × 10–2, and (5) 6.8 × 10–2 T.
that were placed in the magnetic field were made of
nonmagnetic materials. The solenoid was aligned and
fixed rigidly with respect to the system axis. A mutual
displacement or misalignment of the axes of the solenoid
and the analyzer led to a sharp decrease (up to complete
suppression) in the current of the accelerated ions that
entered the mass analyzer through diaphragms 6.

EXPERIMENTAL RESULTS

In the unstable discharge mode, the applied axial
magnetic field did not qualitatively change the charac-
ter of the current. Both with and without a magnetic
field, the current underwent relaxing oscillations
(Fig. 2). At an initial acceleration voltage of U ≥ 4 kV,
the oscillation period somewhat increased with mag-
netic induction and decreased with U (Fig. 3). At U =
2 kV, the oscillation period increased nearly twofold for
magnetic fields of 1.7 × 10–2, 5.2 × 10–2, and 6.8 ×
10−2 T, whereas for 3.4 × 10–2 T, it increased insignifi-
cantly. This is related to the existence of two oscillation
modes (with longer and shorter periods), which are
seemingly determined by different arcing conditions.

An important characteristic of the unstable dis-
charge mode and acceleration process is the ripple ratio
F = (Jc – Jm)/  [6, 7], where Jm and  are the minimum
and average values of the current, respectively, and Jc is
the critical current. The magnetic field had no effect on
F at magnetic fields of up to 5.2 × 10–2 T (Fig. 4), and a
small increase in F was observed at 6.8 × 10–2 T.

The critical current increases with the magnetic field
faster than linearly (Fig. 4, curves 1–3). The reason for
this is an increase in the plasma density. The plasma
source is in a mirror magnetic field (Fig. 1b). As the
plasma flows from the cathode, it is compressed by the
magnetic field and the plasma density increases, reach-
ing its maximum value in the acceleration gap. The
plasma density in the gap increases with the magnetic
field and solenoid current by the same law as the critical
current does (Fig. 4, curve 4). The density of the plasma
ions (in m–3) was determined from the relation n = 1.5 ×
1018Ji, where Ji is the ion current (in A) extracted from
plasma when the voltage polarity across the accelera-
tion gap is reversed.

In some cases, applying a magnetic field resulted in
a low-frequency (~10 kHz) modulation of the relax-
ation oscillations (200–300 kHz). Such a modulation is
related to a regular motion of the cathode spots in a
magnetic field from the front to the side surface of the
cathode. As a result, the plasma density, the electron
current in the acceleration gap, and the frequency of the
relaxation oscillations change.

The axial magnetic field does not drastically affect
the composition and energy of the ions accelerated axi-
ally in the electron beam [6]. Depending on the arcing
conditions and the onset of instabilities, two types of
mass spectrograms were observed: with nearly the

J J
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same number of Mg+1 and Mg+2 ions or with the preva-
lence of Mg+1 ions. In the first type of mass spectro-
grams, the composition of the accelerated ions was
approximately the same as that in the plasma and the
ion mass spectrum was insignificantly affected by the
magnetic field. In the second type of mass spectro-
grams, applying a magnetic field led to an increase in
the content of Mg+2 ions and a decrease in the number
of low-energy ions (Fig. 5).

The maximum ion energy somewhat decreased as
the magnetic field was increased to 1.7 × 10–2 T and
then did not depend on the magnetic induction (Fig. 6).
Since the critical current increased with induction
(Fig. 4), the maximum ion energy did not depend on the
electron beam current in the range from 6–8 to 30–
35 A. The character of the dependence of the maximum
ion energy on the initial acceleration voltage did not
change when the magnetic field was applied (Fig. 7). In
the presence of a magnetic field, the density of the axial
ion flux decreased and the direction of ion motion was
determined by the position of the solenoid axis.

DISCUSSION

The axial magnetic field B performs several func-
tions in the diode gap and in the region where the ions
are accelerated: it magnetizes the plasma electrons, pre-
vents the pinching of the diode current by the magnetic
self-field B⊥ , and suppresses the transverse motion of
the beam electrons. The electrons are magnetized when
the condition rλ = 12/B ! r (where rλ is the Larmor
radius and r is the radius of the emission orifice) is sat-
isfied, which implies B ≥ 5 × 10–3–10–2 T. Pinching is
prevented when B > 2 × 10–1Jm/r; i.e., for Jc = 35 A and
r = 0.008 m, we have B > 9 × 10–4 T. The transverse
motion of the electron beam in the region where the
ions are accelerated is suppressed at B ≥ 5 × 10–3–2 ×
10–2 T, and that in the drift space is suppressed at B ≥
(2–3) × 10–2 T.

Our experiments demonstrate that the axial mag-
netic field insignificantly affects the current instability.
Since the axial magnetic field suppresses transverse
electron motion, we can suppose that this motion does
not play a governing role under our experimental con-
ditions and the current instability can thus be consid-
ered in a one-dimensional approximation. Therefore,
the main results from one-dimensional computer simu-
lations of unstable discharge modes in thermionic con-
verters [8, 9] also apply to vacuum arc diodes.

When the current is minimum, the plasma boundary
emitting electrons is in the middle of the diode and the
external voltage is mainly applied between this bound-
ary and the anode. The space charge sheath of the elec-
tron beam screens the plasma from the external field.
As the boundary propagates toward the anode with the
plasma ion velocity (~104 m/s), the sheath becomes
thinner and the diode current increases. When the cur-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
rent density approaches its critical (maximum) value,
the electron flow velocity becomes higher than the elec-
tron thermal velocity, the screening sheath breaks, and
the external field penetrates into the plasma. This leads
to the formation of a new emitting boundary in the
emission orifice and a new space charge sheath, across
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Fig. 5. Mass spectrograms of the accelerated ions at B =
(a) 0 and (b) 6.8 × 10–2 T.
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which a significant fraction of the external voltage falls.
The plasma then breaks, and a positively charged tran-
sitional plasma is produced on the anode side. This is
confirmed by probe measurements. The new plasma
boundary propagates toward the anode with the plasma
ion velocity. The electron beam formed in the break
region passes through the transitional plasma and tur-
bulizes it. As a result, the electron beam is spread over
energy and the ions are accelerated to energies that are
20–40 times higher than the external potential. The
transitional plasma is destroyed by both the external
field and the electron beam, which transfers a fraction
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Fig. 6. Maximum energy of the accelerated ions Wmax vs.
magnetic induction B for U = 8 kV.
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Fig. 7. Maximum energy of the accelerated ions Wmax vs.
initial acceleration voltage U for B = (1) 0 and (2) 6.8 ×
10−2 T.
of its momentum and energy to the accelerated ions.
The length of the voltage fall region (which includes
the space charge sheath and the turbulized plasma)
increases, whereas the electron current decreases.
When the current is minimum, the transitional plasma
almost disappears and a new cycle of relaxation oscil-
lations begins. The period of relaxation oscillations T0

is equal to the time during which the plasma flowing
from the source fills the region occupied by the transi-
tional plasma. The length of this region is the sum of
diode gap length l, the length of the region lying beyond
emission orifice 4 (Fig. 1) (it increases with orifice
diameter d), and the length of the region inside the
accelerating electrode (it extends with decreasing volt-
age U across the diode). This explains the observed
dependence of T0 on U and d [7]. The high-frequency
oscillations predicted by computer simulations and
observed experimentally are excited when the current
reaches its maximum. These oscillations can change
the plasma and diode potentials and can lead to the
energy spread of the electron beam. Since the critical
current is proportional to the plasma density in the
source (Fig. 4), the thermal electron velocity does not
change during a discharge. The critical current is two to
three times higher than the saturation current of the
plasma emitter.

The acceleration of heavy magnesium ions is not
suppressed by the axial magnetic field; this, however,
does not mean that the acceleration is one-dimensional
in character. Strong turbulence can neutralize the action
of the magnetic field. The acceleration region is highly
inhomogeneous [10, 11]: there are current filaments
[12], in which the ions are accelerated, and compres-
sion regions [10, 11, 13], from which the accelerated
ions are emitted. The axial magnetic field probably pre-
vents the plasma compression and the formation of
numerous accelerating structures, thereby decreasing
the number and energy of the accelerated ions.
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Abstract—A statistical model of the lightning channel attraction to ground objects is proposed based on the
analysis of the available experimental data on the breakdown of long air gaps and the propagation of the light-
ning leader channel. The model allows one to estimate the probability of lightning interception by a lightning
rod and of lightning damage of the protected object. Examples of calculating the probabilities of lightning strike
to the lightning rod and neighboring areas are presented. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

At present, lightning-rod protection zones around
objects with a height of up to 150 m are specified by
regulations [1]. However, the existing methods for
determining these zones do not allow one to account for
the entire complex of phenomena influencing the pro-
cess of lightning protection. Lightning damage of such
objects as missile launch complexes and oil storage
tanks can lead to significant material losses and techno-
genic catastrophes. This necessitates the development
of models allowing one to more exactly estimate the
probability of lightning damage. Such models are also
necessary for estimating the efficiency of new methods
of lightning protection.

Because of the difficulties encountered in investigat-
ing natural lightning, much effort has been devoted to
mathematical and physical modeling of the processes
accompanying the development of lightning. In some
studies (see, e.g., [2–4]), the distribution of the electro-
static field near a lightning rod and other objects under
thunderstorm conditions were calculated. Such calcula-
tions are usually performed under the following
assumptions: the critical corona field is Ec = 30 kV/cm
and the critical fields that are necessary for the develop-

ment of the positive and negative leaders are  =

5 kV/cm and  = 10 kV/cm, respectively. In [5], a 3D
stochastic fractal model of lightning propagation was
proposed. However, this model did not take into
account fluctuations of such important parameters as
the leader propagation velocity, the leader head poten-
tial, the external electric field strength, etc. The authors
also did not consider the process of lightning strike to a
ground object. In [6], the so-called electrogeometric
lightning model was used. This model assumes the
existence of a functional dependence between the max-
imum lightning current and the length r to which the
lightning channel stretches during each next stage of its

Ecr
+

Ecr
–

1063-7842/05/5009- $26.00 1150
propagation. The spatial orientation of the lightning
stages is assumed to be determined by a statistical dis-
tribution, the parameters of which depend on the dis-
tance to the ground. It is also assumed that the entire
discharge channel is formed when some object or the
ground is located at a distance less than r from the
already formed incomplete discharge channel. A disad-
vantage of such an approach is that the influence of the
electric field distribution on the propagation velocity
and direction of the lightning leader is ignored. In [7],
a 2D fractal model was developed that described the
propagation of a stepped leader stroke toward the
ground and the development of an upward leader from
the ground. The practical application of this model is,
however, limited by its qualitative character. In [8], a
fractal theory was used to describe the development of
a high-voltage discharge directed toward the iono-
sphere. In [9], results were presented from the fractal
modeling of lightning strikes to ground objects, light-
ning rods, and the ground for different lightning polar-
ities, different angles at which lightning approaches the
ground, different ground topologies, and different
ratios between the height and width of a building. The
existence of local regions with an increased electric
field (e.g., building’s frontons) was also taken into
account. The probability of breakdown was assumed to
depend on the electric field strength as p ~ Eη. However,
the method for choosing the η value, which signifi-
cantly affects the development of the lightning channel,
was not described.

Another stochastic fractal model of streamer and
leader propagation in long discharge gaps was pro-
posed in [10]. The model assumes that the streamers
emerge stochastically and their propagation velocity
depends on the electric field strength. The average
propagation time of the streamers was calculated, and
only those streamers whose propagation time was no
less than this average time were assumed to continue
© 2005 Pleiades Publishing, Inc.
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growing. The leader was assumed to propagate in the
most probable propagation direction, with the propaga-
tion probability depending on the electric field strength.
Disadvantages of this model are that it is two-dimen-
sional and that the boundary conditions were formu-
lated quite unclear (the dimensions of the computation
region also were not indicated). According to the data
of É.M. Bazelyan and Yu.P. Raizer, whose works are
cited by the authors of this model, the streamer (leader)
velocity depends on the potential difference between
the head of the streamer (leader) and the point toward
which it propagates (see, e.g., [11]). Meanwhile, in the
model, the leader velocity was assumed to be constant
and equal to 104 m/s, while the applied voltage, which
was assumed to be equal to the leader channel voltage,
was varied from 480 to 790 kV. There was also no clear
reasoning behind the method for choosing the time step
in modeling streamer development and for calculating
the probability of leader propagation. Thus, the expo-
nent in the dependence of the breakdown probability on
the electric field strength was not indicated. It is also
unclear how the leader propagation time (which is sig-
nificantly longer than the streamer propagation time) is
accounted for. The physical processes discussed in
[10], as well as the experimental data provided by the
authors, bear only an indirect relation to the develop-
ment of the lightning leader channel because they oper-
ate with gap lengths that are three orders of magnitude
shorter and with voltages that two to three orders of
magnitude lower than those associated with lightning.

Therefore, in order to solve the problem of lightning
protection, it seems expedient to elaborate a stochastic
mathematical model describing the development of the
lightning leader channel in the final stage of its propa-
gation to the ground. The model should also take into
account the dependence of the leader propagation
velocity on the electric field strength, the 3D distribu-
tion of the electric field around the lightning rod and
protected objects, a reduction in the streamer resistance
in the final-jump phase, and the grounding resistance of
the protected objects.

At present, a large amount of experimental data has
been accumulated on the electrophysical characteristics
of long sparks and lightnings, as well as on the pro-
tected zones of singe lightning rods. This data were
used as a basis for the development of our model.

1. EXPERIMENTAL DATA 
USED IN DEVELOPING THE MODEL

According to [11], the attraction of lightning to a
ground object is caused by the influence of the latter on
the distribution of the cloud electric field, which directs
the leader, on average, downward, toward the ground.
The mechanism behind the action of such weak exter-
nal fields (E0 ~ 100 V/cm) on the propagation of the light-

ning leader, whose field strength is no less than  =Ecr
+
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5 kV/cm for positive and  = 10 kV/cm for negative
leaders, is explained in [11] as follows: the leader
velocity is determined by the difference between the
leader head potential Uh and the external field potential
U0 in the head location. The high potential drop 

over a relatively short streamer zone creates the field
EL ≈ 5–10 kV/cm @ E0, which is sufficient for the
development of a streamer and then a leader. The
authors of [11] believe that the external field either
accelerates or decelerates the leader. The leader veloc-
ity is a certain function of the absolute value of the volt-
age difference at the leader head, vL = f(∆U), where U0
in the expression for ∆U is a function of the radius vec-
tor r of the head. In [11], the following empirical rela-
tion between the leader velocity vL and the voltage at
the leader head was presented:

(1)

Since U0 ! Uh, it can be assumed that ∆U ≈ Uh and,
therefore, vL ~ |∆U|γ, where γ = 1/2. As a result, in [11],
the following equation for leader acceleration was
obtained:

(2)

where the positive and negative signs refer to a negative
and a positive leader, respectively.

The second term in Eq. (2) leads to the acceleration
of a negative leader if it propagates in the direction
opposite to the field vector. The higher the external field
strength and the smaller the angle between the field
vector and the leader propagation velocity, the higher
the acceleration.

When the charged channel of a downward leader is
shorted instantaneously to the ground, the discharge
current through the grounded end of the channel should
also reach its peak value instantaneously. In this case,
the peak current depends only on the wave impedance
of the channel and is independent of its active resis-
tance. In reality, the current in the main stoke increases
over a few microseconds and, sometimes, over a few
tens of microseconds. In [11], such a relatively slow
growth of the lightning current was attributed to the
properties of the commutator, whose role in this case is
played by the streamer zone of the downward leader.
According to this approach, the current growth rate and
the current rise time near the ground are determined by
the processes in the vanishing streamer zone of the
former leader, rather than in its channel. The authors of
[11] believe that indirect evidence for this is that, for a
positive lightning, whose streamer zone is longer than
that of a negative lightning at the same voltage, the cur-

Ecr
–

∆U Uh U0– 10–100 MV∼=

v L aUh
1/2.≈
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rent rise time is several times longer. This opinion is
maintained by V.A. Rakov, who pointed out that the
processes in the final-jump phase, during which the
lightning current front is formed, are determined by the
impedance of the plasma switch at the point of light-
ning strike [12]. Therefore, the leader’s streamer zone,
which serves as a commutator, has a finite resistance
and contracts over a finite time. The slope of the current
front is determined by the decay rate of the resistance
of this intermediate element between the leader channel
and the ground. The duration of the pulse itself is deter-
mined by the length of the channel through which the
wave of the main stroke propagates.

According to [11], in the final-jump phase, which
begins when the streamer zone reaches the electrode of
opposite polarity (the ground or a grounded object in
the case of lightning), the streamer discharges through
the electrode surface. The streamer velocity increases
rapidly as the streamer zone contracts. This sharp
increase in the current, which lasts over a few microsec-
onds, precedes the current pulse of the main stoke. The
latter begins when the leader channel reaches the elec-
trode.

The development of breakdown of a long (up to
29 m) rod–plane gap to which a positive voltage was
applied was studied in [13]. It was pointed out that the
leader consists of a narrow plasma channel and a fan-
shaped streamer zone (ionization zone), which occu-
pies a certain volume ahead of the channel and feeds it.
The channel transports the electrode potential and,
accordingly, the region of the strong electric field into
the gap, thus ensuring the leader development. The
propagation velocity of the streamer head is higher than
that of the leader head by one order of magnitude. The
authors of [13] distinguished two main stages of a long-
gap breakdown. The first stage lasts from the formation
of a corona to the instant a which the outer boundary of
the leader’s streamer zone contacts the opposite elec-
trode. In the second (final-jump) stage, the streamer
zone reaches the opposite electrode and its length
decreases, while the length of the leader channel grows.
The number density of the streamers in the streamer
zone, the velocities of the streamers and leaders (v st and
vL), and the discharge current ip grow as the streamer
zone contracts (by approximately one order of magni-
tude as compared to its initial length), while the
streamer resistance decreases.

The streamer resistance per unit length is on the
order of 1012 Ω/m [14]. This means that, as the streamer
crosses the gap (this stage lasts over 10–20 µs), the head
of the streamer looses a galvanic contact with the point
of its origin. The leader resistance per unit length RPL

is about 10 Ω/m [11]. Presumably, the discharge chan-
nel resistance per unit length in the final-jump phase,
RPF, is equal to a certain intermediate value between
the streamer and leader resistances per unit length. The
value of RPF can be estimated from the following con-
siderations: According to the experimental results of
[13], the development of a discharge in the final-jump
phase depends significantly on the external resistance
R0, which is included in the discharge circuit between
the high-voltage source and the discharge gap. Thus,
under the experimental conditions of [13], the external
resistance R0 was relatively low (R0 < 103 Ω), while the
streamer and leader velocities and the current were
v st = 5 × 107 m/s, vL = 106 m/s, and ip = 103 A, respec-
tively, and the duration of the final-jump phase was
shorter than 10 µs. At a sufficiently high external resis-
tance (R0 > 105 Ω), the final-jump phase can be pro-
longed to a few thousand microseconds, while the
streamer and leader velocities and the discharge current
can be reduced to v st = 105 m/s, vL = 103 m/s, and ip =
1 A, respectively. Therefore, when the discharge circuit
in the final-jump phase becomes disconnected, the
resistance of the streamer zone and the external resis-
tance, which are connected in series, play the role of a
voltage divider. Apparently, at R0 < 103 Ω , the voltage
is mainly applied to the discharge gap, while at R0 >
105 Ω , most of the voltage is applied to R0, which leads
to the slowing down of the discharge processes in the
final-jump phase. Taking into account that the length of
the discharge gap in [13] was a few meters, we can use
the following estimate for the average streamer resis-

tance per unit length in the final-jump phase: R  ~
104 Ω/m.

2. MAIN IDEAS AND ASSUMPTIONS
USED IN DEVELOPING A MATHEMATICAL 

MODEL FOR DESCRIBING THE ATTRACTION 
OF THE LIGHTNING LEADER TO A GROUND 

OBJECT

Since the majority of lightning leaders transport a
negative charge toward the ground (see, e.g., [15, 16]),
we will further concentrate on negative lightning,
although the model described below can be applied to
positive lightnings as well. According to [17], the
length of the streamer zone during breakdown of a long
air gap is approximately equal to the height from which
the leader begins to be attracted to the ground electrode.
This equally applies to both positive and negative lead-
ers. The same principle can also be applied to ultra-long
sparks—lightning. According to the available experi-
mental data, the streamer head looses a galvanic contact
with the leader due to the high resistance of the rela-
tively cold plasma in the streamer channels, and the
ensemble of streamers produces a streamer zone in
which the electric field distribution is nearly uniform
because the field is equalized by the excessive charge of
the numerous streamer heads [13]. We will assume that
the so-called last stroke, i.e., the last stage of the light-
ning leader propagation toward the ground and to the
objects located on it, begins when the streamer zone
reaches them. In essence, the last stroke is the propaga-
tion of the leader channel through the streamer zone in

PF
av
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the final-jump phase. We will also assume that it is from
this instant that the lightning leader begins to be
attracted to a ground object that will subsequently be
struck by lightning. By the length of the streamer zone,
we mean the distance from the leader head at which the
streamers stop propagating [11, 18]. During the devel-
opment of a negative leader, the lowest electric field
strength in the streamer zone is approximately equal to

 = 10 kV/cm; hence, the height of the attraction
zone, which is equal to the initial length of the streamer
zone in the final-jump phase, is

(3)

For a lightning voltage of Um = 10–100 MV, the
height of the attraction zone is 10–100 m, which agrees
with the commonly accepted values of this height (see,
e.g., [19]).

Through the ground areas and grounded objects to
which the streamer zone is connected after the begin-
ning of the final-jump phase, the current

(4)

begins to flow. Here, iF is the discharge current in the
final-jump phase, RPF is the streamer channels’ resis-
tance per unit length in the final-jump phase, RR is the
resistance of the ground part of the lightning rod, RG is
the resistance of the ground area over which the current
spreads, and Lst is the length of the streamer zone.

It was pointed out in [13] that, in the final-jump
phase of the leader development in long air gaps, the
leader channels are highly branched. Moreover, several
parallel branches with their own heads can develop
simultaneously. We will assume that, in the final stage
of the lightning propagation toward the ground, several
leader channels develop concurrently and the return
stroke occurs through the channel that first reaches a
zero-potential node. Taking into account that the diam-
eters of the leader channels are many orders of magni-
tude smaller than their length and the distance between
them, we will ignore the mutual influence of the leaders
through their electric fields.

Since the process of the leader propagation through
the ionized streamer zone is stochastic in character, we
will consider all the possible directions of the leader
propagation. To determine the probability of lightning
strike to a given object, we will consider how a leader
approaches it from different distances in the axial and
azimuthal directions and at different angles with
respect to the vertical axis. The leader can have differ-
ent initial velocities in the range vL0 = 105–106 m/s (see,
e.g., [11]). Since the values of Lst and vL are determined
by the electric potential of the leader head Um (see
Eqs. (1), (3)), they are mutually dependent. Therefore,
specifying the potential Um, we thereby define the val-
ues of Lst and vL0. Let us divide the problem into two
parts—the field and the chain ones—and solve them at

EL
–

Lst0 Um/EL
– .∼

iF Um/ RPFLst RR RG+ +( )=
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each time step. The initial time in our simulations is the
beginning of the final-jump phase, i.e. the instant at
which the streamer zone comes into contact with a
grounded node.

Let us consider a scenario of the leader development
in one of the possible directions, e.g., along a straight
line directed toward the lightning rod or a protected
object with the spatial coordinates (xP, yP, zP). We
denote the initial coordinates of the leader head by (xL,
yL, zL). The initial distance between the leader and the
given object is

Dividing RPL0 into NL parts, we obtain the spatial
step by which the lightning channel propagates in
numerical simulations: ∆dL = RPL0/NL. If the leader
velocity remains constant, then the time step is also
constant,

Assuming that the leader propagation is described
by Eq. (2) (i.e., considering accelerated propagation),
we find that the ith time step is equal to

where vL(i – 1) is the leader velocity at the (i – 1)th and
ai is the leader acceleration at the ith step.

We can then calculate the distribution of the electric
field at the nth time step tn = ti, taking into
account a specific configuration of the leader channel at
this time step. After this, using Eq. (2) and the newly
found potentials and electric field strengths around the
leader head, we can calculate the leader acceleration
a(n) at the nth time step. From this acceleration, we find
the new propagation velocity of the leader v(n) and the
new length of the contracted streamer zone Lst(n) =
Lst0 – n∆dL, because the leader had propagated toward
the object by ∆dL.

Then, we calculate the circuit. We assume that, in
the final-jump phase, the leader head is connected gal-
vanically to the grounded node through the resistance
RF = RPFLst of the corresponding streamer from the
streamer zone. In determining the discharge current, it
is necessary to take into account a decrease in RF,
because the streamer resistance RPF per unit length is
inversely proportional to the current flowing through it
and Lst decreases as the leader propagates.

According to [20], the dependence of the spark
resistance on the current and time that was proposed by
Rompe and Weitzel was obtained under the assumption
that the internal energy of the discharge is completely
spent on ionization, molecular excitation, and electron
gas heating and that there are no losses for heat conduc-

RPL0 xP xL–( )2 yP yL–( )2 zP zL–( )2+ + .=

∆ti const RPL0/v L.= =

∆ti 4v L
2 i 1–( ) 8aiRPL0+( ) 2v L i 1–( )–[ ] /2ai,=

∆
i 1=
n∑
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tion, radiation, and channel expansion:

(5)

where aRV is a coefficient, equal to 0.8–1.0 atm cm2/sV
for oxygen and nitrogen [20], and p is the pressure.

For a spark current on the order of a few kiloam-
peres or more [20], the expansion of the discharge
channel starts to influence the channel conductivity. In
this case, the dependence RP(i, t) can be described ana-
lytically according to the Braginskiœ model [21], further
developed in [22],

(6)

where kb = (4πσ2/ρ0ξ)1/3, ρ0 is the density of the gas in
which the discharge occurs, σ is the specific conductiv-
ity of the discharge channel (equal to 3 × 102 S/cm for
air), and ξ is a coefficient (ξ = 4.5) [20].

In deriving Eq. (6), it was assumed that the channel
conductivity reaches a certain value and then remains
constant, whereas the channel resistance is determined
solely by its expansion. In [23], the following formula,
which generalizes Eqs. (5) and (6) for the spark resis-
tance per unit length, was derived:

(7)

where kn, γ, δ, and C1 are parameters, equal to

(8)

for the Rompe–Weitzel model and

(9)

for the Braginskiœ model.
Therefore, in calculating the streamer resistance in

the final-jump phase by formula (7), we used coeffi-
cients (8) for currents of iF < 103 A and coefficients (9)
for iF > 103 A.

It was assumed that the lightning leader channel
came into contact with the node if the latter was
touched by the leader channel or if the resistance of the
attached streamer per unit length decreased to

(10)

where RPL = 10 Ω/m is the leader channel resistance
per unit length and kF is a coefficient varying in the
range 1–10. It was assumed in our simulations that
kF = 10.

Condition (10) can be regarded as a criterion for the
transformation of a streamer channel into a leader one,
because it is the low conductivity of the streamer chan-

RP i t,( ) 1/ 2aRV / p i2 td

0

t

∫ ,=

RP i t,( ) 1/ kb i2/3 td

0

t

∫ ,=

RP i t,( ) 1/ kn iγ td

0

t

∫
δ

 
 
 

,=

kn 2a/ p, γ 2, δ 0.5,= = =

kn kb, γ 2/3, δ 1= = =

RPF kFRPL,=
nel that ensures the absence of galvanic coupling
between the streamer and the leader.

In order to describe the lightning attraction to a
grounded object, we will use the minimum time–maxi-
mum probability principle. This principle and its appli-
cation to the problem of lightning protection are well
known (see, e.g., [24]). According to this principle, the
probability of lightning strike to a certain node is
inversely proportional to the time during which the
leader propagates to this node.

The above algorithm was used to calculate the time
tik that was necessary for a leader channel to reach the
ith node in the kth version of the leader propagation sce-
nario, which was determined by the value of the initial
radial distance LR from the lightning rod (or a ground
object) to the leader channel, by the deviation angle α
of the leader from the vertical axis, and by the leader
channel voltage Um, which defined the values of Lst and
vL0. The area S into which lightning was expected to
strike was divided into N regions, each with an area of
S/N. It was assumed that the probability density of
lightning strike within the S/N area was uniform and
was determined by the probability of lightning strike to
its central node. The values of tik were calculated for all
N ground nodes to which lightning could strike, and the
minimum time tk = {tik}min was determined. It was also
assumed that lightning could strike only those M nodes
for which the ratio of the leader propagation time to tk

exceeded unity by no more than δ = 0.1. The δ value
was determined by the scatter in the average values of
breakdown voltages of a few-meter-long air gaps with
a strongly nonuniform field (see, e.g., [11]). For the rest
N – M nodes, the strike probability was assumed to be
negligibly small. Hence, it was assumed that

(11)

(12)

where kp = δ = 0.1 is a coefficient.

The probability of lightning strike to the ith region
with an area of S/N was then determined as

(13)

We performed detailed calculations for K different
initial positions of the leader channel relative to a given
object. The probability of lightning strike to the ith
node was defined using Eq. (13) as

(14)

Therefore, performing calculations by the above
algorithm and using Eq. (14), we could find the proba-
bility of lightning strike to the object under consider-
ation.

pik 0, if 1/tik 1 kp–( )1/tk,≥>

pik 0, if 1/tik 1 kp–( )1/tk,<=

pik 1/tik( )/ 1/t jk( ).
j 1=

M

∑=

pi pik/K .
k 1=

K

∑=
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3. EXAMPLES OF NUMERICAL SIMULATIONS 
OF THE LIGHTNING LEADER ATTRACTION

An important parameter of lightning protection is
the potential Um that the lightning leader carries to the
ground. The current of the main stroke Im, which causes
the strongest damages, is proportional to Um. According
to [11], Um depends on Im as

Based on the data from [11], we find that the Zm

value lies within the range Zm ≈ 800–1200 Ω .

Measurements of the lightning current provide
experimental data on the probability distribution of
lightning strikes for a given discharge current. Accord-
ing to [25], the current of negative lightning exceeds
7 kA with a probability of 0.95 and 2 kA with a proba-
bility of 0.995 (this value was obtained using an
approximation). We will use these values when verify-
ing the results of calculations of the radii of the zones
protected by single lightning rods with different inter-
ception probabilities. According to [1], the radius of the
zone protected by a lightning rod of height h is RM ≈
1.1h for an intercept probability of p = 0.995 and RM =
1.5h for p = 0.95. Let us use the above algorithm of cal-
culating the probability of lightning strike to different
ground areas around a lightning rod to determine RM for
p = 0.995 and 0.95. We consider the most unfavorable
situation, in which the downward leader does not devi-
ates from the vertical axis (α = 0°) at the maximum dis-
tance from the lightning rod, LR = RM (where LR is the
initial radial distance between the lightning rod and the
leader channel). A square grid with a mesh size of ∆ =
5 cm, which was chosen to be equal to the average cross
section of the lightning rod, was overlaid on the ground
around the lightning rod. The calculations of the times
during which the leader propagates to all the nodes of
this grid at RM = 1.5h showed that, at Um ≥ 8 MV (which
corresponded to Im ≥ 6–10 kA), the probability of light-
ning strike to the lightning rod was equal to unity,
because the time required for the leader to reach any
other node exceeded tk by a factor of more than 1.1. For
RM = 1.6h and Um ≥ 8 MV, the probability of lightning
strike to the rod was less than unity. Similar calcula-
tions performed for RM = 1.1h and Um ≥ 2.5 MV (Im ≥
2–3 kA) gave pM = 1, while for RM = 1.2h, we obtained
pM < 1. Therefore, we can conclude that our model
allows one to correctly calculate the radii of the zones
protected by a single lightning rod as functions of the
lightning interception probability.

Figure 1 illustrates the results of numerical calcula-
tions performed using a computer code based on the
above model. In calculations, the height of the lightning
rod was assumed to be h = 10 m and the initial radial
distance from the lightning rod to the lightning leader
was LR = 15 m. The figure shows the distributions of the

Um ZmIm.≈
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lightning strike probability around a lightning rod,

(15)

where ti is the time during which the leader propagates
to the ith node and M is the number of nodes for which
1/ti ≥ (1 – kp)1/{ti}min.

These probabilities were calculated for all the possi-
ble nodes to which lightning could be attached, includ-
ing those for which the condition 1/ti ≥ (1 – kp)1/{ti}min
was not satisfied. The sum of the reciprocals of the

pi* 1/ti( )/ 1/t j( ),
j 1=

M

∑=
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Fig. 1. Probability distribution of lightning strikes to a rod
and the surrounding ground area for lightning potentials of
Um = (a) 50 and (b) 3 MV: (1) location of the lightning rod
on the ground, (2) point above which the process of light-
ning leader attraction begins, (3) ground, (4) lightning rod,
and (5) lightning leader.
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leader propagation times for those M nodes for which
1/ti ≥ (1 – kp)1/{ti}min was chosen as a basic value in the
denominator of formula (14). Therefore, relative prob-
ability (15) differs from absolute probabilities (11) and
(12) in that no probabilities in it are zeroed out. This is
done in order to visualize the results obtained and to
simplify their comparison and interpretation.

Figure 1a corresponds to the case where the poten-
tial of the lightning leader is Um = 50 MV, while Fig. 1b
corresponds to the case with Um = 3 MV. Numerals 1
and 2 in the figure denote the location of the lightning
rod on the ground and the point above which the pro-
cess of lightning leader attraction begins, respectively.
It can be seen that, at Um = 50 MV, the relative proba-
bility of lightning strike to the rod is more than five
times larger than the probability of lightning strike to
the protected ground area. The difference in the proba-
bilities of lightning strike to the rod ( ) and to the

protected ground area ( ) decreases as the lightning
potential is decreased to Um = 10 MV and lower (see
Fig. 1b). It is assumed that the probability of lightning
strike to the rod in the first case (see Fig. 1a) is equal to
unity, because the time during which the lightning
leader propagates to any node located on the ground
exceeds the time during which it propagates to the rod
by more than 10%. In the second case (Fig. 1b), the
time during which the leader propagates to the rod is
somewhat longer (by 6%) than the minimum time
required for the leader to propagate to the ground; this
means that lightning will not strike the rod. The proba-
bility of the occurrence of lightning with a voltage of
Um = 3 MV (which corresponds to Im ≈ 2.5–3.75 kA) is
0.95 [25]. The 0.995 probability corresponds to the
smaller radius of the zone protected by the lightning
rod: RM ≈ 1.1h. Therefore, the absence of lightning
strikes to the rod for RM = 1.5h and Um = 3 MV agrees
with the experimental data cited in the regulations [1].

It can be seen from the results of calculations (see
Fig. 1) that it is rather difficult to intercept a low-volt-
age lightning. A comparison of Fig. 1a and Fig. 1b
shows that the probability of lightning interception by a
lightning rod decreases with a decrease in the lightning
potential.

The assumption that the attraction of the lightning
leader to a ground object begins after the lightning
streamer zone reaches this object allows us to explain
the large attraction radii (20–100 m) of negative light-
nings. Our calculations show that, at such distances
from the ground object to the high-voltage leader chan-
nel, the electromagnetic interaction between them is
negligibly weak. That the leader is remotely controlled
by the ground object can naturally be explained if we
assume that, after the streamer channel contacts the
object, the leading channel (whose resistance changes
nonlinearly as the leader approaches the object and the
discharge current increases) begins to develop between
them. This assumption, in our opinion, is the only

pm*

pz*
explanation of the fact that the downward and upward
leaders meet one another, because their electromag-
netic interaction is negligibly weak due to the small
radius of the zone occupied by the electromagnetic
fields of these thin discharge channels.

CONCLUSIONS

(i) The adequacy of calculating the radius of the
zone protected from negative lightning by a single
lightning rod is confirmed by the agreement between
the results obtained using the model proposed in this
paper and the normalized results obtained for lightning
rods with heights of less than 150 m at two values of the
lightning interception probability.

(ii) The model proposed can be used to perform
comparative calculations for different types of light-
ning rods (e.g., active ones), as well as to determine the
probability of lightning strikes to ground objects of var-
ious geometric configurations, including those with
heights larger than 150 m.

(iii) The model allows one to explain difficulties
associated with the interception of positive lightning,
whose attraction begins at heights significantly lower
than those for negative lightning.

(iv) The model can be used to determine the dis-
tances between several neighboring lightning rods that
protect a grounded object with a given (including very
high) degree of reliability.
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Abstract—The microstructure of a nanosecond spark discharge in atmospheric-pressure air in uniform and
highly nonuniform electric fields is investigated. It is found that an 0.1- to 0.4-mm spark channel consists of a
large number (from 100 to 1000) of 5- to 10-µm-diameter microchannels distributed nearly uniformly over the
channel cross section. The current amplitude in the spark is 1.5–3 kA, and the current density in a microchannel
is 107 A/cm2. It is shown that the formation of the microstructure cannot be attributed to ionization–heating
instability. The instability of the ionization wave front is suggested as a mechanism for the microstructure for-
mation. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The problem of the geometric parameters of current
channels (the radii r of streamers and sparks) is being
widely discussed in the literature because the channel
cross-sectional area determines the current density; the
electron temperature; and, therefore, the influence of
the discharge on the gas. These parameters are rather
difficult to measure using optical and electron-optical
methods, which is related to the relatively low integral
resolution of the recording apparatus of high-voltage
devices [1]. It should also be noted that the inner struc-
ture of the current channel can be unresolvable against
the background of the glowing external shell.

It is commonly accepted that the minimum possible
value of r is limited by the radial ionization expansion
of the channel, which agrees with the results of optical
measurements (r ≥ 0.1 cm) in high-voltage discharges
in air [1]. However, it was shown in [2–4], where a
high-voltage diffuse aperiodic nanosecond discharge
ignited in air between a plane and a parallel wire was
investigated by the autograph method, that the current
channels had a rather complicated transverse structure.
It was found that the current channels consisted of 1- to
10-µm-diameter microchannels distributed nearly uni-
formly over the channel cross section. At an average
channel diameter of 3 mm and a current of 10 A, the
number of microchannels reached 1000. Groups of
microchannels with r ≤ 10 µm were also found in a bar-
rier discharge [5].

In the present study, the microstructure of the cur-
rent channel of a nanosecond spark discharge in atmo-
spheric-pressure air in uniform and highly nonuniform
electric fields was investigated by the autographs
1063-7842/05/5009- $26.00 1158
method. It was found that, at a spark current of 1.5–
3 kA, the spark channel with a diameter of 0.1–0.4 mm
consisted of a large number of 5- to 10-µm-diameter
microchannels.

EXPERIMENTAL SETUP

The experimental setup (see Fig. 1) consisted of a
power supply (PS), discharge gap (DG), and diagnostic
equipment. A 14-cascade Arkad’ev–Marx generator
with air dischargers, a storage capacitance of 400 pF,
and an internal resistance of 20 Ω [6] was used as a
high-voltage pulse generator (HVPG). With a load
resistance of R = 270 Ω , the current rise time was 20 ns
and the voltage pulse amplitude was 200 kV. The
HVPG could provide voltage pulses of both positive
and negative polarity in the discharge gap. One of the
electrodes was powered, while the second one was
grounded through shunt SH.

PS

DG

SH D

Fig. 1. Schematic of the experimental setup.
© 2005 Pleiades Publishing, Inc.
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A spark in a uniform electric field was produced by
applying negative voltage pulses, whereas that in a
highly nonuniform electric field was produced by
applying both negative and positive voltage pulses.
Gaps with a uniform electric field were formed by two
identical Chang-profile electrodes with a plane-surface
diameter of 15 mm, maximum diameter of 40 mm, and
height of 20 mm. Gaps with lengths of d = 3 and 5 mm
were used. To reliably record the current channel
imprints, the electrodes were made of bismuth, which
has a relatively low sublimation energy.

To study the spark channel structure in a highly non-
uniform electric field, a point–plane gap with a length
of d = 3.5 cm was used. The diameter of the plane cop-
per electrode was 9.5 cm. The point electrode with a
length of 7 cm, diameter of 7 mm, vertex angle of 20°,
and tip curvature radius of 0.2 mm was made of alumi-
num alloy. A 10-µm aluminum foil was used to record
the channel microstructure. The foil was set on a dielec-
tric ring, which was installed in the middle of the dis-
charge gap, in parallel to the plane electrode.

The voltage U across the discharge gap was mea-
sured using screened resistive divider D and the current
I was measured using low-inductive coaxial shunt SH.
The voltage and current signals were recorded by a dig-
ital oscilloscope with a bandwidth of 500 MHz.

In each shot, we photographed the spark and its
imprints on the electrode surfaces. A side view of the
spark was taken by a digital camera installed at a dis-
tance of 0.5 m from the gap. The imprints of the current
channels on the electrodes were photographed by a
microscope with a 15-fold magnification and 5-µm res-
olution.

EXPERIMENTAL RESULTS

Typical voltage and current waveforms of a spark
discharge produced in a uniform 3-mm gap and the cor-
responding photographs of the spark and its imprint are
presented in Figs. 2–4. The amplitude of the discharge
voltage was 25 kV, the current rise time (including
prepulse) was 15 ns, and the current amplitude was
3 kA. The prepulse at the front of the voltage pulse is
associated with the specific features of HVPG opera-
tion and is presumably related to the nonsimultaneous
action of the dischargers.

The diameter of the discharge imprint on the
grounded electrode is ∆ ≈ 0.4 mm. It can be seen that
the spark possesses an internal microstructure in the
form of an ensemble of 5- to 10-µm diameter micro-
channels distributed nearly uniformly over the channel
cross section. In the central part of the imprint, the
metal is melted and the individual microchannels
merge into craters with diameters of 20–30 µm. The
total number of microchannels is N = 600–900. A sim-
ilar picture was also observed on the powered elec-
trode.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
For d = 5 mm, we also observed microstructured
spark imprints with a diameter of ∆ ≈ 0.4 mm on both
electrodes. However, because of the stronger melting of
the electrode surface, the picture was fuzzier and the
microchannels in the central part of the imprints
merged into 20- to 100-µm-diameter craters. Neverthe-

Fig. 2. Photograph of the discharge in a uniform electric field.
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the case of a uniform electric field.

100 µm

Fig. 4. Imprint of a spark on the grounded electrode in the
case of a uniform electric field.

–5



 

1160

        

PERMINOV, TREN’KIN

                                                                                         
less, individual microchannels with diameters of ∆mic =
5–10 µm could still be distinguished at the periphery.
The estimated discharge energy for d = 3 and 5 mm was
0.16 and 0.18 J, respectively. This indicates that the
stronger electrode melting in the second case is appar-
ently a result of the larger energy deposition.

Assuming that the microstructure exists at the
instant of the maximum current I and that the current is
uniformity distributed between microchannels, we
obtain the following estimate for the average current
density 〈 jmic〉 in microchannels:

which significantly exceeds the previously observed
values [7]. The above 〈 jmic〉 value is apparently the
lower estimate because the minimum microchannel
diameter ∆mic observed in our experiments was deter-
mined by the microscope resolution and the average
value of ∆mic can be even smaller.

Typical voltage and current waveforms of a spark
discharge produced in a highly nonuniform field are
shown in Fig. 5. Both for the positive and negative
polarity, the spark developed from the point electrode
to the central part of the foil and then from the foil edge
to the grounded electrode.

Visually, there was only one spark channel; how-
ever, on the foil side facing the point electrode, imprints
of two to five closely spaced 0.1- to 0.3-mm-diameter
channels were observed. Within these channels, there
were imprints of nearly uniformly distributed micro-
channels with an average diameter of 5 µm. The aver-
age density of microchannels was 7.8 × 103 mm–2.
Through holes were sometimes observed in the foil
instead of the channel imprints. No influence of the
electrode polarity on the electrical and spatial charac-
teristics of a discharge was detected.

jmic〈 〉 4I

πN ∆mic( )2
------------------------ 107 A/cm2,= =
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Fig. 5. Waveforms of the discharge voltage and current in
the case of a highly nonuniform electric field.
DISCUSSION

It is well known that the microstructure of arc and
high-current diffuse discharges is related to the nonuni-
formity of heat release in the current channel. The
microstructure forms at t ≥ 100 ns after applying the
discharge voltage. For example, when investigating
high-current diffuse discharges in argon [8], the forma-
tion of numerous filaments with diameters of ~100 µm
was observed at t ≥ 100 ns in an initially uniform dis-
charge. It was shown that the formation of the micro-
structure was related to the onset of ionization–heating
instability.

Since the discharge duration in our experiments is
very short (≤100 ns), the formation of the observed
microstructure cannot be attributed to the contraction of
the plasma channel due to the onset of ionization–heat-
ing instability. Let us estimate the time ti required for
the onset of instability under our experimental condi-
tions. According to [9], we have

where γ is the adiabatic exponent, p = 105 Pa is the pres-
sure, j is the current density, and E is the electric field
strength.

Assuming γ = 1.22 as a lower estimate, we obtain
ti ≈ 10–5 s, which is much longer than the entire duration
of the gas discharge.

It is more logical to assume that, in this case, the
microstructure forms as a result of the instability of the
ionization wave front [4, 10, 11] during either the
bridging of the gap or the propagation of the return
wave. The length of the avalanche–streamer transition
under our experimental conditions is zcr < d; i.e., break-
down is of the streamer type. Let us find a lower esti-
mate for the time tc during which the gap is bridged,
assuming that the length of a uniform gap is d = 5 mm
and the breakdown occurs due to the propagation of
strong streamer ionization waves (in this case, the prop-
agation velocity of the ionization wave is maximal and
reaches v  ~ 109 cm/s). As a result, we obtain tc ~ d/v  =
5 × 10–10 s. The time during which the instability of the
ionization wave front develops is ti ~ λ/µE [10], where
λ is the characteristic spatial scale of perturbations, µ is
the electron mobility, and E is the average electric field
in the gap by the instant of breakdown. Substituting λ =
10–3 cm into this expression, we obtain ti ~ 10–11 s. Note
that the field E causing instability near the channel head
is much higher than the average field in the gap; there-
fore, the above value of ti should be considered an
upper estimate. Thus, we have ti ! tc, which means that
the instability of the ionization wave front can lead to
the formation of a microstructure. The fact that the
microchannel diameters are close to each other in our
case too suggests the unique mechanism of microstruc-
ture formation.

ti
γ γ 1–( )p

jE
-----------------------,=
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Micron-diameter current channels can exist only if
the gap is bridged very rapidly, so that the microchan-
nels heads have no time to overlap, and, on the other
hand, if the radial ionization expansion of the micro-
channels is absent. The latter can be explained as fol-
lows: The radial field between microchannels (both
within a group of microchannels and outside it) is a
superposition of the fields of a large number of nearly
identically charged microchannels. In this case, the
field strength at the boundary of the channel is deter-
mined by its diameter, whereas inside the channel, the
field is weakened [12].

CONCLUSIONS
The microstructure of a nanosecond spark discharge

in uniform and highly nonuniform electric fields has
been investigated. It is shown that the formation of the
microstructure cannot be attributed to ionization–heat-
ing instability. The instability of the ionization wave
front is suggested as a mechanism for the microstruc-
ture formation. Micron-diameter channels can exist
only if the gap is bridged very rapidly, so that the micro-
channels heads have no time to overlap, and, on the
other hand, if the radial ionization expansion of the
microchannels is absent because of the superposition of
the fields of a large number of microchannels. The pres-
ence of a microstructure in spark, high-voltage diffuse,
and barrier discharges allows us to suggest that the
complicated structure of the current channel is a com-
mon feature of high-voltage nanosecond discharges.
We believe that the results obtained will stimulate fur-
ther investigations (both fundamental and applied) of
this phenomenon.
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Abstract—A study of the bulk resistivity and permittivity of several insulator–conductor macrosystems versus
the conducting component concentration and temperature has revealed an anomalous concentration range. A
qualitative model accounting for these dependences on the basis of the percolation and fractal theories is pro-
posed. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

At the present time, investigation into the electro-
physical properties of composite materials is becoming
more and more important [1–4] in materials science.
Development of advanced materials with unique prop-
erties and their related devices has become possible
owing to the breakthrough in the physics of disordered
systems. It has been demonstrated in many studies [1–9]
that insulator –conductor composites may offer intrigu-
ing properties near the percolation threshold. The
search for materials with such properties and their
application in practice is a challenging problem in
materials science. A considerable variation in the con-
ductivity, temperature resistance coefficient, and other
properties, which is observed near the percolation tran-
sition, makes it possible to produce materials with dif-
ferent properties with the same technology [1] by
slightly varying one of the components. For example, a
wide variety of commercial self-recovery fuses for
electrical setups has been designed based on polymer–
conductor composites [4]. However, little is known
about the dependence of the electrophysical parameters
of a macrosystem on the conducting component con-
centration in model systems that are appropriate for
analysis of processes in electronics [1, 5]. In addition,
some features of real physical systems (for instance, the
contact resistance between particles in a conductor,
etc.) considerably distinguish them from ideal mathe-
matical models. Therefore, a detailed look at real pro-
cesses is required [5–8].

The aim of this study is to experimentally investi-
gate the bulk resistivity and permittivity versus the con-
ducting component volume concentration and tempera-
ture in insulator–conductor macrosystems.

EXPERIMENTAL

As model systems to study the conductivity of mac-
roscopically disordered systems, we used a paraffin–
1063-7842/05/5009- $26.00 ©1162
conductor system. As was shown in [5], the most appro-
priate materials for investigating macrosystems are
low-melting insulators paraffin and ceresin, which have
a high resistivity, are easy to mold and chemically inac-
tive relative to the majority of metals and semiconduc-
tors [9–11], etc. Moreover, their linear and volumetric
expansion coefficients differ significantly from those of
conductors [12], which makes it possible to appreciably
change the volume of the matrix at a relatively small
temperature variation. P1 solid oil paraffin was used as
an insulating matrix. The resistivity of the paraffin was
found to be ρ ≈ 1 × 1010.5 Ω m [5]. When choosing con-
ducting components, we were guided by the following
considerations.

(1) The conductors must form a series of substances
with different resistivities. In systems with different
resistivities, conducting chains (fractals) form in differ-
ent way, which provides additional information on their
structure and interaction.

(2) Some of the conductors must be uniform in
properties and be free of oxide overlayers. Other con-
ductors, on the contrary, must have a complex structure
and be covered by oxides of different resistivity in order
that the particle–particle contact resistance in the sys-
tem under consideration be varied [8].

(3) The conductors must have both a negative (as in
paraffin [5, 12]) and a positive temperature resistance
coefficient (TRC).

Using a filler with varied properties, one can draw a
conclusion (by comparing the electrophysical proper-
ties of the composites) about the structure of the con-
ducting chains in it. In view of the above requirements,
graphite, iron, and aluminum particles were employed
as conducting inclusions. The materials chosen were
the following: thermographite (S-1 dry colloidal graph-
ite with a main particle size of 4 × 10–6 m), pure-grade
iron (a main particle size of 6 × 10–6 m), and pure-grade
aluminum (a main particle size of 10 × 10–6 m after
 2005 Pleiades Publishing, Inc.
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screening). From the standpoint of minimizing the con-
tact resistance, graphite as a conducting component has
a number of advantages over metals [5]. Since carbon
oxides are gases, one can ignore the formation of oxide
films on the particles no matter what the production
technology of graphite. Resistivities ρ of surface oxide
layers were taken to be equal to 1 × 105 Ω m for iron
particles and 1 × 109.5 Ω m for aluminum particles [8].
For carbon, iron, and aluminum, TRC α was taken to be
equal to α = –2 × 10–4 K–1, +4.2 × 10–3 K–1, and +6.51 ×
10–3 K–1 [12], respectively. Thus, three composites (par-
affin–graphite, paraffin–iron, and paraffin–aluminum)
were analyzed. These composites are listed in order of
increasing particle–particle contact resistance in the
conductor [8]. Prior to preparation of the composites,
the iron-containing samples were demagnetized by the
standard methods. The mixer and other facilities in con-
tact with the composites were made of nonmagnetic
materials. Preparation of the samples was described in
detail elsewhere [5–8]. The sample to be studied repre-
sented a capacitor with plates made of electrolytic cop-
per. The capacitor was filled with a mixture of paraffin
and conducting particles in a certain concentration. The
samples were prepared so as, on the one hand, to pre-
vent intense evaporation of the paraffin (which is inev-
itable at long-term mixing and a high temperature of the
melt) and, on the other hand, to provide the reproduc-
ibility of the electrophysical parameters for most of the
samples with the same concentration. The samples with
the same concentration of the conducting component
exhibited a spread (3–5%) in the electrical parameters,
such as resistivity, capacitance, and figure of merit. No
less than five samples with a given concentration of the
conducting component in the composite were prepared.
The concentration of the conducting component was
changed in 5 wt% intervals and then was converted to
volume percent. Heating of the samples in a thermostat
with an average rate of 1.7 × 10–3 K/s was accompanied
by measurement of the electrophysical parameters.

The dc resistivity of the samples was measured by
the standard two-probe technique. The capacitance and
figure of merit were measured at a frequency of 1 kHz
using the standard bridge. We took the dependences
C = f(T) and Q = f(T), where C and Q are the capaci-
tance and figure of merit of the capacitors with different
conductor concentrations. On the basis of these data,
the temperature dependence of imaginary part ε'' of the
permittivity (i.e.,  = f(T), where ε = ε' + jε'' [9])
were calculated. The TRC was determined as follows:

RESULTS

The results of our investigation are presented in
Figs. 1–3. Figure 1 shows the dependence  = f(T)
for the paraffin–iron system. The dependences  =

ε''log

α 1
ρ
---∂ρ

∂T
------ K 1– 9[ ] .=

ρlog
ρlog
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f(T) and  = f(T) for the paraffin–graphite and par-
affin–iron systems are similar in many ways, although
they have certain features of their own, which will be
discussed below. As an example, let us analyze the
results obtained for the paraffin–iron composite. As is
seen from Fig. 1 (curve 1), the resistivity of pure paraf-
fin drops with increasing temperature. In materials with
a molecular lattice (including paraffin [9, 12]), the con-
ductivity is small and is governed largely by impurities
[9]. The decrease in the resistivity with increasing tem-
perature can be explained by the presence of ionized
impurities. The curves  = f(T) do not have kinks
up to the melting point. This fact indicates that the con-
ductivity in the temperature range considered does not
turn into the intrinsic conductivity. Up to conducting
components concentrations of approximately x <
0.314, the behavior of the curves for the paraffin–iron
composite changes insignificantly. However, in the
range 0.314 < x < 0.603, the run of the curves  =
f(T) (Fig. 1, curves 3 and 4 for the paraffin–iron system)
changes sharply. The sign of the TRC (i.e., the slopes of
the curves) becomes opposite. The same behavior, but
for 0.066 < x < 0.29, is observed in the paraffin–graph-

ε'log

ρlog

ρlog

0
290 300

logρ [Ω m]

T, K
295 305 310 315 320 325

2

4
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8

10

12

1

3

2

4

5

Fig. 1. Temperature dependence of the logarithm of the bulk
resistivity: (1) Paraffin and paraffin–iron composites with
an iron content of (2) 21, (3) 31, (4) 60, and (5) 79 vol%.
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ite system. Here, at conductor concentrations x > 0.29,
the TRC becomes negative again. For the paraffin–iron
composite, the resistivity and TRC of the composite
tend toward those of iron with increasing conductor
concentration. It should be noted that, in anomalous
regions, the TRC may be very high both at certain tem-
peratures and throughout the temperature range. For
example, at T ≈ 313 K, α = +2.1 K–1 (x ≈ 0.108) in the
paraffin–graphite system and α = +1.4 K–1 (x ≈ 0.31)
for the paraffin–iron system. For the former system, the
same was observed earlier in [8], which validates the
results obtained in this work. The TRC of the paraffin–
graphite system is greater than that for the paraffin–iron
one, all other things being equal. The curves  =
f(T) for the paraffin–aluminum system (Fig. 2,
curves 1–3) behave in a radically different way: these
are straight lines decreasing monotonically with an
increase in both temperature and concentration. The
TRC of the paraffin–aluminum system is negative and
differs little from that of paraffin. As is known [9],
parameter ε'' characterizes losses in the measuring cell
(capacitor). These losses may include relaxation and
conductivity losses. As is seen from curve 1 in Fig. 3,
the relaxation losses in pure paraffin are comparatively
low. The losses (i.e., ε'') increase largely with an
increase in the conductor concentration. For example,
the behavior of curves 2–5 in Fig. 3 can be explained by
increasing losses due to the conductivity of the com-
posite. In the anomalous range, the dependence logε'' =

ρlog

–2
290 300

logρ [Ω m]; logε''

T, K
295 305 310 315 320 325

0

2

4

10

6

8

Fig. 2. Temperature dependence of the logarithm of the bulk
resistivity for the paraffin–aluminum composite with an
aluminum content of (1) 36, (2) 25, and (3) 92 vol%. (4–6)
Temperature dependence of the logarithm of the imaginary
part of the permittivity for the same concentrations.

1

2
3

6

4
5

f(T) is represented by descending curves 3 and 4. Thus,
for conducting component concentrations in the range
0.066 < x < 0.29, the losses in the paraffin–graphite and
paraffin–iron systems decrease with increasing temper-
ature. For the paraffin–aluminum composite (Fig. 2,
curves 4–6), the temperature dependence logε'' = f(T) is
insignificant; for this system, the concentration depen-
dence is much more essential.

DISCUSSION

The appearance of the anomalous concentration
ranges cannot be explained by the properties of the
individual components involved: paraffin or conductor
(graphite, iron, and aluminum). Their presence is also
independent of the sign of the TRC of the conductor:
these ranges are observed both in graphite (having a
negative TRC) and in iron (positive TRC). Moreover, in
aluminum with a positive TRC, these ranges are absent
at all. Moreover, the above values of the TRC (α =
+2.1 K–1 at x ≈ 0.108 in the paraffin–graphite system
and α = +1.4 K–1 at x ≈ 0.31 for the paraffin–iron system
at T ≈ 313 K) found experimentally differ much from
the value of the TRC for graphite and iron. Since paraf-
fin is a saturated hydrocarbon and the sample tempera-
ture in the process of preparation did not exceed 55°C,
no intermediates can appear in the systems under inves-
tigation [5, 10, 11]. The only regularity that can be
traced in the data obtained is a correlation between the

–2
290 300

 logε''

T, K
310 320 330

–1
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1

4

2

3

5

6
5
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3

2
1

Fig. 3. Temperature dependence of the logarithm of the
imaginary part of the permittivity. (1) Paraffin and paraffin–
iron composites with an iron content of (2) 21, (3) 31,
(4) 60, and (5) 79 vol%.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005



TEMPERATURE–CONCENTRATION EFFECT 1165
existence of the anomalous range (and its associated
value of the TRC) and the particle–particle contact
resistance in the conductor. In [8], it was shown that the
contact resistance in the composites studied increases
in the order paraffin–graphite, paraffin–iron, and paraf-
fin–aluminum. One can assume that the effect observed
may be associated with the specific structure and spe-
cific properties of composite’s conducting fractal
chains in the anomalous range. Since the contact resis-
tance between particles in graphite is the lowest, this
anomalous effect in the paraffin–graphite system is the
highest. The highest contact resistance is between alu-
minum particles; accordingly, the effect is totally
absent. The difference between the concentrations at
which the anomalous ranges exist in the paraffin–
graphite and paraffin–iron systems can also be
explained by different contact resistances between par-
ticles in the conductor. Iron particles are covered by an
oxide layer. Therefore, a higher concentration of these
particles is required if a structure similar in conductiv-
ity to the graphite structure is to form [8, 13]. It was
assumed [13] that, in the paraffin–graphite system,
TRC sign reversal with increasing temperature is
caused by the formation of non-self-similar fractals.
The emergence of larger fractals (d > 55 µm) with a
more developed surface may change the electrophysi-
cal properties of the paraffin–graphite system (in partic-
ular, the sign and behavior of the TRC). One can sup-
pose that the structure of conducting chains in the
anomalous range is such that an increase in the temper-
ature of the composite breaks the fractal continuity (rel-
ative shear). Such processes disturb the general fractal
structure: the number of “red” edges and, accordingly,
the resistivity grow. The measurements of the resistivity
and of the imaginary part of the permittivity are consis-
tent with each other, because losses in a composite are
due to electric conduction and quantity ε'' drops with
increasing temperature and resistance. Outside the
anomalous concentration ranges mentioned above, the
structure of conducting chains is such that, at low con-
centrations, relative shear or disconnection of the
chains affects the conductivity of the composite insig-
nificantly, since the number of long conducting chains
is still small. Once the upper limit of the anomalous
concentration range is exceeded, disconnection or rela-
tive shear of one chains close other ones, since the num-
ber of fractals is already large and the average number
of red and blue edges changes insignificantly.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
CONCLUSIONS
(1) The bulk conductivity and permittivity in the

paraffin–graphite, paraffin–iron, and paraffin–alumi-
num macrosystems were experimentally investigated
as a function of the volume concentration of a conduct-
ing component and temperature.

(2) For the paraffin–graphite and paraffin–iron com-
posites, the anomalous conductor concentration ranges,
0.066 < x < 0.29 and 0.314 < x < 0.603, respectively,
were found. Within these ranges, the TRC of the com-
posites either varies or takes anomalously high values,
which are untypical of the constituents. In the paraffin–
aluminum composite, such ranges are absent.

(3) A qualitative model explaining the observations
in terms of the percolation and fractal theories is sug-
gested.
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Abstract—The infinite conductivity limit in the classical skin effect in metals is considered. The analysis is
carried out with and without taking into account the influence of free electron relaxation, as well as local rela-
tionships between the electric field and current density, in the free electron model. Both ultimately nonlocal and
real limits are considered for the indefinitely increasing free path. © 2005 Pleiades Publishing, Inc.
In this paper, we consider limiting processes as
applied to the skin effect in metals when the metal con-
ductivity tends to infinity. The metal is assumed to be
isotropic, linear, and homogenous. Consider first the
simple case of the classical skin effect, which is
observed at room temperature in normal (nonsupercon-
ducting) metals. Let an electromagnetic radiation with
frequency ω be incident on flat surface S of the metal
occupying the half-space. We shall further assume that
the typical range of electromagnetic field variation over
the surface far exceeds the depth of field penetration
into the metal, and so the field at a given point can be
considered as uniform and depending on only the coor-
dinate normal to the metal surface.

The Cartesian coordinate system is taken such that
its origin is at the metal boundary, the z axis is directed
along normal n inward to the metal, and the y and x axes
lie in the metal plane. Without loss of generality, we
assume that the field is linearly polarized and the x and
y axes are aligned with electric field vector E and mag-
netic field vector H, respectively. In the case at hand
(room temperature), current density j and electric field
E are locally related as j = σE (Ohm’s law), where σ is
the metal conductivity, at any point of the metal. From
the Maxwell equations and Ohm’s law, the solution to
the problem of the skin effect has the form

(1)

Here, Z = E(0)/H(0) = R + iX is the surface impedance
of the metal; δcom is the complex penetration depth in
the classical skin effect [1]; and R and X are the surface
resistance and reactance, respectively.

If one considers the classical skin effect and lets the
conductivity tend to infinity (σ  ∞), relationships (1)
yield in the limit the ideal boundary condition

 = 0 and surface impedance Z vanishes. In this

E Ex ZH 0( )e
z/δcom–

, H Hy H 0( )e
z/δcom–

,= = = =

Z iωµ0δcom
iωµ0

σ
------------, δcom

1
iωµ0σ
----------------.= = =

E tan s
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limit, the electromagnetic field does not penetrate into
the metal but the behavior of tangential components

 and  is different if we put H(0) = const. The z
dependences of the magnitudes of E and H ~

exp(−z/δcl), where δcl =  is the classical pen-
etration depth, are shown in Figs. 1a and 1b for three
values of conductivity σ3 > σ2 > σ1. As the conductivity
increases, the magnetic field, remaining constant in
magnitude at the boundary (if we assume that the mag-
netic field of the wave incident on the metal is constant,
the magnetic field on the surface will change only
slightly and tend to a certain constant limit), is forced
out of the conductor and concentrates in a narrow sur-
face layer. Unlike the magnetic field, the electric field
decreases with increasing σ and vanishes at the metal
surface in the limit σ  ∞.

In the limiting process considered, the relaxation of
conductivity electrons is disregarded. According to the
free electron model [1], the dc conductivity is given by
σ = ne2τ/m, where τ = l/VF; n is the volume electron
density; e, m, and l are the electron charge, mass, and
free path, respectively; τ is the relaxation time; and VF
is the electron velocity at the Fermi surface. For the
electromagnetic field harmonically varying with time,
inclusion of relaxation leads to relationships (1) where
σ is changed to σ/(1 + iωτ), with the condition σ 
∞ being reduced to the condition l  ∞. With this in
mind, we obtain from (1)

(2)

It then follows that, at l  ∞, the complex penetra-

tion depth tends to real value δ0 = , where δ0

is the plasma penetration depth. In this case, the elec-
tromagnetic field penetrates into metal to a finite depth
and the limiting process results in superconductivity

with j and E locally related as j = E/iωµ0 . In this

H tan E tan

2/ωµ0σ

δcom
2 1 iωτ+

iωµ0σ
------------------ m

µ0ne2
--------------

i
ωµ0σ
--------------.–= =

m/µ0nl2

δ0
2
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nondissipative limit, the surface impedance at the metal
boundary is equal to purely imaginary value Z = iωµ0δ0.

Above, the relationship between the current density
and electric field was assumed to be local; i.e., the cur-
rent density at any metal point is determined by the
electric field at this point. Since the current density at a
point inside the metal depends on the electric field
within a domain about the free path in size, Ohm’s law
will apply if the free path is small compared with skin
depth δsk, over which the field changes appreciably. As
l increases, the depth of penetration into the metal
decreases; consequently, l may become equal to, or
even much larger than, δsk (by the skin depth, we will
mean the quantity δsk = Reδcom [1]). Then, the local
relationship j = σE is invalid and, when considering the
limiting process, should be changed to the general rela-
tionship, which is fulfilled for metals at low tempera-
tures [2]. In the free electron model, the z dependence
of the electric field can be expressed as [1, 3]

(3)

where

(4)

Here, δcom.l = ((1 + iωτ)/iωµ0σ)1/2 is the complex pene-
tration depth under the assumption that the local rela-
tionship j = σE/(1 + iωτ) is fulfilled in the metal. Later
on, we consider the microwave range (i.e., the maxi-
mum frequency is limited by several hundreds of giga-
hertz), which is of most interest. Then, for high l, quan-
tity |ξ| will approach the value VF/ω, which is much
higher than skin depth δsk. In this case, the results in the
limit |ξ|  ∞ approach those obtained in the real
physical limit l  ∞. (Note that, in the formal limit
ξ = l/(1 + iωτ)  ∞, quantities l and a = ωτ should be
considered as independent and quantity l should be
regarded as infinitely high, at least of higher order than
parameter a = ωτ.) In [2], the limiting process |ξ| 
∞ was studied at a = 0 and ξ = l. This limit has been
called the anomalous limit.

Let us find a relationship for surface impedance Z∞
in the anomalous limit. An expression for surface
impedance Z = E(0)/H(0) is found from (3) at z = 0,

(5)

Passing to the limit ξ  ∞, Reξ > 0, in the inte-

grand in (5) and taking into account that ξ is a

E z( )
2iωµ0H 0( )

π
---------------------------- kz kdcos

k2 iωµ0Ω̃ k( )+
------------------------------------,

0

∞

∫=

Ω̃ k( )
2πcEξ

kξ( )3
--------------- 1 kξ( )2+( )arctan kξ( ) kξ–[ ] ,=

ξ l
1 iωτ+
------------------, cE = 

3

4πiωµ0δcom.l
2 ξ

----------------------------------.=

Z
2iωµ0

π
--------------- kd

k2 iωµ0Ω̃ k( )+
------------------------------------

0

∞

∫ .=

δcom.l
2
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constant value independent of free path l and iωµ0 (k)

tends to 3π/4 ξk, as follows from (4), we recast
Eq. (5) as

(6)

The integral in expression (6) is reduced to the tab-
ulated one by changing the variable to k3 [4, integral
no. 5 in p. 298]; hence, the surface impedance in the
anomalous limit is given by

(7)

The anomalous limit ξ  ∞ is physically unjusti-
fied, because quantity a also tends to infinity at l  ∞
(σ  ∞) and ξ tends to a high but finite value, ξ∞ =
−iVF/ω, in the frequency range considered. In this limit,

Ω̃
δcom.l

2

Z∞
2iωµ0

π
--------------- k kd

k3 iβ+
----------------, β

0

∞

∫ 3π
2δcl

2 l
-----------.= =

Z∞
2ωµ0

3 3
-------------β 1/3– 1 i 3+( ).=
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0 z
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Fig. 1. 
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surface impedance Z can be conveniently approximated

as follows. In the expansion of (k) at large ξ, we leave

the term iωµ0 (k) = iβ(1/k – 4/k2πξ). After integration
in Eq. (5), the surface impedance can be represented in
the form

(8)

where δ∞ = Z∞/iωµ0 is the complex penetration depth in
the anomalous limit. Note that the inaccuracy in repre-

sentation of (k) at |ξk| < 1 is described by terms of a
higher order of smallness.

Thus, in the limit of infinitely long free path l, the
value of the surface impedance in the anomalous limit
is augmented by a small correction of order |δ∞/ξ∞| ! 1
in the frequency range considered.

Note that the same case of large l was analyzed in
[5] when surface reactance X = ImZ was considered in
the microwave range. The value of X1 = ImZ1, which
depends on the magnetic field energy and the kinetic
energy of charge carriers, is responsible for an addition
to the field inductance in the anomalous limit L∞ = X∞/ω
and for a small kinetic inductance.

The previous consideration was concerned with the
microwave range, where the results are close to those in
the anomalous limit. However, at high frequencies, ωτ
may be equal to, or even far exceed, unity. Although the
free path may be infinitely large in this case, the value
of |ξ| will increase only slightly. Quantity ξ∞ will take a
finite value, and the results will be other than those in
the anomalous limit. For high ωτ at room temperature,
the results in the limit l  ∞ will approach those for
the local case |ξ| ! δsk (see (2)).

Let us consider losses in the anomalous limit using
the technique used in [1] for current density calcula-
tion. We introduce the local spherical coordinate sys-
tem at arbitrary point z inside the metal. Proceeding
similarly to [1], for component j1 of the current density
that is due to electrons moving through this point in the
solid angle between directions Θ0 and π – Θ0 (Θ0 <

π/2), we can write j1 = (z – z')E(z')dz' with the

kernel

(9)

which coincides with the volume kernel at Θ0 = 0.
Then, using Eq. (3), one derives a relationship for

part j1 of the current density and passes to the limit
ξ  ∞, as was demonstrated above in the derivation
of Z∞. For any angle Θ0, the limiting process yields for
j1 the same relationship as for the total current density

Ω̃
Ω̃

Z Z∞ Z1+ Z∞ 1
2 3

π
----------

δ∞

ξ∞
-----+ 

  ,= =

Ω̃

Ω1∞–

+∞∫
Ω1 z z'–( )

=  πcE
1
u
--- 1

u3
-----– 

  z z'– u/ξ–( )exp u,d

1/ Θ0cos

∞

∫

(Θ0 = 0).Thus, in the anomalous limit, the electrons
moving parallel to the flat surface of the metal contrib-
ute to the current density and losses at any point inside
the metal. This is in accordance with the Pippard con-
cept of inefficiency [1].

Now let us consider the local loss distribution in the
anomalous limit. From Eq. (3) and a relationship for the
current density that results from Eq. (3) by introducing

factor (k) under the integral sign and passing to the
limit ξ  ∞ (as was done in the derivation of surface
impedance Z∞), we arrive at the following distributions
of the electric field and current density in the anoma-
lous limit:

(10)

The final relationships for E and j in terms of special
functions can be found by the technique used in [6] for
the anomalous limit in superconductors. Let a relation-
ship between j and E for the fields harmonically varying
at point z be written in the form j(z) = σ(z)E(z), where
σ(z) = σR(z) + iσx(z) is the local complex conductivity.
Then, the volume density of the active power (trans-
ferred to electrons or, on the contrary, to the electro-
magnetic field) is

The dependence of dimensionless quantity  =
ωµ0β–2/3Reσ( ) on dimensionless coordinate  = zβ1/3

calculated by (10) is shown in Fig. 2. The curve σR(z) is
seen to be nonmonotone. When moving, electrons
interact with the electric field, transferring the energy
from one regions of the metal to others [1]. Because of
electron–metal ion collisions, the electron momenta
diminish, causing energy dissipation (this holds true in
the limit ξ  ∞ too). These factors have an influence
on the current density and electromagnetic field pat-
terns inside the metal.

The dependence σR(z) implies that regions exist
inside the metal where σR < 0. This is because, in the
self-consistent field, there are regions in the metal
where the period-averaged energy is transferred to the
field (the electromagnetic field is “generated” at points
with σR < 0). Through the boundaries of such a region,
the mean electromagnetic energy flux is radiated to
other regions of the metal. The total power transferred

to the current, |E|2dz/2, is equal to the total loss

power, R∞|H(0)|2/2 (R∞ = ReZ∞), inside metal, which is
converted to heat.
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In conclusion, we will turn to the field distribution at
high but finite values of ξ, |ξ| @ δsk. In the anomalous
limit ξ  ∞, differentiating E(z) given by (10) by
parts yields a main asymptote at z @ δsk,

(11)

At |ξ| @ δsk, the field structure differs little from that
in anomalous limit as long as z ≤ |ξ| and meets Eq. (11)
far away from the surface. At z @ |ξ|, Eq. (10) fails in
describing the electromagnetic field. Between these
two ranges, there lies an intermediate (transition) range.
The main asymptote at z @ l for the case a = ωτ = 0 was
found in [2]. We will find a main asymptote in the gen-
eral case for ωτ ≠ 0 and finite ξ.

Let us take the limits of integration in relationship
(3) for E(z) from –∞ to +∞ and substitute exp(ikz)/2 for
coskz. Next, we take the segment of the real axis
between –R0 and +R0, enclose it by a circle of radius R0

E z( ) 81 3
32π

------------- E 0( )
z/δ∞( )2

-----------------.–=

0

1

2

3

4

4 8 12

σ~

~z

Fig. 2. 
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in the upper half-plane, and make a cut at the logarith-
mic branch point along the ray from i/ξ to ∞i/ξ. The
relationship for E(z) can now be found with the residue
theorem through residues at the poles and integrals
along the banks of the cut. Under the anomalous condi-
tions, the integrals along the banks of cut make a major
contribution at large z. Changing the variable to ξk/i
and making transformations similar to those made in
[2], we come to an expression for E(z) at z @ |ξ|,

(12)

In the limit |ξ| @ |δcom.l|, the complex penetration
depth is δcom ≈ δ∞. In this case, we have E(z) =
−AE(0)exp(–z/ξ)/(z/δ∞)2. In the limit l  ∞, ξ  ξ∞.
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Abstract—The following three ternary PZT-based systems are studied in detail: 0.98Pb(TixZr1 – x)O3–
0.02Pb(Nb1/2Bi1/2)O3, 0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 + 1 wt% PbO, and
0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 + 2 wt % PbGeO3, where 0.45 ≤ x ≤ 0.49 and the con-
centration step is ∆x = 0.025. A number of concepts are formulated regarding the phase diagrams of PZT-type
systems near the morphotropic transition. A scheme for real tetragonal–rhombohedral transformation is given.
The maxima of the electrophysical characteristics of the solid solutions from the morphotropic range are shown
to be caused mainly by an appearing intermediate phase. Analysis of the insulating, piezoelectric, and mechan-
ical properties of the samples demonstrates that there is a group of solid solutions that are promising materials
for high-temperature piezoelectric devices operating in the medium-frequency band. © 2005 Pleiades Publish-
ing, Inc.
INTRODUCTION

Most applications of piezoelectric ceramics, the
radio and telecommunication industry, nondestructive
control and diagnostics, hydroacoustics, the automotive
industry, shipbuilding, the aircraft industry, and medi-
cal and household appliances are based on traditional
compositions including PZT. There is a constant stimu-
lus to search for more efficient materials for specific
applications, which is caused by new piezotechnical
problems appearing in each of the industries. The most
attractive approach to solving these problems seems to
be the design of multicomponent compounds (modified
by various additions) of the type Pb(TixZr1 – x)O3 +

Pb O3)n (n = 1–4), whose compositions
correspond to the morphotropic transition range
(MTR). This range is characterized by the thermody-
namic instability of coexisting phases and, hence,
extremal dielectric and electromechanical properties of
the related solid solutions (SSs).

Recent publications (e.g., see review [1] and refer-
ences therein) indicate that the MTR morphology is
more complex than was accepted earlier and make it
necessary to comprehensively study the behavior of the
structural and electrophysical characteristics of the
related SSs inside this range. To do this and to use the
data obtained for designing practically important piezo-
electric materials, we continue the investigation [2] of
ternary 0.98Pb(TixZr1 – x)O3–0.02(Pb )O3 sys-

(
n∑ B1 α–' Bα''

B1 α–' Bα''
1063-7842/05/5009- $26.00 1170
tems, which have not yet been studied. As third compo-
nents, the authors of [2] used BaW1/3Bi2/3O3 (ferroelec-
tric with a Curie temperature of 450°C) and
“SrW1/3Bi2/3O3” (hypothetical compound). In this
work, we also introduce the complex oxide
PbNb1/2Bi1/2O3, which has no an intrinsic crystalline
form, into the PZT system and perform stoichiometric
and hyperstoichiometric modification of SSs by Sr and
Ge (the latter is introduced in the form of PbGeO3). The
choice of these third components and modifiers is
caused by the possibility of reaching high Curie tem-
peratures TC, which are typical of bismuth compounds,
and high piezoelectric parameters, which are provided
by “soft ferroelectric” Ba and Sr cations, in the systems
and by the possibility of improving the workability of
the objects via the formation of low-melting Ge-con-
taining eutectics.

EXPERIMENTAL

The compositions of the SSs to be studied are the
following:

0.98Pb(TixZr1 – x)O3 – 0.02Pb(Nb1/2Bi1/2)O3,

0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3 

– 0.02Pb(Nb1/2Bi1/2)O3 + 1 wt% PbO,

0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3 

– 0.02Pb(Nb1/2Bi1/2)O3 + 2 wt% PbGeO3
© 2005 Pleiades Publishing, Inc.
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(0.45 ≤ x ≤ 0.49).

The concentration step was ∆x = 0.025. Since the
contents of third components in these SSs are low, the
phase diagrams of these systems should be close to the
phase diagram of the base PZT system. Therefore, the
concentration step chosen should ensure the formation
of SSs in the MTR.

The SSs were prepared by a standard ceramic tech-
nology: solid-state two-stage synthesis at temperatures
T1 = T2 = 800°C for isothermal holding times τ1 = τ2 =
4 h followed by baking at temperatures Tbake = 1180 or
1200°C for 3 h.

The sample densities were determined by hydro-
static weighing in octane. X-ray diffraction studies
were carried out on a DRON-3 diffractometer (FeKα
radiation, Mn filter) using the Bragg–Brentano scheme.
X-ray diffraction patterns were recorded using the θ–2θ
method in the step-by-step scanning mode at a scanning
2θ step of 0.01° and a counting time of 10 s at each
point and in the continuous mode of recording diffrac-
tion patterns on a chart strip at counter speeds of 0.5
and 0.25 deg/min. The lattice parameters and percent-
age of phases were estimated by the formulas

where µT, µPSC, and µRh are the contents of the tetrago-
nal (T), pseudocubic (PSC), and rhombohedral (Rh)
phases, respectively, and I200 and I002 are the maximum
intensities of these phases. The parameter of T cell uni-
form deformation δT was determined by the formula
δT = 2/3(c/a – 1), where a and c are the T cell parame-
ters.

We studied disk samples 10 mm in diameter and
1 mm thick. Electrodes were applied via baking a sil-
ver-containing paste at 800°C for 0.5 h. The samples
were polarized in a polyethylene–siloxane liquid as fol-
lows: they were placed in a chamber at room tempera-
ture, and the temperature was smoothly increased to
140°C in 15–20 min; this growth was accompanied by
an increase in the electric field from 0 to 2.5–
3.0 kV/mm. After holding at this temperature for 20–
25 min, the samples were cooled to 60–40°C in the
field within 20 min.

For studying the electrophysical properties of the
SSs under study, we measured their dielectric, piezo-
electric, and mechanical properties at room tempera-
ture according to [3]. Using the techniques described in

[3], we measured the permittivities of the poled ( /ε0)
and nonpolarized (ε/ε0) samples, the dielectric losses

 in a weak field, the electromechanical coupling
coefficient Kp of an in-plane vibration mode, the piezo-
electric modulus d31, and the mechanical QM. The

µT 100 µPSC µRh+( ),–=

µPSC I200
PSC 100×( )/ I200

T I002
T I200

Rh I200
PSC+ + +( ),=

µRh I200
Rh 100×( )/ I200

T I002
T I200

Rh I200
PSC+ + +( ),=

ε33
T

δtan
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parameters were calculated by the formulas given in [3]
with a program developed by Demchenko (the Delphi 5
programming environment). We also studied the tem-
perature dependences of the parameters ε/ε0 and 
in a temperature range of 20–500°C at a frequency of
1 kHz.

RESULTS AND DISCUSSION

The measured density of the samples is 96–98%
of the theoretical density; therefore, they are consid-
ered to be dense. In combination with the absence
of impurity phases in the samples (which was sup-
ported by X-ray diffraction), this fact indicates a high
reliability of our structural and electrophysical mea-
surements. This reliability is also confirmed by the
repeatability of the effects detected (12–15 samples of
each composition were studied). In the systems under
analysis, phase states are similar; therefore, as an illus-
trating example, we chose the 0.98Pb(TixZr1 – x)O3–
0.02Pb(Nb1/2Bi1/2)O3 system.

An analysis of the X-ray diffraction patterns of the
SSs of this system shows that, at x ≈ 0.485, they have
two diffuse maxima in the angular range 55° < 2θ < 59°
between the 002 and 200 lines of the T phase. The max-
imum located closer to the 002 line of the T phase cor-
responds to the 200 line of PSC-phase clusters with a
parameter a ≈ 4.1 Å. The other maximum corresponds
to the 200 line of Rh-phase clusters with a parameter
a ≈ 4.07 Å. It is impossible to determine the symmetry
of the PSC phase in more detail under our experimental
conditions. As is seen from Fig. 1, the X-ray diffraction
lines are strongly diffused and overlapped, which is
caused by complex phase compositions of the SSs and
similar lattice parameters of the coexisting phases. The
coherent domains of the newly formed phases are
small, which also broadens the lines.

In [4, 5], we showed that B-cation displacements in
Ti-containing complex oxides are modulated as a result
of periodically repeated shifts in their crystallographic
planes. This modulation results in diffuse maxima,
which distort and broaden the line profiles, at the dif-
fraction line wings. It should also be noted that, apart
from Ti and Zr ions, oxygen octahedra in the SSs under
study are occupied by Bi ions, which have a higher
scattering power. As a result, the diffuse maxima
increase and the diffraction line profiles become dis-
torted to a higher degree. As x decreases, the maxima of
the PSC and Rh phases increase, the line intensities of
the T phase decrease, and the line widths increase. At
x = 0.45–0.46 (depending on the conditions of SS prep-
aration), the PSC and T phases disappear and the sam-
ples become purely rhombohedral.

Figure 2a shows the x dependences of the structural
characteristics of the samples fabricated at the optimum
temperature (Tbake = 1200°C). These characteristics are
seen to behave nonmonotonically inside the MTR. For
example, one can see two constant (or weakly varying)

δtan
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Fig. 1. Fragments of the X-ray diffraction patterns of the
0.98Pb(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 SSs fabricated
at Tbake = (a) 1200 and (b) 1180°C. x = (1, 1') 0.45, (2)
0.455, (3, 3') 0.47, (4, 4') 0.475, (5, 5') 0.48, and (6') 0.485.
lattice-parameter segments at the periphery of MTR
(0.455 ≤ x ≤ 0.465, 0.47 ≤ x ≤ 0.48) that are adjacent or
closely spaced to the boundaries of transition into sin-
gle-phase (Rh or T) states and at the center of MTP
(0.465 < x < 0.47), where the lattice parameters change
sharply. The parameters µRh(x) and µT(x), which char-
acterize the Rh- and T-phase contents, respectively,
behave similarly. On the contrary, the PSC-phase con-
tent is constant at the center of MTP and changes
sharply near the morphotropic boundaries, forming
maxima in the constant lattice-parameter segments.
The approximation of the right descending branch of
µPSC(x) to µPSC = 0 allows us to restrict the PSC-phase
region from the side of PbTiO3 to the concentration x ≈
0.492. Thus, the MTR width ∆x is equal to 0.041
(0.451 < x < 0.492) (for Tbake = 1200°C).

Figure 2b shows the concentration dependences of
the structural characteristics of the samples having the
same compositions but prepared at a lower Tbake
(1180°C). It is seen that these dependences substan-
tially resemble those given above. The main differences
are a shift in the MTR toward PbTiO3, the broadening
of the MTR by a factor of almost 1.5 (∆x ≈ 0.058,
0.462 < x < 0.520; the second morphotropic boundary
was detected as in the first case), a shift in the first con-
stant structural-parameter segment toward the single-
phase Rh area, a sharp change in µPSC(x), µRh(x), and
µT(x) inside the MTR, and the absence of a pronounced
maximum in µPSC(x) at the Rh boundary.

As follows from the results given above, the mor-
photropic transition from the T into Rh phase in these
SS systems with decreasing PbTiO3 content occurs as
follows. First, SSs containing the T phase and the inter-
mediate PSC phase are formed. As x decreases, the PSC
phase transforms gradually into the Rh phase, the SSs
contain three phases (T + PSC + Rh), and the contents
of the two latter phases increase. After reaching a cer-
tain concentration, the amount of the PSC phase
decreases and that of the Rh phase increases. This
sequence of phase transitions in the concentration
range under study seems to be natural if we take into
account the following factors. Above TC, the structures
of both systems become cubic (C). The T cell (a = b < c,
α = β = γ = 90°) can smoothly transform into a cubic
cell when the a and b parameters increase and the c
parameter decreases. The Rh cell (a = b = c, α = β = γ ≠
90°) can smoothly transform into a cubic cell when the
angle α increases to 90°. The T cell cannot smoothly
transform into the Rh cell. This transformation can
occur either through the C phase, when the linear cell
parameters are gradually equalized and, then, the angle
α decreases, or through a phase with lower symmetry
(e.g., monoclinic symmetry), whose cell has unequal
linear parameters and undergoes angular distortion.
This means that at least three phases should simulta-
neously coexist in the MTR, namely, an SS with a high
Ti content and the T distortion of the perovskite cell; an
SS with a high Zr content and the Rh distortion of the
TECHNICAL PHYSICS      Vol. 50      No. 9      2005



CONCENTRATION DEPENDENCES OF THE PROPERTIES 1173
*

*

*

*
*

7'

6'

5'

4'

3'

2'

1'

7

6

5

4

3

2

1

Rh + PSC + T Rh + PSC + TRh Rh

(a) (b)

15

10

5

0

15

10

5

0

60

40

20

0

45

30

15

0

100

80

60

40

1.95

1.80

1.65

1.50

1.95

1.80

1.65

1.50

100

75

50

67.6

67.5

67.4

67.3

67.6

67.5

67.4

67.3 4.15

4.14

4.13

4.145

4.140

4.135

4.130
4.040

4.035

4.030

4.040

4.035

4.030

4.045

0.45 0.46 0.47 0.48 0.49 0.490.480.470.460.45
x x

µ P
SC

, %
µ T

, %
V

Τ,
 Å

 
a Τ

, Å
 

µ T
, %

V
Τ,

 Å
 

a Τ
, Å

 
µ P

SC
, %

c Τ
, Å

 

c Τ
, Å

 

δ Τ
 ×

 1
02

µ R
h,

 %

µ R
h,

 %
δ T

 ×
 1

02

*
*

*
*

*
**

*
*

*

*
*

**

*
*

*

*****

* * *
*

* * *

* * * * *

*
*

*
*

*

*
*

*
*

*
* * *

* * *

*

Fig. 2. Concentration dependences of the structural characteristics of the 0.98Pb(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 SSs fabri-
cated at Tbake = (a) 1200 and (b) 1180°C. (1, 1') aT, (2, 2') cT, (3, 3') volume VT, (4, 4') T cell uniform deformation parameter δT,
(5, 5') T phase content µT, (6, 6') Rh phase content µRh, and (7, 7') PSC phase content µPSC.
cell; and an intermediate SS (intermediate phase, IP
[14, 15]) that has a monoclinic distortion of the perovs-
kite cell, as was shown in [6–16] for the PZT system
and other similar systems. It is obvious that, depending
on the SS preparation conditions, both the formation
rate of the PSC and Rh phases and the MTR width can
change.

Note that an additional PSC phase in PZT-based SSs
lying in the T–Rh transition range was first detected in
[17] well before the appearance of works dealing with
the IP in the MTR. The authors of [17] studied a PKR-
7M material [18] designed at the Research Institute of
Physics, Rostov State University, on the basis of one of the
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
five-component Pb(Ti,Zr)O3 + Pb O3)n

systems. This MTR in [17] was classified as a transition
region containing an additional phase. The content of
the additional phase in the samples at room temperature
was about 50%. An analysis of the diffraction line
widths showed that this phase had small coherent
domains (smaller than 400 Å) (in our case, their size is
~300 Å). In [16], this additional phase was treated as a
phase with metastable polarization characteristic of
relaxer ferroelectrics.

Inside the MTR, the electrophysical characteristics
of the SSs fabricated at Tbake = 1200°C (Fig. 3a) behave
similarly to the structural characteristics: they behave

(
n 3=∑ B1 α–' Bα''
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nonmonotonically, forming maxima near both morpho-
tropic boundaries. In the SSs baked at lower Tbake tem-
peratures (Fig. 3b), all characteristics do not form max-
ima at the Rh boundary, and they form maxima only
near the transition into the T phase. This behavior can
result from insufficient quality of the samples (low den-
sity, heterogeneity). In both cases, the dielectric and
piezoelectric characteristics are maximum at the maxi-
mum content of the PSC phase. This is related to the
easy motion of interphase boundaries and domain walls
(easy rotation of a polarization vector) in the three-
phase MTR [1, 8, 13, 19], which results in an increase
in the response of the system to external electrical and
mechanical actions. Thus, the role of the IP in the for-
mation of the macroscopic properties of the SSs under
study is seen to be important. The examination of the
temperature dependence of ε/ε0 in the paraelectric
phase reveals anomalies in the x dependence of the
Curie constant CW, which is a fundamental characteris-
tic; similar anomalies were detected in [20]. These
anomalies are caused by a shape-memory effect, which
consists in the fact that paraelectric cubic ceramic
retains the residual mechanical stresses that are accu-
mulated during the formation of a multicomponent
structure.
The facts and considerations given above and an
analysis of the reported data allow us to formulate a
number of concepts regarding the phase diagrams of
PZT-type systems near the MTR.

(1) Based on the form of the phase diagrams of the
PZT system and related multicomponent systems (hav-
ing similar phase boundaries), we classify them as Roo-
zeboom SS diagrams of the first type with peritectoid
decomposition in the solid state [21].

(2) These diagrams reflect the processes of the for-
mation of a continuous series of the SSs of the high-
temperature modifications of system components
(which are cubic for PbTiO3 and PbZrO3) and the peri-
tectoid decomposition of the SSs of the low-tempera-
ture modifications. This decomposition is characterized
by (i) gradual dissolution of one of the phases (e.g., the
T phase) and the precipitation of another phase (Rh),
(ii) limited solubility of the low-temperature modifica-
tions (T and Rh), (iii) the formation of a concentration
range (MTR) where two SSs with limiting concentra-
tions are in equilibrium, and (iv) constant SS parame-
ters (physical properties) inside the MTR.

(3) The range of coexistance of phases is relatively
narrow, and the boundary components of the systems
under study form wide isomorphic areas with each
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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Table 2.  Electrophysical characteristics of the SSs in the systems 0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 + 1 wt
% PbO and 0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 + 2 wt % PbGeO

SS composition x /ε0  × 102 Kp |d31|, pC/N QM

0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 
+ 1 wt% PbO

0.465 1630 1.47 0.34 90.2 190

0.46 1614 1.54 0.34 90.8 171

0.455 1362 1.96 0.36 88.3 178

0.45 1184 2.09 0.41 92.1 180

0.98(Pb0.9727Sr0.0273)(TixZr1 – x)O3–0.02Pb(Nb1/2Bi1/2)O3 
+ 2 wt% PbGeO

0.465 1666 1.75 0.51 136 111

0.46 1507 1.94 0.47 122 120

0.455 1508 2.14 0.58 145 121

0.45 1420 2.32 0.56 134 122

ε33
T δtan
other [22]. Therefore, the dissolution of the low-tem-
perature modifications can be considered as the forma-
tion of an SS with a discontinuity in the phase diagram
at certain component concentrations.

(4) Such a phase diagram is caused by substantial
differences in the shapes of the crystal lattice cells of
the boundary components more than by the difference
in their symmetries [23]. These differences do not per-
mit a gradual transition from one structure into another;
as a result, the SS decomposes.

(5) The form of the phase diagrams of such systems
(perfect single crystals) can be described in terms of the
classic thermodynamics of solutions, which can consist
of two phases [24].

(6) In real ferroelectric crystals (polycrystals,
ceramics), the properties of SSs cannot be thermody-
namically described because of their complex hierar-
chical structure (domains, grains) and the high sensitiv-
ity of these properties, especially in the range of coex-
isting phases, to the characteristics of the components,
fabrication conditions, and external actions. These fac-
tors can cause deviations from stoichiometry, SS com-
position fluctuations, the formation of point and
extended defects, and an increase in the phase concen-
tration range.

(7) The history of samples causes differences
(which were detected in different experiments) in the
MTR length; in the “filling” of the MTR by phases of
different symmetries and compositions, including clus-
ter structures [25] and the IP; and in the behavior of
structural and electrophysical parameters inside the
MTR.

(8) For real objects, the T–Rh transformation can be
represented in the form of schemes (a)–(d) in Table 1,
which become more complex as the results of more
comprehensive studies of PZT-type systems are accu-
mulated and interpreted.

The lower (most probable) scheme differs from the
ideal scheme by low rates of diffusion processes occur-
ring during solid-phase synthesis, which hinders the
reaching of equilibrium states. Note that the formation
of two segments with constant SS parameters detected
in this work is related to the appearance of the IP and,
as a consequence, to the SS formation by this scheme.

(9) The dielectric, piezoelectric, and electromechan-
ical characteristics of the SSs most often change
smoothly (just as does the structure) in single-phase
areas far from the MTR, nonmonotonically (just as the
structure) in heterogeneous areas (where new-phase
clusters appear) in the vicinity of the MTR, and in an
extremal manner near morphotropic boundaries (when
the IP content is maximum in the segments of constant
structural parameters).

(10) SSs from the MTR have a high defect concen-
tration, which is caused by their heterophase composi-
tions. This fact is indicated by, e.g., the minimum val-
ues of the baking temperature, the electrical resistivity
(for p-type conduction), the activation energies of reac-
tions, and the energy gap and the maximum deviation
of the electrophysical parameters from the average
value [26].

(11) SSs from the MTR are thermodynamically sta-
ble. For example, as compared to the single-phase SSs,
they exhibit the maximum change in their fundamental
characteristic (TC) when they are subjected to external
actions, such as technological processes [26].

(12) As the number of components increases, the
form of the phase diagrams becomes more complex,
and the decomposition of SSs can also depend on the
differences in the diffusion activities of different cat-
ions. We believe that, due to this reason, the IP was first
discovered in the most complex system of the well-
known multicomponent systems, which included eight
cation types [17].

An analysis of Fig. 3 and Table 2, which lists the
electrophysical characteristics of the SSs of two other
systems to be studied, shows that there is a group of SSs
(with x = 0.455–0.465) that are promising for practical
application. Rather high values of TC (350–360°C), Kp

(0.50–0.58), and d31 (100 pC/N) at low values of 
(<0.02) and QM (<200) make it possible to use the SSs
having such parameters in high-temperature broadband

δtan
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transducers. As compared to all well-known high-tem-

perature materials [18] having low values of /ε0

(~50–500) and, hence, used in high-frequency devices,

we fabricated SSs having much higher values of /ε0

(1300–1500) in this work and in [2]. These high values
make such SSs promising for high-temperature piezo-
electric devices operating in the medium-frequency
band.
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Abstract—Single crystals of CuxAg1 – xInS2 solid solutions are grown by the moving solvent method. The com-
positions and structures of the single crystals are determined. The thermal expansion coefficients of these crys-
tals are determined with a dilatometer. The thermal expansion coefficients are found to vary linearly with con-
centration x. The thermal conductivity of the crystals is measured by the absolute method, and the concentration
dependence of the thermal conductivity is constructed. This dependence is shown to have a minimum near the
equimolar composition. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

CuInS2 and AgInS2 belong to I–III–VI2 ternary
semiconductor compounds, most of which crystallize
into the chalcopyrite structure. These compounds have
a high absorption coefficient (α ≥ 104 cm–1) and show
direct interband transitions, which makes them promis-
ing for light-emitting diodes generating linearly polar-
ized radiation, optical filters, and high-efficiency pho-
toelectric converters [1–5]. Solid solutions based on
these compounds are also of practical interest, since
their physical parameters can be smoothly varied. Ear-
lier [6, 7], we studied the physicochemical properties of
such materials.

In this work, we pioneer the study of the thermal
expansion and thermal conductivity of single-crystal
CuInS2 and AgInS2 ternary compounds, as well as of
CuxAg1 – xInS2 solid solutions, grown by the moving
solvent method.

EXPERIMENTAL

CuInS2 and AgInS2 compounds and CuxAg1 – xInS2
solid solutions were presynthesized by the horizontal
two-temperature method from pure elements (copper,
silver, V4 indium, and extra-pure grade sulfur addition-
ally purified by multiple sublimation) [7].

The ingots synthesized were used to grow single
crystals. To this end, they were powdered and loaded
into graphitized quartz ampoules with an inner diame-
ter of 10–12 mm. Metallic indium (1.5–2.0 g), which
was used as a solvent, was placed at the bottom of the
ampoules. Upon evacuation, the ampoule was placed in
a vertical resistance furnace with three independent
heating zones. The temperature of the upper zone was
1063-7842/05/5009- $26.00 1178
maintained at 1150–1200 K; that of the annealing zone,
at 1020–1050 K. The ampoule with the melt was held
in the furnace for 24 h and then was lowered through
the solidification front to the bottom zone with a veloc-
ity of 0.18–0.26 mm/h at a temperature gradient of
≈30 K/cm. After homogenizing annealing, the furnace
temperature was decreased to 500 K at a rate of ≈5 K/h
and the furnace was turned off. The single crystals
grown by this method had a diameter of 10–12 mm and
a length of up to 50 mm. Their homogeneity was proved
by electron probe X-ray microanalysis and X-ray dif-
fraction.

The compositions of the compounds and solid solu-
tions were determined by electron microprobe analysis
with a JEOL electron probe X-ray microanalyzer. The
results are listed in the table. The calculated values are
seen to agree well with the experimental data.

The equilibrium state of the compounds and the
homogeneity of the solid solutions were checked by X-
ray diffraction. X-ray diffraction patterns were
recorded with a DRON-3M diffractometer (CuKα radi-
ation) using a nickel filter. The samples for X-ray dif-
fraction analysis were prepared by grinding the crystals
with subsequent pressing the powders into a special
holder. To relieve grinding-induced mechanical
stresses, the powders were annealed at 650 K for 3 h.

RESULTS AND DISCUSSION

Our studies show that both the CuInS2 and AgInS2
ternary compounds and their related solid solutions
crystallize into the chalcopyrite structure and that the
crystals grown are homogeneous (as indicated by the
fact that high-angle lines in the X-ray diffraction pat-
© 2005 Pleiades Publishing, Inc.
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Data of electron probe X-ray analysis for the CuInS2 and AgInS2 ternary compounds and CuxAg1 – xInS2 solid solutions

x
Cu, wt % Ag, wt % In, wt % S, wt %

calculation experiment calculation experiment calculation experiment calculation experiment

0.0 – – 37.61 37.84 40.03 39.67 22.36 22.06

0.2 4.57 4.48 31.05 31.20 41.31 41.50 23.07 22.82

0.4 9.45 9.50 24.05 23.93 42.67 42.79 23.83 23.78

0.6 14.65 14.57 16.58 16.49 44.12 44.22 24.65 24.72

0.8 20.22 20.30 8.58 8.46 45.68 45.77 25.52 25.47

1.0 26.20 26.15 – – 47.35 47.80 26.45 26.05
terns are resolved). The lattice parameters calculated by
the least squares method are the following: a = 5.523 ±
0.002 Å and c = 11.125 ± 0.005 Å for CuInS2 and a =
5.879 ± 0.002 Å and c = 11.204 ± 0.005 Å for AgInS2.
These values are consistent with the data obtained by
other methods [8, 9]. These parameters vary linearly
with copper concentration x (in accordance with Veg-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
ard’s law), obeying the relationships

We measured the thermal expansion of the CuInS2
and AgInS2 ternary compounds and their solid solu-

a 5.523 0.356x,+=

c 11.125 0.079x.+=
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Fig. 1. Temperature dependences of thermal expansion coefficients αL for the CuInS2 and AgInS2 compounds and CuxAg1 – xInS2
solid solutions.
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tions, using a quartz dilatometer, in which the thermal
expansion of solids is measured with respect to that of
quartz [10]. Before measurements, the device was evac-
uated and filled with an inert gas to prevent the decom-
position and oxidation of the sample. The temperature
was measured by a Chromel–Alumel thermocouple
with an accuracy of 5%. The samples were heated with
a low rate, ≈5 K/min, to ensure reliable results. The
temperature dependences of elongation ∆l/l0 of the
materials were taken from single-crystal platelets mea-
suring 10 × 4 × 3 mm and oriented parallel (α||) and per-
pendicular (α⊥ ) to their principal axes.

The thermal expansion coefficient (TEC) was calcu-
lated by the formula

(1)

where l0 is the sample initial length and dl/dT is the
change in the sample length upon heating by 1 K.

Figure 1 shows the temperature dependences of
thermal expansion coefficients αL for the CuInS2 and
AgInS2 compounds and CuxAg1 – xInS2 solid solutions.
It follows from Fig. 1 that the thermal expansion of
both the compounds and solid solutions is anisotropic:
α|| ! α⊥ . In the CuInS2 compound and solid solutions

α l
l0
--- dl

dT
------,=

~~
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x
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Fig. 2. Concentration dependences of the thermal expansion
coefficient for the CuxAg1 – xInS2 solid solutions.
with x > 0.5, both thermal expansion coefficients are
positive, while in AgInS2 and the solid solutions with
x < 0.5, α⊥  is positive and α|| is negative. Also, the abso-
lute values of both thermal expansion coefficients
increase linearly with temperature in the range 80–
300 K. Above 300 K, the rate of their increase slows
down and the coefficients depend on temperature only
weakly. Such a temperature dependence of the thermal
expansion coefficients is also characteristic of other I–
III–VI2 compounds and their related solid solutions
[11–13].

The concentration dependences of linear thermal
expansion coefficients α⊥  and α|| for various tempera-
tures are shown in Fig. 2. It is seen that these coeffi-
cients increase linearly with x. The discrepancy
between our results and the data in [14] is likely to be
due to different techniques used to measure the thermal
expansion parameters. For example, in [14], the ther-
mal expansion was measured by the X-ray diffraction
method. However, it was noted [10] that the X-ray dif-
fraction and dilatometric methods of TEC determina-
tion give physically different results. The former
method gives the TEC of a crystal structure, while the
dilatometric method gives the TEC of a material. This
argument can explain the difference in the concentra-
tion behavior of α|| and α⊥ .

Thermal conductivity χ of the compounds and solid
solutions were measured by the absolute stationary
method [15] in a temperature range of 300–550 K using
the samples with the same dimensions as above. The
measurement accuracy was ≈6%. In this method, the
amount of heat having passed through a sample is
determined from the power of a furnace heater, W = IV,
and the thermal conductivity is calculated by the for-
mula

(2)

where l is the distance between the thermocouples, S is
the cross-sectional area of the sample, and ∆T is the
temperature gradient.

Figure 3 shows the temperature dependences of the
thermal conductivities of the CuInS2 and AgInS2 com-
pounds and CuxAg1 – xInS2 solid solutions. The thermal
conductivity measured is due basically to the lattice
component, since its electronic component calculated
by the Wiedemann–Franz relationship does not exceed
1% of the value measured.

For the CuInS2 and AgInS2 compounds, the thermal
conductivity in the temperature range 300–400 K is
described by the dependence of type T–1, which is char-
acteristic of three-phonon scattering. This result agrees
with the Peierls theory, according to which χ is
inversely proportional to temperature at temperatures
above the Debye temperature. In this case, we are deal-
ing with phonon–phonon scattering, when three
phonons exchange energy between each other (three-
phonon processes). As a result, one phonon disappears

χ Wl/S∆T ,=
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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and two new phonons appear or two phonons disappear
and one new phonon arises. At higher temperatures, χ
varies as T–n (0 < n < 1), which means that scattering by
impurities and lattice defects dominates. In the
CuxAg1 – xInS2 solid solutions, the power-type depen-
dence χ ~ T–n is observed throughout the temperature
range studied; hence, the basic scattering mechanism is
scattering by lattice defects. Accordingly, the tempera-
ture dependence of χ is weak.

Figure 4 shows the concentration dependence of the
thermal conductivity for the CuxAg1 – xInS2 solid solu-
tions. This curve has a minimum near the equimolar
composition. The considerable decrease in χ of the
solid solutions compared with that of the initial com-
pounds is due to breaking of the lattice periodicity in
the solid solutions because of the random distribution
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x = 0.6

Fig. 3. Temperature dependences of the thermal conductiv-
ity for the CuInS2 and AgInS2 compounds and
CuxAg1 − xInS2 solid solutions.
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Fig. 4. Concentration dependence of the thermal conductiv-
ity for the CuxAg1 – xInS2 solid solutions.
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of atoms over equivalent sites. In solids, dissimilar
atoms, though occupying regular lattice positions
(sites), are disordered. Because of this, the atomic
weights and force constants vary randomly from site to
site, causing phonon scattering. Therefore, solid solu-
tions can be viewed as intermediates between the crys-
talline state (the crystal lattice persists) and the amor-
phous state (the disordered arrangement of atoms). For
solid solutions, the degree of disorder is maximal at the
equimolar composition; accordingly, their thermal con-
ductivity near this composition is minimal.

CONCLUSIONS

Using the moving solvent method, we grew single-
crystal CuxAg1 – xInS2 solid solutions, determined their
compositions and crystal structure, and measured their
thermal expansion coefficients and thermal conductivi-
ties. For the solid solutions with x > 0.5, both thermal
expansion coefficients (α|| and α⊥ ) are found to be pos-
itive, whereas for AgInS2 and the solid solutions with
x < 0.5, α⊥  is positive and α|| is negative. The TEC var-
ies linearly with concentration x, and the thermal con-
ductivity has a minimum at the near-equimolar compo-
sition.

REFERENCES
1. N. A. Goryunova, Compound Diamond-Like Semicon-

ductors (Sov. Radio, Moscow, 1968) [in Russian].
2. Yu. V. Rud’ and Z. A. Parimbekov, Zh. Tekh. Fiz. 54,

2253 (1984) [Sov. Phys. Tech. Phys. 29, 1320 (1984)].
3. Yu. V. Rud’ and Z. A. Parimbekov, Fiz. Tekh. Polupro-

vodn. (Leningrad) 17, 281 (1983) [Sov. Phys. Semicond.
17, 178 (1983)].

4. K. W. Mitchell, Annu. Rev. Mater. Sci. 12, 401 (1982).
5. Current Topics in Photovoltaics, Ed. by T. Coutts and

J. Meakin (Academic, London, 1985; Mir, Moscow,
1988).

6. I. V. Bodnar, B. V. Korzun, and L. V. Yashukevich,
J. Mater. Sci. 33, 183 (1998).

7. I. V. Bodnar, Neorg. Mater. 34, 16 (1998).
8. G. S. C. Abrahams and J. L. Bernstein, J. Chem. Phys.

59, 5415 (1973).
9. I. V. Bodnar, N. S. Orlova, and I. N. Tsyrel’chuk, Neorg.

Mater. 31, 899 (1995).
10. S. I. Novikova, Thermal Expansion of Solids: A Hand-

book (Nauka, Moscow, 1974) [in Russian].
11. I. V. Bodnar, Fiz. Tekh. Poluprovodn. (St. Petersburg) 37,

1285 (2003) [Semiconductors 37, 1247 (2003)].
12. I. V. Bodnar, Izv. Akad. Nauk SSSR, Ser. Neorg. Mater.

17, 583 (1981).
13. I. V. Bodnar and B. V. Korzun, Mater. Res. Bull. 18, 519

(1983).
14. N. S. Orlova and I. V. Bodnar, Neorg. Mater. 37, 1084

(2001).
15. A. S. Okhotin, A. S. Pushkarskiœ, and V. V. Gorbachev,

Thermal Physical Properties of Semiconductors (Atom-
izdat, Moscow, 1972) [in Russian].

Translated by K. Shakhlevich



  

Technical Physics, Vol. 50, No. 9, 2005, pp. 1182–1185. Translated from Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 75, No. 9, 2005, pp. 76–79.
Original Russian Text Copyright © 2005 by Lyalikov.

                    

OPTICS,
QUANTUM ELECTRONICS

          
Aberration-Free Lateral Shear 
Holographic Interferometry

A. M. Lyalikov
Kupala State University, Grodno, 230023 Belarus

e-mail: lyalikov@inbox.ru

Received September 10, 2003; in final form, December 27, 2004

Abstract—Lateral shear interferometry is considered as a possible means for optical correction of wave fronts
reconstructed from singly and doubly exposed holograms. Optical aberrations are eliminated in a moiré pattern
by superposing two lateral shear interferograms using waves diffracted by original holograms. It is shown that
the singly exposed hologram allows compensation for only optical inhomogeneities due to the substrate, while
the doubly exposed hologram also excludes aberrations due to the recording system. The experimental results
supporting the efficiency of the method as applied to imperfect substrates of holograms are presented. © 2005
Pleiades Publishing, Inc.
INTRODUCTION

Wave fronts reconstructed from a hologram can be
studied by a variety of optical methods [1, 2]. Using the
same hologram of an object studied, one can obtain
two-beam interferograms, shear interferograms with
arbitrary parameters of fringes, and various shadow
patterns. This considerably extends the body of infor-
mation on the object. While the correction of aberra-
tions due to a recording system (optical aberrations)
and compensation for substrate inhomogeneities pose
no difficulties for two-beam interferometry [1], they
present a serious challenge for shear interferometry and
shadow techniques. The reason is that the formation of
a shear interferogram, as well as of a shadow pattern,
usually involves only one wave reconstructed from the
hologram. To date, a number of methods have been sug-
gested for partial [3–5] and complete [6, 7] compensa-
tion for aberrations of either type in shadow patterns.
However, complete compensation for optical distor-
tions in shear interferograms requires that at least a pair
of holograms and an interfacing optical system be used
[6, 8], which considerably complicates the experiment.

Shear interferometry, its both conventional and
holographic techniques, enjoys today wide application
in various fields of science and engineering [9–13].

In this study, we propose methods of correcting sub-
strate distortions and optical aberrations in lateral shear
interferograms formed by wave fronts reconstructed
from holograms. These methods considerably extend
the potential of lateral shear holographic interferometry
1063-7842/05/5009- $26.00 1182
as applied to holograms on imperfect substrates and
loosen requirements for the aberration characteristics
of optical systems.

Let us assume that a wave front having passed
through a phase object is holographically recorded. Let
us consider how shear interferograms free of optical
distortions can be obtained using singly and doubly
exposed holograms.

EXPERIMENTAL

Figure 1 shows the optical scheme used to obtain
aberration-free lateral shear interferograms using both
singly and doubly exposed holograms. Hologram 1 is
illuminated by a collimated He–Ne laser beam. Dia-
phragm 3 placed in the second focal plane of objective
2 separates out the reconstructed wave. Objective 4 col-
limates the reconstructed wave and directs it to four-
mirror lateral shear interferometer 5. The design of the
interferometer allows for variation both of the fringe
spatial frequency and of the lateral shear of the interfer-
ograms recorded in plane 6. The record plane was opti-
cally interfaced with hologram 1 by objectives 2 and 4.

1 2 3 4 5 6

Fig. 1. Optical scheme for obtaining aberration-free lateral
shear interferograms.
© 2005 Pleiades Publishing, Inc.
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SINGLY EXPOSED HOLOGRAM

The amplitude transmission of a singly exposed
hologram recorded under linear conditions [2] for the
fringes perpendicular to the x axis has the form

(1)

Here, ξn is the spatial frequency of the holographic pat-
tern (ξn = 1/T, where T is the spatial period of the holo-
graphic pattern), ε is the phase distortion due to optical
aberrations, and ϕ is the phase shift induced by the
object.

Assume that singly exposed hologram (1) is illumi-
nated by a collimated beam so that the wave recon-
structed normally to the hologram in the first diffraction
order is expressed as

(2)

where χ is the phase distortion inserted by optical inho-
mogeneities of the hologram substrate.

It is seen from Eq. (2) that the wave front includes
not only the valid signal described by function ϕ but
also distortion (χ + ε) associated with substrate inho-
mogeneities and optical aberrations. Wave (2), sepa-
rated out by diaphragm (3) (Fig. 1), enters lateral shear
interferometer 5. In our method of correction, the inter-
ferogram to be recorded in plane 6 must be adjusted to
the spatial frequency of the resulting fringes. This can
be achieved by specifying not only a shift between the
interfering beams but also the angle defining the spatial
frequency of the fringes. In this case, the intensity dis-
tribution in a shear interferogram appears as

(3)

where ξ1 is the spatial frequency of the fringes, ∆χ =
χ – χ', ∆ε = ε – ε', and ∆ϕ = ϕ – ϕ'. The primed func-
tions describe changes in the wave front of one wave
shifted with respect to the other in recording a lateral
shear interferogram. The signal detected is distorted by
substrate inhomogeneities ∆χ and optical aberrations
∆ε.

In the case of a singly exposed hologram, only sub-
strate-related distortions can be eliminated. To do this,
along with interferogram (3), one should record, in the
same interferometer, another shear interferogram with
the same shift and also adjusted to the resulting fringe
pattern; however, in the latter case, the interferogram is
obtained using the wave transmitted through hologram
(1) in the forward direction (i.e., the diffracted wave of
the zero order). The wave front of such a wave is
deformed by only substrate inhomogeneities, and its
complex amplitude is

(4)

where a0 is the real amplitude of the wave transmitted
in the forward direction.

τ1 1 2πξnx ε ϕ+ +[ ] .cos+∼

A1 a1 i χ ε ϕ+ +( )[ ] ,exp=

I1 1 2πξ1x ∆χ ∆ε ∆ϕ+ + +[ ] ,cos+∼

A0 a0 iχ( ),exp=
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In this case, the intensity distribution in a shear
interferogram is given by

(5)

Distortions introduced by inhomogeneities in the
substrate of hologram (1) can be eliminated by succes-
sively recording two lateral shear interferograms (3)
and (5) either on one mutual substrate or on two differ-
ent substrates. In the latter case, the chemically treated
substrates are aligned exactly.

Although the moiré pattern is obtained, in the
former case, by adding and, in the latter, by multiplying
the amplitude transmissions of the high-frequency
structures of the interferogram, it is the same in both
cases [14, 15]. To increase the visibility of the moiré
pattern, filtering of the spatial frequencies can be
applied. Usually, the diaphragm placed in the second
focal plane of the objective cuts out the first diffraction
order from the light transmitted through superposed
shear interferograms. It can be demonstrated [14, 15]
that, in both cases considered above, the moiré patters
is described by the expression

(6)

Moiré pattern (6) is free of the distortions associated
with the substrate of hologram (1). However, optical
aberrations cannot be eliminated by using a singly
exposed hologram.

DOUBLY EXPOSED HOLOGRAM

In order to compensate for the distortions related to
optical aberrations when holograms are recorded on a
mutual substrate, the hologram should be exposed
twice: with and without the object. At the second expo-
sure, carrier frequency ξm must be so much different
from the frequency at the first exposure, ξn, that beam
separation by diaphragm 3 during the subsequent
reconstruction of the wave fronts (Fig. 1) will be reli-
able. The amplitude transmission of a doubly exposed
hologram under the linear recording conditions has the
form

(7)

Here, unlike the case of the singly exposed hologram,
both substrate-related distortions and optical aberra-
tions can be compensated for. Now, the wave diffracted
by the second holographic structure of doubly exposed
hologram (7) in the first order is used for recording the
second shear interferogram. The complex amplitude of
this wave is

(8)

where a2 is the real amplitude.

I0 1 2πξ1x ∆χ+[ ] .cos+∼

I10 1 ∆ε ∆ϕ+[ ] .cos+∼

τ2 2 2πξnx ε ϕ+ +[ ]cos 2πξmx ε+[ ] .cos+ +∼

A2 a2 i χ ε+( )[ ] ,exp=
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In this case, the intensity distribution in the lateral
shear interferogram is

(9)

The procedure of optical correction here is the same
as that for the singly exposed hologram; i.e., the result-
ing shear interferograms can be recorded either on two
separate substrates with subsequent alignment or on a
mutual doubly exposed substrate. However, in contrast
to (6), the moiré pattern is described by the slightly dif-
ferent expression

(10)

which contains neither substrate inhomogeneities nor
optical aberrations.

With doubly exposed holograms, one can obtain
shear interferograms of an object with complete com-
pensation for both optical aberrations and inhomogene-
ities of the holographic substrate. However, this version
of lateral shear holographic interferometry, which
requires double exposure and a change in the carrier
frequency, is generally more laborious than that using
single-exposure recording. Therefore, it is preferable if
the amount of optical aberrations is comparable to the
valid signal.

EXPERIMENTAL RESULTS

The optical correction technique proposed was ver-
ified in studying melting zones of heat-treated planar
polymethylmethacrylate samples. A doubly exposed
(before and after the treatment) hologram was recorded
with a Mach–Zehnder interferometer on an FG-690

I2 1 2πξ1x ∆χ ∆ε+ +[ ]cos .+∼

I12 1 ∆ϕ[ ] ,cos+∼

Fig. 2. Lateral shear interferogram visualizing optical inho-
mogeneities in the substrates of the initial doubly exposed
hologram (adjustment to an infinitely wide fringe).
holographic film. The diameter of the field of observa-
tion was 26 mm. The wave aberrations of the recording
system were ~0.3λ. When recording the doubly
exposed hologram, the carrier frequency was varied by
rotating the reference beam between the exposures.

Following the above procedure, a lateral shear inter-
ferogram was recorded on a mutual substrate with the
use of the wave fronts reconstructed from the doubly
exposed hologram. The lateral shear of interfering
wave fronts in a four-mirror shear interferometer was
set equal to 3.0 mm. Figure 2 shows the shear interfer-
ogram adjusted to an infinitely wide fringe (the lateral
shear is 3.0 mm), which visualizes optical inhomogene-
ities in the substrate of the initial doubly exposed holo-
gram. The low quality of the film is evident. Figure 3 is
the moiré pattern obtained by illuminating the doubly
exposed hologram, where both the distortions due to
the substrate and optical distortions are eliminated. To
improve the visibility of the fringe pattern, spatial fre-
quency filtering (separation of the first diffraction
order) was applied. The moiré pattern shown in Fig. 3
visualizes the behavior of function ∆ϕ with substrate
inhomogeneities and optical aberrations eliminated.

CONCLUSIONS

The aberration-free version of lateral shear holo-
graphic interferometry may provide a high measure-
ment accuracy in studying phase objects using holo-
grams on low-grade substrates and inexpensive optics.

Fig. 3. Moiré pattern of the lateral shear interferogram for
the polymethylmethacrylate sample with substrate inhomo-
geneities and optical aberrations eliminated.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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Abstract—The lasing parameters of a nonchain chemical HF laser (an active volume of 20 l) excited by a fast
electron beam are studied at different energies delivered to the gas. It is shown that the laser operates efficiently
when the energy deposited is below 30 J/l. Above specific excitation energies of 60–70 J/l, both the lasing effi-
ciency and the laser output decrease. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Nonchain chemical HF/DF lasers are highly effi-
cient coherent sources radiating in the near-IR range
(λ = 2.6–5.0 µm). Owing to the many-lined spectrum of
laser radiation, which covers the absorption spectra of
many human-activity-related environmental pollutants,
such lasers are indispensable radiation sources for envi-
ronmental protection and monitoring systems.

Chemical nonchain lasers are usually pumped by an
electric discharge or a fast electron beam. The latter
approach is the most promising for exciting high-
energy (>100 J) lasers. The standard working mixture
for HF lasers consists of SF6 and H2 gases [1, 2]. The
former is an electronegative gas with a large cross sec-
tion of plasma electron attachment to molecules. In
[3, 4], an anomalous propagation of an electron beam
through mixtures containing electronegative gases was
discovered. The main anomaly was that electrons pen-
etrated into an electronegative gas to a depth consider-
ably smaller than their extrapolated range; in other
words, the beam was “blocked.” The anomalous behav-
ior of the electron beam energy deposited into SF6 was
demonstrated in [5]. It was found that the excitation
area was smaller than predicted when the SF6 pressure
exceeded 5.5 × 104 Pa. Based on the calculation, it was
supposed that such anomalous behavior of the energy
may be due to a large amount of the space charge,
which forms in the plasma because of its low conduc-
tivity. As a result, the electron beam behaves as if it
were confined by the space charge field, since a major
fraction of the electron beam energy is spent on work
against this field.

If such an uncommon situation occurs in the work-
ing mixture of a chemical laser, its performance may be
adversely affected. An F2–O2–H2–SF6 chain chemical
laser excited by a microsecond electron beam with a
maximum electron energy in the diode of 450 keV was
studied in [6]. The conditions under which the confine-
ment of an electron beam had an influence on lasing
1063-7842/05/5009- $26.00 ©1186
were determined. It was shown that the lasing energy
was no longer a linear function of specific excitation
energy E at E > 50 J/l. The shrinkage of the lasing range
in the H2–SF6 mixture was observed when the mixture
density exceeded 3.5 g/l.

A different situation was observed in [7, 8], where
the excitation of the H2–SF6 mixture by a radially con-
vergent electron beam resulted in a high lasing effi-
ciency (≈10%) and the role of the space charge was
considered to be insignificant [8].

Since the data concerning the presence of the space
charge and its influence on the HF laser performance
are contradictory, it is of interest to investigate this type
of laser in more detail. In this work, we study the
energy and time parameters of a nonchain HF laser ver-
sus the pumping electron beam energy density in order
to see whether there is an anomaly in the lasing param-
eters and search for optimal conditions of excitation.

EXPERIMENTAL

The experimental setup was similar to that used pre-
viously for excitation of a XeCl laser [9]. It includes a
laser chamber, two vacuum diodes placed on opposite
sides of the chamber, and six Arkadyev–Marx genera-
tors. The diodes with explosive-emission graphite cath-
odes were fed by three parallel-connected generators
containing ten stages each (the capacity per stage is
0.1 µF). The charging voltage of the generators was
80 kV. The diodes generated 800-ns-wide 40-kA cur-
rent pulses with an electron energy of 450 keV. The
pulsed electron beams of cross-sectional area 13 ×
150 µm generated by the diodes were injected into the
laser chamber through 50-µm-thick titanium foil or a
Lavsan film1 covering a metallic grid, which served as
the anode of the diodes. The oppositely placed foils in
the laser chamber were 12 cm apart. The chamber was
a cylinder of capacity 60 l. A cavity was formed by the

1 Russian equivalent of Dacron.
 2005 Pleiades Publishing, Inc.
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TlBr windows of the laser chamber, which were 20 cm
in diameter and had a transmission of 75% in the 2.5–
3.0 µm range, and a plane external aluminum mirror.
An H2 + SF6 gas mixture at a pressure between 0.3 and
1.0 atm served as the lasing medium.

The pump energy (power) density used to excite the
laser was varied. This was done in three ways. First, the
energy delivered to the gas substantially depended on
the absorbent material. For example, substitution of the
Lavsan film for titanium foil raised the energy deposit
by about half as much again. Second, one or two diodes
were used for excitation. In this case, the pump energy
increased roughly twofold. Finally, the pump energy
density rose twofold when the pressure of the gas mix-
ture was varied from 0.3 to 1.0 atm.

The laser energy density distribution over the
beam’s cross section was measured with an IKT-1N
calorimeter; the laser output, with a set of coupled
TPI2-7 calorimeters with a total surface area of 24 ×
24 cm. The waveform of laser shots was recorded by an
S8-14 oscilloscope using an FSG-22 photoresistor. The
electron beam energy deposited into the gas was esti-
mated both theoretically and experimentally by the
method of pressure jump in the SF6 gas. A 6MD-Kh1B
mechanotron served as a pressure sensor, and its signal
was applied to the oscilloscope. The energy deposit was
calculated by the Monte Carlo method under the
assumption that the space charge field in the plasma
does not influence the electron beam. The lasing param-
eters were determined at the first shot in a fresh gas
mixture, since at the second shot the output dropped by
a factor of 1.5–2.

EXPERIMENTAL RESULTS

Figure 1 shows the electron beam energy deposited
into the gas as a function of the SF6 pressure for one-
side and two-side pumping. As the pressure grows from
0.30 to 0.95 atm, the energy increases approximately
twofold and then tends toward saturation. The substitu-
tion of the Lavsan film for the titanium foil causes the
pump energy to increase by 1.6 times.

First, we optimized the component ratio SF6/H2 in
the mixture as a function of the gas pressure and the
pump energy density. Figure 2 presents the lasing
energy density per square centimeter versus the compo-
sition of the mixture for one-side excitation. It is seen
that, as the component ratio varies in the range
SF6 : H2 = (20–100) : 1, the energy density remains vir-
tually the same both near the foil, where the pump
energy density is high, and far away from it (lower
energy density). This is true both for 0.5 and 1 atm. It
follows that the same component ratio can be used in a
wide range of our experimental conditions. Therefore,
all the results presented below were obtained for the
ratio SF6 : H2 = 50 : 1.

In the first series of experiments, the electron beam
was injected into the laser chamber through the tita-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
nium foil. We compared the parameters of laser radia-
tion for one- and two-side excitations. Since the diode
parameters were close to each other, switching of the
second diode raised the pump energy nearly twofold.
The laser output versus the gas pressure in these two
cases is depicted in Fig. 3a. For comparison, this figure
also shows the pressure dependence of the output
(curve 4) calculated as a sum of the outputs obtained
when the beams pump the laser independently. In the
pressure range from 0.3 to 0.7 atm, the behavior of the
laser output in the two-beam pump mode (curve 3) is

1.0

0.2

E, kJ

p, atm
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.5

1.5

2.0

2.5

3.0

3.5

4

3

1

2

Fig. 1. Pressure dependence of the electron beam energy
deposited into the SF6 gas through (1, 3) titanium foil and
(2, 4) Lavsan film in the (1, 2) two-side and (3, 4) one-side
pump modes.
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Fig. 2. Laser output density vs. the concentration ratio
SF6/H2 under one-beam excitation through the titanium foil
at a gas pressure of (2, 3) 0.5 and (1, 4) 1 atm. Measure-
ments were made (1, 2) 2 and (3, 4) 10 cm away from the
foil.
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seen to be normal. Anomaly appears when the pressure
exceeds 0.7 atm (i.e., the energy decreases with pres-
sure). First, the lasing energy (laser output) decreases
with the energy deposit up to 1 atm and, second, the las-
ing energy decreases when the energy of either beam
(in the case of independent pumping) rises (curves 1
and 2).

Of certain interest is the output density distribution
over the laser beam section for various pressures. The
record of the output radiation on thermosensitive paper
(autograph) indicates that the energy distribution is
nearly uniform over the 12 × 12-cm section at 0.5 atm,
though several local spots of higher and lower densities
are also observed. Raising the pressure to 1 atm lowers
the energy density in the central part of the beam
(Fig. 4).

The laser output density was measured in both the
one- and two-beam pump modes. Figure 4 plots the
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Fig. 3. (1–4) Laser output and (5, 6) lasing efficiency vs. the
pressure of the gas mixture excited through the (a) titanium
and (b) Lavsan foils from (1) one side, (2, 6) the other side,
and (3, 5) both sides simultaneously. (4) The sum of cur-
ves 1 and 2.
energy density distribution between the titanium foils
for three values of the gas pressure in the two-beam
mode. It is evident that the distribution is fairly uniform
for all the pressures. The maximal energy density, as
well as the total energy, is maximal at 0.7 atm. At pres-
sures of about 0.9 atm, the energy density drops both in
the central part of the chamber and near the foils. Thus,
the behavior of the laser output density, as well as of the
total laser output, at pressures above 0.7 atm can be
regarded as anomalous in terms of this paper.

At the second stage of the experiment, when a
Lavsan film was used as an energy adsorbent and, cor-
respondingly, the pump level was increased by a factor
of 1.6, the amount of the total energy remained almost
the same (Fig. 3b). In this case, the estimated sum of
two partial energies under separate operation of the
diodes exceeds the energy in the two-beam mode
throughout the pressure range (from 0.40 to 0.95 atm).
In other words, the range of anomaly (an excess of the
calculated lasing energy over the experimental value)
expands and shifts towards lower pressures.

The lasing efficiency (the output-to-deposited
energy ratio) invariably grows as the pumping level
decreases (Fig. 3). This was observed both when the
gas pressure declined and when the Lavsan film was
changed to the titanium foil. The efficiency was maxi-
mum (5%) in the two-beam pump mode with the tita-
nium foil at a gas pressure of 0.3 atm. Remarkably, for
pressures above 0.7 atm, the lasing efficiency in the
one-beam mode with the titanium foil was higher than
in the two-beam mode.

Figure 5 demonstrates the time waveforms of two
successive laser shots for the same gas mixture in the
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Fig. 4. (1–3) Laser output density distribution in the two-
beam pump mode and (4, 5) the calculated sum of the par-
tial energies for a gas pressure of (1, 4) 0.5, (2) 0.9, and
(3, 5) 0.7 atm.
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presence of the titanium foil. The waveform of the sec-
ond shot is seen to differ considerably.

DISCUSSION

Thus, the most remarkable feature emerging from
the set of our experimental data is a decrease or a dis-
proportionate increase in the laser output with pump
energy, as vividly follows from Figs. 1 and 3. The
former shows that (i) a rise in the gas pressure to 1 atm
increases the energy deposit under all experimental
conditions, (ii) the energy deposit increases approxi-
mately twofold in the case of two-side beam injection,
and (iii) the pump energy increases by a factor of 1.6
when a Lavsan film is substituted for titanium foil. Nor-
mally, the output must grow in proportion to the energy
deposit in all the three cases. Let us turn, however, to
Fig. 3. As the pressure exceeds 0.7 atm, the output
(curves 3) declines for both the titanium foil and the
Lavsan film in the two-beam mode. With the Lavsan
film substituted for the titanium foil, the maximal out-
put increases only slightly, from 45 to 50 J (curves 2),
in the one-beam mode and remains the same, 75 J, in
the two-beam mode (curves 3). In other words, neither
substitution of a Lavsan film for titanium foil nor a
change to two-beam pumping result in an expected
increase in the laser output.

The feature discussed above is most probably
related to a large amount of the space charge forming in
the plasma [5, 6]. Indeed, if an electron beam imparts
charge q to the gas, the resulting plasma is bound to
carry the same charge q by virtue of the continuity
equation, which states that the charge is the same at any
point of a medium. The beam electrons will move in an
electric field that arises in the plasma bearing space
charge q. In normal gases, where the concentration of
plasma electrons is high, the plasma conductivity is
fairly high and the electric field of the space charge is
low. For example, the electric field in an electron-beam-
excited KrF laser was estimated as 0.8–1.0 kV/cm [10]
(at the center of a laser chamber 20 cm in diameter, the
potential does not exceed 10 kV). This field slows down
fast electrons moving in the active volume. However,
since electron energies in excimer lasers range typically
from 300 to 500 keV, the electron energy spent on work
against this field is insignificant. Note that the fraction
of an electronegative gas in the gas mixture is about
0.1% for a KrF laser (F2) and 98% for an HF laser (SF6).
Because of such a high SF6 concentration in the SF6–H2
mixture, the attachment rate of plasma electrons in an
HF laser is by three orders of magnitude higher than
that in an excimer laser. It follows that the plasma con-
ductivity is substantially lower and the electric field is
appreciably higher than in excimer lasers. Note that
conduction in the plasma of HF lasers may be both
ionic and electronic. Slowing down of fast electrons by
the space charge means that part of the kinetic energy
of the beam is converted to the potential energy of the
electric field. The kinetic energy cannot disappear at
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
all: it is spent on motion of heavy ions and electrons
whose energy is insufficient for excitation and ioniza-
tion of the mixture components and eventually is
merely converted into heat.

It seems that the influence of the space charge in our
experimental conditions is so strong that it noticeably
decreases the laser energy. This effect is highlighted
when the pressure in laser mixture exceeds 0.7 and
0.3 atm in the cases with the titanium foil and Lavsan
film, respectively (Fig. 3). At these pressures, the lasing
energy observed in the experiments with two-beam
pumping becomes lower than the calculated sum of the
partial energies of the beams. In both cases, the average
energy deposit into the gas is roughly the same, 60–
70 J/l. This energy level can be therefore considered as
critical in our experimental conditions: from this point
on, the space charge in the plasma has an appreciable
effect on the lasing efficiency and laser output. Accord-
ingly, one can estimate a critical level of the space
charge associated with the electron beam; in our case, it
equals (3.0–3.5) × 10–4 C/l.

The maximal lasing efficiency, 5%, is attained in the
experiments with the titanium foil in the two-beam
pumping mode at a pressure of 0.3 atm (Fig. 3a). In
one-beam pumping mode at the same pressure, the effi-
ciency reduces to 4% because of nonuniform excita-
tion. For pressures above 0.7 atm, the efficiency in the
one-beam mode is higher than in the two-beam mode.
It is likely that the effect of the space charge is
enhanced in the latter case. The use of the Lavsan film
increases the pump power but diminishes the efficiency
to 3%. In all the cases, the lasing efficiency lowers with

(‡)

(b)

(c)

100 ns

Fig. 5. Time waveforms of (a, b) the first laser shot in the
central part of the beam and (c) the second shot at the beam
periphery. The gas pressure 0.7 atm, two-beam pumping
through the titanium foil.
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rising pressure. It seems likely that the effect of the
space charge in the case of the titanium foil takes place
at pressures from 0.3 to 0.4 atm too but is much weaker
than at higher pressures.

The time waveform of HF laser shots also deserves
attention. As a rule, they looked as though consisting of
two time-separated components (Fig. 5). Upon the sec-
ond switching of the laser with the same mixture, the
delay time between the components was longer. Why
the shots have such a form remains unclear; it is not
improbable that there appears an additional mechanism
of HF molecule formation with the participation of
molecular fluorine [7, 8].

CONCLUSION
The investigation into the energy parameters of the

HF laser as functions of the energy density delivered by
the electron beam (pump power) shows that a rise in the
pump level above 60–70 J/l leads to a decrease or a dis-
proportionate increase in the laser output. When the
pump level exceeds 30 J/l, the lasing efficiency drops
irrespective of experimental conditions. To raise the
efficiency, it seems advantageous to reduce the electron
beam current density (i.e., to lower the density of
energy deposit) and still leave the electron energy the
same. This conjecture is supported by earlier results [5,
6, 8], which indicate that, at low densities of the elec-
tron beam, the laser normally operates with a high effi-
ciency [8], while at elevated current densities, the elec-
tron beam in the gas and the lasing parameters behave
in an unusual manner [5, 6].
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Abstract—Stimulation of atmospheric precipitation by acoustic waves is considered. The interaction of acous-
tic waves with fog particles and the acoustic coagulation phenomenon are analyzed. It is proposed that the effect
of amplification of sound in a weakly ionized gas be used to prevent sound decay away from the source in a
foggy environment. © 2005 Pleiades Publishing, Inc.
Artificial stimulation of precipitation remains a
challenging problem of environmental technology. Pio-
neering experiments in this field were carried out as
early as at the beginning of the 20th century [1]. This
problem constitutes a part of the more general problem
of atmospheric control, including such issues as fog
dispersion; hail prevention; removal of atmospheric
freon, which attacks the ozone layer of the Earth; and
others.

Stimulation of precipitation is considered a very
promising technique for drought prevention. Artificial
rainfall was first accomplished in the Netherlands in
1931 by aircraft-aided infusion of fine-grained solid
carbonic acid into supercooled clouds. The intensity of
those rains was low because of a small vertical extent of
the clouds subjected to the reagent, and so this attempt
was not appreciated that time.

Efforts to stimulate rainfall by dispersing active
reagents in clouds proceeded after World War II in
many countries and were accompanied by relevant
computations and thorough analysis of the results.
Later, more advanced (electrical, acoustic, and laser)
methods were employed to cause artificial rainfall [1].

In this study, we consider rainfall stimulation by
acoustic waves. A basic disadvantage of this method is
decay of sound waves propagating in the atmosphere. It
appears, however, that this drawback can be overcome
by using the effect of sound amplification in weakly
ionized gases.

Let us synopsize the publications concerned with
acoustic stimulation of precipitation [2–8]. In [2], evap-
oration of drops in relation with temperature pulsations
due to the periodic compression and expansion of the
air under the action of acoustic waves was studied. It
was shown that drops of a certain critical radius may
evaporate under these conditions because of a tempera-
ture rise. Large drops, whose temperature remains con-
stant, may merge together when subjected to a strong
acoustic field. In [3, 4], the coagulation process was
described using a stochastic approach and numerical
simulation. To this end, the drop size microdistribution
1063-7842/05/5009- $26.00 1191
in uniform fog was calculated. It was found that, 5 s
after exposure of a cloud with a water vapor content of
2 g/m3 to sound waves with a frequency of 300 Hz and
intensity of 140 dB, a maximum in the drop size distri-
bution shifts towards larger values. Within 15 min of
sound application, another (degenerate) peak appears
near 500 µm, which corresponds to precipitation.

Interaction between sound waves and suspended
particles was touched upon in [5, 6]. It is established
that such systems feature unstable equilibrium, which
leads to coagulation of drops. In this case, coagulation
is due to a collective field produced by the hydrody-
namic interaction of particles rather than by pairwise
attraction between particles as was noted in [3, 4].

In [8], experiments with artificial fog in a 500-m3

chamber were described. Sound waves were generated
by an audio-frequency generator with an output power
of up to 20 kW [9]. The waves were emitted through a
horn radiator. The field with a frequency in the range
from 170 to 200 Hz turned out to be the most efficient.
Low-intensity (below 1.7 × 10–3 W/cm2) sound acceler-
ated fog dispersion by 20–30 times and drastically
changed the fog microstructure. Full-scale experiments
in the frequency range from 100 to 300 Hz with a sound
intensity at the end of the horn ranging from 0.12 to
0.21 W/cm2, which corresponds to 150 dB [10], were
also performed. At a distance of 30–40 m from the
source, appreciable changes in cloud drops were
observed: the higher the water content in the fog, the
more profound and faster the changes. Also, the sound
field with the parameters mentioned above caused
changes in the fog microstructure. The experiments
indicated that the effect of sound waves on the fog
grows with acoustic power. Review [8] outlines the
results on chemical stimulation of precipitation near the
Sevan lake, which is at an altitude of 1900 m. The
Sevan lake (a total surface area of about 1200 km2), sur-
rounded by the Gegamskiœ and Vardenisskiœ ridges, rep-
resents a unique test area for acoustic-wave stimulation
of precipitation.
© 2005 Pleiades Publishing, Inc.
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The basic difficulty associated with acoustic stimu-
lation of precipitation is the damping of sound waves
with distance from the source. In the idealized case of
isotropic propagation, when neither scattering nor
absorption of the sound is taken into account, the
acoustic intensity decreases proportionally to the
squared distance to the source. Actually, however, both
scattering and absorption take place under natural con-
ditions (this is especially true for fog, where these pro-
cesses are more intense than in the air); accordingly, the
damping is even a stronger function of distance. It is
this situation that was observed in the experiments
under natural conditions [7].

A possible way of preventing acoustic wave damp-
ing in fog is to take advantage of the phenomenon of
sound amplification in weakly ionized molecular gases.
This effect is explained by the nonradiative V–T relax-
ation of gas molecules from their vibrational excited
states. During relaxation, the energy is transferred to
the wave, thereby increasing its intensity. In [11–14], a
linear theory of sound wave propagation in a molecular
gas was developed that disregards mutual interaction
between the wave and an amplifying medium. A theory
elaborated upon in [15, 16] includes this effect.

Amplification of acoustic waves from an external
source that travel along a positive column of a glow in
a molecular gas was studied in [17, 18]. The experi-
ments were carried out in pure nitrogen and a nitrogen–
oxygen mixture at gas pressure P = 78 mm Hg in a dis-
charge tube with an inner diameter of 9.8 cm. A sound
wave of frequency 170 Hz was introduced into the dis-
charge by an electrodynamic radiator fixed at one of the
tube ends. A microphone was placed at the opposite end
behind the electrode.

The amplification coefficient for a sound wave of
intensity J = 72 dB in the nitrogen discharge (a dis-
charge current of 120 mA) was found to be Ki = 5.6 m–1.
In the discharge initiated in an N2 + 10%O2 mixture, the
amplification coefficient increased to Ki = 8 m–1. This is
because the constant of oxygen-induced vibrational
relaxation of nitrogen is two orders of magnitude
higher than in the case of nitrogen–nitrogen relaxation.
It should be noted that the rate of the vibrational relax-
ation of nitrogen due to water molecules is three orders
of magnitude higher than that due to nitrogen. This
means that the amplification factor of a sound wave can
be considerably increased by adding a small amount of
water vapor to a weakly ionized nitrogen plasma. It is
therefore interesting to investigate amplification of
sound in weakly ionized gases at elevated pressures up
to the atmospheric value.

Another challenge associated with sound stimula-
tion of precipitation is provision of weakly ionized air
as a medium with vibrationally excited molecules in the
way of a sound wave. In the fog, such an ionization can
be produced by using microwave radiation, laser
beams, or electric fields. Below, we will briefly discuss
ionization of the atmosphere by microwaves without
considering a number of attendant effects, such as a
change in the electric potential of a cloud and growth of
drops, which may enhance coagulation, and others.

Monograph [19] deals with theoretical and experi-
mental investigation into the formation of artificially
ionized areas in the air by means of high-frequency
electric fields. The feasibility of creating such areas at
altitudes between 30 and 40 km to establish reliable
communication is analyzed. It is supposed that a micro-
wave discharge be initiated by two or more crossed
beams of radio waves. The results of model laboratory
experiments with microwave discharges are described.

Generation of a microwave discharge in the tropo-
sphere aimed at eliminating the freon contamination,
which attacks the terrestrial ozone layer, from the air
basin is considered in [20, 21].

An electrodeless discharge in the air is initiated by a
high-frequency electric field. The electrons moving in
this field and colliding with neutral air molecules gain
an energy sufficient for ionization. When a certain crit-
ical ionization frequency is exceeded, the gas breaks
down, causing an exponential increase in the electron
and ion concentration with time: ne ~ exp(γit), where γi
is the ionization frequency, which rapidly rises with
high-frequency field amplitude.

A discharge initiated in high-pressure (to 500 mm Hg)
gases by a train of microwave pulses is discussed in
[19, 21, 22]. Specifically, the initiation of a microwave
discharge in air by pulses with wavelength λf ≈ 2 cm,
duration τf = 10–30 µs, and repetition rate f ≈ 2 Hz is
considered. A special feature of this discharge is spatial
inhomogeneity: the electron concentration is high in
the central part, where ne ≅  1016–1017 cm–3 and the elec-
tron temperature is Te ≅  5 eV, and low at the periphery
(ne ≅  1012 cm–3, Te = 0.5–0.7 eV). The electron concen-
tration rapidly drops within 10 µs after the pulse and
then tends toward a quasi-steady-state value with a
slow decay of the plasma.

Let us estimate the V–T relaxation time in a micro-
wave discharge at an air pressure of 700 mm Hg. Late
in the decay, the gas temperature in the plasma lowers
substantially; let it be 300 K. In pure nitrogen, the V–T
relaxation constant is kVT ≅ 10–16 cm3/s [23]; in the case
of plasma quenching by molecular oxygen, kVT ≅  2.3 ×
10–16 cm3/s [24]; and for quenching by water with a
temperature ranging from 300 to 963 K, kVT ≅
10−13 cm3/s [25]. The time of vibrational V–T relax-
ation in the fog (an N2 + O2 + H2O mixture) can be
found by the formula [24]

where P1, P2, and P3 are the partial pressures of nitro-
gen, oxygen, and water vapor, respectively, in the atmo-
spheric air and τVT1, τVT2, and τVT3 are the times of nitro-
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gen quenching by nitrogen, oxygen, and water, respec-
tively.

Assume that the water vapor content in the air
equals 2 g/m3, which corresponds to a partial pressure
of about 1 mm Hg under the conditions considered.
Calculation by the above formula yields τVT ≅ 0.5 × 10–

3 s for the relaxation time of vibrationally excited nitro-
gen in the plasma of humid air. Taking into account that
a sound wave acting on the fog should have frequency
f between 100 and 300 Hz, we obtain τVT < τs. That is,
in the fog, the relaxation frequency of vibrationally
excited levels is appreciably higher than the sound fre-
quency and so the acoustic wave will be amplified.

The results given in [21, 22, 26] suggest that a
microwave discharge under field conditions is feasible.
It is known that the microwave discharge plasma
decays slowly. Therefore, generating microwave dis-
charge pulses with a repetition rate of several hundreds
of hertz for several seconds, one can create a plasma
object that, being exposed to a sound wave, amplifies it,
causing precipitation at large distances. For long-range
probing, it seems reasonable to apply synchronous
scanning by radio and sound waves.

Consider the altitude dependence of the relative

sound pressure using the formula Ps =  [27],
where J is the sound wave intensity, ρ is the gas density,
and Vs is the sound velocity.

The figure shows relative sound pressure Ps/P0 ver-
sus the atmospheric pressure (altitude). Here, P0 is the
sound pressure at an atmosphere pressure of 760 mm Hg
(the measurements were taken near the lakes Sevan and
Issyk-Kul, which are at an altitude of 1900 and 1600 m,
respectively, which correspond to atmospheric pres-
sures of about 600 and 620 mm Hg). As follows from
the figure, the relative sound pressure grows with a
decrease in the atmospheric pressure for intensity J =
150 dB and air temperature t = 0°C. Therefore, high-

2JρV s

0.6
500 600

Ps/P0

P0, mm Hg
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Relative sound pressure vs. the atmospheric pressure for air
temperature T = 0°C.
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altitude regions are preferable as test areas for experi-
ments on precipitation stimulation.

In conclusion, note the following. As is seen from
the plot, the efficiency of precipitation stimulation
grows with altitude at a constant sound intensity. Fur-
thermore, the stimulation will be more efficient if an
acoustic generator with a radiator is aboard an airborne
vehicle. In this case, acoustic waves propagating
through a cloud oppositely to the direction of flight will
leave a trace in the form of coagulated drops. A suitable
vehicle could be a helicopter because of its ability to
vary the flying height and move through a cloud with a
high moisture concentration to provide intense coagu-
lation. With parameters of an acoustic generator chosen
optimally, the shuttle of a helicopter through clouds
would stimulate precipitation.

This method can be used for dissipation of clouds
prone to hail formation over terrains that frequently suf-
fer from damage done by hail.
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Abstract—Integrated phase shifters with a periodic structure that includes BaSrTiO3 ferroelectric varactors
parallel- and series-connected to the transmission line are investigated theoretically and experimentally. The
phase shifters are designed for the frequency range 26–32 GHz. The dispersion characteristics and insertion
losses in the transmission line of the phase shifters are analyzed with regard to the dependence of the capaci-
tance and loss tangent of the varactors on control voltage and temperature. It is shown that parasitic amplitude
modulation in the phase shifters can be suppressed if the connection scheme of the varactors takes into account
the voltage dependence of the their loss tangent. In the phase shifters with series-connected varactors, the tem-
perature dependence of the phase shift is much weaker than in those with parallel-connected varactors. © 2005
Pleiades Publishing, Inc.
INTRODUCTION

The phase shifter (PS) is a basic component of
phase-scanned arrays used in radars and communica-
tions (including satellite communications) systems.
Phase shifters based on ferrites and semiconductor
diodes are now the most popular [1]. Simultaneously,
research is under way on developing PSs with micro-
electromechanical [2] and piezoelectric [3] systems, as
well as ferroelectric PSs [4, 5]. Ferroelectric PSs seem
to be very promising, since they offer a high speed of
phase shift control, wide dynamic range, and good radi-
ation hardness. In addition, they are cheap and easy to
fabricate. At the same time, ferroelectrics have a num-
ber of disadvantages from the standpoint of their use in
microwave PSs, such as a high temperature coefficient
of the permittivity and, under certain conditions, a sig-
nificant voltage dependence of the loss tangent. The
first disadvantage imposes stringent requirements for
thermal stabilization of the ferroelectric devices. The
second causes the parasitic amplitude modulation of a
valid signal when its phase is voltage-controlled. Note
that the dielectric losses as a function of voltage may
both increase and decrease at different frequencies,
depending on the composition of and the defect density
in ferroelectric films [6, 7]. Temperature stabilization
schemes for film ferroelectric PSs were described in
[5], but they were not validated by electrodynamic anal-
ysis.

In this work, we demonstrate the possibility of sup-
pressing the negative effects mentioned above by ana-
lyzing transmission lines regularly terminated by
series- or parallel-connected ferroelectric varactors.
The analysis of the structures is made in wide ranges of
frequencies (1–60 GHz), temperatures (78–320 K), and
1063-7842/05/5009- $26.001195
control fields (0–40 V/µm) [6–9]. The experiments
were carried out on integrated PSs built around slot and
microstrip lines. The interconnection of these lines on a
BaSrTiO3 ferroelectric film provided periodic switch-
ing of the varactors. It is shown that the experimental
data corroborate analytical results.

1. PHASE SHIFT AND INSERTION LOSSES
IN THE PHASE SHIFTERS

Coplanar, slot, and slot–waveguide lines are the
most appropriate for PSs with parallel-connected ferro-
electric varactors, while a microstrip line is best suited
for PSs with series-connected varactors. Figure 1 shows
parts of the periodic structures and equivalent circuits
of a PS cell based on slot and microstrip lines. The rela-
tionship between the wave propagation constant (γ =
β + jα) and parameters of the cell components is as fol-
lows [7]:

(1)

where

for the circuit with parallel-connected varactors and

for the circuit with series-connected varactors.

γlcosh β jα+( )cosh l 1 YZ ,+= =

Y j Y0
β0l
2

------- ωC+tan 
  ωC δ,tan+=

Z jZ0 β0l 2α0Z0l+sin=

Y jY0 β0l,sin=

Z j Z0
β0l
2

------- 1
ωC
--------–tan 

  δtan
ωC
----------- α0Z0l+ +=

(2)
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Fig. 1. (a) Slot and (b) microstrip transmission lines regularly terminated by varactors. Rl, Ll, and Cl are the related parameters per

unit length of the unterminated line and Yv  = jωC + ωC  and Zv  = –j/ωC + /ωC are the conductance and resistance of the
varactor in the circuit with parallel- and series-connected varactors.

δtan δtan
In the above expressions, Z0 = 1/Y0, β0, and α0 are
the characteristic impedance, propagation constant, and
damping constant of the unterminated transmission
line, respectively; l is the length of the cell; and C and

 are the capacitance and loss tangent of the ferro-
electric varactors inserted into the line.

Substituting the cell parameters into (1) and separat-
ing the real and imaginary parts, one can obtain the dis-
persion relations and relationships for the insertion
losses per cell and characteristic impedance of the line,

(3)

(4)

(5)

for the PSs with parallel-connected varactors and

(6)

(7)

(8)

for the PSs with series-connected varactors.

δtan
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For further analysis of the lines regularly terminated
by ferroelectric varactors, it is necessary to know the
microwave properties of the ferroelectric components
and their response to a control voltage. Typical temper-
ature dependences of the capacitance, C(T), and fre-
quency dependences of the insertion losses, ( f ), at
different control voltages for varactors made of highly
oriented near-single-crystalline BaSrTiO3 films
obtained by magnetron sputtering [8, 9] are depicted in
Fig. 2. It is noteworthy that capacitance C(T) remains
almost constant in a wide temperature range when a
maximal control voltage is applied. Note also that the
monotonically descending dependence C(U) is charac-
teristic of ferroelectric films irrespective of their com-
position and degree of imperfection. However, the run
of the voltage dependence of the microwave dielectric
losses varies in accordance with the composition of the
film, defect density in it, and measurement frequency.
For example, for highly imperfect BaSrTiO3 films
obtained by the ceramic technology [6], the frequency
dependences of  taken at different bias voltages
exhibit a crossover (Fig. 2c), unlike the dependences
for the near-single-crystalline films. Thus, when
designing microwave shifters, one should take into
account the voltage dependence of the microwave
losses in the ferroelectric film in order to suppress
amplitude modulation, which inevitably arises in a
device with variable insertion losses L( (U)).

Using Fig. 2a, we will analyze the phase variation in
the structures with series- and parallel-connected var-
actors when the temperature varies in the range Tmin–
Tmax and the control voltage varies in the range 0–Umax.
Figure 3 plots the phase shift per cell versus its electri-
cal length at different ratios Z0/Xc = Z0ωC, where Z0 is
the wave impedance of the unterminated line and Xc is
the characteristic reactance of a ferroelectric varactor.

δtan

δtan

δtan
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From these dependences, as well as from the curves
C(T, U), the following conclusions can be drawn. At
maximal temperature Tmax and maximal control voltage
Umax applied to the PS with parallel-connected varac-
tors, the phase shift per cell is ∆ϕ(Tmax) (for example, in
going from point 1 to point 2; Figs. 2a and 3). The num-
ber of cells is n = 360 deg/∆ϕ(Tmax). At minimal oper-
ating temperature Tmin and U = 0, the capacitance of the
varactor grows (point 3). At Tmin and Umax, the phase
shift per cell is ∆ϕ(Tmin) (transition from point 3 to
point 2). The additional phase shift due to a temperature
change is obviously equal to ∆ϕ(T) = ϕ(Tmin) – ϕ(Tmax).
Similarly, considering the curves in Figs. 2a and 3 for
the PSs with series-connected varactors, we note that
∆ϕp(T) > ∆ϕs(T); that is, the range of temperature-
related phase variation (transition from point 1 to point
3 and vice versa) in the case of series-connected varac-
tors is always wider than for varactors connected in par-
allel. Remarkably, this inequality holds at any Z0/Xc and
any electric length β0l of the cell provided that
n∆ϕ(Tmax) = 360°. Thus, one may infer that the PSs
with series-connected varactors are preferable as to the
effect of temperature on the phase characteristics.

Consider the possibility of suppressing parasitic
amplitude modulation in these structures with regard to
different dependences (U) for varactors based on
various films (Figs. 2b and 2c). From expressions (4)
and (7) for the insertion losses, it follows that ferroelec-
tric varactors are major contributors to the PS losses. It
is noteworthy that the losses of parallel-connected var-
actors are proportional to the capacitance multiplied by
the loss tangent, Lp ~ C(U) (U), while for series-
connected varactors, the losses vary as the ratio of the
above quantities, Ls ~ (U)/C(U). It is clear that, for
varactors with the descending curve (U) (higher-
than-crossover frequencies in Figs. 2b and 2c), parasitic
amplitude modulation in the PS can be effectively sup-
pressed when the varactors are connected in series. In
the opposite case of the ascending curve (U)
(lower-than-crossover frequencies in Fig. 2c), the
undesired effect can be effectively suppressed by con-
necting varactors in parallel.

2. PHASE SHIFTER DESIGN 
AND EXPERIMENTAL RESULTS

In this work, we experimented with integrated PSs
based on slot and microstrip transmission lines with
series- and parallel-connected varactors. The devices
represent a multilayer structure (substrate, BaSrTiO3
film, and metallization). The metallization on the ferro-
electric film provides periodic switching of the varac-
tors. The Ba0.3Sr0.7TiO3 film ≈1 µm thick was applied
on a 0.5-mm-thick Polikor substrate by high-frequency
magnetron sputtering. Metallic electrodes 0.4 mm long
and ≈5 µm apart were made by copper evaporation with

δtan

δtan

δtan
δtan

δtan
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subsequent gold plating. The controllability of the var-
actors (which is defined as a relative change in the
capacity due to application of a control voltage) is equal
to

The ferroelectric film had a descending dependence
(U) similar to that shown in Fig. 2b. The inte-

grated PS based on the periodic structure with varactors
connected to the slot line in parallel has n = 11 cells and
is schematically depicted in Fig. 4a. The PS is soldered

k
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Fig. 2. Temperature dependences of the (a) capacitance (the
film thickness is ≈1 µm; the metallic electrode spacing and
length are ≈5 µm and 0.4 mm, respectively) and the fre-
quency dependences of the loss tangent for varactors made
of (b) highly oriented and (c) ceramic films at different con-
trol voltages.
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Fig. 3. Dispersion relations for the phase shifters with parallel- (dashed lines) and series-connected (continuous lines) ferroelectric
varactors at different ratios Z0/Xc.
in the slot line made of the Rogers RT/Duroid 6002
material [10] and mounted on the E plane of a
waveguide. The ferroelectric phase shifter is matched
to the waveguide by means of exponential-line trans-
formers. To apply a control voltage to the ferroelectric
component, one of the electrodes on the transmission
line is insulated from the body of the waveguide with a
20-µm-thick mica plate.

The PS with series-connected ferroelectric varactors
is shown in Fig. 4b. It is based on a regular microstrip
line with a ferroelectric film and also consists of
11 cells. The structure is matched to the microstrip line
with two step quarter-wavelength transformers. In both
types of PSs, the decoupling of the microwave and con-
trol circuits was accomplished with a low-pass filter
and equaled –20 dB and the reflection coefficient
exceeded –15 dB in the frequency range 26–32 GHz.

Figure 5 demonstrates the analytical and experimen-
tal frequency dependences of the transfer coefficient
and phase shift of the devices with series- and parallel-
connected ferroelectric varactors. These dependences
strengthen the earlier conclusion that the amplitude
modulation of the transfer coefficient in the PSs with
series-connected varactors can be suppressed in the
case of the descending curve (U). Additional tem-
perature-related phase shifts at the zero control voltage

δtan
FE varactor

Ferroelectric varactor

U, V

Slot line based on
“Rogers” material

Low pass
filter

Waveguide wall Mica Waveguide wall

Ground

Microwave
input

MW
output

Low pass
filter U, V

(a)

(b)

Ferroelectric
slot line

Fig. 4. Schematic of the phase shifters with (a) parallel con-
nection of the varactors to the slot line and (b) series con-
nection of the varactors to the microstrip line.
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in the two structures considered are shown in Fig. 6.
The earlier conclusion that series connection of the var-
actors raises the temperature stability of the phase shift
in the PS is supported again. Note, however, that the
temperature stability of the structure, while consider-
ably improved by properly choosing the circuit design,
is still insufficient: the temperature coefficient of phase
(TCP) at series connection of varactors, Kϕ[∆ϕT/∆T] ≅
1 deg/K (Fig. 6), remains too high for a number of
applications. When the varactors are connected in
parallel, the TCP equals 2 deg/K. The TCP can be
raised further (up to Kϕ  ∞) by applying a tempera-
ture-dependent control voltage to the ferroelectric var-
actors [11].

Based on the experimental data, we estimated the
figure of merit of ferroelectric PSs,

(9)

The data for F represented in Fig. 7 demonstrate
good agreement between the analytical and experimen-
tal data. The figure of merit in the frequency range con-
sidered is rather high, F ≈ 60 deg/dB. Note that the
experimental figure of merit for the structure with
series-connected ferroelectric varactors is somewhat
lower than the analytical value. This is because the con-
trol circuits influence the characteristics of the ferro-
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Fig. 5. Analytical and experimental frequency dependences
of the insertion losses and phase shift at various control
voltages for (a) parallel- and (b) series-connected varactors.
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electric capacitors, impairing the controllability of the
ferroelectric varactors.

CONCLUSIONS

Based on the microwave properties of ferroelectrics
and theoretical analysis of periodic structures with
series- and parallel-connected ferroelectric varactors, it
is demonstrated that parasitic amplitude modulation in
the PSs can be suppressed and their temperature stabil-
ity and other parameters can be improved by properly
choosing the circuit design. Our theoretical statements

150
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0
240 260 280 300 T, K

∆ϕT, deg

Fig. 6. Parasitic (temperature-related) phase shift for (.)
parallel- and (d) series-connected varactors.
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Fig. 7. Analytical (continuous lines) and experimental (data
points) frequency dependences of the figure of merit of the
phase shifter for (a) parallel- and (b) series-connected var-
actors.
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are validated in experiments with two types of inte-
grated phase shifter intended for the frequency range
26–32 GHz. Specifically, the figure of merit of the
device reaches 60 deg/dB.
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Abstract—The autoresonant mechanism of acceleration of relativistic electrons by combined Gaussian laser
radiation, which consists of radiation of the lowest and first modes, is considered. It is shown that acceleration
by combined radiation is more effective than acceleration by Gaussian beams of the lowest or the first mode. ©
2005 Pleiades Publishing, Inc.
INTRODUCTION

The cyclotron autoresonance mechanism discov-
ered in 1962 by Kolomenskiœ, Lebedev, and Davy-
dovskiœ [1, 2] forms the basis of one of the promising
vacuum methods for accelerating charged particles
[3−8]. The interest in the autoresonant acceleration
method has increased substantially after the develop-
ment of high-power laser radiation sources. According
to calculations, the rate of acceleration in an autoreso-
nant laser accelerator may be comparable to the rate of
acceleration attained in plasma acceleration methods
(on the order of GeV/m) [6−8]. Under definite condi-
tions, an autoresonant accelerator may serve as a source
of a femtosecond planar electron beam [7].

Theoretical analysis of the autoresonant accelera-
tion mechanism is usually carried out by approximating
accelerating laser radiation by a Gaussian beam of the
lowest mode; in this case, the condition that the electric
field of radiation in free space must satisfy the equation
divE = 0 is not always observed. In general, laser radi-
ation in the quasi-optical approximation is a superposi-
tion of Gauss-Hermite beams of various modes [9].
Analysis of autoresonant acceleration of electrons by a
Gaussian laser beam of the first mode revealed that the
rate of acceleration by the first-mode beam may be
higher than by the lowest-mode beam under definite
conditions [10]. This means that the choice of acceler-
ating laser radiation of the lowest mode is not optimal.
In this connection, we consider here the mechanism of
autoresonant acceleration of electrons by combined
laser radiation formed by the beams of the lowest and
first modes. It will be shown that on the segment corre-
sponding to acceleration, the motion of electrons can be
treated as autoresonant to a high degree of accuracy and
than the effectivity of acceleration by a combined laser
beam can be higher that in the case of an individual
laser beam of the lowest mode or the first-mode beam.
The segment of autoresonant acceleration is noticeably
reduced in this case.
1063-7842/05/5009- $26.00 ©1201
GAUSSIAN LASER RADIATION FIELD

In the quasi-optical approximation, the Gaussian
monochromatic radiation is described by a parabolic
equation. In the case of axisymmetric beams propagat-
ing along the z axis, this equation has the general solu-
tion in the form of a linear superposition of modes [9]

(1)

Here, ζ ≡ r2/a2(1 + iD), where r =  is the dis-
tance from the beam axis (z axis), a is the waist of the
beam, D = 2z/ka2 ≡ z/zR is the dimensionless diffraction
length, k = 2π/λ = ω/c is the wave number, ω is the wave
frequency, c is the velocity of light in vacuum, zR =
ka2/2 is the Rayleigh length, and Lm(ζ) are the mth order
Chebyshev–Laguerre polynomials. Number m cannot
be too large to remain in the range of applicability of
the parabolic equation. To analyze the motion of
charged particles, we must know the individual compo-
nents of the accelerating radiation field. We assume that
expression (1) specifies the vector potential of the elec-
tromagnetic field, while the scalar potential is deter-
mined from the Lorentz gauge condition

The electric and magnetic field components of the
Gaussian beam can be determined using the familiar
formulas

(2)

Formula (1) implies that the lowest modes have the
largest amplitudes near the symmetry axis of the Gaus-
sian beam (|ζ| ! 1) since |Am + 1(0)| ≤ |Am(0)|/(m + 1).

A r z,( ) ζ–{ }exp
Am 0( )

1 iD+( )m 1+
-----------------------------Lm ζ[ ] .

m 0=

∞

∑=

x2 y2+

ϕ 1
ik
----divA.=

B curlA, E
1
c
---∂A

∂t
-------– ∇ϕ .–= =
 2005 Pleiades Publishing, Inc.
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Let us consider laser radiation in the form of a
superposition of two Gaussian beams, one being the
beam of the lowest mode and the other the first-mode
beam. Such a combined beam can be described by the
formula

(3)

We assume for simplicity that the vector potential
has only one component Ax. We also represent the ini-
tial complex values of vector potential in the form

where A0, 1 and α0, 1 are the real amplitude and phase,
respectively.

In this case, using formulas (2), we obtain the gen-
eral expressions for the electric and magnetic field
components, which have a rather intricate form:

(4)

A r z t, ,( )
A0 0( )
1 iD+
---------------

A1 0( )
1 iD+( )2

---------------------- 1 ζ–( )+=

× ζ–{ } i kz ωt–( ){ } .expexp
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Ex E iΘ{ } 1
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In these formulas, the following notation is intro-
duced:

is the Gaussian beam amplitude; Θ = Θ0 + Ψ1 + α0 is
the Gaussian beam phase, where Θ0 = kz – ωt + R2/(1 +
D2);

–
12A1

A0
------------
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α = α1 – α0 is the phase shift; R = r/a; X = x/a; and
Y = y/a.

In the quasi-optical approximation, parameter 1/ka
is small. Consequently, not all terms in formulas (4) are
of the same order of magnitude. It can be seen that the
radiation considered here is an electromagnetic wave
with linear polarization, which is slightly distorted by
small corrections.

EQUATIONS OF MOTION OF ELECTRONS 
IN THE FIELD OF COMBINED GAUSSIAN 

RADIATION

Let us consider relativistic motion of an electron in
the field of laser radiation (4) propagating along a uni-
form magnetic field B0 = (0, 0, B0). To separate cyclo-
tron rotation of the electron, we introduce the standard
substitution

(5)

Here, p|| and p⊥  are the longitudinal and transverse
momentum components relative to the magnetic field
direction and Θc is the phase of cyclotron rotation
(gyrophase). The equations of motion of the electron in
this field have a rather complex form. These equations
contain the gyrophase, the phase of the wave, and their
combinations. Such a system of equations is called a
two-periodic (or two-frequency) system. In the case of
a strong magnetic field, gyrophase Θc is treated as a fast
variable. The wave phase Θ0 is also considered to be a
fast independent variable. In this case, the system of
equations of motion can be simplified by averaging
over fast phases [3]. The equation for the phase of the
wave “seen” by the particle must be included in the sys-
tem of general equations of motion of particles. In
cyclotron resonance, the difference between the cyclo-
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tron frequency and the wave frequency (with Doppler
shift) is very small (equal to zero at exact resonance).
The difference between the corresponding fast phases
in this case becomes a “slow” or “semi-fast” variable.
Such a slow variable for electrons is the resonance com-
bination of phases Ψres = Θ0 + Θc + Ψ1. Since terms of
the order of 1/ka are small in the quasi-optical approx-
imation, such terms can be omitted in the equations of
motion for dynamic variables p|| and p⊥ . However, such
small terms are significant in the equation for the reso-
nance phase since the difference between the wave fre-
quency and gyrofrequency is small in resonance. Under
such assumptions, after averaging over fast phases (the
phase of the wave and gyrophase), and over their non-
resonant combinations, we can obtain a simplified sys-
tem of equations of motion of an electron in the com-
bined Gaussian beam under investigation:

(6)
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In this system of equations, we introduced the fol-
lowing dimensionless quantities and parameters:
momentum components P|| = p||/m0c, P⊥  = p⊥ /m0c,
where m0 is the electron mass; dimensionless time τ =
ωt; parameter

where µ = ekA0/m0cω is the dimensionless amplitude of

the wave; γ =  is the relativistic factor;
and parameter Ω = ωc0/ω, where ωc0 = eB0/m0c is the
classical cyclotron frequency. We also introduced the
notation Φ1 = 1/k2a2(1 + D2),

The wave phase Θ0 is treated as an independent vari-
able along with the gyrophase [3, 8, 10]. Consequently,
system (6) also contains the equation for the wave
phase, where quantity ∆ = 2R2(1 – D2)/k2a2(1 + D2)2
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determines the mean frequency shift of the Gaussian
radiation.

As in the case of a plane wave, system (6) leads to
the integral [3]

If constant G is equal to Ω , relation

(7)

is the condition of the cyclotron resonance of the elec-
tron with the wave, which is preserved in the case of a
vacuum plane wave during the entire period of motion
of the particle. This is precisely autoresonance [3]. The
resonant frequency combination (7) corresponds to the
combination of phases Θ0 + Θc. The presence of rela-
tion (7) in system (6) is due to the fact that the above-
mentioned small terms were omitted. If we take into
account the frequency shift in Gaussian radiation, the
condition of cyclotron resonance of the particle with
the wave, in accordance with Eqs. (6), will be not rela-
tion (7), but

(8)

In contrast to the case of a plane wave (with a waist
a  ∞), cyclotron resonance condition (8) is not an
integral of motion of system (6). This means that the
condition of cyclotron resonance of a particle with a
wave in a Gaussian beam is not conserved in general
during the motion of the particle; consequently, the
autoresonant mode is ruled out. However, numerical
solution of system (6) shows that the departure from
resonance in a combined Gaussian beam over a small
distance is actually small, so that the motion of the par-
ticle over this distance can be approximately treated as
autoresonant (Fig. 1).

NUMERICAL SOLUTION

System of equations (6) is too complicated and was
solved numerically for this reason. Numerical solution
was carried out using the Runge–Kutta technique for a
CO2 laser with radiation intensity I = 1.8 × 1015 W/cm2

and wavelength λ = 10.6 µm under the cyclotron reso-
nance condition (8) at the instant of injection. The
width of the Gaussian beam was assumed to be a =
0.16 cm. For such parameters of the Gaussian beam,
the Rayleigh length is zR = 75.8 cm. The magnetic field
B0 = 100 kG. It should be noted that parameter Ω is very
small for the laser radiation in question. This means
that, if cyclotron resonance condition (8) is satisfied at
the initial instant, the dimensionless longitudinal
momentum of the particle being accelerated differs
from the relativistic factor P||0 ≈ γ0 only slightly. In other
words, the particles being accelerated must be ultrarel-
ativistic. For this reason, the electron injection energy
was assumed to be E = 25.9 MeV (γ0 = 50.8) in our cal-
culations.

γ P||– const= G.≡

γ P||– Ω=

γ P||– ∆ 1+( ) Ω.=
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We assume that the cyclotron resonance condition
(8) holds exactly at the instant of injection; we consider
particles starting on the symmetry axis (x = y = 0) of the
Gaussian beam at z = 0. The solution of system (6)
noticeably depends on the ratio of the amplitudes of the
lowest- and first-mode beams, as well as on their initial
phases. By way of example, Fig. 2 shows the depen-
dence of the particle energy on the distance in the direc-
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Fig. 1. Variation of the resonance frequency shift in the
direction of propagation of combined radiation. The solid
and dashed curves correspond to condition (8) and (7),
respectively.
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Fig. 3. Trajectory of an electron being accelerated and tra-
versing a distance z ≈ 55 cm in a plane perpendicular to the
direction of propagation of combined Gaussian radiation.
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tion of propagation of Gaussian radiation for various
ratios of the amplitudes corresponding to the first and
zeroth modes and for various relations between the
phases. It can be seen that, in a certain range of param-
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Fig. 2. Accumulation of energy by a particle in the field of
a combined Gaussian beam for various ratios of the ampli-
tudes of the first and lowest modes and for various relations
between the phases: A1/A0 = 1, Θi = Ψi = 0, α = π/2 (1);
A1/A0 = 1, Θi = Ψi = 0, α = 0 (2); A1/A0 = 0.5, Θi = Ψi = π/2,
α = π/2 (3); A1/A0 = 0.1, Θi = Ψi = 0, α = π/2 (4); A1/A0 =
0.01, Θi = Ψi = 0, α = π/2 (5); A1/A0 = 0.01, Θi = Ψi = 0, α =
0 (6).
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Fig. 4. Effectivity of autoresonant acceleration of electrons
by Gaussian laser radiation: acceleration in the field of a
Gaussian beam of the lowest mode (1), Gaussian beam of
the first mode (2), and combined Gaussian beam (3).
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eters, electrons accumulate a substantial energy over a
small distance on the order of half the Rayleigh length;
a tendency to saturation is observed in this case. In this
respect, the autoresonant mechanism of acceleration by
combined radiation basically differs from the mecha-
nism of acceleration by radiation of the lowest mode [8]
or by a Gaussian beam of the first mode [10]. The sharp
decrease in the segment corresponding to acceleration
in the case of combined Gaussian radiation is due to the
fact that detuning from resonance occurs at an earlier
stage as compared to the cases of the lowest or the first
mode. This is demonstrated in Fig. 1 as well as in Fig. 3
showing the evolution of the electron trajectory in the
transverse plane from the instant of its injection (at x =
y = z = 0) to the time corresponding to z ≈ 55 cm. It can
be seen that the motion is complex by nature and the
particle acquiring acceleration is rapidly displaced in
the transverse direction.

Analysis of the results represented in Fig. 2 and
analogous figures shows that the energy of particles
interacting with combined Gaussian radiation and
injected under exact cyclotron resonance conditions
varies in an intricate chaotic way. Most particles
injected at various phase relations acquire a substantial
energy prior to detuning from resonance, while a small
fraction of particles with unfavorable phases fall out of
the acceleration mode. The particles acquire the maxi-
mal energy when radiation of the first mode “spoils” the
field of the first mode only slightly. The interval of
autoresonant acceleration of electrons by combined
Gaussian radiation (about half the Rayleigh length) is
smaller than in the case of Gaussian radiation of the
lowest or the first mode. However, it can be seen from
Fig. 4 that the rate of acceleration and the maximal
energy accumulated by particles in the field of com-
bined Gaussian radiation are much higher than in the
case of radiation at the lowest or first mode. Thus, the
role of radiation at the first mode of comparatively low
intensity is reduced, on the one hand, to a rather rapid
detuning from the cyclotron resonance of a particle
with a wave and, on the other hand, to a more rapid
accumulation of energy by particles.
CONCLUSIONS
The results of our calculations show that the mech-

anism of autoresonant acceleration of electrons by
Gaussian laser radiation of the lowest mode cannot be
regarded as optimal. More effective is autoresonant
acceleration by combined Gaussian radiation formed
by a Gaussian beam of the lowest mode and a first-
mode beam with a relatively low intensity. In this case,
a compact accelerator (with a length of approximately
half the Rayleigh length) and a high acceleration rate
can be designed. The effectivity of acceleration can be
enhanced using appropriate profiling of the driving
magnetic field. Probably, a cascade autoresonant accel-
erator will be optimal.
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Abstract—The possibility of additional ionization of refractory metal ions in the vacuum arc plasma injected
to a magnetic trap due to additional heating of electrons by microwave radiation under the conditions of elec-
tron-cyclotron resonance is demonstrated. High-power short-wave radiation of gyrotrons used in experiment
makes it possible to work with a higher (on the order of 1013 cm–3) density of the plasma and to ensure the con-
finement parameter at a level of 3 × 108 cm–3 s at an electron temperature sufficient for multiple ionization. ©
2005 Pleiades Publishing, Inc.
INTRODUCTION

A number of problems in further development of
nuclear and atomic physics (such as the synthesis of
new chemical elements) require the production of high-
current beams of multiply charged ions of heavy ele-
ments in view of high nuclear thresholds of nuclear
reactions and low cross sections of such reactions.
Since the energy of accelerated ions increases with
their charge and the yield of nuclear reactions is propor-
tional to the current in a beam of such ions, the problem
of synthesis of new elements is directly connected with
the development of high-current sources of multiply
charged ions of heavy elements. The use of electron-
cyclotron resonance (ECR) discharge in a magnetic
trap of ion sources ensures generation of ion beams of
gases with a strong current and a high average charge-
ability. For example, a Xe20+ beam with a current of
0.6 mA was demonstrated in [1].

ECR sources of multiply charged ions can ensure
generation of ionic gas beams; however, all elements in
the Periodic System heavier than xenon are in the solid
state of aggregation under normal conditions. Never-
theless, multiply charged ions of heavier elements [1]
which are in the solid state under normal conditions,
but possess relatively low melting and boiling tempera-
tures were obtained in a number of ECR sources. To
introduce neutral atoms into an ECR source, various
crucibles are used, in which the working substance is
heated and evaporated. The ECR breakdown in this sit-
uation occurs in metal vapors almost in the same way
as in gases. A considerable disadvantage of such a
scheme is the difficulty of operation with refractory ele-
ments (with a melting point above 1500°C).
1063-7842/05/5009- $26.00 1207
To obtain multiply charged ions of refractory met-
als, it is necessary to ensure local evaporation of the
material, which can be done by means of a high-power
laser pulse [2] or by using a vacuum arc discharge with
a cathode spot [3]. The application of a vacuum arc dis-
charge appears more expedient in the given case in
view of its simplicity and effectiveness. Plasma sources
based on a vacuum arc can ensure generation of metal
ion beams with a current up to several amperes both in
the pulsed and CW operation mode [3]. The ionic com-
position of the plasma is determined by the material of
the cathode, which can be made of any conducting
(including refractory) material. The average charge of
ions in the plasma of such a source is 1.5–2 for a wide
range of cathode materials [3]. Using special methods
such as application of a magnetic field to the near-cath-
ode region, additional current pulses of the arc dis-
charge, or injection of an electron beam into the plasma
of the vacuum arc, it is possible to increase the average
charge of ions; however, the average chargeability of
ions increases in this case only by a factor of two [4, 5].

It appears as logical to use a vacuum-arc plasma
generator for injecting the plasma of refractory metals
into an ECR source to further increase the degree of
ionization of metallic ions in a magnetic trap upon elec-
tron heating at the electron-cyclotron resonance with
the pumping wave.

Attempts at injection of the vacuum arc plasma into
an ECR-based discharge system have been made earlier
[6, 7]; however, a noticeable effect of additional strip-
ping of vacuum arc plasma ions was not obtained. In
our opinion, this is due to the fact that the confinement
parameter Neτi (Ne is the electron density and τi is the
© 2005 Pleiades Publishing, Inc.
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lifetime of ions in the trap), which determines the pos-
sibility of formation of multiply charged ions, did not
attain the value required for multiple ionization.
Indeed, plasma was heated in these studies by micro-
wave generators operating in the centimeter range of
wavelengths, which are traditionally used for ECR
sources of multiply charged ions. Accordingly, the elec-
tron density Ne in these experiments did not exceed
1012 cm–3 [8, 9].

In the case of injection of a vacuum arc plasma into
a magnetic trap, the lifetime of ions in it is found to be
relatively short. As a matter of fact, deceleration of a
plasma jet or trapping of ions from a vacuum arc dis-
charge into a magnetic trap is a complicated problem;
apparently, the value of τi is determined by the trap size
and the velocity of plasma flow from a vacuum-arc dis-
charge. Since the velocity of the ion flow is approxi-
mately equal to 106 cm/s [3], the confinement parame-
ter Neτi did not exceed 108 cm–3 s for a 100-cm trap in
the experiments described in [6, 7]; this value of the
confinement parameter is obviously insufficient for the
formation of multiply charged ions [10]. This fact is
apparently responsible for the absence of a noticeable
increase in the chargeability of ions in the experiments
described in [8, 9]. At the same time, the lifetime of
ions in the magnetic trap in traditional ECR sources in
experiments with gases attains several milliseconds,
while the value of the confinement parameter exceeds
109 cm–3 s.

1 2 3 4

Fig. 1. Schematic of a vacuum-arc plasma generator: cath-
ode (1), hollow anode (2), igniting electrode (3), and
ceramic insulator (4).
This study is devoted to analysis of generation of
multiply charged ions of refractory metal in a plasma
with substantially higher density, which is achieved by
using a more powerful gyrotron (up to 100 kW) as well
as a shorter-wave radiation (f = 37.5 GHz). It should be
noted that, in accordance with estimates obtained using
the method developed in [11], the intensity of micro-
wave radiation must be at a level of tens of kW/cm2 for
maintaining the electron temperature in the discharge at
a level optimal for the formation of multiply charged
ions. Such intensity can easily be attained using mod-
ern gyrotrons [12].

1. EXPERIMENTAL SETUP

The experiments were performed on the ECR exper-
imental test bench at the Institute of Applied Physics,
Russian Academy of Sciences. A special miniature
plasma generator was constructed at the Institute of
High-Current Electronics, Siberian Division, Russian
Academy of Sciences, for studying additional ioniza-
tion of multiply charged ions of metals of a vacuum-arc
discharge in a magnetic trap with electron heating
under the ECR conditions. The design of this generator
is shown schematically in Fig. 1. A vacuum-arc dis-
charge initiated by an auxiliary discharge over the sur-
face of a dielectric generates a plasma of the material of
cathode 1, which fills hollow anode 2. The cathode is
made of platinum. As the dielectric, we used a thin
ceramic tube 4 mounted between cathode 1 and
anode 3 of the auxiliary discharge. For an electrode gap
of the auxiliary discharge of ~1 mm, it is sufficient to
apply a voltage pulse of 7 kV with a duration of 10–
30 µs between the cathode and the igniting electrode
for exciting cathode spots and initiating a vacuum arc.

The block diagram of the setup is shown in Fig. 2.
Plasma generator 1 was mounted on the axis of the sys-
tem in the vicinity of one of the magnetic mirrors of the
trap formed by two coils 2. The power source of the
plasma generator ensured a current pulse of an arc dis-
charge with a duration ~100 µs; the current could be
varied from 80 A to 3 kA. The power source was placed
4

1

2

3

5

6

Fig. 2. Block diagram of the experimental setup: plasma generator (1); 27-cm-long magnetic trap with a mirror ratio of 5, the field
at the mirrors is up to 3 T (2); discharge vacuum chamber on a high-voltage platform (3); gyrotron (4); two-electrode extractor with
an aperture of 1 mm and an extraction voltage up to 10 kV (5); and magnetostatic ion beam analyzer with an ion charge/mass param-
eter of 15–20 (6).
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on a high-voltage platform since an ion-accelerating
voltage up to 10 kV was applied to the anode of the
plasma generator connected to the discharge chamber.
Discharge vacuum chamber 3 placed in the magnetic
trap had a Teflon window through which radiation from
gyrotron 4 was introduced to the discharge region (radi-
ation frequency 37.5 GHz, power up to 100 kW, and
pulse duration 1.5 ms). Microwave radiation interacting
with electrons of the plasma under the ECR conditions
noticeably increased their energy, which in turn led to
additional ionization of ions by electron impacts. Two-
electrode extractor 5 mounted at a distance of 14 cm
behind the second magnetic mirror of the trap was
intended for accelerating ions. The ionic beam formed
in this way was fed to magnetostatic analyzer 6, where
the ionic chargeability spectrum was measured.

2. ESTIMATION OF THE PARAMETER 
OF PLASMA CONFINEMENT 

IN THE MAGNETIC TRAP

The velocity of ions in the vacuum-arc discharge
plasma is one of the main parameters determining the
effectiveness of generation of multiply charged ions in
the system studied here. For a fixed size of the magnetic
trap, this velocity determines the time of interaction of
hot electrons with metal ions and, accordingly, the
degree of ionization of these ions. Another important
parameter characterizing the operation of the system is
the density of the plasma getting to the magnetic trap
from the plasma generator. Preliminary experiments
were performed to determine these parameters.

It is well known that the presence of a magnetic field
in the cathode region of a vacuum-arc discharge
increases the discharge voltage and, accordingly, the
velocity of ions emitted by cathode spots [13]. The time
of interaction between hot electrons and the vacuum-
arc discharge plasma was estimated from analysis of
extraction current oscillograms for various values of the
magnetic field of the trap (Fig. 3). It was found that the
velocities of ions increase with the magnetic field in the
region of the vacuum-arc discharge. The magnetic-field
dependence of the velocity of ions obtained from such
oscillograms is shown in Fig. 4. As in [13], we also
detected a substantial increase in the voltage of the vac-
uum arc upon an increase in the magnetic field (Fig. 5),
which also served as an indirect evidence of the
increase in the velocity of ions in the plasma jet emitted
by the cathode spots during the vacuum-arc discharge.
Our measurements show that the effect of the magnetic
field on the vacuum arc voltage and on the velocity of
ions in the plasma jet has a tendency to saturation in
magnetic field exceeding 1.5 T; consequently, we can
assume in our estimates that the average velocity of
platinum ions is VPt ≈ 1.5 × 106 cm/s. Thus, the time of
interaction of platinum ions with hot electrons in the
trap is τi = Ltrap/VPt ≈ 18 µs, where Ltrap = 27 cm is the
length of the trap.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
The plasma density in the vacuum arc discharge in
the magnetic trap can be estimated from the absolute
value of the current of ions extracted from the plasma.
For example, for a vacuum-arc current of 115 A, a cur-
rent of Iextr = 2.5 mA passes through a hole of diameter
dextr = 1 mm (i.e., through an area of Sextr = 7.8 ×
10−3 cm2) in the plasma electrode of the extractor. Con-
sequently, the plasma density is Ne ≈ Iextr/(VPteSextr) ≈
1.3 × 1012 sm–3, where e is the electron charge. If we
assume that plasma propagates from the plasma gener-
ator to the extractor only along magnetic field lines, the
plasma density in the region of the magnetic mirrors of
the trap will be Ne ≈ 3.7 × 1012 cm–3.

At the same time, the plasma density may vary over
wide limits due to a change in the vacuum arc current.
If we assume that a density of 1.7 × 1013 cm–3, which is
the critical density for a microwave radiation frequency
of 37.5 GHz, is optimal for ECR heating, the confine-
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Fig. 3. Oscillograms: vacuum-arc discharge current (1), ion
extraction currents for magnetic fields of 0, 1.5, 1.8, and
2.6 T in the magnetic trap mirror, respectively (2–5). The
peak current in the arc is 150 A.
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Fig. 4. Average flow velocity of the vacuum-arc discharge
plasma as a function of the magnetic field at the trap mir-
rors. The arc current is 150 A.



1210 VODOPYANOV et al.
0.5

10

1.0 1.5 2.0 2.50

20

30

40

50

60

B, T

Uarc, V

Fig. 5. Arc voltage as a function of the magnetic field at the
magnetic trap mirrors. The arc current is 150 A.
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Fig. 6. Charge state distribution of platinum ions in vac-
uum-arc discharge plasma in the magnetic field of the trap.
The arc current is 140 A, and the magnetic field at the mirror
traps is 1.3 T.
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Fig. 7. Charge spectrum of platinum for optimal parame-
ters: vacuum arc current 80 A, magnetic field at the trap mir-
rors 2.6 T, and introduced microwave power 63 kW.
ment parameter is Neτi ≈ 3 × 108 cm–3 s. Such a confine-
ment parameter for ions suggests substantial additional
ionization of metal ions provided that the electron tem-
perature is sufficient for this process.

3. GENERATION OF MULTIPLY CHARGED 
METAL IONS IN A MAGNETIC TRAP

WITH ECR HEATING
We carried out experiments on additional ionization

of refractory metal ions in a vacuum arc discharge
plasma in a magnetic trap with ECR electron heating by
radiation from a gyrotron with a platinum cathode. The
melting point of platinum is 1600°C. For recording the
chargeability distribution of ions, an extractor was
mounted and an ion-beam analyzer was used in the sys-
tem. The typical voltage applied to the discharge cham-
ber was +3.5 kV. With such an accelerating voltage, the
resolving power (q/m)/∆(q/m) of the analyzer, where q
and m are the ion charge and mass, respectively, is suf-
ficiently high and amounts to 15. At the same time, the
ions of heavy elements under investigation, beginning
from a charge of +3, remain in the working range of the
electromagnet rotating the beam (the maximal current
of the electromagnet is determined by the potentialities
of a stabilized dc source).

In our experiments, the following parameters were
varied: the vacuum-arc discharge current, the magnetic
field in the trap, and the microwave radiation power.
Figure 6 shows the chargeability distribution of plati-
num ions in the absence of microwave pumping. In this
case, the average charge is 1.2. To obtain the maximal
average charge of platinum ions in experiments with
ECR heating, we had to reduce the vacuum-arc dis-
charge current to the minimal possible value and to
choose the optimal microwave power. The maximal
average chargeability, which is equal to 4.3 for plati-
num ions, was attained for a vacuum-arc current of
80 A, a magnetic field of 2.6 T at the magnetic trap mir-
rors, and a microwave power at a level of 60 kW
(Fig. 7). For convenience of comparison, Fig. 8 shows
a histogram on which the two spectra are combined.

DISCUSSION
The ECR heating of electrons in a metal plasma by

microwave radiation leads to additional stripping of
ions and elevates the plasma density. The above esti-
mates show that for an arc current of 115 A, the plasma
generator fills the magnetic trap with a plasma with a
density at a level of 4 × 1012 cm–3; the ion charge can be
increased in this case by a factor of four, the electron
density in the plasma increasing in the same proportion.
As a result, the plasma density in the trap may exceed
the critical value corresponding to the microwave
pumping frequency (1.7 × 1013 cm–3), and the heating
of the electron component of the plasma becomes less
effective than in the case of a subcritical density [14].
Consequently, the reduction of the vacuum-arc dis-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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charge current to a level of 80 A is optimal for the for-
mation of multiply charged metallic ions.

On the one hand, an increase in the microwave
pumping power increases the electron temperature and
thus improves the conditions for the formation of mul-
tiply charged ions. On the other hand, the discharge
begins to develop in magnetic trap regions more and
more remote from the axis; this in turn leads to a strong
increase in the plasma density due to impurities des-
orbed from the vacuum chamber walls, which may
result in a decrease in the electron temperature. This is
probably the reason for the existence of optimal micro-
wave radiation power in experiments.

Analysis of mass-charge spectra shows that the
plasma contains a large amount of impurities. These are
mainly Fe, Ni, and Cr ions present in the stainless steel
from which the anode of the plasma generator is made
as well as gas ions (H, O, and N). The Fe, Ni, and Cr
ions get into the plasma mainly as a result of erosion of
the anode, while gases come from the residual atmo-
sphere due to adsorption at the cathode surface between
the discharge pulses as a result of a relatively low dis-
charge pulse repetition rate [15], which was 1/20 s–1 in
the experiments.

At the same time, the experimentally attained value
of confinement parameter Neτi = 3 × 108 cm–3 s–1

approximately corresponds to the maximal ion charge
[10]. The current density of the ion beam that can be
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Fig. 8. Charge spectra of platinum ions in vacuum-arc dis-
charge plasma: without microwave pumping (1) and with it
(2); N is the degree of ionization.
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extracted from such a plasma is Je = eNeVPt ≈ 4 eA/cm2.
At present, we are not aware of a source capable of gen-
erating multiply charged ions of refractory metals with
the degree of ionization attained in our experiments,
and the current density of the ion beam that can be
extracted from such a plasma is several orders of mag-
nitude higher than the corresponding value for the
available sources of multiply charged ions.
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Abstract—Interaction of iron atoms with the Si(100)-2 × 1 surface at room temperature is studied by core-level
photoelectron spectroscopy using synchrotron radiation for Fe coverages ranging from a fraction of a mono-
layer to six monolayers. It is shown that the Fe/Si(100)-2 × 1 interface is chemically active: the Fe–Si solid solu-
tion forms early in deposition of iron on silicon. When the Fe coverage reaches four to five monolayers, the state
of the system is changed and Fe3Si silicide arises. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Low-dimensional structures emerging when iron
atoms interact with a single-crystalline silicon surface
are of great interest both for depositing thin metal films
with unusual magnetic properties and for growing β-
FeSi2/Si epitaxial layers, which are promising for
advanced optoelectronic silicon devices [1]. However,
the data obtained up to now are contradictory in many
ways: results obtained under similar experimental con-
ditions differ. This is especially true for initial stages of
Fe–Si(100)-2 × 1 interaction at room temperature
[2−8]. It was argued [2, 3] that, when the coverage is
less than several monolayers (MLs) at room tempera-
ture, an iron film grows almost layer by layer and iron
silicides do not form. Contrary to this, it was reported
[4] that Fe atoms react with the substrate to produce
iron-enriched Fe3Si silicide even at the early stage of
iron deposition, whereas a metal film forms once the
iron coverage exceeds five MLs. At the same time,
according to [5], a Fe3Si film appears once the iron cov-
erage exceeds four MLs and continues growing to cov-
erages of 10 MLs. In [6], it is stated that Fe and Si
atoms merely mix up when the iron coverage is within
several MLs. Intermixing of adsorbate and substrate
atoms giving rise to the formation of a film with an
average composition of FeSi was also reported in [7].
Finally, the growth of Fe5Si3 silicide very early at iron
deposition was observed in [8]. These discrepancies
testify that investigation into the interaction of iron
atoms with the silicon surface is a challenge, since this
process is highly sensitive both to the conditions of
adsorbate deposition and to the procedure of substrate
preparation.

An effective method of studying this process is
high-resolution photoelectron spectroscopy using syn-
1063-7842/05/5009- $26.00 ©1212
chrotron radiation [9]. To the Fe/Si(100)-2 × 1 system,
this method was applied only in [10]. However, the Si
2p spectra were not resolved into components: the con-
clusions drawn in that work were based only on visual
analysis of the data.

Here, this method is used to study iron–Si(100)-2 × 1
interaction at room temperature. The experiments were
performed for iron coverages ranged from a fraction of
an ML to 6 MLs. The spectra of valence and core 2p
electron spectra are measured and analyzed.

1. EXPERIMENTAL

The measurements were performed at the Russian–
German channel of the BESSY II storage ring (Berlin).
An ultra-high-vacuum photoelectron spectrometer with
an energy resolution of 130 meV (with allowance for
the nonmonochromaticity of the photon beam) was
employed. The photoelectrons leaving the cone placed
normally to the surface were recorded. The samples to
be tested were prepared of KÉF-1 (phosphorus-doped
with a resistivity of 1 Ω cm) single-crystalline silicon
wafers with their surfaces misoriented relative to the
(100) face by less than 0.1°. Prior to loading into the
chamber of the spectrometer, the samples were chemi-
cally treated according to the Shiraki procedure [11].
Then, they were rapidly heated in an ultrahigh vacuum
to 1200°C and slowly cooled down with a rate not
exceeding 50°C/min. Such a procedure provides a
reconstructed Si(100)-2 × 1 surface free of carbon and
oxygen contaminants. The elemental composition of
the sample surface was monitored by photoelectron
spectroscopy.

Room-temperature evaporation of iron on the sur-
face of the crystal was carried out using a thoroughly
degassed source in which the evaporating material (a
 2005 Pleiades Publishing, Inc.
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rod of high-purity iron) was heated by electron bom-
bardment. The rate of evaporation was about
1 ML/min. An iron layer with an atom surface density
of 6.8 × 1014 at/cm2, which corresponds to the density
of silicon atoms on the substrate surface, was taken for
one monolayer. All photoemission spectra were taken
at room temperature at a residual pressure not exceed-
ing 1.2 × 10–8 Pa. Most of Si 2p spectra were taken at
photon energy hν = 130 eV. At this energy, the spectra
are the most sensitive to surface conditions [12]. The
fact is that, under such conditions, silicon 2p photoelec-
trons gain a kinetic energy of ≈30 eV, at which their
inelastic scattering mean free path is the lowest (λ = 3–
4 Å [12–14]) and, thus, so is their escape depth from the
crystal. However, to properly estimate the thickness of
the surface layer where iron-induced changes take
place, a series of volume-sensitive spectra were also
taken at a photon energy of 112 eV.

2. RESULTS AND DISCUSSION

2.1. Photoemission of Valence Electrons

Figure 1 shows typical spectra of photoexcited
valence electrons taken at hν = 130 eV during iron
evaporation on the Si(100)-2 × 1 surface at room tem-
perature. All the curves are normalized to their maximal
intensity. The spectra are seen to change considerably
with the adsorbate dose. At the first stage of evaporation
(submonolayer coverage), the structure characteristic
of the pure silicon surface gradually disappears. As the
coverage reaches 1 ML, the sample surface becomes
metallized and remains such during subsequent evapo-
ration. Simultaneously, a new peak arises near an elec-
tron binding energy of ≈0.6 eV. Its intensity sharply
grows with coverage, and this feature dominates in the
spectrum. This peak is similar in shape to that observed
in the spectrum of bulk iron [4, 5].

When the coverage exceeds 4 MLs, the spectrum
changes radically again. Instead of the intense sharp
maximum at 0.6 eV, a broad flat maximum appears,
covering the binding energy interval between 0.5 and
2 eV (Fig. 1, curve 7). This indicates a modification of
the electronic structure of the sample surface as the iron
coverage varies between 4 and 6 MLs.

2.2. Photoemission of Silicon Core 2p Electrons

The changes occurring in the Si 2p electron spectra
during adsorbate deposition are illustrated in Fig. 2.
Since the intensity of the substrate lines noticeably
drops with amount of the metal deposited, the spectra
are normalized to their maximal intensity for conve-
nience of comparison. As follows from Fig. 2, when the
iron coverage reaches ≈0.5 ML, the feature observed in
the spectrum of pure silicon at Ekin ≈ 27 eV disappears.
In [15], this feature was assigned to the upper atoms of
dimers on the reconstructed Si(100)-2 × 1 surface [15].
By analogy with cobalt deposition on the same silicon
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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Fig. 1. Valence electron spectra taken at excitation energy
hν = 130 eV after deposition of iron on the Si(100)-2 × 1
surface. The iron coverage is (1) 0 (as-prepared Si(100)-2 ×
1 surface), (2) 0.25, (3) 0.5, (4) 1, (5) 2.5, (6) 4, and
(7) 6 MLs.
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Fig. 2. Si 2p photoelectron spectra taken at hν = 130 eV
after deposition of iron on the Si(100)-2 × 1 surface. The
iron coverage is (1) 0 (as-prepared Si(100)-2 × 1 surface),
(2) 0.5, (3) 1.0, (4) 2.5, (5) 4, and (6) 6 MLs.
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surface [16], we can conclude that the adsorption of
iron atoms prevents the reconstruction of the Si(100)-
2 × 1 surface.

The deposition of 1 ML of Fe atoms causes a signif-
icant broadening of both sublevels in the Si 2p doublet.
With an increase in the metal dose, the doublet broad-
ens further and the splitting of the levels becomes less
pronounced. Also, the maxima of the spectrum shift
toward higher kinetic energies (lower binding energies)
of electrons. The most profound changes in the spec-
trum appear after the deposition of 6 MLs of iron (Fig.
2, curve 6). The same dynamics is observed in the case
of the Si 2p spectra taken at excitation energy hν = 112
eV (Fig. 3). It is evident from Fig. 3 that iron deposition
also changes, although in a smaller extent, the volume-
sensitive spectrum of the sample. Hence, not only the
surface of the sample but also deeper seated layers are
modified.

DISCUSSION

To gain information on atomic processes taking
place on the Si(100)-2 × 1 surface during iron evapora-
tion, we resolved the Si 2p spectra by computer simula-
tion. It was assumed that each spectrum is a sum of the
bulk and surface spin–orbit doublets with a splitting of
608 meV between the 2p3/2 and 2p1/2 sublevels. The
intensity ratio for these sublevels was set equal to two,
in accordance with their occupations. The modes of the
spectra were described in terms of the Voigt functions,
which are usually applied in core-level spectroscopy
[12]. These functions represent the convolutions of the
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Fig. 3. Si 2p photoelectron spectra taken at hν = 112 eV
(1) for the as-prepared Si(100)-2 × 1 surface and (2) for the
surface covered by 6 ML of Fe.
Lorentz functions, which take into account the hole
lifetime on a core level, and Gaussian distributions,
which describe the phonon broadening of the lines and
the energy resolution of an instrument. In simulation of
the spectra, we varied the energy positions, widths, and
relative intensities of the lines.

Figure 4 shows three surface Si 2p spectra taken at
three iron coverages (curves 1–3) and the volume spec-
trum corresponding to the maximal amount of the
deposited iron (curve 4). All the spectra are normalized
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Fig. 4. Results of computer simulation of the Si 2p spectra
for the Si(100)-2 × 1 surface after deposition of iron atoms.
The iron coverage is (1) 2.5, (2) 4, and (3, 4) 6 MLs.
Curves 1–3 are measured at hν = 130 eV; curve 4, at hν =
112 eV.
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to their maxima. It is seen that the spectra consist of two
components: volume component B of silicon, which
decays with coverage, and new component σ with a
negative energy shift of –0.32 eV, which remains virtu-
ally unchanged throughout the range of coverages.
Component σ increases with iron coverage, with its
intensity exceeding that of component B in the surface-
sensitive spectrum after deposition of 6 Fe ML. It
should be emphasized that this increase is not only rel-
ative but also absolute. As for the contribution of com-
ponent σ to the volume-sensitive spectrum (Fig. 4d), its
intensity exceeds the sum of the contributions from all
the surface components to the spectrum of the Si(100)-
2 × 1 surface, which are attributed to the atoms of three
upper silicon monolayers, although σ component in the
volume-sensitive spectrum is less intense than in the
surface-sensitive one.

From the above, it unambiguously follows that the
growth of a metal film on the Si(100)-2 × 1 surface does
not follow the layer-by-layer mechanism during iron
deposition. Indeed, if such were the case, the intensity
from the Fe/Si intermediate layer (appearing after the
formation of a 1-ML-thick coating) would have
decreased in the same manner as the intensity of the
volume component at subsequent deposition of the
metal. Above, however, it was noted that the intensity of
component σ, on the contrary, increases, indicating the
growth of a new silicon phase on the crystal surface.
Thus, Fe atoms deposited on the Si(100)-2 × 1 surface
interact with it to form a new phase consisting of silicon
and iron atoms. Since the contribution of this phase to
the volume-sensitive spectrum is somewhat higher than
the total contribution of three upper silicon monolayers
on the clean Si(100)-2 × 1 surface, the thickness of the
Fe/Si layer formed after deposition of 6 Fe MLs is
bound to far exceed three monolayers; therefore, this
phase is not a surface phase.

As was indicated above, when the iron coverage is
between 2 and 4 MLs, the intense peak at a binding
energy of 0.6 eV prevails in the valence electron spec-
tra. This peak is very much alike the one due to the 3d
iron states that is observed in the pure iron spectrum. In
our spectra, this feature seems to be associated with the
same states. If so, the new phase could be reasonably
identified with an iron-enriched Fe–Si solid solution.
The fact that the energy shift of component σ is close to
the value found for the Co–Si solid solution [17–20]
also counts in favor of this assumption, especially with
regard to similarity between the chemical properties of
Fe and Co. The negative sign of the shift can be
explained by an increase in the relaxation shift (contri-
bution of interatomic relaxation) at the semiconductor–
metal transition (by analogy with the formation of the
Co–Si solid solution [20]).

As indicated above, the valence electron spectrum
taken after deposition of 6 Fe ML undergoes significant
changes, suggesting the onset of a new stage in the for-
mation of the system. At this stage, the valence electron
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
spectrum (Fig. 1, curve 7) closely approximates that of
Fe3Si [5, 21]. Based on this similarity, we assign the
phase formed at this stage to Fe3Si silicide, which, as
well as the Fe–Si solid solution, is enriched by iron.
However, this means that, during iron deposition on the
Si(100)-2 × 1 surface, Fe3Si silicide starts forming once
a certain critical dose of iron atoms has been accumu-
lated. The idea that silicon and metal atoms mix up only
after a critical amount of the deposited metal has been
reached was put forward even in [22]. According to
[22], this dose is necessary for surface metallization
when delocalized conduction electrons start screening
Si–Si bonds, loosening them and, thereby, facilitating
intermixing of the elements in the system. However, in
our case, metallization begins considerably earlier than
the formation of silicides. In this respect, our results
correlate with data in [5], where (see the introduction)
the silicide formation was observed after deposition of
4 Fe MLs. It should also be borne in mind that, in [5], a
monolayer was calculated as the atomic density on the
Fe(100) face, i.e., corresponded to 1.21 × 1015 at/cm2.
Therefore, our results are in good agreement with the
data in [5]. It seems likely that, at such amount of the
iron deposit, the transition of the disordered Fe–Si solid
solution to a more ordered state with a certain local sto-
ichiometry is energetically favorable.

It should also be mentioned that no shift of compo-
nent σ was observed during the formation of Fe3Si sili-
cide. A possible explanation is that the Si 2p compo-
nents in the spectra of the Fe–Si solid solution and
Fe3Si silicide are closely spaced. As far as we know, no
reliable (reference) publications concerning the energy
shift of this silicide mode are available. Next, the
absence of the shift can be related to different depths
from which analytical data for core-level and valence
electrons are extracted. Indeed, the escape depth of
valence electrons far exceeds that for Si 2p core elec-
trons. However, the transformation of the resulting Fe–
Si solid solution into Fe3Si silicide seems to originate at
the interfacial layer. Therefore, it is not improbable that
the surface modification covers the near-surface region
of the solid solution only partly and 2p core electrons
that have a very small escape depth do not as yet
“sense” the modified part, whereas the contribution of
this part to the valence electron photoemission already
prevails.

CONCLUSIONS

Our results obtained by photoelectron spectroscopy
using synchrotron radiation agree with the conclusions
made in [5]; namely, during deposition of iron atoms on
the Si(100)-2 × 1 surface, Fe3Si silicide starts forming
only after a certain critical dose of iron atoms (5–
6 MLs) has been reached. However, the reactivity of the
Fe/Si interface shows up at lower iron coverages, when
the formation of the Fe–Si solid solution begins. Its
associated negative energy shift in the Si 2p spectrum is
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found to be –0.32 eV and, according to the published
data, falls into the range of values determined for the
Co–Si solid solution. However, since in the case of
room-temperature cobalt deposition on the Si(100)-2 ×
1 surface the silicides do not form, the reactivity of the
Fe/Si interface is higher than that of the Co/Si one.
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Abstract—Field emission methods are employed for studying the conditions of formation, crystallographic
localization, and emissive properties of preequilibrium thermofield microprotrusions for a number of refractory
metals. Individual preequilibrium microprotrusions can be easily obtained using a W emitter of the ordinary
〈110〉  orientation; however, the number of such protrusions on the surface changes with time in the course of
ionic emission, as well as their emission parameters (the parameters and the number of microprotrusions do not
change in the case of electron emission). Trihedral angles of the rearranged tip, which are formed in the {111}
regions, exhibit higher stability to ionic emission. A single trihedral angle stably emitting ions and located on
the geometrical axis of the emitter can easily be obtained with the help of a W emitter with the 〈111〉  orientation.
Two stable preequilibrium microprotrusions arranged symmetrically about the axis of the emitter in the {111}
regions can be obtained using a Ta emitter of the conventional 〈110〉  orientation. Such microprotrusions virtu-
ally do not change the emission parameters during long-term extraction of ionic current. © 2005 Pleiades Pub-
lishing, Inc.
† INTRODUCTION

Modification of surfaces and pattern drawing on the
micrometer and nanometer scales require controllable
narrow beams of charged particles. For this purpose, it
is convenient to use emission of ions under high-tem-
perature field evaporation [1]. In this case, conventional
sources of ions are thermofield microprotrusions,
which usually grow on the surface of a field emitter at
high temperatures T and electric field strengths F and
which can emit for a long time under certain conditions
[1, 2]. Ionic currents i of the material of the emitter tip
on which microprotrusions grow may reach values
~10−14–10–12 A from a single microprotrusion [3, 4]; the
number of such microprotrusions on the surface of the
tip may exceed one hundred. Upon a change in the
polarity of applied voltage U at room temperature T of
the tip, the same microprotrusions can also be used as
sources of field emission with much higher values of i ~
106 A and even more from a single protrusion. The size
of such microprotrusions is usually on the order of
10 nm and their vertices (which actually emit) are even
smaller (down to a single atom at the vertex of a protru-
sion); for this reason, such sources of charged particles
are qualified as point sources [2]. In some cases, ionic
beams from such sources are convenient for focusing;
when used in a scanning tunnel microscope, such
beams play the role of recording instruments on the
micrometer and nanometer scales, which do not require
focusing. Microprotrusions form a stage in the ther-
mofield deformation of a point emitter under simulta-

† Deceased.
1063-7842/05/5009- $26.00 ©1217
neous action of high T and F. First, the tip rearrange-
ment stage is observed, during which the initial
smoothed shape is transformed into a ribbed polyhe-
dron. Then, at higher values of T and F, microprotru-
sions grow. Finally, for the highest values of T and F,
large outgrowths (macrooutgrowths) appear mainly on
closely packed faces, whose size is commensurate with
the size of the faces themselves; the vertices and edges
of these macrooutgrowths are covered by microprotru-
sions [5].

For the finest patterns, quite weak (but concen-
trated) currents are required so that the thickness of the
line being drawn does not exceed one or a few nanom-
eters. In the electronic mode, such currents can be eas-
ily obtained since the current is controlled by applied
voltage U and can easily be reduced to very small val-
ues. As regards ionic currents, steady-state ionic beams
are usually emitted by the vertices of microprotrusions
existing due to dynamic equilibrium between the diffu-
sive inflow of particles to the vertex of a microprotru-
sion and the field evaporation flow from the vertex of
this protrusion. Such microprotrusions are relatively
stable, but emission in this case is subjected to notice-
able fluctuations and effluent currents (i = 105–107 ions
per second) are too strong for many problems of nano-
technology. However, the control of the current by
varying the applied voltage U is problematic in this
case since the reduction of U leads only to blunting of
the microprotrusion due to surface tension forces and to
cessation of emission [5]. The new and rather compli-
cated problem is to construct a point source of ions,
which could stably emit weak currents (from 1 to
 2005 Pleiades Publishing, Inc.
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100 particles per second), and the value of the current
could be controlled by applied voltage U.

Thermofield microprotrusions grow on the emitter
surface when the ponderomotive pressure PF = F2/8π of
electrostatic forces exceeds the Laplace pressure Pγ =
2γ/r of capillary forces (γ is the surface tension of the
emitter material and r is the radius of curvature of the
emitter). Consequently, thermofield microprotrusions
can be conditionally divided into three groups: station-
ary, equilibrium, and preequilibrium. Stationary micro-
protrusions for which PF is noticeably greater than Pγ
exist due to dynamic equilibrium between the diffusion
inflow of atoms to the vertex of a microprotrusion and
the outflow of field evaporation of ions from the vertex
of the protrusion. Equilibrium microprotrusions for
which PF = Pγ are rather stable formations; however,
these formations must not evaporate ions. Finally, pre-
equilibrium microprotrusions are microprotrusions for
which PF > Pγ, but the value of this excess is extremely
small; i.e., the field influx of atoms to the vertex slightly
exceeds the reverse flow, but the microprotrusion is not
sharpened in this case. Precisely such microprotrusions
must ensure ionic currents from 1 to 102–103 particles
per second, which can be controlled by applied
voltage U.

EXPERIMENTAL TECHNIQUE

Experiments were made using the classical methods
of field emission microscopy. The objects of investiga-
tion were point emitters made of W or Ta with an ordi-
nary 〈110〉 orientation, as well as those cut from a (111)
W single crystal. Experiments with preequilibrium
microprotrusions must be carried out in perfect ultra-
high vacuum since even a very small amount of
adsorbed impurity can strongly affect the parameters of
ion field evaporation in the presence of a strong electric
field (effect of the so-called field etching [6]). For such
experiments, sealed field electron microscopes are
quite convenient since a vacuum on the order of 10–12

Torr in adsorbed gases can easily be obtained in them.

In the case of thermofield action, the initial treat-
ment field Ftr, which is always determined relative to
the initial shape of tip annealing, should be distin-
guished from the final field Ffin, which is formed at the
emitter surface after the change in its shape. When field
emission is observed in the final state, quantity Ffin is
defined as evaporating field Fev. Thermofield treatment
of the emitter at certain values of T and Ftr was always
carried out during a standard time t = 1 min. The values
of F and work function ϕ were determined by the con-
ventional method from the slope of the Fowler–Nord-
heim characteristics. In determining F, the value of ϕ
was assumed to be equal to 4.5 eV for (110) W, 4.1 eV
for Ta, and 4.4 eV for (111) W [7].
EXPERIMENTAL RESULTS 
AND DISCUSSION

In the case of equality of acting pressures (Pγ = PF),
a long-lived (in the heated state) equilibrium micropro-
trusion can easily be grown [5]. The value of Pγ is set
by the tip geometry and the properties of the material,
while the value of PF can easily be controlled by vary-
ing applied voltage U. Equilibrium thermofield micro-
protrusions were grown and studied (e.g., while deter-
mining the value of γ for W [8]). Such protrusions can
be used as electron emitters during cooling of the tip
and in the case of a change in the polarity of applied
voltage U. Naturally, they are not strictly equilibrium
any longer, but their advantage as emitters is that over-
loading by current will not lead to catastrophic explo-
sion of the emitter. As a matter of fact, the inequality
Pγ > PF is always observed for such emitters and the
slightest heating of the emitter causes blunting of such
microprotrusions and a decrease in the emission current
(negative feedback operates in this case). Conse-
quently, electron currents of extremely high density up
to 109–1010 A/cm2 [9] can be extracted from such
microprotrusions.

As regards the ionic currents, equilibrium micropro-
trusions do not emit ions. The emission of ions is
induced by the third flux of particles evaporated from
the surface in addition to the other two fluxes, viz., the
field influx of particles to the tip of the point and the dif-
fusion flux of particles from the vertex of the tip. This
third flux reduces the number of particles at the vertex
and is added to the flux determined by Pγ and blunting
the tip. The equilibrium will be violated, the micropro-
trusion will be blunted, and the ionic current will
decrease; however, the blunting flux will also become
smaller.

We denote the particle fluxes as follows: jF is the
sharpening flux, jγ is the blunting flux, and je is the evap-
oration flux. The preequilibrium microprotrusion corre-
sponds to the situation when jF = jγ + je, i.e., when the
field influx to the vertex slightly exceeds the reverse
blunting flux, but the point is not sharpened since the
entire excess flux to the vertex flows away in the form
of the evaporation flux [10]. Controlling the value of F
by applied voltage U (and setting various values of
emitter temperature T), it is not difficult to obtain not
only various equilibrium states (when jF = jγ), but also
various preequilibrium states with je = jF – jγ from the
flux of individual ions to higher values.

In contrast to stationary dynamically balanced
microprotrusions only in fluxes je and jF (in these cases,
the value of jγ is much smaller than the former two
flows and is the smaller, the larger the distance between
the working point and the critical point of termination
of emission), a preequilibrium microprotrusion is sub-
stantially more stable. In the presence of fluctuations of
F, je, and r, it exhibits a tendency to return to its former
working point (exactly in the same way as an equilib-
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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rium microprotrusion returns to its initial shape in the
case of fluctuation of r [5]). The main property of a pre-
equilibrium microprotrusion is the possibility of its tun-
ing, which makes it possible to controllably select quite
small currents convenient for drawing on the nanometer
scale. Fluctuations of current for such a microprotru-
sion are smaller than fluctuations for a stationary
microprotrusion, for which je = jF. In addition, the sta-
tionary microprotrusion may “creep” along the curva-
ture line K ~ 1/r of the curve P = f(K) [5] in the course
of emission in a certain direction; its working point is
less stable, not to mention the disruption hazard. A pre-
equilibrium microprotrusion preserves its properties as
such (preequilibrium) over a wide range of variation of
evaporation flux je and, accordingly, the radius of cur-
vature r (i.e., K). However, with increasing U, the pre-
equilibrium microprotrusion can also reach the critical
point, behind which we always have PF > Pγ, and it will
rapidly pass to the state of a stationary microprotrusion.
The possibility of varying temperature provides a sub-
stantial margin for controlling in this case.

To find out whether the microprotrusions formed in
the experiment are equilibrium (as well as preequilib-
rium) or stationary (je = jF) microprotrusions, a simple
test can be used. For a slight increase in the value of U
to U + δU, curvature K of the vertex of a microprotru-
sion increases if it is in equilibrium or a preequilibrium
microprotrusion; however, the value of this quantity
decreases if the protrusion is stationary. As the value of
U decreases to U – δU, the changes will be reversed.
The difference between equilibrium and preequilibrium
microprotrusions lies in the extent of variation of K,
which is considerable for equilibrium and insignificant
for preequilibrium microprotrusions. The variation of K
can be judged from the change in the emission current
for a fixed U (the larger the current, the higher the value
of K) or from the magnitude of the field factor β = 1/kr,
where k is a coefficient depending on the shape of the
tip (the larger the value of β, the higher the value of K).

Figure 1 shows field electron images of the surface
of a sharp-tipped W single crystal during thermofield
action. Figure 1a shows the initial classical shape of the
emitter annealing, which is obtained after heating at T ~
2500 K, for which the field factor β = 5912 cm–1, radius
r = 0.6 µm, and the value of U10 is 4690 V (U10 is the
voltage required to obtain the chosen value of emission
current i = 10 nA; i.e., 10–8 A). After the action at T =
1420 K, Utr = 8.5 kV, and Ftr = 0.51 V/Å, several micro-
protrusions were formed in the vicinity of the (001)
faces, for which U10 = 2021 V and β = 19473 cm–1. These
are stationary microprotrusions at the given T, which
evaporate W ions; the value of FeV is 1.66 V/Å. To
obtain preequilibrium microprotrusions, we must grad-
ually reduce the value of Utr under thermofield action,
tracing the values of U10 and β. First, the value of β
increases and U10 decreases since microprotrusions
become sharper with increasing curvature K. In the
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
course of sharpening, the value of U10 becomes 1900 V
and β = 20100 cm–1 as the value of Utr decreases to
7.8 kV. Finally, when Utr decreases to 7.5 kV, the value
of U10 slightly increases to 1960 V, while β decreases to
19240 cm–1, which precisely corresponds to preequilib-
rium microprotrusions.

Any microprotrusion may serve as a point source of
electrons and ions; however, the most interesting is the
situation when a single microprotrusion remains on the
surface of the emitter. For this purpose, we must reduce
the value of Ftr. Microprotrusions will become station-
ary again and will be sharpened, consecutively inter-
secting the straight line Pγ(K) on the PF, Pγ(K) graph
[5]. After this, they will be strongly blunted and will
vanish from the emitter surface. Thus, it is possible to
retain only one protrusion on the emitter surface (this
situation is depicted in Fig. 1c) after the value of Utr is
reduced to 8.25 kV. This protrusion ensures that U10 =
2108 V and β = 19100 cm–1. Such a microprotrusion is
a stable point source of electrons (at least, such an emit-
ter ensures a current of i = 1000 nA for 1 h); the value
of U required for this effect has changed from 2664 to
2687 V. However, in the case of emission of ions (i.e.,
upon simultaneous action of T and F), stability of this

(‡) (b)

(c) (d)

(e) (f)

Fig. 1. Field electron images of the surface of a (110) W
emitter during thermofield action at T = 1420 K for various
values of Ftr: (a) initial annealing shape; (b) after heating of
the emitter at Ftr = 0.52 V/Å followed by a decrease of Ftr
to 0.44 V/Å; (c) after further reduction of Ftr to 0.42 V/Å;
(d) after holding the emitter at Ftr = 0.42 V/Å and T =
1420 K for 20 min; (e) after heating at Ftr = 0.37 V/Å;
(f) after holding the emitter at T = 1420 K and Ftr =
0.37 V/Å for 20 min.
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kind is not observed. Figure 1d illustrates the situation
when a single microprotrusion shown in Fig. 1c emitted
ions for 20 min. It can be seen that five microprotru-
sions have grown in the regions of {001} in the course
of thermofield action and the value of U10 = 1740 V,
although the value of β virtually remained unchanged.
During the thermofield action, processes of field crystal
growth continuously occur on the emitter surface,
which leads to the emergence of new microprotrusions.

An attempt can be made to retain a solitary preequi-
librium microprotrusion on the emitter surface by
applying to it very weak fields and extracting very
small currents to reduce the microprotrusion growth
rate; however, this may also be futile. Figure 1e shows

(‡) (b)

(c) (d)

Fig. 2. Field electron images of the surface of a (110) W
emitter during thermofield action at T = 1800 K: (a) after
heating of the emitter at T = 1800 K and Ftr = 0.32 V/Å;
(b) after holding the emitter at T = 1800 K and Ftr =
0.32 V/Å for 30 min; (c) after short-term heating of state
(b) at T = 1200 K in zero field; (d) after short-term heating
of state (c) at T = 1400 K in zero field.
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Fig. 3. Time variation of quantity U10 under simultaneous
action on a W emitter; T = 1800 K and Ftr = 0.32 V/Å.
a solitary preequilibrium microprotrusion obtained at
Utr = 6.25 kV, Ftr = 0.37 V/Å, and T = 1400 K. The
parameters of the protrusion are as follows: U10 =
2020 V and β = 20 410 cm–1. After ten minutes of con-
tinuous ionic emission, the protrusion parameters virtu-
ally did not change; however, after 20 min, the emission
pattern shown in Fig. 1f was formed. This pattern cor-
responds to a tip reconstructed in an electric field with
U10 = 3095 V and β = 10 920 cm–1; i.e., the micropro-
trusion simply disappeared and was “dissolved” since it
attained a state in which Pγ > PF. Thus, carrying out
thermofield treatment at low temperatures T ≤ 1500 K,
we can easily obtain preequilibrium microprotrusions
without blunting the emitter; the situation is completely
reproducible, but it is practically impossible to retain a
single microprotrusion on the surface. Either new
microprotrusions are formed in the course of ionic
emission, or the microprotrusion is dissolved.

At a higher temperature T of treatment and, accord-
ingly, lower values of U and F, another type of rear-
rangement of the W emitter can be obtained [11], in
which {112} faces do not expand but, conversely, are
healed, while in {111} regions trihedral angles are
formed due to expansion of the most closely packed
{011} faces. In these regions, one can try to grow pre-
equilibrium microprotrusions. Figure 2a shows the
emission pattern of the emitter surface after treatment
at T = 1800 K, Utr = 5.0 kV, and Ftr = 0.3 V/Å. It can be
seen that two microprotrusions were formed in the
region of {111} faces; the results of tests show that
these are preequilibrium microprotrusions for which
U10 = 1760 V and β = 19 856 cm–1. If such an emitter is
held at the same values of T and Ftr for some time, the
value of U10 gradually increases and β decreases. Fig-
ure 3 shows the time variation of U10. It can be seen that
the value of this quantity smoothly increases from 1760
to 2426 V over 45 min and then remains unchanged.
The value of β behaves conversely (i.e., it smoothly
decreases from 19 856 to 14978 cm–1 and then remains
unchanged). Emission images in Figs. 2b–2d show that
microprotrusions in this case become blunted and dis-
appear, while trihedral angles on which microprotru-
sions have grown are preserved. These angles in {111}
regions were formed as a result of expansion of three
closely packed {011} faces and, hence, the angles have
trigonal symmetry (see Fig. 2b). Thermal smoothing of
the emitter by heating at T = 1200 K in the absence of
applied field reveals the bases of these angles (see
Fig. 2c) and the shape of the rearranged tip (Fig. 2d).
Thus, trihedral angles are perfect emitters of ions as
well as electrons. These angles have all the advantages
of preequilibrium microprotrusions, but are more stable
on the surface. The disadvantages of such angles as
compared to the microprotrusions is that these angles
can be obtained only in definite crystallographic
regions for a definite structure of the emitter, while pre-
equilibrium microprotrusions can be obtained practi-
cally at any point of the surface for any structure of the
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
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emitter; there are no physical limitations in this case.
Trihedral angles are more “blunted” objects as com-
pared to microprotrusions (the value β for microprotru-
sions ranges between 18000 and 24 000 cm–1, while in
the case of angles we have β = 14 000–16 000 cm–1);
i.e., higher values of U and, accordingly, F are required
for obtaining the same value of the current.

To obtain an emitter of ions and electrons with only
one emitting trihedral angle (or microprotrusion)
located at the center on the geometrical axis of the tip,
it is convenient to use (111) W. Such an emitter was
obtained from a sample cut at a definite angle from a W
single crystal. Figure 4a shows the initial image of the
emitter annealing shape, for which U10 = 7121 V and
β = 4317 cm–1; i.e., the point has a radius of r ~ 0.8 µm.
An emitter cut from a single crystal requires slightly
higher values of treatment temperature as compared to
an emitter made from a wire. The thermofield treatment
at T = 2100 K, Utr = 7.5 kV, and Ftr = 0.32 V/Å leads to
the formation of a microprotrusion in stepped regions
of {001} faces and a trihedral angle in the (111) region
at the vertex of the emitter (Fig. 4b). The decrease in Utr

(‡) (b)

(c) (d)

Fig. 4. Field emission images of the surface of a (111) W
emitter during thermofield action: (a) initial annealing
shape; (b) after heating of the emitter at T = 2100 K and
Ftr = 0.32 V/Å; (c) after reducing the value of Ftr to
0.29 V/Å at the same temperature; (d) after heating of state
(c) at T = 1200 K in zero field.
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to 6.75 kV at the same temperature leads to dissolution
of the microprotrusion; only the trihedral angle remains
at the center of the emitter (Fig. 4c), for which U10 =
3616 V and β = 13824 cm–1. This angle virtually does
not change its emission parameters as a result of extrac-
tion of the ionic current for several hours. Finally,
Fig. 4d shows the emission pattern after thermal
smoothing; the base of the trihedral angle at the center
and a small macrooutgrowth in the (001) region, on
which the microprotrusion has grown, can be seen in
the figure.

Figure 5 shows the evolution of the surface of a Ta
tip under thermofield action. The crystallographic
structure of Ta is the same body-centered cube as for W,
but with a slightly different faceting of the surface, a
larger size of {011} faces, and the absence of {112}
faces. It is well known [12] that, in contrast to W, Ta is
easily rearranged under thermofield treatment, forming
angles in {111} regions; this is precisely due to specific
faceting of the surface. Such an emitter is rather blunt
since r ~ 1.1 µm, U10 = 7050 V, and β = 3100 cm–1. Fig-
ure 5a shows the rearrangement of the emitter at T =
1450 K, Utr = 7.5 kV, and Ftr = 0.22 V/Å; the tip is
noticeably sharpened due to emission, forming two
acute angles near {111} faces due to expansion of
{011} faces and angles near {113} faces, which have
been formed due to expansion of {001} and {011}
faces. For such an emitter, U10 = 3810 V and β = 8685
cm–1. An increase in Ftr to 0.32 V/Å and in T to 1550 K
leads to the growth of microprotrusions at the angles in
{111} regions; these microprotrusions can be made
preequilibrium by reducing the value of Ftr. Figure 5b
shows two such preequilibrium microprotrusions, for
which U10 = 3263 V and β = 10 263 cm–1. The operation
of such an emitter in the ionic emission mode for the
same values of T and Ftr during the first 20 min causes
a weak sharpening of microprotrusions to U10 = 2538 V
and β = 12 694 cm–1, after which the parameters of
microprotrusions virtually remain unchanged. Finally,
Fig. 5c shows the situation after thermal smoothing of
microprotrusions. Bright spots observed in {111}
regions correspond to the nucleation centers of micro-
protrusions. It can be seen that there are several centers
of this kind and that the sharpest microprotrusion emits;
for this reason, the image of a microprotrusion is some-
(‡) (b) (c)

Fig. 5. Field emission images of the surface of a Ta emitter during thermofield action: (a) after heating of the emitter at T = 1450 K
and Ftr = 0.22 V/Å; (b) after heating the emitter at T = 1550 K and Ftr = 0.32 V/Å; (c) after heating of state (b) at T = 1200 K in zero
field.
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times double since two identical protrusions grow side
by side (Fig. 5c). Consequently, in contrast to a W emit-
ter, a Ta emitter makes it possible to obtain stably emit-
ting preequilibrium microprotrusions in {111} regions;
trihedral angles can also be used in this case.

CONCLUSIONS
Using a conventional (110) W emitter, it is possible

to obtain solitary preequilibrium microprotrusion at rel-
atively low temperatures T = 1400–1600 K for Ftr =
0.4–0.6 V/Å practically at any point at the vertex of the
tip. However, parameters of the microprotrusion may
change with time in the course of thermofield action;
the number of microprotrusions on the surface may also
change as a result of field crystal growth.

Two solitary preequilibrium microprotrusions can
still be obtained, but only in {111} regions, where sharp
trihedral angles are formed as a result of thermofield
action, and for higher values of T = 1700–2000 K but
approximately the same values of Ftr. However, these
microprotrusions gradually become blunted and dis-
solve as a result of emission, preserving all the advan-
tages of preequilibrium microprotrusions.

A solitary stably emitting trihedral angle located at
the center on the geometrical axis of the tip can be
obtained relatively easily using a (111) W emitter. Such
a microprotrusion is an ideal stably operating point
source of ions and electrons.

A conventional (110) Ta emitter makes it possible to
obtain relatively easily two stably emitting preequilib-
rium microprotrusions, arranged symmetrically relative
to the geometrical axis of the tip in {111} regions, by
using thermofield treatment at Ftr = 0.3–0.5 V/Å and
T = 1300–1500 K. In contrast to W, the Ta emitter
makes it possible to grow quite stable preequilibrium
microprotrusions.

Trihedral angles of a rearranged tip have a number
of advantages over microprotrusions when used as sta-
ble sources of ions; however, such angles can be
obtained only in certain crystallographic regions for a
definite structure of the emitter. In this respect, preequi-
librium microprotrusions are universal.
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Abstract—Basic effects and conditions limiting application of the Rogowski loop in ultrashort current pulse
measurements are considered. A technique for partial reconstruction of the current pulse shape is suggested that
substantially extends the potential of related sensors. © 2005 Pleiades Publishing, Inc.
(1) It has been shown [1–4] that the Rogowski loop
(Fig. 1) may well be used for measuring high-ampli-
tude current pulses of width τ0 as short as several nano-
seconds without radically modifying its design. How-
ever, the operation of the loop under such conditions
changes significantly. The winding (Fig. 1), as well as
the protective shield with a narrow slot, becomes a cur-
rent-carrying system, where the variable magnetic field

of current (t) being measured generates slow waves.
If, in this case, pulse width τ0 is shorter than time tg of
pulse propagation along the loop (τ0 < tg), a train of
pulses generally arises on the load, the first of them

(t) being close to (t) in shape without integration.

Distortion of the voltage pulse (t), which is
believed to be minor at small τ0 [2], is usually associ-
ated with the spurious capacitance and inductance of
the load and with losses in the winding [1–3]. It is, how-
ever, obvious that, as τ0 decreases, the dispersion of the
waveguiding system of the loop has a progressively
increasing effect, since the spectrum of pulses being
measured widens (ωmax ~ 2π/τ0) and the low-frequency
dispersion in helix waveguides is hard to eliminate [5].1

In this paper, we present estimates of dispersion-related
errors and suggest a correction calculation technique
that improves the accuracy of measuring short current
pulses with the Rogowski loop.

(2) In calculations, the waveguiding system of the
loop is replaced [1, 3] by an equivalent circuit compris-
ing a chain of simple cells (Fig. 2), which even out-
wardly resembles the helix waveguide in the shield
(Fig. 1). To allow for dispersion, we use the Fourier

1 Here, as is customary in radio engineering, a helix waveguide
represents a helically wound metallic wire.

Ĵ0

Û1 Ĵ0

Û1
1063-7842/05/5009- $26.00 1223
transformation and, accordingly, write relevant equa-
tions for the complex amplitudes,

(1)

Here, U is the complex amplitude of the voltage
between the winding and shield; J is the current in the
winding; Z is the winding impedance per unit length;
Y is the admittance per unit length, which is related to
the winding–shield capacitance (admittance Y and
impedance Z are assumed to be independent of longitu-
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Fig. 1. Simplified representations of the Rogowski loop
with (a) series- and (b) parallel-connected load: (1) wind-
ing, (2) protective shield, and (3) narrow slot in the shield.
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dinal coordinate x); J0 is the complex amplitude of the
current being measured;

(2)

µ0 is the free-space permeability; N is the density of
turns in the winding; S is the effective surface area of
the turns; r is the radius of the midline of the winding
(which is assumed to have the shape of a torus, Fig. 1);
and

(3)

is the normalized magnetic field produced by current J0
being measured at the midline of the winding.

A change in field Hx over the cross section of the
turns is assumed to be insignificant, and its variation
along the midline (i.e., along the x axis) is taken into
account only in general relationships. Field Hx depends
on x if current J0 is asymmetrically distributed over the
cross section of the torus (∂J0/∂ϕ ≠ 0) and also if the
screen is placed nonaxially. The field is assumed to
depend on time exponentially, Hx ~ exp(iωt).

The general solution to system (1) is trivial,

(4)

where A and B are constants of integration,

(5)

is the wave impedance measured at the terminals of the
cells (Fig. 2),

(6)

are the wavenumber, and h and ρ are constants related
to the fundamental mode of the shielded helix
waveguide (in general, they are complex).

κ κ x( )
Nµ0S
2πr

-------------;=

κ x( )
2πrHx x( )

Hxdx∫°
------------------------=

U ρAe ihx– ρBeihx iωJ0 κ h x x'–( )cos x',d

0

x

∫+ +=

J Ae ihx– Beihx J0
ω
ρ
---- κ hsin x x'–( ) x',d

0

x

∫+–=

ρ Z/Y=

h i ZY–=

~

U Y

J Z

x

iωκJ0

Fig. 2. Cell of the equivalent circuit of the Rogowski loop’s
waveguide.
A load can be connected to the Rogowski loop in
series, i.e., be inserted into a gap in the conductor
(Fig. 1a), or in parallel, when one of the ends of the
conductor (x = 0) is connected to the shield through
load resistance Z0 and the other through load resistance
Zl (Fig. 1b).2

For the series connection (Fig. 1a), solution (4) with
boundary conditions

(7)

yields an integral expression for voltage UH across
load ZH,

(8)

For the parallel connection (Fig. 1b), the boundary
conditions are

(9)

and solution (4) yields another expression for the volt-
age across load Z0,

(10)

In experiments, the first connection is uncommon,
in particular, because of the possibility of excitation of
high-Q oscillations with eigenfrequencies defined by
the dispersion relation following from (8),

(11)

The complex frequencies of lower Q oscillations are
found from another dispersion relaxation,

A reason for excitation of oscillations (11) may be
the above-mentioned nonuniformity of magnetic field
(3) along the loop (dκ/dx ≠ 0). This nonuniformity gen-

erally arises when current (t) is distributed asymmet-
rically about the loop axis (Fig. 1a). The second con-
nection scheme (Fig. 1b) is less sensitive to violation of

2 Other connection schemes can also be used: for example, a return
wire passing along the axis of the helical winding. However, the
waveguide then becomes two-mode and system (1) does not suf-
fice to describe its behavior. Importantly, the mutual reradiation
of modes at the ends of the loop becomes essential in this situa-
tion.
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Ĵ0
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the condition

(12)

therefore, one can assume that, for the second connec-
tion, condition (12) is met in a first approximation.
Then, expression (10) can be transformed into the func-
tional equation

(13)

where α = (ωκ)/h is the coupling parameter and

(14)

are the coefficients of reflection from terminations Z0
and Zl.

Solution (13) can be represented in the form of two
series,

(15)

which converge at |β0βl| < 1. Expression (8) can also be
represented in a similar form provided that condition
(12) is met,

(16)

Upon the inverse Fourier transformation, each term
of the sums in (15) and (16) can be assigned individual
pulses that are variously delayed according to the expo-
nential factors,3

where

(17)

If width τ0 of current pulse (t) is shorter than the
time the pulse takes to propagate along the loop (i.e.,
τ0 < tg) and if the distortion of the pulse is moderate, at

3 A similar series could be obtained using the results given in [4].
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least several initial pulses in sequences (t) or

(t) are separated in time. Therein lies the advan-
tage of using the sums in (15) and (16) when the short-
pulse regime of Rogowski loop operation is analyzed.

To proceed further, we will simplify the dispersion
relation h = h(ω) for the fundamental mode of the
shielded helix waveguide to the polynomial form (pro-
vided that singularities at the zero frequency ω = 0 are
absent),

(18)

where σ =  is the damping rate, v  = dω/dh)

is the group velocity at the zero frequency, and

is the dispersion parameter.4 
For simplicity, we assume that reflection coefficient

β0 is real and frequency-independent,

(19)

although the general case is also simple to analyze.
Applying the inverse Fourier transformation to the first
term in (15), we easily come to an expression that

relates current pulse (t) to the first pulse (t)
picked up from the load,

(20)

This formula without the dispersion-related term

(21)

was found and analyzed in [2]. The absence of (21) in
the formula derived in [2] is due to the fact that the
expression used in [2] for the current in the short-cir-
cuited winding at high frequencies was incorrect.

Relationship (20) allows us to estimate the discrep-

ancy between the shapes of pulses (t) and (t) and
compare the effect of different factors on the formation

of (t). The integral term in (20) is a correction due to
losses in the waveguiding system, and (21) evaluates
the effect of dispersion. It is seen that the effect of dis-
persion is essential at the leading and trailing edges of
the pulse; that is, fast processes are subject to more
severe distortions, contrary to assertions in [1–3]. As τ0
diminishes, the effect of dispersion, according to (20),
starts prevailing and the dispersion, in essence,

4 The commonly accepted expression for the group velocity is jus-
tified here, since the condition Im(dh/dω) = 0 (see (18)) is
assumed to hold.
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becomes the factor that imposes basic restrictions
on τ0.

On the other hand, relationship (20) can be used to

reconstruct the shape of pulse (t) from the waveform

of pulse (t) picked up from the load and observed on

an oscilloscope, i.e., to calculate corrections to  and,
thereby, extend the spectrum of applications of the
Rogowski loop. Note, however, that the process of
reconstruction involves differentiation of functional
dependences found experimentally, which is a possible
reason for progressively increasing errors.

(3) Parameters σ, v, and γ of polynomial (18) that

are necessary for reconstruction of pulses (t) are
found by processing the pulse waveforms. The condi-
tion βl = 0 (weak reflections from termination Zl) is best
suited for this purpose. At such matching, only the two
first terms of infinite sums (15) are left,

(22)

at any load Z0. Experimentally, such a situation is sim-
ulated well by closing part of the slot on the side x = l.

However, a number of extra pulses may appear after 

and  in this case.
Functions U1(ω) and U(ω) = U1 + U2 entering into

(22) are the Fourier transforms of the first single, (t),

and composite, (t) + (t), pulses picked up from

the load. The procedure of separating out (t) from
the waveform on the oscillogram is uncertain. To mini-
mize errors due to this uncertainty, one should increase
ratio tg/τ0. Obviously, this requirement, along with dis-
persion-related term (21), limits the potentiality of the
reconstruction procedure.

Formula (22) and representation (18) make it possi-
ble to derive the functionals

(23)

which are suitable for calculating the parameters of the
dispersion dependence h(ω) from the Fourier trans-
forms of the waveforms of the two initial pulses picked
up from the load. Since the derivatives in (23) are taken
at the zero frequency (ω  0), functionals (23) have
the filtration property; that is, they are stationary rela-
tive to rapidly oscillating processes and, hence, can be
applied in experimental data processing.

Ĵ0
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According to (23), if pulses  and  are similar
in shape and amplitude, we have σl ! 1 and

8π2γtg/  ! 1; so, the design of the shielded helix
waveguide can be considered adequate. Distortions in
this case are caused by the reactance of the load, specif-
ically, by the frequency dependence of the reactance.

The accuracy of the results can be additionally
checked by comparing tg calculated by the related for-
mula in (23) with

(24)

where LΣ and CΣ are the total inductance of the winding
and its capacitance relative to the shield that are mea-
sured at low frequencies.

(4) In the short-pulse operating regime of the
Rogowski loop, the shield around the winding (Fig. 1)
becomes a functional component of the waveguiding
system. Its design and dimensions have an influence on
the low-frequency dispersion properties of the loop,
i.e., on parameters γ and v, and ultimately on the mea-
surement accuracy. Because of this, let us consider the
properties of the helix waveguide in the shield.

The problem of helix (helical winding) in a shield
with a single narrow longitudinal slot is very compli-
cated. Here, we replace it by a simpler problem of a
helically conducting cylinder of diameter 2a placed in
a coaxial circular screen of diameter 2b with several
longitudinal slots (Fig. 3). We assume that the simple
boundary conditions

(25a)

(25b)

(25c)

are fulfilled on the surface r = a and the boundary con-
ditions

(26a)

(26b)

(26c)

on the surface r = b > a take into account the shunting
capacitance of the slots per unit length,

(27)

since total width d =  of the slots (di is the width
of an ith slot) is assumed to be much smaller than the
perimeter of the shield,

(28)

In formulas (25) and (26), subscript s denotes the
direction along the spiral-wound conductor; subscript t
denotes the direction (orthogonal to s) of the tangent to

Û1 Û2
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Fig. 3. Coaxial waveguide with a longitudinally conducting outer cylinder and helically conducting inner cylinder.
the plane r = a (Fig. 3); ε0 is the permittivity of free
space; and unit vectors er, rs, and rt constitute a right-
hand triplet.

With the routine calculation procedure used for such
models (see, e.g., [5]), one easily arrives at a dispersion
relation for the fundamental axisymmetric mode,
which is a slow (k/h = νϕ/c < 1) hybrid wave,

(29)

Here, p =  and h are transverse and longitudi-

nal wavenumbers; k = ω ; ϑ is the angle of wind-
ing (Fig. 3); Im and Km are the modified Bessel and
Macdonald functions of order m, respectively; and

(30)

is the shunting coefficient, which is proportional to
capacity per unit length C and frequency squared (ω2).

If slot width d is so small that the shunting coeffi-
cient becomes high (χ @ 1), expression (29) turns into
the dispersion relation for a helix in a continuous per-
fectly conducting shield that is well known from the
theory of slow-wave systems [5]. If χ ! 1 (that is, for
example, shield wall thickness ∆ is small, ∆/d ! 1),
expression (29) turns into the simplified dispersion
relation

(31)

which was obtained in another work [6] concerned with
the Rogowski loop.
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A number of simple dependences given below illus-
trate the dispersion properties of the electrodynamic
system of the Rogowski loop and the effect of a shield
on these properties. Figure 4 plots slowing-down k/h
versus frequency ω for a helix without a shield (pb 
∞) and for the same helix placed in a continuous (χ @
1) shield. In the low-frequency range, the shield is seen
to have a significant effect on the slowing-down and,
importantly, the role of longitudinal slots is high. It is
remarkable that, as the transverse conduction of the
shield declines, the low-frequency slowing-down
increases and may even exceed its asymptotic value at
ω  ∞.

Detailed slowing-down curves taken at two different
ratios between the radii of turns and longitudinal-con-
ductance (χ ! 1) shield are presented in Fig. 5. By
appropriately selecting the geometric parameters
(Fig. 5b), the dispersion characteristics of waveguides
with different shields may be rendered the same. This

0.25
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Fig. 4. Dispersion characteristics of helix waveguides with
coil pitch d = 1 mm, turn diameter 2a = 10d, and outer shield
diameter 2b = 2.4a. (1) Helix without a shield, (k/h)f = 0 = 1;
(2) helix inside a continuous shield; and (3) helix inside a
longitudinally conducting shield. For all the waveguides,
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Fig. 5. Low-frequency parts of the dispersion characteristics of helix waveguides with coil pitch d = 1 mm. The dashed line, a helix
inside a continuous shield; dash-and-dot line, a helix inside a longitudinally conducting shield; and continuous line, unshielded
helix. (a) 2a = 10d, 2b = 2.4a and (b) 2a = 10d, 2b = 10a. For all the waveguides,  = 0.032.k/h
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fact may be put to good use in designing irregular loops
and matching the loop with a continuous shield
(see (22)).

According to (18), the dispersion-related relative

error in the shape of (t) can be found by the formula

(32)

where ∆v  = v  – v cr, v cr =  is the phase velocity

of the fundamental mode of the loop at frequency ωcr =
1/τr and τr is the current pulse rise time.

For the dispersion curves shown in Fig. 5a,

(33)

for those shown in Fig. 5b,

(34)

As follows from the above estimates, dispersion
may heavily distort the pulse shape; however, the dis-
tortion may be decreased to a reasonable value by mod-
ifying the shield design.

Without pretending to completeness, these results
do illustrate not only the strong effect of shields on the
dispersion characteristics but also the feasibility of
varying parameters γ and v  by properly selecting the
size of the shield and the slot. One can also try to find
conditions that provide a minimal value of dispersion
parameter γ and, hence, to minimize distortions; how-
ever, to do this requires a more rigorous waveguide
model than the one considered here.

(5) Taking into account shunting capacitance C (see
(26c)) makes it possible to more correctly estimate the
dispersion properties of the fundamental mode and find
excitation conditions for higher frequency modes,

Û1

δÛ1
∆Û1

Û1
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0.09.= = =
which contribute to the error in measuring short current
pulses.

Consideration of shunting capacitance C also allows
one to estimate the difference between the current mea-
sured, J00, and current J0 entering into formulas (4).
This difference, associated with azimuth currents pass-
ing through the shield, can be included by substituting
the Faraday induction law

(35)

into boundary condition (26c) written for the physical
quantities,

(36)

(37)

If the capacitance is small,

(38)

the difference between currents J00 and J0 is also small
and the correction can be calculated directly from (36).
Note that frequency ω0 is more convenient to calculate
not from (37) but from the period of ringing, which is
often observed in voltage waveforms at the output of
the loop [2]. At moderate frequencies, (ω0τ0)2 . 1, for-
mula (36) fails in reconstructing the shape of a current
pulse being measured and, accordingly, the configura-
tion of the loop should be refined.

CONCLUSIONS

Under the simplifications and assumptions made in
this work, our tentative analysis of the Rogowski loop
operation in the short-pulse regime indicates the fol-
lowing.

ε πb2µ0∂Hz/∂t–=

J00 J0
1
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2
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(i) Dispersion should be taken into account both in
elaborating a correct theory and in experimental data
processing.

(ii) The configuration of the shield to a great extent
specifies the dispersion characteristics of the electrody-
namic system of the loop.

(iii) The basic parameters of the dispersion relation
and the resonance frequencies can be determined by
processing a number of sequential voltage pulses
picked up from the load.

The analytical relationships obtained in this work
apparently have a limited range of applicability. To gen-
eralize them, it is desirable to dismiss the approach
based on the equivalent circuit and use a more general
electrodynamic theory of waveguide excitation by non-
stationary currents. This would allow us to more cor-
rectly consider the effects of shielding and multimodal-
ity, as well as nonuniformities in the induced emf dis-
tribution (i.e., in distribution κ = κ(x)). In addition, we
could have a chance to locate the current being mea-
sured in the loop’s cross section and to take into
account the inverse effect of the loop on the current
being measured.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
It is also worth noting that, when slightly refined,
the solutions obtained are applicable to the problem of
excitation and reception of surface acoustic waves by
piezoelectric transducers and to analysis of fiber sen-
sors.
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Abstract—New devices are proposed for producing self-contracting discharges. The operation principle of
these devices is based on focusing of plasma sliding over the insulator surface, when the magnetic field of the
sliding discharge itself presses the plasma channel to the surface and focuses it. One of the proposed devices
with an insulator in the form of a dihedral angle is studied experimentally. X-rays are detected and an X-ray
image of the focused plasma is formed. © 2005 Pleiades Publishing, Inc.
Pinch-type devices such as the cylindrical Z-pinch
[1], crossing X-pinch [2], and plasma focus [3] are
often used for obtaining dense high-temperature plas-
mas and for generating thermal X-ray pulses and neu-
trons, as well as for pulsed thermonuclear fusion
research. In all such devices, the magnetic field of the
discharge executes bulk focusing of a current-carrying
plasma.

In patent [4], new devices were proposed for obtain-
ing such discharges with focusing and with a plasma
sliding over the insulator surface, when the magnetic
field of the sliding discharge itself presses the plasma
channel against the surface and focuses it. This leads to
suppression of kink and snake instability by the solid
surface of the insulator; ensures convenient visualiza-
tion of the plasma focusing owing to open geometry of
the system; and results in exact localization of the
plasma focus at the bent or in the corner on the insulator
surface, which makes it possible to install the required
sensors for diagnostics of dense plasmas beforehand.

In accordance with [4], several different devices can
be designed, such as a device for generating a longitu-
dinal sliding Z-pinch (book-type configuration in
Fig. 1a) with plasma focusing at the bend of the insula-
tor; a device for obtaining a sliding X-pinch (pyramid-
type configuration in Fig. 1b) with plasma focusing at
the tetrahedral angle of the insulator; and a Meiser slid-
ing focus (book-type configuration in Fig. 1c) with
plasma focusing at the bend of the insulator. In all
cases, a special arrangement of the current source and
power buses is required to ensure plasma pressing
against the insulator and plasma focusing.

It should be noted that the sliding discharge mode is
often used to form a plasma shell in traditional devices
for obtaining a cylindrical Z-pinch [5] and plasma
focus [6]; however, the discharge contours in these
devices are organized so that the magnetic field of the
discharge detaches the plasma from the insulator sur-
face and produces bulk focusing.
1063-7842/05/5009- $26.00 1230
Here, we report the results of first experiments with
a Z-pinch in a device with a book-type configuration,
which demonstrate the operating capacity of this
device. Figure 2 shows such a device. The insulator was
made of caprolan in the form of a 90°-dihedral angle
with 2 × 2-cm square faces; the thickness of the insula-
tor wall was 0.5 cm. The electrodes were made of steel;
at a distance of 1.5 cm from the book edge, the elec-
trodes were equipped with tips initiating the surface
discharge. The device was placed in a vacuum chamber
in which the air pressure was maintained at 10–1 Torr.

We used a power source with the following charac-
teristics: capacitance 0.8 µF, inductance 0.55 µH, and
charging voltage 75 kV. Power was supplied to the
device via RK-75-9-13 coaxial cables. The total induc-
tance of the discharge loop was 0.95 µH.

In our experiments, we recorded discharge current
pulses in the loop, light pulses, UV radiation pulses,
and soft X-ray pulses (SXPs). A pinhole camera was
used for obtaining an X-ray image of the discharge.

Light pulses were registered with the help of a pho-
tocell F-22, while a photocell F-32 registered UV radi-
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Fig. 1. Proposed configurations of devices for studying slid-
ing pinches: (a) Z-pinch of the “book” type; (b) X-pinch of
the “pyramid” type; (c) plasma focus of the “book” type:
1—current source; 2—electrodes; 3—tips for initiating a
discharge; 4—surface of the insulator against which the dis-
charge is pressed; dashed curves show discharge channels.
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ation pulses. The diaphragms on photocells F-22 and
F-32 were chosen so that the amplitudes of their signals
induced by the flash of a calibration lamp IFK-120 were
equal. SXP pulses were registered using three semicon-
ductor detectors SPPD-11. The first detector was not
equipped with a filter and detected radiation with a
quantum energy Eγ > 400 eV; the second detector was
equipped with a 10-µm-thick Dacron filter with a 1-µm-
thick aluminum coating. This detector registered radia-
tion with a quantum energy Eγ > 2 keV. The third detec-
tor with an aluminum foil filter (10 µm in thickness)
registered radiation with a quantum energy Eγ > 5 keV.
All detectors were mounted in the vacuum part of the
device at a distance of 100 mm from the discharge. The
pinhole camera had the same filter as in the second
detector and was placed at a distance of 180 mm from
the edge of the dihedral angle.

Figures 3 and 4 show oscillograms of the pulses
obtained for the discharge current amplitude of 70 kA
in the loop. The UV pulse amplitude was an order of
magnitude larger than the amplitude of the light pulse.
The amplitudes of the pulse from the first, second, and
third detectors were 2.8, 0.4, and 0.07 V, respectively.

It is well known that the sensitivity of semiconduc-
tor detectors SPPD-11 is 5.5 × 10–18 A s cm2/quantum
for Eγ = 400 eV, 56 × 10–18 A s cm2/quantum for Eγ =
2 keV, and 155 × 10–18 A s cm2/quantum for Eγ = 5 keV.
The filters of the second and third detectors suppresses
radiation with Eγ = 2 and 5 keV by factors of 3 and 1.7,
respectively. For this reason, the radiation flux with
Eγ > 400 eV is 23 times that for radiation with Eγ >

Fig. 2. Device for studying the sliding Z-pinch of the
“book” type.
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
3→

2→

1→

Fig. 3. Oscillograms of current and radiation: 1—light
pulse; 2—UV pulse; 3—discharge current; sweep is
10 µs/div.

3→

2→

4→

1→

Fig. 4. Oscillograms of current and X-ray radiation: 1—dis-
charge current; 2—SXP from the first detector (Eγ >
400 eV); 3—SXP from the second detector (Eγ > 2 keV); 4—
SXP from the third detector (Eγ > 5 keV); sweep is 1 µs/div.
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2 keV, while the radiation flux with Eγ > 2 keV is
27 times that for radiation with Eγ > 5 keV.

The image of the pinch obtained with the help of an
X-ray pinhole camera is shown in Fig. 5. This image is
integrated in time; consequently, we can state that radi-
ation with the highest intensity corresponds to the
instant of discharge pinching. The characteristic trans-

Fig. 5. X-ray image of the plasma in the focus region, inte-
grated over the pulse.
verse dimensions of the X-ray source formed in the
region of the edge of the dihedral angle were ~1 mm.

Thus, preliminary experiments indicate the effec-
tiveness and promise of the devices proposed here for
studying magnetic focusing of high-temperature plas-
mas.
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COMMUNICATIONS
Electron Emission from a Cathode Doped by Fast Particles 
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Abstract—The effect of fast charged and neutral particles on the emission properties of different materials is
investigated. In many plasma devices, a flux of fast atoms and ions produces a specific self-sustained state of
the layer near the cathode surface. In particular, this layer is saturated by working gas atoms to a depth of several
monolayers. This state variously modifies different types of emission. Potential emission, taking place under
the action of metastable atoms and ions, weakens because of a rise in the work function. On the contrary, kinetic
emission, which is due to fast heavy particles, is enhanced, since energy losses in the modified near-surface
layer increase. Photoemission resulting under the action of resonance radiation increases considerably, and its
mechanism changes. © 2005 Pleiades Publishing, Inc.
(1) Plasma devices, in which fluxes of charged and
neutral particles (electrons, ions, and atoms) are gener-
ated, are being widely used in contemporary science
and technology (their application ranges from devices
intended for magnetic plasma confinement to etchers
used in semiconductor technology). The key factor
governing the properties of the devices is the emissivity
of structural materials exposed to fast heavy particles
and photons in the vacuum UV (VUV) range. Emission
caused by particle bombardment has been studied for
about a century. To date, a huge body of both theoretical
and experimental data on this issue has been collected.
However, attempts to employ these data in simulating,
for example, the anomalous gas discharge often applied
in plasma technologies have led to the conclusion that
the behavior of electrical characteristics (in particular,
decreasing I–V characteristics [1, 2]) is physically
meaningless [1]. Despite significant efforts made in this
field, the authors of [3–5] inferred that emission under
the conditions considered is basically unpredictable.

To resolve this contradiction requires that other
approaches to the problem be applied. In particular, one
should assume that the material in the near-surface
layer is characterized by a specific state with consider-
ably modified emission properties. The aim of this
study is to elucidate a mechanism of such modifications
and how they influence the emissivity.

(2) Implantation of particles with energies ranging
from a fraction of a kilo-electron-volt to several kilo-
electron-volts into the material as a mechanism of sur-
face modification has not yet been considered. Note
that, when a gas discharge occurs in argon with a Cu
cathode at a field intensity in the cathode region E/N =
100 kTd or at an average energy of ions and fast atoms
of 500 eV, the penetration depth calculated according to
1063-7842/05/5009- $26.00 1233
[6] equals ≈25 Å (E is the field intensity, N is the parti-
cle concentration, and 1 Td = 10–21 V m2). The radius of
an Ar atom for an interaction energy of ≈5 eV (which is
equal to the work function) is 1.85 Å [7]. Consequently,
more than six Ar monolayers form in the near-surface
layer if the atom density in a monolayer is taken to be
equal to ~1019 m–2. At a current density of 10 A/m2, the
flux of fast atoms and ions into the material is ≈2 ×
1020 m–2 s–1, while the diffusion flux in the opposite
direction is weaker by several orders of magnitude. The
energy of electron detachment from atoms, such as
hydrogen atoms in tokamaks or high-temperature traps
and noble gas atoms in discharges, significantly
exceeds the free energy of structural materials. There-
fore, working gas particles implanted into the target
stay in the atomic state and the near-surface layer
remains saturated.

Exchange interaction, greatly expanding the cross
section of inelastic collisions between identical atoms,
raises the probability of ionizing the implants. Since the
kinetic part of the coefficient of ion–electron emission
is proportional to energy losses due to particle–particle
inelastic collisions in the cathode [8], γic ~ (dw/dx)i, the
emission threshold lowers and the emission yield
grows. The mean free path of the resulting electrons is
several tens of angstroms [9], and so the entire modified
layer contributes to emission. For potential emission,
the implants, which have a high ionization energy, pro-
duce an additional barrier raising the work function [8].
Therefore, the yield of electrons drops.

Figure 1 (curve a) shows coefficient γap of apparent
emission for a Cu cathode exposed to argon atoms and
argon ions in an anomalous discharge. The curve was
calculated for a wide range of E/N based on the model
© 2005 Pleiades Publishing, Inc.



 

1234

        

BOKHAN 

 

et al

 

.

                                                                                                                                                          
considered. For the coefficient of potential emission,
we took γip = 0.03, as follows from measurements made
under actual gas-discharge conditions [1]. Kinetic
emission is related to the interaction of fast heavy par-
ticles with the cathode and the argon atoms implanted
in it. The emission from the Cu cathode under the
action of argon ions and argon atoms was calculated
using the approximation [3] for the material cleaned by

discharge sputtering,  = 5 × 10–5k (–300/kTi, a),
where k is the Boltzmann constant and Ti, a is the tem-
perature of heavy argon particles. In turn, kTi, a =
1.9(E/N)1.1 , where kT and E/N are expressed in eV and
kTd, respectively. It was taken into account that there
were two fast atoms for an ion [10]. The emission
caused by interaction with the implanted argon was cal-
culated by the general relationship γic = Λ(dw/dx)i [8],
where Λ = 10–11 m/eV. The energy losses were evalu-
ated from the ionization coefficient and coefficient of
resonance state excitation [3]; the elastic losses,
according to [6].

Today, the available techniques for calculating the
secondary electron extraction coefficient lack accuracy;
therefore, curve 1 in Fig. 1 was calibrated at one point:
at E/N = 100 kTd, γap = 0.27 according to [4]. The
experimental data known to date are also presented in
Fig. 1. For comparison, curves b and c show the data for
γap calculated in terms of the “pure” and “contami-
nated” surface models, respectively [3]. The observed
spread in γap characterizes the surface condition. It is
seen that the model proposed eliminates this spread and
is in good agreement with the experimental data. Spe-
cifically, in terms of this model, the significant decrease

γi, a
c T i, a
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0.1

101
0.01

1
γap
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b

c

1
2
3
4
5

Fig. 1. Apparent emission coefficient γap vs. reduced field
intensity at the cathode: (a) the model used in this study,
(b) the model of pure surface, and (c) the model of contam-
inated surface. The data points are taken from (1) [1],
(2) [10], (3) [11], (4) [12], and (5) [13].
in the energy threshold for kinetic emission, which is
observed in the experiments, is accounted for by exci-
tation and ionization of implanted atoms when fast par-
ticles of the working gas bombard the cathode.

(3) Implantation of working atoms into near-surface
layers radically modifies the photoemission mecha-
nism. For radiation in the VUV range (λ < 100 nm), the
absorption coefficient in metals decreases rapidly,
which leads to a sharp drop in electron yield γp under
the action of photons [2, 14, 15]. For implanted helium
atoms, the resonance radiation absorption cross section
calculated for the Doppler profile is on the order of
10−17 m2. This corresponds to the total absorption over
10–2 of a helium atom monolayer. Under these condi-
tions, the resonant state is rapidly deactivated due to
Auger processes. The rate of deactivation is compara-
ble to, or even exceeds, the rate of radioactive decay
[8]. As far as we know, emission coefficient γp corre-
sponding to this mechanism has not been measured.

Experiments with photoemission from near-surface
atoms were carried out using the setup described in
[16]. The measuring cell contains an accelerating gap
(l = 10–3 m) formed by a gridlike anode and a massive
Fe cathode. The electrons accelerated are gathered by a
collector. The current in the accelerating gap is
described by the relationship [5]

i = i0expαNl/(1 – γap(expαNl – 1)),

where i0 is the emission current produced by optical
illumination from the drift space and α is the Townsend
coefficient of electron multiplication.
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Fig. 2. Current i in the accelerating gap, apparent emission
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coefficient α, and operating temperature T vs. reduced field
intensity E/N.
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I–V characteristics of such a discharge in helium are
exemplified in Fig. 2. From a family of I–V curves
obtained at different pressures and i0, one can find γap
and α entering into the expression for i. In the range of
small E/N (down to E/N ≈ 700 Td), where γap depends
on E/N only slightly, potential emission with coefficient
γip = 0.158 ± 0.007 prevails. According to the formula
γip = 0.032(0.78Ei – 2Φ) [17], this corresponds to work
function Φ = 7.1 eV versus Φ0 = 4.3 eV for the pure
cathode surface (here, Ei is the ionization energy of an
atom striking the cathode). As follows from Fig. 1, for
the discharge in Ar, Φ = 5.67 eV versus 4.4 eV for pure
Cu. Consequently, implanted He atoms create a higher
threshold for electron escape than Ar atoms in full
accordance with the theory of potential emission [8].

As ratio E/N increases, other mechanisms of emis-
sion come into play. At voltages U > 600 V, when the
processes of excitation and ionization in the gap
weaken considerably because of a decrease in α (see
[18] and Fig. 2), optical illumination from the drift
space due to deceleration of fast electrons becomes a
key factor. Kinetic emission of electrons contributes
insignificantly (∆γi, a = 0.008 at U = 630 V) according
to the data on γi, a for helium [19]. Consequently, contri-
bution γph of photoemission to γap is γph = γap – γip –
∆γi, a = 0.78. The amount of photons that reached the
cathode, Nph, was calculated with allowance for excita-
tion due to (i) the avalanche multiplication of electrons
in the gap; (ii) fast electrons scattered by the anode;
(iii) the field extending outside the anode; and (iv)
accelerated electrons emitted from the cathode, form-
ing in the gap, and escaping into the drift space. The
total amount of photons per emitted electron was found
to be Nph = 3.5 at U = 630 V. This yields emission coef-
ficient γp = γph/Nph = 0.22 versus γp ≈ 0.03 for the pure
surface [3]. The theoretical coefficient of emission from
excited atoms calculated by the formula γr =
0.032(0.78Er – Φ) [8, 17] is γr = 0.3 (Er is the excitation
energy of resonance states). Hence, it follows that more
than 70% of helium atoms excited in the surface layer
are deactivated in Auger processes and generate elec-
trons.

Thus, modification of the near-surface region (sev-
eral monoatomic layers in thickness) under the action
of fast working particles leads to a radical change in the
emissivity of materials. The mechanisms of potential
emission (due to ions) and of kinetic emission (due to
fast heavy particles) remain the same: the changes are
of only quantitative character. The potential emission
weakens, whereas the kinetic one is enhanced, with a
simultaneous decrease in the energy threshold. At the
same time, the mechanism of photoemission changes
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
completely and the process passes through two stages:
the excitation of the resonant state of implanted atoms
and the deactivation of the atoms through Auger pro-
cesses with electron generation. In this case, the emis-
sion coefficient increases considerably as compared
with that for the pure surface. Our results are in good
agreement with the available data obtained under con-
trolled experimental conditions.
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Abstract—Experiments show that drying of the same protein colloidal solution in open (air) and closed sys-
tems results in two thermodynamically nonequilibrium processes differing in character of energy relaxation. It
has been shown that fast removal of the water (evaporation in this case) from the protein–water system is crucial
for the protein to stay in the nonequilibrium state. To a certain extent, this fact can be considered as a simplified
experimental equivalent of fast adenosine triphosphoric acid (ATF) hydrolysis, a reaction common to living
organisms, since fast removal of the water from the water–protein system is also typical of this reaction. This
analogy, as well as the similarity (in appearance and types and scales of symmetry) of the protein structures
resulting upon drying the protein colloidal solution in vitro and in vivo, suggests that the relaxation processes
taking place at nonequilibrium protein self-organization are similar in thermodynamic parameters in both cases.
Thus, there appears the possibility of studying the protein in both the equilibrium and nonequilibrium (as yet
poorly understood) state. © 2005 Pleiades Publishing, Inc.
Long-standing experiments published elsewhere
give impetus to discussion concerning the energy relax-
ation process during drying of the protein colloidal
solution under different conditions (in open and closed
systems, in a state with a different degree of nonequi-
librium, etc.). It has been convincingly (with 100%
reproducibility) demonstrated that room-temperature
drying of the same protein–water colloidal solution in
an open and closed system on a hard substrate is
accompanied with different energy relaxation pro-
cesses.

At slow dehydration in the closed system, the pro-
tein crystallizes into an equilibrium structure with long-
range order on the angstrom scale. In the open system,
evaporation proceeds much more rapidly, the condi-
tions are far from equilibrium, and the character of
energy relaxation differs. The medium is activated,
exhibiting autowave processes and self-organization
properties. The latter show up in self-similarity, replica-
tion, and multiplication of 3D helical vortical structures
with orderly arranged defects. The defects become
macroscopic; the homogeneous mass is divided into
blocks (domains or cells with a nucleus at the center);
and attributes of autocatalysis, of which a high-energy
state is typical, arise.

Thus, the protein in the open system exhibits prop-
erties typical of nonequilibrium systems (the
Belousov–Zhabotinsky reaction, Benard phenomenon,
etc.), where self-organization features nonlinear
dynamics and a transition to a high-energy state with
free-energy dissipation. In the case at hand, drying of
the protein solution causes structuring, whose dynam-
ics, in essence, represents the route of energy stabiliza-
tion.
1063-7842/05/5009- $26.00 ©1236
The two types of energy relaxation observed at dry-
ing of the same protein solution in less and more non-
equilibrium (close and open) systems are due to the sec-
ond law of nonequilibrium thermodynamics. Note that
one route of drying is energy-consuming, while the
other is conservative. The question arises as to whether
the phenomenon observed is pertinent to what happens
with protein in the living organism and whether there is
at least a bit in common in seemingly radically different
processes as vital functions and protein solution drying.

The revealed analogy and the similarity of the struc-
tures (in appearance and types and scales of symmetry)
resulting upon drying in vivo and in vitro lead us to look
for reasons for such likeness. It is certain that life, with
its activity, high energy, mobility, nonequilibrium, and
nonlinearity, originates if that form of protein among
the above two which offers the attributes of activity
serves as a driving force of evolution. It is logical to
assume that nature uses the protein in the more non-
equilibrium state as a building block of animate matter.
Therefore, this form of protein is of special interest in
investigating living systems. Significantly, it is pre-
cisely this state that has been found to occur upon dry-
ing the protein solution in vitro in the open system (in
air). It seems that a factor common to the processes in
vitro and in vivo is that the protein in the open system is
active or, in other words, nonequilibrium; that is, non-
equilibrium is pronounced both in vitro and in vivo. In
view of the aforesaid, let us consider the energy relax-
ation process from another standpoint.

Today, it is generally accepted in biology that the
basic source of the energy needed for synthesis and
functioning of the protein (for its conformation transi-
tions) is fast ATF hydrolysis with subsequent phospho-
 2005 Pleiades Publishing, Inc.
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rylation of the protein [1–7]. Yet, the source of the cat-
alytic strength of the protein (enzyme), the reason for
its transition to the high-energy state, and the character
of energy relaxation still remain a mystery. It has been
shown, however, that self-organization, the inherently
nonequilibrium process [8, 10], is central to all phe-
nomena taking place in animate matter, including pro-
tein. At the same time, the experimental data currently
available demonstrate that, when drying out under non-
equilibrium conditions in an open system on a hard
substrate, the protein passes to a distinctly nonequilib-
rium state, which is in the process of self-organization
[11–16]. Apparently, therein lies the fundamental simi-
larity of the processes in vitro and in vivo.

The experiments described above are hoped to draw
researchers' attention to spontaneous self-organization
in an attempt to somehow separate this process out of
the complex inseparable processes occurring in the liv-
ing organism. To do this certainly calls for a deeper
insight into the condensation dynamics and structuring
of the protein in its nonequilibrium state under highly
nonequilibrium thermodynamic conditions. These pro-
cesses can be simulated singly only in vitro. To date,
sparse experiments of this sort have been carried out.
Emphasis has been on examining the equilibrium crys-
tal structure (lattice with long-range order) of the pro-
tein (by X-ray diffraction analysis and similar tech-
niques).

Yet, early steps on the road to studying the nonequi-
librium state of the protein have already been made
[11–16]. Even they strongly suggest that in vitro struc-
turing and autocatalysis in the nonequilibrium state of
the protein may proceed without participation of ATF:
it is absent upon drying the protein.

The experiments in vitro have demonstrated that fast
removal of the water (evaporation in our case) from the
protein–water system is crucial for the state of the pro-
tein to be highly nonequilibrium. These experiments
may be viewed as a simplified equivalent of the reaction
actually proceeding in the living organism: fast ATF
hydrolysis (water capture). Thereby, there has appeared
a chance to separate out one stage, fast dehydration of
the protein in the water–protein system, from the com-
plex process of functioning of the living organism and
visualize its role in the process of protein polymeriza-
tion (synthesis) in a simplified form in vitro. Despite the
simplicity of the experimental conditions, it has been
proved that fast removal of the water makes the system
highly nonequilibrium, i.e., the protein takes the non-
equilibrium state upon condensation and self-organiza-
tion.

These findings allowed us to clarify the source of
energy potential at drying (condensation) of the protein
colloidal solution in vitro in the absence of ATF. It is
known that self-organization releases (minimizes) free
energy of the system through relaxation during stabili-
zation of the nonequilibrium state [8–10]. It is this
mechanism that provides functioning (structuring and
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
conformation reconfiguration) of the protein in our
experiments.

Such a viewpoint is totally consistent with the idea
put forward in [17], where it was assumed that sponta-
neous self-organization is the climax of condensation,
which executes the intrinsic program of a given system.
The author believes that this process alone may be
responsible for nonlinear dynamics featuring the pres-
ence of organized algorithmically repetitive supramo-
lecular dissipative structures from the nano- to macros-
cale in vitro and in vivo. This program forbids the sys-
tem from evolving in another direction. Based on the
data mentioned above, the functioning of ATF may
schematically be represented as fast capture of the
water using a phosphate chemical system that triggers
the fast reaction of protein dehydration (in ATF hydrol-
ysis) and energy release during protein phosphoryla-
tion. One may extend the results of the experiments in
vitro, thinking that fast dehydration in vivo also sets
nonequilibrium conditions in the water–protein system,
which are a prerequisite for the self-organization of the
nonequilibrium protein.

One can assume that, in the living organism, both
sources of the energy that arises during the self-organi-
zation of the protein and depends on its phosphoryla-
tion compete, providing the maximal activity and
mobility typical of biological systems. It is not improb-
able, however, that self-organization in vivo may pro-
ceed without participation of ATF.

The aforesaid can be supported by a set of theoreti-
cal and experimental data and also by the results of bio-
logical studies.

(1) It is common knowledge that the functioning
(self-organization) of the living organism is possible
only in open systems, which are far from thermody-
namic equilibrium: the equilibrium state of the living
organism means its death [1–9, 18, 19].

(2) The experimental data obtained by the author
show that self-organization of the protein with confor-
mation reconfigurations in the nonequilibrium state
occurs only upon drying the protein colloidal solution
in the open (far from thermodynamic equilibrium) sys-
tem naturally in the absence of ATF [11–16].

(3) It should be noted that there exists a body of
experimental and clinical data indicating the function-
ing of the protein in the absence of ATF, such as the
functioning of the protein in vitro without ATF [18, 19],
the antigen–antibody reaction widely applied in medi-
cal practice, and the functioning of pure hydrated
(freeze-dried) protein.

(4) Next, recent biological observations that indi-
rectly support the effect of nonequilibrium and nano-
structures on the functioning of the protein in the living
organism are noteworthy. It has been shown, for exam-
ple, that enzymes function with a high rate, offering a
unique ability of synchronization. Such behavior,
which is termed the unstable dynamics of the protein, is
characteristic, in particular, of microtubules of the pro-
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tein [20]. ATF hydrolysis, causing fast polymerization,
is today considered as a reason for the coherent behav-
ior of the protein [21, 23]. This concept is most impres-
sively corroborated by mitosis, when the microtubules
are assembled and diassembled with a very high rate.
Importantly, all vital processes in the living organism
(division, multiplication, functioning, etc.) originate at
the nanolevel and evolve to the macrolevel.

CONCLUSIONS
Thus, the experiments with the protein in vitro dis-

covered the universal thermodynamic energy properties
of matter: self-organization from the nano- to mac-
rolevel. These properties are known to be inherent to
inorganic, organic, and animated matter [8–10, 17, 19].
It may be inferred that dissipative structures also occur
in the protein under the nonequilibrium conditions of
stabilization of its nonequilibrium high-energy state. In
other words, the source of activity and mechanical
work of the protein may be related to the intrinsic
dynamics of its self-organization, i.e., structural (con-
formation) reconfigurations reaching the macrolevel.

The analogies in the protein behavior discussed
above, as well as the similarity (in appearance and types
and scales of symmetry) of the protein structures result-
ing upon drying the protein colloidal solution in vitro
and in vivo [11–16], suggest that the relaxation pro-
cesses taking place at the self-organization of the non-
equilibrium protein are similar in thermodynamic
parameters in both cases. Thus, there appears the possi-
bility of studying the protein in both the equilibrium
and nonequilibrium (as yet poorly understood) state.

A more detailed investigation into the nonequilib-
rium state of the protein and its role in the living organ-
ism could favor further advances in proteomics (the sci-
ence of protein); biology; biotechnology; pharmacol-
ogy; medicine (diagnostics and treatment); and
technology, where organic polymers, in particular, pro-
tein nanostructures, are today playing a progressively
important role.
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Abstract—An approach to describing the earlier discovered power-type frequency dependence of microwave
attenuation Y by vegetation fragments is developed. It is established that Y ~ ω3 – D, where ω is the circular fre-
quency, 3 is the dimension of the Euclidean space, and D is the fractal dimension of the structure related to veg-
etation fragments. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

In [1], the power-type frequency dependence of the
attenuation of microwaves by vegetation fragments was
found experimentally (Fig. 1). The most natural way of
explaining this dependence is invoking the fractal
approach and using an equivalent electrical circuit.
With such an approach, it becomes possible to express
the exponent in the frequency dependence of the atten-
uation through fractal dimension D and the dimension
of the Euclidean space, in which the fragments are
embedded. In this work, the attenuation will first be
expressed though reduced impedance δ, which is a
commonly used physical quantity [2]. Then, we will
construct a fractal set describing vegetation fragments
and simulate the electrical properties of the fragments
by equivalent electrical circuits to make up a hierarchi-
cal system and find a desired frequency dependence of
the attenuation. Finally, we will show how the depen-
dence found can be determined by qualitative fractal
analysis.

1. RELATIONSHIP 
BETWEEN THE ATTENUATION AND REDUCED 

IMPEDANCE

The measuring setup used in this work is depicted in
Fig. 2 [1]. As was noted in [1] and is seen from Fig. 2,
the experimental conditions allow us to assume that a
plane wave is incident on the 3D layer formed by veg-
etation fragments. The aim of the experiment is to mea-
sure the wave of intensity (1/Y)eikx that passes through
the 3D layer. Here, Y is the desired attenuation, k is the
wavenumber, and x is the propagation direction of the
plane wave. For a homogeneous medium, the micro-
wave wavenumber squared is

k2 ω2

C2
------ε,=
1063-7842/05/5009- $26.00 1239
where ω is the circular frequency, C is the speed of
light, and ε is the complex permittivity. The attenuation
is found by solving the wave problem for a three-layer
(free space–3D layer filled with vegetation fragments–
free space) medium. With regard to the existence of the
forward and backward waves in the 3D layer, factor Y
(attenuation) can be expressed as follows:

(1)

The reduced impedances in inhomogeneous and
homogeneous media differ. We will assume that a linear
relationship between the attenuation and the reciprocal
of the reduced impedance holds in inhomogeneous
media like vegetation fragments too. A simplest model
that can relate the reduced impedance to the inhomoge-
neity of the medium handles a fractal set.

2. FRACTAL SET

A fractal model of vegetation fragments will be con-
structed by invoking the principles of fractal geometry
[3, 4]. Similar models were used, for example, in
roughness analysis [5].

Let us have a single branch. The length of the branch
can be measured on scale χ applying it only once,
N(χ) = 1. We divide the branch into three parts so that
the side parts account for 1/α of the initial length and
discard the middle part. Now, taking scale χ/α and
applying it twice, one can measure the length of the two
remaining parts, N(χ/α) = 2. Substituting 2N(χ) for 2,
we obtain the functional equation N(χ/α) = 2N(χ). Its
solution is N(χ) ~ χ–D, where exponent D = ln2/lnα is
called the fractal dimension. For several branches
placed on a plane, the construction described above will

Y
1
4
---δ 1– .=
© 2005 Pleiades Publishing, Inc.
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f, GHz
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Fig. 1. Frequency dependence of electromagnetic wave
attenuation by primary branches: (1) Y = 5.92f 2.046,
(2) 9.47f 1.694, and (3) 1.26f0.7186.
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Fig. 2. Schematic of the measuring setup: (1) horn generat-
ing a plane wave and (2) receiving horn.
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Fig. 3. Equivalent hierarchical circuit used to simulate veg-
etation fragments.

b

give the fractal dimension D = ln4/lnα. For branches
filling a volume, the fractal dimension is

(2)

3. EQUIVALENT ELECTRICAL CIRCUIT

To analyze wave processes in inhomogeneous
media, it is necessary to know analytical frequency
dependences of basic electrical parameters. These
dependences may be found using equivalent electrical
circuits, which “highlight” them [6]. The essence of
graphical representation of the Maxwell equations is
that electromagnetic fields in a domain considered are
mapped onto a spatial electric circuit with limped or
distributed elements [7]. Correlation between a phe-
nomenon under study and its related electrical circuit
(i.e., construction of an equivalent circuit) means that
the parameters of the equivalent circuit and those of the
phenomenon follow the same relationships. Here, we
assume that vegetation fragments form a capacitive
medium and so can be simulated by resistance R and
capacitance C in a wide frequency range.

It is remembered that we are dealing with the
reduced impedance. The reduced impedance of an elec-
trical circuit can be determined by dividing the resis-
tance of all its elements by the free-space resistance,
which equals 377 Ω (the awkward formula for the free-
space resistance is omitted).

Let us now proceed to simulating the electrical
properties of vegetation fragments by an equivalent
hierarchical electric circuit consisting of resistance R
and capacitance C (Fig. 3). The circuit in Fig. 3 is the
same as that used in [5]. The reduced impedance of the
first (initial) branch is

Resistance r of either of the next two parallel
branches emerging from the initial one is taken to be
r = αR with capacitance C remaining the same. The
impedance of these two parallel dielectric branches is
given by

We recast this formula in the form that clarifies the
scheme of constructing the total impedance,

Similarly, the resistance of either of the two parallel
branches emerging from each of the former two is taken
to be α = Rα2 and their capacitance remains unchanged.

D
8ln
αln

---------.=

δ ω( ) R
1

iωC
----------.+=

δ ω( ) 1
2
--- αR

1
iωC
----------+ 

  .=

δ ω( ) 1
2

1
1/αR
------------- 1

iωC
----------+

------------------------------
------------------------------.=
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Eventually, the total impedance has the form of an infi-
nite fraction,

Factoring out α from the expression

yields

(3)

In the limit δ(ω) ! 1, it follows from (3) that

(4)

The spatial form of expression (4) is

This is a functional equation that has, in view of (2),
the solution

(5)

Substituting (5) into (1) yields the desired frequency
dependence of the attenuation,

(6)

Using the data obtained in [1], we find the fractal
dimension for three values of the relative humidity of
vegetation (see [1], Fig. 3): D(1) = 0.95, D(2) = 1.3, and
D(3) = 2.3. These fractal dimensions seem to be typical
of vegetation fragments and, possibly, large forests.

4. QUALITATIVE FRACTAL PATTERN

As was noted in [1], “a near-linear dependence of
the attenuation on the vegetation biomass is observed.”
Since the volume of the measuring chamber was fixed,
the attenuation varied in proportion with biomass den-
sity ρ. The biomass density, in turn, is related to the lin-
ear size [8]. Let the linear size be λ. Then, by virtue of
the relationship Y ~ ρ, we have Y ~ 1/λ3 – D. According
to the basic statements of the fractal geometry, one
must have a ruler to study inhomogeneous objects.
With a ruler, one can study the objects on different
scales. If electromagnetic waves are taken as a measur-
ing tool, the wavelength can be naturally used as a
scale. In other words, quantity λ mentioned above
should be taken as the electromagnetic wave length.

δ ω( ) R
1

iωC
2

αR
1

iωC
2

α2R …+
----------------------+

---------------------------------------+
-----------------------------------------------------+

----------------------------------------------------------------------.+=

αR
1

iωC …+
----------------------+ 

 

δ ω( ) R
α

iωC
2

δ ωα( )
----------------+

---------------------------------.+=

δ ω( ) α
2
---δ αω( ).=

δ ω( ) α3

8
-----δ αω( ).=

δ ω( ) ω–3 D+ .∼

Y ω3 D– .∼
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Substituting 1/ω for λ, we again arrive at relation-
ship (6).

Some closing remarks are necessary. The fractal
dimension reflects the geometric properties of inhomo-
geneous media. However, Fig. 1 clearly indicates that
fractal dimension D depends on the humidity: as fol-
lows from (7) and the conclusions drawn in [1], it
decreases with increasing humidity. Such a variation of
the fractal dimension implies that humidity has a con-
siderable effect on the geometric characteristics of veg-
etation fragments. This issue will be studied at length in
subsequent publications. Here, we only note that

where m is the gravimetric humidity of vegetation, as
follows from the data in [1].

CONCLUSIONS

By virtue of self-similarity, the basic property of the
fractal geometry, physical quantities represented on
different scales are related to each other via a power-
type dependence. In general, however, exponents in
these dependences cannot be expressed through the
fractal dimension using only the self-similarity of the
objects, which necessitates other approaches. As
applied to electromagnetic wave attenuation by vegeta-
tion fragments, we suggest an approach in which the
geometry of the fragments is represented by a fractal
set.

The frequency dependence of the attenuation is
determined with the reduced impedance, and the inho-
mogeneous medium (vegetation fragments) is repre-
sented as a fractal structure. The electrical properties of
the fragments are simulated by an equivalent hierarchi-
cal circuit consisting of resistances and capacitances.
Such a circuit makes it possible to express the exponent
in the frequency dependence of the attenuation through
the fractal dimension.

The same frequency dependence of the attenuation
is obtained by means of independent qualitative fractal
analysis. Based on the data reported in [1], a formula
relating fractal dimension D to the gravimetric humid-
ity of vegetation fragments is suggested.
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Abstract—The effect of delay in the thermocapillary response of a transparent liquid layer on an absorbing
substrate during its heating by a laser beam is discovered. The response is an interference pattern formed on a
screen placed in the beam cross section by the beam reflected from a thermocapillary dip. It is found that the
delay time of the response of a thin (h < 1.8 mm) layer of a liquid in a viscosity range of 3–6 mPa s to a 20.9-mW
exciting beam from a He–Ne laser (λ = 633 nm) is proportional to the squared layer thickness with a proportionality
factor depending on the viscosity and thermal diffusivity of the liquid. © 2005 Pleiades Publishing, Inc.
Until recently, photoinduced thermocapillary (TC)
convection has been studied predominantly in layers of
strongly absorbing liquids of thickness h > 2 mm [1–3].
The application of phenomenon in laser diagnostics of
liquids [4, 5] requires its study in a transparent liquid
layer with h < 2 mm on an absorbing substrate. We
detected the effect of TC response delay for the first
time in such investigations.

It is well known [6] that if a heat source is instanta-
neously formed on a substrate covered with a layer of
liquid so that the temperature of the liquid increases by
∆T, the isotherm ∆Te–n will reach the free surface of the
liquid after a time of

(1)

where κ is the thermal diffusivity and n is a positive
number.

This simple idea forms the basis of a number of
methods for measuring the thermal diffusivity of solids
[6].

It is also known that liquids exhibit a high sensitivity
to shear stresses, including those of TC origin. It is this
property that formed the basis of a number of liquid-
layer systems for information recording [7–9].

The sensitivity of a liquid to shear stresses, which is
characterized by number n, obviously depends on vis-
cosity µ. The value of the tangential stress,

(2)

producing the observed effect increases with viscosity
and vice versa. Here, γ is the thermal coefficient of sur-
face tension, T is the temperature, and v r is the radial

τ h2/4nκ ,=

γ∂T
∂r
------– µ

∂v r

∂z
---------,=
1063-7842/05/5009- $26.00 1243
velocity field. This study is devoted to verification of
the existence of the predicted delay and to determining
its dependence on the layer thickness and the liquid vis-
cosity.

The schematic diagram of the experiment is shown
in Fig. 1. Laser beam 1 induced TC convection in layer
13. Since the diameter of the emerging TC deformation
of the surface exceeded the diameter of the inducing

10

11

12 13 14

4

1

2

3
5

6 8

7
9

15 17

16

Fig 1. Experimental setup: single-mode He–Ne laser LG-
25-1 inducing laser (λ = 633 nm, P = 20.9 mW) (1) and test
laser LGN-207a (P = 0.5 mW) (2); shutter (3); mirrors (4–
6); spherical mirror (7); light filter (8); screen (9); microme-
ter tripod (10); ebonite cuvette of diameter 65 mm (11);
glass lid with a hole of diameter 10 mm (12); liquid layer
(13); gauge wire (14); CCD video camera ACE-S560CH
(600 lines, 25 frames/s) with Helios-44 objective (15); vid-
eotape recorder AIWA HV-GX1100 (16); and computer
Pentium-4 with TV tuner Aver Media VC-8139 (17).
© 2005 Pleiades Publishing, Inc.
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beam in the layer (2.5 mm), the boundaries of the TC
response were blurred. For complete coverage of the
deformation zone of the free surface, a test beam from
laser 2 (with a diameter of 10 mm in the layer), which
was expanded by spherical mirror 7, was used; this
beam did not introduce any noticeable perturbations.
The setup was adjusted with the help of mirrors 4–7 so
that the responses to both beams were present on screen
9 in the field of vision of video camera 15, the inducing
beam being suppressed by attenuator 8 to the brightness
of the test beam. Gauge wire 14 was used to adjust the
preset layer thickness [9], and horizontality of the
cuvette bottom was attained with the help of microme-

Physical characteristics of liquids

Liquid Viscosity 
µ, mPa s

Volume 
expansion 
coefficient 

β, K–1

, 

s2/m4 K

n

Ethylene 
glycol

19.9 0.64 0.36 1.4

Benzyl 
alcohol

5.8 0.75 1.87 2.6

Butanol-1 2.95 0.95 3.35 3.1

n-octane 0.546 1.14 15.7 3.5

Ra

gh3∆T
---------------- 10 9–×
ter tripod 10. The characteristics of liquids studied are
given in the table.

The experiments were made at a temperature of
21 ± 1°C in the following manner. Liquid was poured
into cuvette 11 with the help of a micropipette and was
covered with glass lid 12 with a central hole of diameter
10 mm. The lid noticeably reduces evaporation and pro-
tects the layer from the action of convective air flows.
The hole ensures the access to the layer for measuring
its thickness without affecting the conditions in the bulk
of the gaseous phase in the cuvette and ruling out mul-
tiple reflection of light from two glass surfaces and
from the surface of the liquid. After adjusting the layer
thickness, videotape recorder 16 was switched on for
recording; shutter 3 was opened, and the response evo-
lution was recorded. The diameter of the response was
determined from the frames of video material with the
help of the software Photoshop.

Between measurements, a pause was made for the
substrate-layer system to return to the initial state. The
time of action of the beam on the substrate was a few
seconds, while the relaxation time of the system was
several minutes. The latter was determined from the
effect of the pause between measurements on the exper-
imental results. In experiments, deliberately longer
pauses (4-5 min) were made.

After switching on the inducing beam, the pattern of
the test beam did not change for a certain time interval.
(b) (c) (d)

(a)

(e)

60

0.2

40

20

0 0.4 0.6 0.8 1.0 1.2 1.4

D, mm

t, s

τd

1
2

Fig. 2. Evolution of the TC response. Inducing (1 left) and test (2 right) beams: (a) response; (b) beginning of deformation, t = τd;
(c) focusing of test beam; (d) beginning of refocusing; (e) spike.
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This pause will be referred to as the TC delay time τd of
the response, while the beam reflected from the plane
surface of the liquid (inducing or test beam) and
appearing on the screen will be termed just as the
response (Fig. 2a). On the other hand, it is convenient
to apply the term the TC response to the beam reflected
from the liquid surface that has already been deformed
by TC convection (Figs. 2b–2e). The beginning of
deformation was registered from the deviation of the
free surface from the plane surface observed from the
emergence of a light spot at the center of the test beam
(Fig. 2b); the spot diameter becomes minimal at the
instant of focusing (Fig. 2c). Further, as the deforma-
tion depth increases, the diameters of both inducing and
test beams become larger (Fig. 2d), culminating in a
refocusing spike (Fig. 2e); this is reflected in a sharp
increase in the TC response followed by its decrease.
The reason for the spike is the accumulation of thermal
energy in the liquid layer prior to convection (we omit
here the corresponding analysis).

Among the liquids investigated here, only butanol
and benzyl alcohol exhibit the predicted quadratic
dependence (1) of τd on the layer thickness (Fig. 3). For
a more viscous ethylene glycol with a larger thickness,
the value of τd is larger than expected, while for low-
viscosity octane it is smaller.

Experimental data suggest that the τd(h) dependence
is quadratic in the viscosity range 3–6 mPa s for a layer
thickness of h < 1.8 mm.

Since the surface itself serves as a detector of ther-
mal perturbation reaching the free surface, a higher
shear stress (i.e., a higher temperature gradient (2) and,
hence, a longer heating time) is required for producing
a detectable deformation for higher values of viscosity.
This assumption is confirmed by the arrangement of the
τd(h) curves for liquids with different viscosities
(Fig. 3).

The departure from the quadratic dependence for
octane can be explained by at least three reasons. First,
owing to the high mobility of octane, the TC spread of
the layer can be initiated by absorption of thermal radi-
ation from the substrate being heated in the layer. This
effect must be enhanced with increasing thickness of
the layer and, apparently, is the reason for the departure
of experimental points for butanol and benzyl alcohol
layers of large thickness. Second, a buoyancy force
whose role is enhanced with increasing thickness of the
layer cannot be ruled out. This hypothesis is confirmed
by the order of the Rayleigh numbers for the corre-
sponding curves in Fig. 3 (Ra1 < Ra2 < Ra3 < Ra4).
Finally, beginning from the instant of heating of the liq-
uid, its expansion takes place and a hump is formed,
which spreads out under the action of the Laplace pres-
sure. This process is sustained during propagation of
the thermal front. The centrifugal flow initiated by the
Laplace pressure at the surface of the layer might
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
enhance its sensitivity to centrifugal TC flow. This pro-
cess is characterized by the volume expansion coeffi-
cient β. Strange as it may seem, the order of arrange-
ment of the curves also corresponds to the latter
assumption (i.e., β1 < β2 < β3 < β4). To determine the
contribution from each of the mechanisms listed above,
more detailed studies are required.

This work was supported by the Russian Foundation
for Basic Research, project no. 04-01-00493.
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Abstract—The specific features of hydrogen adsorption (and adsorption of other gases) at supercritical tem-
peratures (specifically, the absence of capillary condensation and polymolecular adsorption and the appearance
of a maximum in the adsorption isotherm in the pressure range 1–10 MPa) are discussed. Hydrogen adsorption
decreases by an order of magnitude as the temperature increases from the critical temperature to the room value.
The experimental adsorption isotherms in the supercritical range found in the literature are used to deduce a
criterion of limiting hydrogen adsorption at various temperatures. Carbon adsorbents of different types (indi-
vidual single-wall nanotubes, bundles of such nanotubes, multiwall nanotubes, and carbon fibers) are consid-
ered. A model of single graphite plane shows that the limiting hydrogen adsorption is 5 wt % at 77 K and 1 wt %
at 293 K. These values can only be approached by adsorption in a material made of individual single-wall nan-
otubes. Methods to increase the adsorption are proposed. © 2005 Pleiades Publishing, Inc.
Hydrogen adsorption in various materials is one of
the methods for hydrogen storage and can be used to
design hydrogen storage systems for transport power
installations [1]. With the advent of new carbon materi-
als (fullerenes, nanotubes, and nanofibers), the annual
number of experimental and theoretical works dealing
with hydrogen adsorption has increased sharply [2–5].
However, the results and conclusions of these works are
often conflicting. The purpose of this work is to obtain
a simple and reliable criterion for determination of the
limiting adsorbability of various carbon materials. We
obtain this criterion using experimental adsorption iso-
therms for hydrogen and other gases in the supercritical
region.

From the economic and technological standpoints,
hydrogen storage using physical adsorption is profit-
able only at temperatures T > 77 K, which is signifi-
cantly higher than the critical hydrogen temperature
Tcr(H2) = 33 K; the reduced temperature is T* =
T/Tcr(H2) > 2.3. When temperature increases above Tcr,
adsorption isotherms of different gases lose a polymo-
lecular adsorption branch and acquire a maximum in
the range 1–10 MPa [6–10]. As the temperature T
increases further, the isotherms lower monotonically
toward the pressure axis and the maximum shifts
toward high pressures [6–10]. It is natural that, at such
temperatures, there is no capillary hydrogen condensa-
tion in mesopores.

The volumetric filling of micropores at T* < 1 is
caused by a significant increase in the interaction
potential between molecules and the walls of narrow
pores. In slotlike pores, such an increase is detectable
up to d/σ = 1.5–2, and that in cylindrical pores, up to
1063-7842/05/5009- $26.00 1246
d/σ = 3 (where d is the micropore size across and σ is
the van der Waals molecular size) [11, 12]. In wider
micropores (supermicropores) with d/σ = 5–6, volu-
metric filling is explained by the cooperative effect
[12–14], namely, by intensification of molecular clus-
tering in the space of a supermicropore after the first
monolayer has been adsorbed. At T* > 1, or the more so
at T* > 2.3, clustering is almost absent, and, hence, vol-
umetric filling of micropores is also absent; as the pres-
sure increases, only the first monolayer is gradually
filled. As for the limiting adsorption capacity, the volu-
metric filling of narrow micropores, where the interac-
tion potential is enhanced, is virtually identical to sur-
face adsorption.

For monolayer filling, specific adsorption am, mol/g,
is connected with the adsorbent specific area A by the
relation [12, 15, 16]

(1)

Here, N is the Avogadro number and ωm is the area per
adsorbate molecule in the monolayer. It was noted in
[15, 17] that the molecular density in real liquids and
monolayers is significantly lower than that in the case
of close packing. This means that the fraction of mole-
cule-free surface in a monolayer εS is much higher than
the value (εS0 = 0.093) characteristic of the case of
spherical molecules closely packed on a surface. For a
number of gases (Ar, Kr, Xe, CO2, C6H6, C6H14,
CH3OH, CCl4, H2O), the authors of [17] found that εS =
1 – SVdV/ωm, where SVdV is the projection area of mole-
cules of a certain adsorbate (SVdV is calculated using the
van der Waals radius of the corresponding molecule).

A amNωm.=
© 2005 Pleiades Publishing, Inc.
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For these gases, εS was found to range from 0.32 to 0.38
with an average value of 0.35. Note that all measure-
ments for these gases were performed at temperatures
close to T = 77 K, i.e., well below their critical temper-
atures Tcr.

In [6, 8, 9], the adsorption isotherms of various
gases, including hydrogen, in carbon materials and syn-
thetic zeolite were measured in the supercritical tem-
perature range. For these materials, the specific surface
area A was known. Using these isotherms and Eq. (1),
we calculated ωm(T*) at their maxima and determined
the values of SVdV/ωm(T*) (Fig. 1). The particle projec-
tion areas SVdV were calculated using the van der Waals
atomic radii recommended in [18–20]: 0.202, 0.188,
0.154, 0.171, 0.150, and 0.116 nm for Kr, Ar, Ne, C, N,
and H, respectively. The SVdV areas were found to be
0.128, 0.139, 0.111, 0.104, 0.074, and 0.059 nm2 for
Kr, CH4, Ar, N2, Ne, and H2, respectively. Note that, in
our estimations based on the results of [8], we took into
account that those authors used powdered active
AKh-21 carbon with A = 2800 m2/g and a density ρ =
0.3 g/cm3 [21]. Using points for hydrogen, we plotted
the f(T*) curve, which decreases monotonically with
increasing T* (see figure). Points for other gases (Ne,
Ar, Kr, H2, CH4) deviate only weakly from this curve.
We also estimated SVdV/ωm using the results of [22] for
hydrogen adsorption on a number of carbon materials
and zeolite at 77 K and a hydrogen pressure of 0.1 MPa.
The specific surface areas SBET for the materials under
study were in the range 431–2029 m2/g. To obtain am,
we use extrapolation at maxima in the isotherms: the
experimental values of am were increased by 30%
according to the isotherms of [8]. The values of SVdV/ωm

for all materials were found to fall in the range 0.24–
0.47. By making allowance for the extrapolation rough-
ness, we may conclude that these values agree well with
the value (0.35) calculated from the complete isotherm
of [8].

The function f(T*) = SVdV/ωm(T*) allows us to esti-
mate the limiting capacity of various adsorbents using
Eq. (1). For hydrogen, SVdV = 0.059 nm2; therefore, am =
5.67 × 10–2 f (T*)A[g(H2)/g], A[103 m2/g]. For carbon
adsorbents based on a certain combination of fragments
of the graphite plane (more specifically, the graphite
network), the maximum specific surface area Amax can
be estimated from the consideration of the ideal case of
hydrogen adsorption on both sides of the graphite
plane. In this case, Amax = 2630 m2/g; therefore, at T =
77 K (f(T*) = 0.35), the maximum adsorption is
amax(77) = 0.052 g/g, or 5 wt %. At T = 293 K (f(T*) =
0.072), it is amax(293) = 0.0107 g/g, or 1.06 wt %. The
limiting volume hydrogen content is 50 and 10 g/l,
respectively.

If the van der Waals sizes of the hydrogen molecule
(0.31 × 0.232 nm) and the carbon atom (0.34 nm) are
taken into account, the interaction potential increases in
TECHNICAL PHYSICS      Vol. 50      No. 9      2005
carbon nanotubes having a diameter less than 1.1 nm.
For tubes with a larger diameter, the increase in the
potential is insignificant, and the character of adsorp-
tion in these tubes at supercritical temperatures is virtu-
ally identical to adsorption on the graphite plane. The
same is true of most single-wall carbon nanotubes
(SWNTs) synthesized with an electric arc or a laser
beam, since their diameters lie in the range 1.0–1.5 nm
[23–25].

For single SWNTs, the total specific surface (both
inner and outer surface) is identical to that of the graph-
ite plane [26]. Therefore, the estimates of amax made
above hold true for single SWNTs. In single SWNTs,
the volume hydrogen content is lower than that for
adsorption on the graphite plane, and it depends on the
density of packing such tubes in a sample and the ratio
of the average tube diameter in the sample to the hydro-
gen molecular diameter. However, cables of several
tens of nanotubes stuck together form during synthesis
and can hardly be separated. The total specific surface
area of the cables of SWNTs is well below Amax (by a
factor of up to two) [26]; correspondingly, the limiting
value of am for them is lower in proportion.

The distance between neighboring coaxial tubes in
a multiwall nanotube is specified by the van der Waals
interaction of carbon atoms in them: it is 0.34 nm,
which is close to the graphite interplanar spacing
(0.335 nm). Naturally, hydrogen molecules cannot pen-
etrate into the space between the coaxial tubes (just as
in the space between planes in graphite) as a result of
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weak adsorption attraction. Otherwise, they should be
located at such short distances from carbon networks
that correspond to the range of very strong repulsion.
Therefore, adsorption in multiwall carbon nanotubes
can occur only on the surface of the inner channel and
on the outer surface of a nanotube. This behavior
should result in a sharp decrease in the maximum
hydrogen adsorption in multiwall tubes (this decrease is
inversely proportional to the number of layers in a mul-
tiwall carbon nanotube). These considerations can be
applied for different-type carbon fibers (tubular, plate-
let, and herringbone graphite nanofibers) that are made
of graphite-plane fragments placed at various angles to
the fiber axis. The authors of [27] reported on “fantas-
tic” hydrogen adsorption in such fibers even at room
temperature (up to 67 wt %). To explain their results,
those authors proposed also “fantastic” hypotheses
that, during hydrogen adsorption, graphite-plane frag-
ments move apart and hydrogen is accumulated
between these planes in the form of a multilayer config-
uration and that this process is accompanied by a phase
transition and capillary condensation at anomalously
high temperatures. The value reported (am = 67 wt %)
is two to three orders of magnitude higher than our esti-
mates given above for single- and multiwall nanotubes.
It is not surprising that this result has not been repeated
in other laboratories.

The estimates given above show that all modern car-
bon adsorbents do not satisfy the generally accepted
criteria of practical applicability: the hydrogen weight
content must be no less than 6.5 wt %, and the hydrogen
volume content must be no less than 62 g/l [28]. Even
for the ideal case of the maximum specific surface of
2630 m2/g, adsorption is estimated to be 0.052 g/g at
77 K, and the hydrogen volume content is 50 g/l. For
real adsorbents, including nanotubes and nanofibers,
the adsorption characteristics at room temperature are
much lower. Moreover, the cost of single-wall carbon
nanotubes purified to 60–80% is now 250 $/g (e.g., see
[29]). This circumstance makes the application of
SWNTs for hydrogen storage problematic in the near
future.

We can propose the following methods for increas-
ing the adsorption of carbon adsorbents. The packing
density of adsorbed molecules of different gases in a
monolayer is known to vary significantly with the
nature of an adsorbent surface. This fact has been dis-
cussed and experimentally grounded, in particular, in
[16], using argon, nitrogen, and krypton as examples at
T* < 1. As was shown in [16], the determining factor in
this variation is the adsorption energy, which can
change due to both qualitative changes in the adsor-
bate–adsorbent interaction and quantitative adsorbent
characteristics (changes in the surface concentration of
force centers). Therefore, we can assume that using
adsorbents with an optimum micropore cross-sectional
dimension, where adsorption potential becomes sub-
stantially stronger, can lead to denser hydrogen packing
(ωm becomes lower) even at T* > 1. It is obvious that,
in slotlike micropores, this phenomenon is much more
pronounced, since the potential in nanotubes can be
increased only inside them. It is clear that, to check the
possibility of an increase in the adsorption, one has to
synthesize adsorbents having the given average cross-
sectional dimension of slotlike micropores (0.8–
1.5 nm) and a very narrow size distribution of these
micropores.

Another method is related to the synthesis of adsor-
bents (which need not be made of carbon) in which the
number of adsorbent atoms per unit pore surface is low
as compared to graphite; as a result, their specific sur-
face increases. An example of synthesis of such adsor-
bents (metal-organic frameworks) is given in [30],
where an MOF-177 adsorbent having a specific surface
of 4500 m2/g and a pore diameter of 1.18 and 1.08 nm
is described. It should be noted that this method of
increasing A leads to a decrease in the adsorption heat,
since each adsorbate molecule interacts with a smaller
number of adsorbent atoms (the adsorbent atomic den-
sity in the pore walls decreases). Because of the
absence of a complete set of data, we cannot now
exactly calculate the joint effect of the factors given
above; therefore, we need experiments to check the
hydrogen adsorbability of the new class of adsorbents
at supercritical temperatures.
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