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#### Abstract

A model of parallel noninteracting cascades in the spectral space is suggested in terms of which the turbulent flow of an incompressible fluid subject to arbitrary large-scale velocity gradients is described. The linear parts of model equations for two polarization components of the velocity are derived from the NavierStokes equations, and their nonlinear parts correspond to the 1D Burgers model. Using the model suggested, explicit expressions for subgrid Reynolds stresses without empiric parameters are obtained. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

As is known, even simplified nonlinear equations for small-scale velocity components subject to arbitrary large-scale velocity gradients are very difficult, if possible at all, to solve analytically. With this in mind, researchers have recently developed synthetic (surrogate) models of turbulence, where the dynamics of small-scale eddies is simulated by some process that, while not rigorously following from equations for smallscale velocity, reproduces Reynolds stress spectra similar to those observed in experiment (see, e.g., [1]).

## MODEL EQUATIONS

It is suggested that the exact equations for the modified polarization components of small-scale velocity [2] that are obtained by reducing the linear part of the system to the diagonal form be replaced by the simplified set of $(1+1)$ integro-differential equations
$\left(\partial_{t}+v k^{2}\right) v^{1}=\lambda_{1}(\theta, \eta) v^{1}-i k \Sigma_{\mathrm{p}} v^{1}(p) v^{1}(k-p)$,
$\left(\partial_{t}+v k^{2}\right) v^{2}=\lambda_{2}(\theta, \eta) v^{1}-i k \Sigma_{\mathrm{p}} v^{2}(p) v^{2}(k-p)$,
where $\mathbf{u}=\mathbf{B v}$ are standard polarization components and matrix $\mathbf{B}$ is specified by large-scale velocity gradients.

Note that nonlinearity set in such a form conserves the invariance of the system under proper Galilean transformations (the case of pure rotation, $\Omega \neq 0$ and $S=0$, corresponds to purely imaginary $\lambda_{1,2}$; according to [3], the energy in this case is confined over large scales, the energy cascade does not occur, and turbulence can decay only in a viscous manner. This is consistent with our model, where subgrid Reynolds stresses are absent). In addition, with nonlinearity taken in such a form, the turbulence energy is also conserved.

The above set consists of two uncoupled $(1+1)$ inte-gro-differential equations. The range of angles $\theta$ and $\eta$, which are the parameters of the equations, is such that $\lambda_{1}$ and $\lambda_{2}$ take positive values. In essence, these equations are the original Burgers equations [4] (the term original is borrowed from [5]), which have a finite number of analytical stationary solutions [4] at arbitrary grid Reynolds numbers (in terms of our approach). The number of these solutions increases in proportion to the square root of the grid Reynolds number, and their form simplifies greatly in the limit of large grid $\operatorname{Re}$ (as was noted by Burgers as early as in 1948 [4]). Here, the grid Re is defined as $\mathrm{Re}_{\mathrm{loc}}=\lambda L^{2} / \nu$, where $\lambda=\lambda_{1}$ or $\lambda_{2}$ and $L$ is the length of an edge of a cubic grid that separates small-scale and large-scale motions. The source (sink) and other terms in the above equations, except for nonlinear ones, are derived from the Navier-Stokes equations for an incompressible fluid, which allows us to speak of a surrogate Navier-Stokes-Burgers model. In this case, the complicated process of energy distribution over spectral components is replaced by a set of 1D cascade models where interaction between polarization velocity components $v^{1}$ and $v^{2}$, as well as between their spectral components variously oriented in the spectral space, is ignored.

It seems that all stationary solutions of the original Burgers equation are stable in both linear and nonlinear cases. Some reasoning behind their stability can be found elsewhere [5]. Since the highest amplitude solutions are major contributors to subgrid Reynolds stresses, it is reasonable to consider just these solutions, which can be selected from those obtained in the limit $\mathrm{Re}_{\mathrm{loc}} \longrightarrow \infty$,

$$
\begin{equation*}
v_{\mathrm{B}}=\frac{\lambda L}{2}\left(\frac{2 \xi}{L}-1+\tanh [\lambda L(L-2 \xi) /(8 v)]\right) . \tag{3}
\end{equation*}
$$

Here, $\xi \in[0, L]$. This solution (antisymmetric about the midpoint of the segment) was constructed so as to satisfy the requirement imposed on velocity pulsations; namely, the space-averaged value of the velocity equals zero, $L^{-1} \int_{0}^{L} v_{\mathrm{B}} d \xi=0$. It varies linearly over the domain of definition, except for the neighborhood of the midpoint of the segment, where it varies significantly, producing two shock layers. It should be noted that the result discussed can be derived more rigorously than was done by Burgers in [4] and in his early works with the method of joining asymptotic expansions [6]. To proceed further and use this solution to construct 3D spectra of Reynolds stresses and energy of turbulence, we must find its Fourier components. Following Burgers, we expand this stationary solution into the Fourier series,

$$
\begin{equation*}
v_{\mathrm{B}}(\xi)=\sum_{n=1}^{\infty} \mathrm{v}_{n} \sin (\pi n \xi / L), \tag{4}
\end{equation*}
$$

where

$$
v_{n}=\frac{2}{L} \int_{0}^{L} v_{\mathrm{B}} \sin (\pi n \xi / L) d \xi
$$

or, in explicit form,

$$
\begin{aligned}
& V_{n}=\lambda \int_{0}^{L} d \xi\{2 \xi / L-1+\tanh [\lambda L(L-2 \xi) /(8 \mathrm{v})]\} \\
& \times \sin (\pi n \xi / L)
\end{aligned}
$$

Changing of variables $z=2 \xi / L$ yields

$$
\begin{align*}
V_{n}=\frac{\lambda L}{2} \int_{0}^{2} d z[z & \left.-1+\tanh \left(\operatorname{Re}_{\mathrm{loc}}(1-z) / 16\right)\right]  \tag{5}\\
& \times \sin (\pi n z / 2)
\end{align*}
$$

where $\operatorname{Re}_{\text {loc }}=\lambda L^{2} / v$.
Halving the domain of integration, we obtain

$$
\begin{align*}
& V_{n}=\lambda L \int_{0}^{2} d y\left[y-1+\tanh \left(\operatorname{Re}_{\mathrm{loc}}(y-1) / 16\right)\right]  \tag{6}\\
& \times \sin (\pi n y / 2)
\end{align*}
$$

The integral entering into (6) is other than zero for even $n=2 p(p=1,2,3, \ldots)$ (this case will be considered below). To simplify (6), we take this integral by parts, representing $\sin$ as the derivative of $\cos$ with appropri-
ate coefficients. Taking into account that $\tanh (x)^{\prime}=$ $\frac{1}{\cosh ^{2}(x)}$, we arrive at

$$
\begin{aligned}
V_{\mathrm{p}} & =\lambda L \operatorname{Re}_{\mathrm{loc}} /(8 \pi p) \int_{0}^{1} d y \cos (\pi p y) \\
& \times \frac{1}{\cosh ^{2}\left[\operatorname{Re}_{\mathrm{loc}}(y-1) / 16\right]}
\end{aligned}
$$

Putting $z=1-y$ and making straightforward simplifications, we eventually come to

$$
\begin{equation*}
V_{\mathrm{p}}=\lambda L \operatorname{Re}_{\mathrm{loc}}(-1)^{p} /(8 \pi p) \int_{0}^{1} \frac{d z \cos (\pi p z)}{\cosh ^{2}\left(\operatorname{Re}_{\mathrm{loc}} z / 16\right)} \tag{7}
\end{equation*}
$$

At high $\mathrm{Re}_{\mathrm{loc}}$ (as was assumed above), the hyperbolic cosine squared increases very rapidly; therefore, the unity in the upper limit of integration can be replaced by infinity,

$$
\begin{equation*}
V_{\mathrm{p}}=\lambda L \operatorname{Re}_{\mathrm{loc}}(-1)^{p} /(8 \pi p) \int_{0}^{\infty} \frac{d z \cos (\pi p z)}{\cosh ^{2}\left(\operatorname{Re}_{\mathrm{loc}} z / 16\right)} \tag{8}
\end{equation*}
$$

The resulting integral is a tabulated integral (it can be taken using the theory of residues) [7]; so,

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cos m x}{\cosh ^{2} \alpha x} d x=\frac{\pi m}{2 \alpha^{2} \sinh \frac{\pi m}{2 \alpha}} \tag{9}
\end{equation*}
$$

In our case,

$$
\begin{equation*}
v(p)=\frac{16 \pi \lambda L \operatorname{Re}_{\mathrm{loc}}^{-1}(-1)^{p}}{\sinh \frac{8 \pi^{2} p}{\operatorname{Re}_{\mathrm{loc}}}} \tag{10}
\end{equation*}
$$

Note that a similar formula was derived by Burgers in [4].

## SPECTRA OF REYNOLDS STRESSES AND ENERGY OF TURBUILENCE

According to [8], Reynolds stresses $\left\langle u_{i} u_{j}\right\rangle$ are defined through their proper spectra $\Phi_{i j}$ as follows:

$$
\begin{equation*}
\left\langle u_{i} u_{j}\right\rangle=\int \Phi_{i j} d \mathbf{k} \tag{11}
\end{equation*}
$$

where
$\left\langle u_{i}(\mathbf{k}) u_{j}(-\mathbf{k})\right\rangle=\left\langle u_{i}(\mathbf{k}) u_{j}^{*}(\mathbf{k})\right\rangle=\Phi_{i j}(-\mathbf{k})=\Phi_{i j}^{*}(\mathbf{k})$.
The energy of turbulence is given by

$$
E_{\mathrm{T}}=\frac{1}{2}\left\langle u_{i} u_{i}\right\rangle=\frac{1}{2} \int \Phi_{i i} d \mathbf{k}
$$

From the relationships between normal and polar-
ization spectral components, it follows that

$$
\begin{equation*}
\Phi_{i j}=\left\langle\varepsilon_{i}^{\mu} u^{\mu} \varepsilon_{j}^{\gamma} u^{* \gamma}\right\rangle \tag{12}
\end{equation*}
$$

Specifically,

$$
\begin{equation*}
\Phi_{i i}=\left\langle u^{\mu} u^{*}{ }^{\mu}\right\rangle \tag{13}
\end{equation*}
$$

whence,

$$
E_{\mathrm{T}}=\frac{1}{2} \int\left\langle u^{\mu} u^{* \mu}\right\rangle d \mathbf{k}
$$

According to Lee [9], passage from discrete Fourier harmonics to continuous ones and from sums to integrals in the 3D space involves the following substitutions:

$$
\begin{equation*}
\left(\frac{2 \pi}{L}\right)^{3} \Sigma \longrightarrow \int d^{3} \mathbf{k} \tag{14}
\end{equation*}
$$

Designate the normalizing factor as $N$,

$$
\begin{equation*}
N=\left(\frac{L}{2 \pi}\right)^{3} \tag{15}
\end{equation*}
$$

One-dimensional energy spectrum $E(k)$ is given by [9]

$$
\begin{equation*}
E(k)=N k^{2} \int_{0}^{2 \pi} d \theta \int_{-\pi / 2}^{\pi / 2} d \eta \cos \mu\left(u^{1} u^{1} *+u^{2} u^{2} *\right) \tag{16}
\end{equation*}
$$

It will be recalled that, in the spherical coordinate system used by Lee [9], the elementary solid angle was $d \Omega=\cos \theta d \theta d \eta$. In terms of our approach, the 1D energy spectrum may be calculated by the same formula (see (16)) by taking into account that

$$
\mathbf{u}=\mathbf{B} \mathbf{v}
$$

where matrix $\mathbf{B}$ is specified by gradients of the largescale velocity [2] and modified polarization vector $\mathbf{v}$ should be set equal to zero for those orientations of an object in the spectral space meeting positive proper values of $\lambda$ (an energy source for a 1D cascade is absent).

## SPECTRA OF REYNOLDS STRESSES AND ENERGY OF TURBUILENCE FOR UNDER UNIFORM SHEAR

Consider again uniform shear, in which case only component $\partial_{2} U_{1}=S$ of the large-scale velocity gradient is other than zero. Then,

$$
\begin{gather*}
\lambda_{1}=0.5 S \sin (2 \theta) \cos ^{2}(\eta)  \tag{17}\\
\lambda_{2}=0 \tag{18}
\end{gather*}
$$

In terms of our surrogate model, solutions meeting the given situation have the form $v=\left(v_{\mathrm{B}}, 0\right)$.

The second component of the velocity equals zero, since $\lambda_{2}=0$ for any orientation in the spectral space. Here, $V_{B}$ is the expansion coefficient for the selected
solution to the original Burgers equation. The coefficients of matrix $\mathbf{B}$ of transition from modified to normal polarization components have the form

$$
\begin{aligned}
& b_{11}=1, \quad b_{12}=\sin \eta \tan \theta \\
& b_{21}=\sin \eta \cos \theta, \quad b_{22}=1
\end{aligned}
$$

Range $D$ of angular variables for which $\lambda_{1}>0$ is given by

$$
\theta \in[0, \pi / 2] \cup[\pi, 3 \pi / 2], \quad \eta \in[-\pi / 2, \pi / 2]
$$

Eventually, the energy spectrum is given by the following explicit expressions:

$$
\begin{gather*}
E(k)=N k^{2} \int_{D} d \theta d \eta  \tag{19}\\
\times \cos \eta\left[1+\sin ^{2}(\eta) \cos ^{2}(\theta)\right] v_{\mathrm{B}}^{2}(k, \theta, \eta)
\end{gather*}
$$

where the continuous modulus of wavenumber $k$ and the integer number $p$ in the sine Fourier series are related as $k=2 \pi p / L$.

Consider uniform shear such that $\partial_{1} u_{2}=S$ and all other components of the large-scale velocity gradient are zero. Recall once again that polarization components $v$ and $u$ are related as

$$
\mathbf{u}=\mathbf{B} \mathbf{v}
$$

For the 1D case at hand,

$$
\begin{gathered}
u^{1}=v_{B} \\
u^{2}=v_{B} \sin \eta \cos \theta
\end{gathered}
$$

The 3D energy spectrum is then represented as

$$
\begin{aligned}
& E(\mathbf{k})=\frac{1}{2}\left(\Phi_{11}+\Phi_{22}+\Phi_{33}\right) \\
& =\frac{N}{2}\left[1+\sin ^{2}(\eta) \cos ^{2}(\theta)\right] v_{B}^{2} .
\end{aligned}
$$

The 1D spectra resulting upon integration over the spherical surface of radius $k$ equal each other by definition (see, e.g., [8]),

$$
\begin{equation*}
\phi_{i j}=k^{2} \iint \Phi_{i j}(\mathbf{k}, t) d \Omega \tag{20}
\end{equation*}
$$

where $d \Omega$ is an elementary solid angle.
Recall the relationships that will be used in subsequent considerations:

$$
\begin{gathered}
n=2 p(p=1,2,3, \ldots) \\
k=\pi n / L
\end{gathered}
$$

where $L$ is the scale separating large- and small-scale velocity fields; and

$$
v_{\mathrm{B}}=v(p)=\frac{16 \pi \lambda L(-1)^{p}}{\operatorname{Re}_{\mathrm{loc}} \sinh \left(8 \pi^{2} p / \mathrm{Re}_{\mathrm{loc}}\right)}
$$

where $v_{B}$ is the Fourier harmonic of the solution to the
original Burgers equation,

$$
\begin{gathered}
\mathrm{Re}_{\mathrm{loc}}=\lambda_{1} L^{2} / v \\
\lambda_{1}=\frac{1}{2} S \sin (2 \theta) \cos ^{2}(\eta)
\end{gathered}
$$

## ASYMPTOTICS OF ONE-DIMENSIONAL

 REYNOLDS SPECTRA IN THE LIMIT OF LARGE WAVENUMBERSLet

$$
p \gg \mathrm{Re}_{\text {loc } \max }
$$

Then, the hyperbolic cosine may be replaced by an increasing exponential and the square of the Fourier component of the solution to the original Burgers equation can be written as

$$
\begin{equation*}
v^{2}(p)=4\left(16 \pi \lambda_{1} L / \operatorname{Re}_{\mathrm{loc}}\right)^{2} \exp \left(-16 \pi^{2} p / \operatorname{Re}_{\mathrm{loc}}\right) \tag{21}
\end{equation*}
$$

where $\lambda_{1}$ and $\mathrm{Re}_{\mathrm{loc}}$ are known functions of the angular variables.

To find the spectra of 1D Reynolds stresses requires taking double integrals over the angular variables,

$$
\phi=\iint g_{i j}(\theta, \eta) \exp (h p) \cos \eta d \theta d \eta
$$

where

$$
h=-16 \pi^{2} / \operatorname{Re}_{\mathrm{loc}}=-\frac{64 \pi^{2} v}{L^{2} S \sin (2 \theta)(1+\cos 2 \eta)}
$$

and

$$
g_{i j}=k^{2} \Phi_{i j} \exp (-h p)
$$

Applying the Laplace method [8] to calculate the asymptotics of the integrals, we obtain expressions for Reynolds stress spectra,

$$
\begin{gather*}
\phi_{11}=\frac{2 L^{2} k v S}{\pi} \exp \left(p h_{\max }\right)  \tag{22}\\
\phi_{22}=\frac{2 L^{2} k v S}{\pi} \exp \left(p h_{\max }\right)  \tag{23}\\
\phi_{12}=-\frac{2 L^{2} k v S}{\pi} \exp \left(p h_{\max }\right)  \tag{24}\\
\phi_{33}=\frac{L^{3} S^{2}}{8 \pi^{2}} \exp \left(p h_{\max }\right)  \tag{25}\\
\phi_{13}=-\frac{L^{5 / 2} k^{1 / 2} v^{1 / 2} S^{3 / 2}}{4 \pi^{2}} \exp \left(p h_{\max }\right)  \tag{26}\\
\phi_{23}=-\frac{L^{5 / 2} k^{1 / 2} v^{1 / 2} S^{3 / 2}}{8 \pi^{2}} \exp \left(p h_{\max }\right) \tag{27}
\end{gather*}
$$

$E(k)=\frac{1}{2}\left(\phi_{11}+\phi_{22}+\phi_{33}\right) \approx \frac{2 L^{2} k \nu S}{\pi} \exp \left(p h_{\max }\right)$,
where

$$
\exp \left(p h_{\max }\right)=\exp \left(-\frac{15 \pi k v}{S L^{2}}\right)
$$

It is known that both model and experimental data for turbulence show a rapid decay of the turbulence spectra at large wavenumbers, as also demonstrated by the spectra obtained. It is easy to check that, at intermediate wavenumbers, the 1 D spectra are inversely proportional to wavenumber $p$ squared, which is also in good agreement with experimental data and with Kolmogorov's minus five-thirds law [10]. This statement and the calculation of the spectra throughout the wavenumber range will be discussed at length in subsequent publications.

## CONCLUSIONS

While the model ignores interaction between two polarization components (which makes turbulence isotropic), the descending character of the spectra and anisotropy persistence [11] even at very large Re numbers let us conclude that the model is of certain value.
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#### Abstract

The behavior of the total and partial pressure in a vacuum system is studied for the case of volatile liquid evacuation. A mathematical model of the process is developed that is based on the joint solution of the balance equations for gas and vapor flows. The influence of the vacuum system parameters and liquid properties on the pressure variation is found. The equilibrium pressure and evacuation time are numerically calculated for different system's parameters. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

In a number of technological processes, there arises the need to evacuate a vacuum chamber containing a source of a volatile liquid. For example, in leak detection by means of the bubble method used for testing vacuum units or devices in the case where a high sensitivity is not a critical point, a test object is filled with air or a probe gas under an excess pressure and is immersed in a liquid. Bubbles emerging on the outer surface of the object indicate leakage. The gas flow is proportional to the number of bubbles per unit time and their volume, and the number of bubbles, in turn, is proportional to the difference between the pressures inside and outside the object. To improve the sensitivity of the method, the container with the liquid is evacuated to a pressure of $10^{3-5} \times 10^{4} \mathrm{~Pa}$. The probe gas must have a low molar weight; the liquid (usually ethanol), a low surface tension coefficient. When designing vacuum systems using the bubble leak detection method, one must know the pressure variation in the vacuum system when vapors are evacuated from above the liquid surface. Since the evaporating liquid flux varies in time, the conventional approaches to designing vacuum systems fail [1]. In this work, we suggest a model that makes it possible to evaluate the residual pressure in a vacuum system and construct time curves of vapor evacuation from above the liquid phase surface with regard to evacuation of the residual atmosphere.

## CONSTRUCTION OF THE MODEL AND PARAMETER ESTIMATION

Model. The model suggested is based on the balance equation for gas flows in an idealized vacuum chamber (Fig. 1) that has volume $V$ and is pumped out with rate $S$. For the pressure interval $10^{4}-10^{5} \mathrm{~Pa}$ and evacuation time $1-10 \mathrm{~min}$, the time variation of gas desorption flux from the walls and gas evolution from
the materials may be ignored and so the sum of these fluxes may be taken to be constant, $Q_{\mathrm{g}}=$ const. Other fluxes we deal with in this situation are flux $Q_{\mathrm{ev}}$ of evaporating molecules and flux $Q_{\text {con }}$ of condensing molecules. For simplicity, we assume that, in a first approximation, adsorption of liquid molecules on and their desorption from the inner surfaces of the vacuum system can also be ignored.

The flux balance in the chamber can then be described by a set of two differential equations for liquid vapor flux balance and balance of other gas fluxes,

$$
\begin{gather*}
\frac{d p_{c}(t)}{d t} V=Q_{\mathrm{ev}}-Q_{\mathrm{con}}-p_{c}(t) S  \tag{1}\\
\frac{d p_{s}(t)}{d t} V=Q_{\mathrm{g}}-p_{s}(t) S \tag{2}
\end{gather*}
$$

(for notation, see Table 1).
The left-hand side of these equations is the rate of variation of the amount of gases or vapors in the vacuum chamber, and term $p S$ on the right-hand side is the rate of evacuation (capacity of a pump). The fluxes of


Fig. 1. Scheme of gas flows in the system.

Table 1

| Notation | Meaning | Unit of measure |
| :---: | :---: | :---: |
| $A$ | Surface area of liquid exposed to vacuum | $\mathrm{m}^{2}$ |
| $E_{\text {d }}$ | Heat of vaporization | J/mol |
| M | Molar weight of liquid | kg/mol |
| $n_{\text {m }}$ | Number of molecules per unit area in a layer | $\mathrm{m}^{-2}$ |
| $p_{c}$ | Partial pressure of liquid vapor | Pa |
| $p_{c 0}$ | Partial vapor pressure of liquid at $t=0$ | Pa |
| $p_{s}$ | Partial vapor pressure of other components | Pa |
| $p_{s 0}$ | Partial vapor pressure of other components at $t=0$ | Pa |
| $p_{\text {atm }}$ | Atmospheric pressure | Pa |
| $p_{\text {sat }}$ | Saturated vapor pressure of liquid | Pa |
| $q_{\text {d }}$ | Specific desorption flux of liquid | $1 /\left(\mathrm{cm}^{2} \mathrm{~s}\right)$ |
| $q_{\text {a }}$ | Specific adsorption flux of liquid | $1 /\left(\mathrm{cm}^{2} \mathrm{~s}\right)$ |
| $Q_{\mathrm{g}}$ | Gas liberation from chamber walls | $\left(\mathrm{m}^{3} \mathrm{~Pa}\right) / \mathrm{s}$ |
| $Q_{\mathrm{ev}}$ | Evaporating liquid molecule flux | $\left(\mathrm{m}^{3} \mathrm{~Pa}\right) / \mathrm{s}$ |
| $Q_{\text {con }}$ | Condensing liquid molecule flux | $\left(\mathrm{m}^{3} \mathrm{~Pa}\right) / \mathrm{s}$ |
| $S$ | Effective rate of evacuation | $\mathrm{m}^{3} / \mathrm{s}$ |
| $t$ | Time | S |
| $\tau_{0}$ | Mean oscillation period of condensed molecule | S |
| $T$ | Temperature | K |
| V | Chamber volume | $\mathrm{m}^{3}$ |
| $k$ | Boltzmann constant | J/K |
| $R$ | Gas constant | $\mathrm{J} /(\mathrm{mol} \mathrm{K})$ |
| $N_{\text {a }}$ | Avogadro number | $\mathrm{mol}^{-1}$ |

Table 2. Parameters of the liquids and calculated consumption

| Liquid | $M, \mathrm{~kg} / \mathrm{mol}$ <br> $[2]$ | $E_{\mathrm{d}}, \mathrm{kJ} / \mathrm{mol}$ <br> $[2]$ | Consump- <br> tion, mg |
| :--- | :---: | :---: | :---: |
| Methanol $\left(\mathrm{CH}_{3} \mathrm{OH}\right)$ | 0.032 | 38.74 | 255 |
| Ethanol $\left(\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{OH}\right)$ | 0.046 | 35.27 | 106 |
| Propanol $\left(\mathrm{C}_{3} \mathrm{H}_{7} \mathrm{OH}\right)$ | 0.06 | 40.48 | 77 |

evaporating and condensing liquid molecules are given by the formulas

$$
\begin{align*}
& Q_{\mathrm{ev}}=q_{\mathrm{d}} A k T  \tag{3}\\
& Q_{\mathrm{con}}=q_{\mathrm{a}} A k T \tag{4}
\end{align*}
$$

(the Langmuir model); the specific desorption and adsorption fluxes of liquid molecules, by

$$
\begin{gather*}
q_{\mathrm{d}}=n_{\mathrm{m}} / \tau_{0} \exp \left(-E_{\mathrm{d}} / R T\right)  \tag{5}\\
q_{\mathrm{a}}=\frac{N_{\mathrm{a}} p_{c}}{\sqrt{2 \pi M R T}} \tag{6}
\end{gather*}
$$

The total molecular flux from the liquid surface, which is equal to the difference between the evaporating and condensing components, increases with decreasing pressure, since the evaporating component does not depend on the pressure and the condensing component is proportional to the vapor pressure.

Initial conditions. Since the system is evacuated starting from the atmospheric pressure, the initial condition for Eq. (2) (i.e., at the instant evacuation begins) is $p_{s 0}=p_{\mathrm{atm}}-p_{c 0}$, where quantity $p_{c 0}$ depends on the rate of evaporation and the duration of stay of the liquid in the chamber before evacuation. To find $p_{c 0}$, we assume that, prior to leak detection (i.e., prior to the container with the liquid being introduced into the chamber), the liquid vapor pressure equals zero. Then, at any time $t$ after the chamber has been closed and the pump has been switched off, the vapor pressure is found from the balance between the fluxes of molecules being desorbed from and condensing on the liquid surface. The time dependence of the vapor pressure is given by

$$
\begin{align*}
& p_{c}(t)=\frac{1}{N_{\mathrm{a}}} q_{\mathrm{d}} A k T \sqrt{2 \pi M R T} \\
& \times\left[1-\exp \left(-\frac{N_{\mathrm{a}} A k T}{V \sqrt{2 \pi M R T}} t\right)\right] \tag{7}
\end{align*}
$$

Calculation by (7) for ethanol at $T=293 \mathrm{~K}, V=$ $4.33 \times 10^{-3} \mathrm{~m}^{3}$, and $A=30 \mathrm{~cm}^{2}$ (the values of other parameters are listed in Tables 2 and 3) showed that the saturated vapor pressure sets in (up to $0.1 \%$ ) within 1.1 s . Therefore, for practical purposes, we may put

$$
\begin{equation*}
p_{c 0}=p_{\mathrm{sat}}=\frac{q_{\mathrm{d}} \sqrt{2 \pi M R T}}{N_{\mathrm{a}}} \tag{8}
\end{equation*}
$$

with a reasonable accuracy.
Then, in view of (8), the dependences $p_{c}(t)$ and $p_{s}(t)$ take the form

$$
\begin{gather*}
p_{c}(t)=\frac{q_{\mathrm{d}} A k T \sqrt{2 \pi M R T}}{N_{\mathrm{a}} A k T+S \sqrt{2 \pi M R T}} \\
\times\left[1-\exp \left(-\left[\frac{N_{\mathrm{a}} A k T}{V \sqrt{2 \pi M R T}}+\frac{S}{V}\right] t\right)\right] \tag{9}
\end{gather*}
$$

Table 3. Parameters and constants used in calculation

| $Q_{\mathrm{g}}$ | $A$ | $S$ | $V$ | $T$ | $n_{\mathrm{m}}$ | $\tau_{0}$ | $k$ | $R$ | $N_{\mathrm{a}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1.37 \times 10^{-4}$ | $3 \times 10^{-3}$ | $4 \times 10^{-4}$ | $4.33 \times 10^{-3}$ | 293 | $3 \times 10^{19}$ | $2.76 \times 10^{-14}$ | $1.38 \times 10^{-23}$ | 8.31 | $6.02 \times 10^{23}$ |



Fig. 2. Time variation of the total pressure in the vacuum chamber for different effective rates of evacuation $S$.


Fig. 4. Time variation of the total pressure in the vacuum chamber for different temperatures.

$$
\begin{align*}
& +p_{c 0} \exp \left(-\left[\frac{N_{\mathrm{a}} A k T}{V \sqrt{2 \pi M R T}}+\frac{S}{V}\right] t\right) \\
& p_{s}(t)=\frac{Q_{\mathrm{g}}}{S}\left[1-\exp \left(-\frac{S}{V} t\right)\right]  \tag{10}\\
& +p_{s 0} \exp \left[1-\exp \left(-\frac{S}{V}\right) t\right]
\end{align*}
$$

The total instantaneous pressure in the vacuum chamber is the sum of $p_{c}$ and $p_{s}$,

$$
p(t)=\frac{q_{\mathrm{d}} A k T \sqrt{2 \pi M R T}}{N_{\mathrm{a}} A k T+S \sqrt{2 \pi M R T}}
$$



Fig. 3. Time variation of the total pressure in the vacuum chamber for different surface areas $A$ of the liquid.


Fig. 5. Time variation of the total pressure in the vacuum chamber for different alcohols.

$$
\begin{align*}
& \times\left[1-\exp \left(-\left[\frac{N_{\mathrm{a}} A k T}{V \sqrt{2 \pi M R T}}+\frac{S}{V}\right] t\right)\right]  \tag{11}\\
& +p_{c 0} \exp \left(-\left[\frac{N_{\mathrm{a}} A k T}{V \sqrt{2 \pi M R T}}+\frac{S}{V}\right] t\right) \\
& +\frac{Q_{\mathrm{g}}}{S}\left(1-\exp \left(-\frac{S}{V} t\right)\right)+p_{s 0} \exp \left(-\frac{S}{V} t\right) .
\end{align*}
$$

Calculation of the parameters and analysis of the dependences. Calculation by formula (11) was carried out for methanol, ethanol, and isopropanol using the values of the parameters and constants listed in Tables 2 and 3 (unless otherwise stated).

Consider how the parameters appearing in Eq. (11) influence the pressure in the chamber during evacua-
tion. Since the curve $p(t)$ asymptotically tends to equilibrium value $p_{\infty}$, it is reasonable to take the evacuation duration in engineering calculations as the interval between the initial instant of evacuation (from the atmospheric pressure) and the time the pressure reaches given fraction $\alpha$ of the equilibrium pressure (say, $\alpha=$ 0.999 ). The equilibrium pressure is determined from the formula

$$
\begin{equation*}
p_{\infty}=\frac{q_{\mathrm{d}} A k T \sqrt{2 \pi M R T}}{N_{\mathrm{a}} A k T+S \sqrt{2 \pi M R T}}+\frac{Q_{\mathrm{g}}}{S}, \tag{12}
\end{equation*}
$$

and evacuation time $T_{\text {evac }}$ is found by solving the equation

$$
\begin{equation*}
p(t)=\alpha p_{\infty} . \tag{13}
\end{equation*}
$$

Since Eq. (13) cannot be solved analytically, the evacuation time was determined numerically or graphically. Figure 2 shows the evacuation curves for different rates of evacuation $S$. It is distinctly seen that parameter $S$ has a significant effect both on the equilibrium pressure value and on the time of evacuation. This is because this parameter enters into the exponent in formula (11). Under these conditions, the time of evacuation varies with frequency by a near-linear law.

Surface area $A$ of the liquid affects the time of evacuation only slightly. Under the conditions corresponding to Tables 2 and 3, the residual pressure in the chamber decreases when $A$ is below $30 \mathrm{~cm}^{2}$, as follows from Fig. 3.

With an increase in alcohol temperature $T$, the residual pressure increases considerably. The time of evacuation also increases, though insignificantly, because of a rise in the alcohol saturated vapor pressure and rate of evaporation (Fig. 4). The sort of alcohol also markedly influences the residual pressure and time of evaporation (through parameters $M$ and $E_{\mathrm{d}}$ ), because the heat of vaporization grows and the saturated vapor pressure declines with increasing alcohol molar weight (Fig. 5).

The consumption of various liquids for the mean time of a test cycle, $t=4 \mathrm{~min}$, is also of great practical importance. It is proportional to the integral of the partial vapor pressure over time of experiment and to the
rate of evacuation. The corresponding results of calculation are summarized in Table 2.

## CONCLUSIONS

In our work, we developed a mathematical model of pressure variation in a vacuum chamber containing a source of a volatile liquid. Unlike the conventional computational procedures, this model allows for the variation of gas liberation (including evaporation) with pressure and time. Analyzing the results obtained in this work, we found that the rate of evacuation, as well as the temperature and sort of liquid, are the key factors influencing the duration of evacuation and equilibrium pressure. At the same time, the surface area of the liquid exposed to a vacuum affects the rate of evacuation and equilibrium pressure insignificantly. The model makes it possible to control the leak detection process and substantially raises the accuracy of a quantitative estimate of the leakage. In addition, it allows engineers to optimize a vacuum system and technological process at the design stage.
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#### Abstract

An analytical expression for the time evolution of the profile of a nonlinear periodic capillary-gravitational wave traveling over the charged surface of a viscous incompressible finite-thickness liquid is found. The calculation is carried out in the second order of smallness in wave amplitude. It is shown that the dependence of a nonlinear correction to a linear solution on the liquid viscosity and liquid layer thickness changes qualitatively in going from thick to thin liquid layers. © 2005 Pleiades Publishing, Inc.


(1) The nonlinear periodic capillary-gravitational wave flow of liquid is a wide-spread phenomenon in nature and technology and so is of both scientific and applied interest. A great variety of publications have been concerned with theoretical and experimental investigation of this phenomenon, starting from the latter half of the 19th century. Taking into consideration the viscosity of the liquid, presence of the surface charge, and finiteness (rather than smallness!) of the liquid layer thickness makes the problem still more challenging. A number of comprehensive studies devoted to nonlinear periodic waves on the charged free surface of an indefinitely deep ideal liquid [1-4] and on the charged free surface of a viscous liquid [5, 6] have recently been performed. Most of the studies dealing with nonlinear waves on a viscous liquid have been carried out in the shallow water approximation, when the ratio of the wavelength to the liquid film thickness is a small parameter of the problem (see, e.g., [7-10]). Such a simplification is sound but not universally true [11] and in most cases leads to mere derivation of nonlinear equations with soliton solutions [7-9].

The aim of this work is to (i) gain insight into nonlinear periodic capillary-gravitational waves on the surface of a viscous conducting liquid of finite thickness, (ii) find an analytical solution that is valid for layers of arbitrary thickness and allows for extrapolation to thin layers, and (iii) analyze the combined effect of viscosity and finite thickness on the nonlinear wave flow.
(2) Let a perfectly conducting incompressible liquid with density $\rho$, kinematic viscosity v , and surface tension coefficient $\gamma$ occupy an infinite (in the $x 0 y$ plane) layer $-d \leq z \leq 0$ in the gravitational field $\mathbf{g} \|-\mathbf{n}_{z}$. The origin of the Cartesian coordinate system $(x, y, z)$ is on the undisturbed free surface of the liquid ( $\mathbf{n}_{z}$ is the unit normal vector along the $z$ axis), which is subjected to uniform electric field $\mathbf{E}_{0}$ pointing downward. A wave of amplitude $\alpha$ that is taken to be smaller than the wave-
length and much smaller than capillary constant $a \equiv$ $\sqrt{\gamma / \rho g}$ of the liquid propagates over the surface in the positive $0 x$ direction. Ratio $\alpha / a$ defines a small parameter of the problem $\varepsilon$. Physical quantities $\rho, \nu, \gamma, g, d$, $E_{0}, \alpha$, and wavenumber $k$ are assumed to be constant. Also, all the space-dependent variables are assumed to be $y$ independent.

In view of the aforesaid, the nonlinear periodic cap-illary-wave flow on the uniformly charged surface of a viscous conducting liquid is mathematically described as follows:

$$
\begin{gather*}
-d \leq z \leq \xi: \frac{\partial \mathbf{U}}{\partial t}+(\boldsymbol{\nabla} \times \mathbf{U}) \times \mathbf{U} \\
=-\nabla\left(\frac{1}{\rho} p+\frac{1}{2} U^{2}+g z\right)+v \Delta \mathbf{U} ; \quad \nabla \cdot \mathbf{U}=0 ; \\
z \geq \xi: \Delta \Phi=0 ; \quad z \longrightarrow \infty: \nabla \Phi=-E_{0} \cdot \mathbf{n}_{z} ; \\
z=\xi: \frac{\partial \xi}{\partial t}+u \frac{\partial \xi}{\partial x}=w ;  \tag{1}\\
\tau \cdot(\mathbf{n} \cdot \boldsymbol{\nabla}) \mathbf{U}+\mathbf{n} \cdot(\tau \cdot \nabla) \mathbf{U}=0 ; \\
p-2 \rho v \mathbf{n} \cdot(\mathbf{n} \cdot \boldsymbol{\nabla}) \mathbf{U}+\frac{(\nabla \Phi)^{2}}{8 \pi} \\
=-\gamma \frac{\partial^{2} \xi}{\partial x^{2}}\left(1+\left(\frac{\partial \xi}{\partial x}\right)^{2}\right)^{-3 / 2} ; \quad \Phi=0 ; \\
z=-d: u=0 ; \quad w=0 .
\end{gather*}
$$

Here, $\xi=\xi(x, t)$ is the deviation of the free surface from the equilibrium (flat) shape given by $z=0$ due to the wave flow, $\mathbf{U}=(u, 0, w)$ is the velocity field of the liquid, $p(\mathbf{r}, t)$ is the hydrodynamic pressure inside the liquid, $\Phi(\mathbf{r}, t)$ is the electric field potential, $\mathbf{n}$ and $\tau$ are the unit vectors that are normal and tangent to the free surface disturbed by the wave flow, and $\Delta$ is the Laplacian.

As is custom in calculations of the nonlinear periodic wave flow [3-6], initial conditions are selected such that a final solution has a form that is as simple as possible. For example, we may assume that, in the first approximation in small wave amplitude $\alpha$, the disturbance of the free surface has the form of a harmonic wave traveling along the abscissa axis,

$$
\begin{equation*}
\xi(x, t)=2 \alpha \exp (S t-i k x)+\text { c.c. }+o(\alpha) \tag{1a}
\end{equation*}
$$

where $S$ is the complex frequency of the wave and c.c. is the complex conjugate.

Since the problem to be solved is extremely cumbersome, we will derive only an analytical expression for the profile of nonlinear waves on the liquid surface. Other desired quantities (the velocity field of the flow in the layer and the distributions of the pressure in and of the electric potential over the liquid) will be found during calculation (however, their final forms are too awkward and so will be omitted).
(3) In the zeroth approximation, the free surface is undisturbed, $\xi_{0}(x, t)=0$. The velocity and pressure fields in the liquid, as well as the electric potential distribution over the liquid, are found from (1),

$$
u_{0}=w_{0}=0 ; \quad p_{0}=-\frac{E_{0}^{2}}{8 \pi}-\rho g z ; \quad \Phi_{0}=-E_{0} z .
$$

A solution to problem (1) will be sought as the expansions of the unknown components of free surface profile $\xi$, velocity field $(u, 0, w)$, pressure $p$, and electric potential $\Phi$ in powers of the small parameter,

$$
\begin{gather*}
\xi=\varepsilon \xi_{1}+\varepsilon^{2} \xi_{2}+O\left(\varepsilon^{3}\right) ; \quad u=\varepsilon u_{1}+\varepsilon^{2} u_{2}+O\left(\varepsilon^{3}\right) ; \\
w=\varepsilon w_{1}+\varepsilon^{2} w_{2}+O\left(\varepsilon^{3}\right) ; \\
p=p_{0}+\varepsilon p_{1}+\varepsilon^{2} p_{2}+O\left(\varepsilon^{3}\right) ;  \tag{2}\\
\Phi=\Phi_{0}+\varepsilon \Phi_{1}+\varepsilon^{2} \Phi_{2}+O\left(\varepsilon^{3}\right)
\end{gather*}
$$

Now we substitute expressions (2) into (1) and partition the problem into subproblems of various orders of smallness.
(4a) In the first order of smallness, we obtain

$$
\begin{gathered}
-d \leq z \leq 0: \quad \frac{\partial \mathbf{U}_{1}}{\partial t}+\boldsymbol{\nabla}\left(\frac{1}{\rho} p_{1}\right)-v \Delta \mathbf{U}_{1}=0 ; \\
\nabla \cdot \mathbf{U}_{1}=0 ; \\
z \geq 0: \Delta \Phi_{1}=0 ; \\
z \longrightarrow \infty:\left|\nabla \Phi_{1}\right| \longrightarrow 0 ; \quad \Phi_{1}-E_{0} \xi_{1}=0 \\
z=0: \frac{\partial \xi_{1}}{\partial t}-w_{1}=0 ; \quad \frac{\partial u_{1}}{\partial z}+\frac{\partial w_{1}}{\partial x}=0 ; \\
-\rho g \xi_{1}+p_{1}-2 \rho v \frac{\partial w_{1}}{\partial z}-\frac{E_{0}}{4 \pi} \frac{\partial \Phi_{1}}{\partial z}+\gamma \frac{\partial^{2} \xi_{1}}{\partial x^{2}}=0 ; \\
z=-d: \quad u_{1}=0 ; \quad w_{1}=0
\end{gathered}
$$

where $\mathbf{U}_{1}$ is vector field $\left(u_{1}, 0, w_{1}\right)$.
(4b) It is easy to check that the continuity equations, Navier-Stokes equations, and pressure field can be expressed through velocity field potential $\varphi_{1}$ and stream function $\psi_{1}$ as follows:

$$
\begin{gather*}
\Delta \varphi_{1}=0 ; \quad \frac{\partial \psi_{1}}{\partial t}-v \Delta \psi_{1}=0 ; \quad u_{1}=\frac{\partial \varphi_{1}}{\partial x}-\frac{\partial \psi_{1}}{\partial z} \\
w_{1}=\frac{\partial \varphi_{1}}{\partial z}+\frac{\partial \psi_{1}}{\partial x} ; \quad p_{1}=-\rho \frac{\partial \varphi_{1}}{\partial t} . \tag{3a}
\end{gather*}
$$

In the complex form, free surface profile $\xi_{1}$ is represented as a traveling wave,

$$
\begin{equation*}
\xi_{1}(x, t)=\zeta \exp (S t-i k x) \tag{4}
\end{equation*}
$$

where amplitude factor $\zeta$ is expressed through amplitude $\alpha$ of the initial wave.

Eventually, the solution of the first-order subproblem is reduced to finding unknowns $\varphi_{1}, \psi_{1}, \Phi_{1}$, and complex frequency $S$.

Expressions for velocity potential $\varphi_{1}$, stream function $\psi_{1}$, and electric potential $\Phi_{1}$ will be sought in a form similar to the form of $\xi_{1}$,

$$
\begin{align*}
& \varphi_{1}(x, z, t)=B(z) \exp (S t-i k x) ; \\
& \Psi_{1}(x, z, t)=C(z) \exp (S t-i k x) ;  \tag{5}\\
& \Phi_{1}(x, z, t)=A(z) \exp (S t-i k x) ;
\end{align*}
$$

where $A, B$, and $C$ are amplitudes to be found.
Substituting expressions (4) and (5) into (3) and (3a) yields desired electric potential $\Phi_{1}$, pressure $p_{1}$, and velocity field components $u_{1}$ and $w_{1}$ :

$$
\begin{gather*}
\Phi_{1}=E_{0} \zeta \exp (S t-i k x-k z) ; \\
p_{1}=-\frac{i \rho S}{k} \zeta\left(\sigma_{2} q \cosh (k(z+d))\right. \\
\left.+\sigma_{1} \sinh (k(z+d))\right) \exp (S t-i k x) ; \\
u_{1}=\zeta\left(\sigma_{2} q \cosh (k(z+d))\right. \\
+\sigma_{1} k \sinh (k(z+d))-\sigma_{2} q \cosh (q(z+d))  \tag{6}\\
\left.-\sigma_{1} q \sinh (q(z+d))\right) \exp (S t-i k x) ; \\
w_{1}=i \zeta\left(\sigma_{1} k \cosh (k(z+d))\right. \\
+\sigma_{2} q \sinh k(z+d)-\sigma_{1} k \cosh (q(z+d)) \\
\left.-\sigma_{2} k \sinh (q(z+d))\right) \exp (S t-i k x) ; \\
q=\sqrt{k^{2}+S / v}
\end{gather*}
$$

Frequency $S$ can be determined from the dispersion relation [12]

$$
\begin{aligned}
\operatorname{Det} M=0 ; & \omega_{0}^{2}=g k\left(1+\frac{\gamma}{\rho g} k^{2}-\frac{E_{0}^{2}}{4 \pi \rho g} k\right) ; \\
& \beta \equiv k d ; \quad \zeta \equiv q d ;
\end{aligned}
$$

$$
M=\left(\begin{array}{ccccc}
k & 0 & 0 & -q & 0 \\
0 & 1 & -1 & 0 & 0 \\
-\sinh (\beta) & -\cosh (\beta) & \cosh (\xi) & \sinh (\xi) & S \\
\left(k^{2}+q^{2}\right) \cosh (\beta) & \left(k^{2}+q^{2}\right) \sinh (\beta) & -2 k q \sinh (\zeta) & -2 k q \cosh (\zeta) & v^{-1} \omega_{0}^{2} \\
-2 k^{2} \sinh (\beta) & -2 k^{2} \cosh (\beta) & \left(k^{2}+q^{2}\right) \cosh (\zeta) & \left(k^{2}+q^{2}\right) \sinh (\zeta) & 0
\end{array}\right),
$$

and constants $\sigma_{1}$ and $\sigma_{2}$ have the form

$$
\begin{aligned}
& \sigma_{1} \equiv \frac{i v\left(2 \zeta \sinh (\beta)-\left(k^{2}+q^{2}\right) \sinh (\zeta)\right)}{q \cosh (\zeta) \sinh (\beta)-k \cosh (\beta) \sinh (\zeta)} \\
& \sigma_{2} \equiv \frac{i v\left(2 k^{2} \cosh (\beta)-\left(k^{2}+q^{2}\right) \cosh (\zeta)\right)}{q \cosh (\zeta) \sinh (\beta)-k \cosh (\xi) \sinh (\zeta)}
\end{aligned}
$$

Importantly, we have found the solution to the firstorder subproblem in the complex form with initial condition (4). To reduce the solution to the real form of type (1a), it is necessary to complement found quantities (6) by their complex conjugates and put $\zeta=2 \alpha$.
(5) In the second-order of smallness, we obtain the subproblem stated as

$$
\begin{gather*}
-d \leq z \leq 0: \nabla \cdot \mathbf{U}_{2}=0  \tag{7}\\
\frac{\partial \mathbf{U}_{2}}{\partial t}+\nabla\left(\frac{1}{\rho} p_{2}\right)-v \Delta \mathbf{U}_{2}  \tag{8}\\
=-\frac{1}{2} \boldsymbol{\nabla}\left(U_{1}^{2}\right)-\left(\nabla \times \mathbf{U}_{1}\right) \times \mathbf{U}_{1} ; \\
z \geq 0: \Delta \Phi_{2}=0  \tag{9}\\
z=0: \frac{\partial \xi_{2}}{\partial t}-w_{2}=\xi_{1} \frac{\partial w_{1}}{\partial z}-u_{1} \frac{\partial \xi_{1}}{\partial x}  \tag{10}\\
-\rho g \xi_{2}+p_{2}-2 \rho v \frac{\partial w_{2}}{\partial z}-\frac{E_{0}}{4 \pi} \frac{\partial \Phi_{2}}{\partial z}+\gamma \frac{\partial^{2} \xi_{2}}{\partial x^{2}}  \tag{11}\\
=2 \rho v \xi_{1} \frac{\partial^{2} w_{1}}{\partial z^{2}}-\xi_{1} \frac{\partial p_{1}}{\partial z}-\frac{1}{8 \pi}\left(\left(\frac{\partial \Phi_{1}}{\partial x}\right)^{2}+\left(\frac{\partial \Phi_{1}}{\partial z}\right)^{2}\right) \\
+\frac{E_{0}}{4 \pi} \xi_{1} \frac{\partial^{2} \Phi_{1}}{\partial z^{2}}-2 \rho v \frac{\partial \xi_{1}}{\partial x} \frac{\partial u_{1}}{\partial z}-2 \rho v \frac{\partial \xi_{1}}{\partial x} \frac{\partial w_{1}}{\partial x}  \tag{12}\\
\frac{\partial u_{2}}{\partial z}+\frac{\partial w_{2}}{\partial x}=2 \frac{\partial \xi_{1}}{\partial x} \frac{\partial u_{1}}{\partial x} \\
-2 \frac{\partial \xi_{1}}{\partial x} \frac{\partial w_{1}}{\partial z}-\xi_{1} \frac{\partial^{2} w_{1}}{\partial x \partial z}-\xi_{1} \frac{\partial^{2} u_{1}}{\partial z^{2}} \\
z=-d: u_{2}=0 ;  \tag{13}\\
w_{2}=0 \tag{14}
\end{gather*}
$$

$$
\begin{equation*}
z \longrightarrow \infty:\left|\nabla \Phi_{2}\right| \longrightarrow 0, \tag{15}
\end{equation*}
$$

where $\mathbf{U}_{2}=\left(u_{2}, 0, w_{2}\right)$.
(5a) The second-order subproblem represents a set of inhomogeneous linear partial differential equations. According to a rule common in perturbation techniques, when a problem is solved by the small parameter method, first a general solution to the first-order subproblem and then a partial solution to the second-order subproblem are found. It is known that a partial solution of a set of differential equations is found in the form similar to that of their right-hand sides (inhomogeneities). Therefore, it is necessary first to calculate the right-hand sides of expressions (7), (8), and (10)(13). This is done by substituting expressions (8) into these expressions. In doing so, one should bear in mind that quantities $\Phi_{1}, p_{1}, u_{1}, w_{1}$, and $\xi_{1}$ have complex conjugate terms.

The inhomogeneous set of Eqs. (7) and (8) is convenient to write in the matrix form, where the vector function of an inhomogeneity will have the form

$$
\begin{gather*}
F_{j}=\alpha^{2} \exp ((S+\bar{S}) t) \sum_{i=1}^{5}\left(A_{j i} \cosh \left(Q_{i}(d+z)\right)\right. \\
\left.+H_{j i} \sinh \left(Q_{i}(d+z)\right)\right)+\alpha^{2} \exp (2 S t-2 i k x) \\
\times V_{j 0}+\sum_{i=1}^{2}\left(Z_{j i} \cosh \left(Q_{i}(d+z)\right)\right.  \tag{16}\\
\left.+C_{j i} \sinh \left(Q_{i}(d+z)\right)\right)+ \text { c.c. } \\
Q_{1}=k+q ; \quad Q_{2}=k-q, \quad Q_{3}=q+\bar{q} \\
Q_{4}=q-\bar{q}, \quad Q_{5}=2 k
\end{gather*}
$$

Here, $A_{j i}, H_{j i}, V_{j i}$, and $C_{j i}$ are $3 \times 5$ matrices with coefficients independent of time and spatial coordinates.

Their associated formulas are awkward and therefore omitted. However, their explicit form can easily be restored by substituting first-order solutions (6) into the right-hand sides of (7) and (8).

The vector function of inhomogeneity for set (10)(13) has the form

$$
\begin{aligned}
& \quad G_{j}=\alpha^{2} \exp ((S+\bar{S}) t)\left(N_{j 0}+N_{j 1} \cosh (d k)\right. \\
& \left.+U_{j 1} \sinh (d k)+N_{j 2} \cosh (d q)+U_{j 2} \sinh (d q)\right) \\
& +\alpha^{2}\left(\operatorname { e x p } ( 2 S t - 2 i k x ) \left(M_{j 0}+M_{j 1} \cosh (d k)\right.\right. \\
& \left.\left.+T_{j 1} \sinh (d k)+M_{j 2} \cosh (d q)+T_{j 2} \sinh (d q)\right)\right)+ \text { c.c., } \\
& \text { where } N_{j i}, U_{j i}, M_{j i}, \text { and } T_{j i} \text { are } 4 \times 3 \text { matrices. }
\end{aligned}
$$

Their associated formulas are awkward and therefore omitted. However, their explicit form can easily be restored by substituting first-order solutions (6) into the right-hand sides of Eqs. (10)-(13).
(5b) A solution to the second-order subproblem involves analytical expressions for unknowns $\Phi_{2}, p_{2}$, $u_{2}, w_{2}$, and $\xi_{2}$. To proceed further, we will represent quantities $u_{2}, w_{2}$, and $p_{2}$ in the form of the sum

$$
\begin{equation*}
\left(u_{2}, v_{2}, p_{2}\right)=\left(u_{2}^{+}, w_{2}^{+}, p_{2}^{+}\right)+\left(u_{2}^{*}, w_{2}^{*}, p_{2}^{*}\right) \tag{18}
\end{equation*}
$$

where the first term of this sum, $\left(u_{2}^{+}, w_{2}^{+}, p_{2}^{+}\right)$, which will be hereafter called the "inflexible" part of the solution, is a partial solution to set (7)-(8) and the second term, $\left(u_{2}^{*}, w_{2}^{*}, p_{2}^{*}\right)$, together with quantities $\Phi_{2}$ and $\xi_{2}$, constitutes the so-called flexible part of the solution. This part is based on a solution to the homogeneous set that corresponds to inhomogeneous set (7)-(8) and contains two arbitrary constants, which are selected so that sum (18) satisfies boundary conditions (10)-(15).

First, we will determine the flexible part of the solution. In view of the form of inhomogeneity function $F_{j i}$, it should be sought in the form

$$
\begin{gather*}
\left(u_{2}^{+}, w_{2}^{+}, p_{2}^{+}\right)=\alpha^{2} \exp ((S+\bar{S}) t) \\
\times \sum_{i=1}^{5}\left(a_{j i} \cosh \left(Q_{i}(d+z)\right)+h_{j i} \sinh \left(Q_{i}(d+z)\right)\right) \\
+\alpha^{2} \exp (2 S t-2 i k x)\left(g_{j 0}+\sum_{i=1}^{2}\left(g_{j i} \cosh \left(Q_{i}(d+z)\right)\right.\right.  \tag{19}\\
\left.\left.+c_{j i} \sinh \left(Q_{i}(d+z)\right)\right)\right)+ \text { c.c. }
\end{gather*}
$$

where $a_{j i}, h_{j i}, g_{j i}$, and $c_{j i}$ are unknown $3 \times 5$ matrices with coefficients independent of time and spatial coordinates.

To find these matrices, it is necessary to substitute (19) into the set of Eqs. (7) and (8), the right-hand side of which has the form (16), and equate the coefficients multiplying identical expressions in the resulting system,

$$
\exp (\Omega t-i K x) \cosh (Q(d+z))
$$

$$
\exp (\Omega t-i K x) \sinh (Q(d+z))
$$

to zero.
In this case, Eqs. (7) and (8) split into sets of simple algebraic equations from which the components of unknowns $a_{j i}, h_{j i}, g_{j i}$, and $c_{j i}$ can be easily found.

In terms of linear transformations, these unknown matrices are found from matrices $A_{j i}, H_{j i}, V_{j i}$, and $C_{j i}$ by applying a linear operator that is specified by matrices depending on parameters

$$
\begin{gathered}
L_{1}(K, Q, \Omega)=\frac{1}{\left(K^{2}-Q^{2}\right)\left(v\left(K^{2}-Q^{2}\right)+\Omega\right)} \\
\times\left(\begin{array}{ccc}
-Q^{2} & 0 & i K\left(v\left(K^{2}-Q^{2}\right)+\Omega\right) \\
0 & K^{2} & 0 \\
i \rho K\left(v\left(K^{2}-Q^{2}\right)+\Omega\right) & 0 & \rho\left(v\left(K^{2}-Q^{2}\right)+\Omega^{2}\right)
\end{array}\right)
\end{gathered}
$$

$$
L_{2}(K, Q, \Omega)=\frac{Q}{\left(K^{2}-Q^{2}\right)\left(v\left(K^{2}-Q^{2}\right)+\Omega\right)}
$$

$$
\times\left(\begin{array}{ccc}
0 & i K & 0 \\
i K & 0 & v\left(K^{2}-Q^{2}\right)+\Omega \\
0 & \rho\left(v\left(K^{2}-Q^{2}\right)+\Omega\right) & 0
\end{array}\right)
$$

This linear transformation is stated as follows:

$$
\begin{gathered}
a_{j i}=L_{1}\left(0, Q_{i}, S+\bar{S}\right) A_{j i}+L_{2}\left(0, Q_{i}, S+\bar{S}\right) H_{j i} \\
h_{j i}=L_{1}\left(0, Q_{i}, S+\bar{S}\right) H_{j i}+L_{2}\left(0, Q_{i}, S+\bar{S}\right) A_{j i} \\
g_{j i}=L_{1}\left(2 k, Q_{i}, 2 S\right) V_{j i}+L_{2}\left(2 k, Q_{i}, 2 S\right) C_{j i} \\
c_{j i}=L_{1}\left(2 k, Q_{i}, 2 S\right) C_{j i}+L_{2}\left(2 k, Q_{i}, 2 S\right) V_{j i}
\end{gathered}
$$

These expressions should be substituted into (19) to find $u_{2}^{+}, w_{2}^{+}$, and $p_{2}^{+}$in the final form.

The flexible part of the solution to the second-order subproblem is a solution to set (7)-(8) with the zero right-hand side. In such a representation, Eqs. (7) and (8) are equivalent to the following set of equations for the potentials and stream functions:

$$
\begin{gather*}
\Delta \varphi_{2}^{*}=0 ; \quad \frac{\partial \psi_{2}^{*}}{\partial t}-v \Delta \psi_{2}^{*}=0 ; \quad u_{2}^{*}=\frac{\partial \varphi_{2}^{*}}{\partial x}-\frac{\partial \psi_{2}^{*}}{\partial z} \\
w_{2}^{*}=\frac{\partial \varphi_{2}^{*}}{\partial z}+\frac{\partial \psi_{2}^{*}}{\partial x} ; \quad p_{2}^{*}=-\rho \frac{\partial \varphi_{2}^{*}}{\partial t} . \tag{20}
\end{gather*}
$$

Since the inhomogeneities of Eqs. (7) and (8), which are determined by equalities (16), are linear combinations of factors $\exp ((S+\bar{S}) t)$ and $\exp (2 S t-2 i k x)$, the
flexible part of the subproblem should be sought in the form

$$
\begin{gather*}
\xi_{2}=\alpha^{2} \exp ((S+\bar{S}) t) Z_{0} \\
+\alpha^{2} \exp (2 S t-2 i k x) Z_{1}+\text { c.c. }  \tag{21}\\
\left(\varphi_{2}^{*}, \psi_{2}^{*}, \Phi_{2}\right)=\alpha^{2} \exp ((S+\bar{S}) t) A_{0}(z) \\
+\alpha^{2} \exp (2 S t-2 i k x) A_{1}(z)+\text { c.c. }
\end{gather*}
$$

where $Z_{i}$ are unknown constants and $A_{i}(z)$ are three-element columns of unknown constants.

Substitution of expressions (21) into relationships (7), (9), (15), and (20) makes it possible to refine the form of functions $A_{i}$ and express $u_{2}^{*}, w_{2}^{*}$, and $p_{2}^{*}$,

$$
\begin{gather*}
\Phi_{2}=\alpha^{2} a_{0} \exp ((S+\bar{S}) t) \\
+\alpha^{2} a_{1} \exp (2 S t-2 i k x-2 k z)+\text { c.c. } \\
\left(u_{2}^{*}, w_{2}^{*}, p_{2}^{*}\right)^{T}=\alpha^{2} \exp ((S+\bar{S}) t)\left(b_{00} f_{0}+b_{10} j_{0}\right. \\
+b_{10} f_{0}(d+z)+c_{00} p_{0} \sinh \left(w_{0}(d+z)\right) \\
\left.+c_{10} p_{0} \cosh \left(w_{0}(d+z)\right)\right)+\alpha^{2} \exp (2 S t-2 i k x)  \tag{22}\\
\times\left(b_{01}\left(f_{1} \cosh (2 k(d+z))+h_{1} \sinh (2 k(d+z))\right)\right. \\
+b_{11}\left(h_{1} \cosh (2 k(d+z))+f_{1} h(2 k(d+z))\right) \\
+c_{01}\left(n_{1} \cosh \left(w_{1}(d+z)\right)+p_{1} \sinh \left(w_{1}(d+z)\right)\right) \\
+c_{11}\left(p_{1} \cosh \left(w_{1}(d+z)\right)+n_{1} \sinh \left(w_{1}(d+z)\right)\right)+\mathrm{c.c.}
\end{gather*}
$$

Here, $a_{0}, a_{1}, b_{00}, b_{01}, b_{10}, b_{11}, c_{00}, c_{01}, c_{10}$, and $c_{11}$ are unknown constants that can be found from boundary conditions (10)-(15),

$$
\begin{gathered}
w_{0}=\sqrt{\frac{S+\bar{S}}{v}}, \quad w_{1}=\sqrt{4 k^{2}+\frac{2 S}{v}} \\
f_{0}=\left(\begin{array}{c}
0 \\
0 \\
-\rho(S+\bar{S})
\end{array}\right), \quad j_{0}=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right) \\
p_{0}=\left(\begin{array}{c}
-w_{0} \\
0 \\
0
\end{array}\right), \quad f_{1}=\left(\begin{array}{c}
-2 i k \\
0 \\
-2 \rho S
\end{array}\right), \quad h_{1}=\left(\begin{array}{c}
0 \\
2 k \\
0
\end{array}\right) \\
n_{1}=\left(\begin{array}{c}
0 \\
0 \\
-2 i k \\
0
\end{array}\right), \quad p_{1}=\left(\begin{array}{c}
-w_{0} \\
0 \\
0
\end{array}\right)
\end{gathered}
$$

(5c) To make the following mathematics more compact and illustrative, we represent boundary conditions
(10)-(15) of the second second-order subproblem $(z=$ 0 ) in the matrix form,

$$
\left.\begin{array}{c}
B\left(u_{2}, w_{2}, p_{2}, \Phi_{2}\right)+\Xi \xi_{2}=G_{j} \\
B(u, w, p, \Phi) \\
=\left(\left(\begin{array}{ccc}
0 & -1 & 0 \\
0 \\
0 & -2 \rho v \frac{\partial}{\partial z} & 1 \\
\frac{-E_{0}}{4 \pi} \frac{\partial}{\partial z} \\
\frac{\partial}{\partial z} & \frac{\partial}{\partial x} & 0 \\
0 & 0 & 0 \\
\hline
\end{array}\right)\left(\begin{array}{c}
u \\
w \\
p \\
\Phi
\end{array}\right)\right.
\end{array}\right)_{z=0} ;\left(\begin{array}{c}
\frac{\partial}{\partial t} \\
-\rho g+\gamma \frac{\partial^{2}}{\partial x^{2}} \\
0 \\
-E_{0}
\end{array}\right) .
$$

Here, $B$ is the linear operator, $\Xi$ is the vector-by-scalar multiplication operator, and $G_{j}$ is defined by expression (17). Operator $\Xi$ acts as follows:

$$
\begin{gather*}
\Xi \xi_{2}=\alpha^{2} \exp ((S+\bar{S}) t) Z_{0} Y_{0} \\
+\alpha^{2} \exp (2 S t-2 i k x) Z_{1} Y_{1}+\text { c.c. }  \tag{23}\\
Y_{0}=\left(S+\bar{S},-\rho g, 0,-E_{0}\right)^{T} \\
Y_{1}=\left(2 S,-\rho g-4 \gamma k^{2}, 0,-E_{0}\right)^{T}
\end{gather*}
$$

where superscript $T$ means matrix transposition.
The action of operator $B$ on expressions of type

$$
\begin{gathered}
(u, w, p)^{T}=\exp (\Omega t-i K x) \\
\times\left(A_{j} \cosh (Q(d+z))+H_{j} \sinh (Q(d+z))\right) \\
\Phi=\varphi \exp (\Omega t-i K(x-z))
\end{gathered}
$$

where $\Omega, K$, and $Q$ are constants and $A_{j}$ and $H_{j}$ are three-element columns, has the form
$B(u, w, p, \Phi)=\exp (\Omega t-i K x)\left(\left(B_{1}(K) A_{j}+B_{2}(Q) H_{j}\right)\right.$
$\left.\times \cosh d Q+\left(B_{1}(K) H_{j}+B_{2}(Q) A_{j}\right) \sinh d Q+\varphi E(K)\right) ;$ where

$$
E(K)=\left(\begin{array}{c}
0 \\
\frac{E_{0} K}{4 \pi} \\
0 \\
1
\end{array}\right)
$$

$$
B_{1}(K)=\left(\begin{array}{ccc}
0 & -1 & 0 \\
0 & 0 & 1 \\
0 & -i K & 0 \\
0 & 0 & 0
\end{array}\right) ; \quad B_{2}(Q)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -2 \vee \rho Q & 0 \\
Q & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

By virtue of equality (18), we have

$$
\begin{align*}
& B\left(u_{2}^{*}, w_{2}^{*}, p_{2}^{*}, \Phi_{2}\right)+\Xi \xi_{2} \\
& =G_{j}-B\left(u_{2}^{+}, w_{2}^{+}, p_{2}^{+}, 0\right) \tag{24}
\end{align*}
$$

Taking into account the known expressions for the quantities appearing in the flexible part of the solution (see (21) and (22)) and (23), we can write the left of (24) as

$$
\begin{gather*}
B\left(u_{2}^{*}, w_{2}^{*}, p_{2}^{*}, \Phi_{2}\right)+\Xi \xi_{2} \\
=\alpha^{2} \exp ((S+\bar{S}) t)\left(B_{1}(0)\left(\left(b_{00}+b_{10} d\right) f_{0}+b_{10} j_{0}\right)\right. \\
+b_{10} B_{2}(1) f_{0}+\left(c_{10} B_{1}(0)+c_{00} B_{2}\left(w_{0}\right)\right) p_{0} \cosh \left(d w_{0}\right) \\
+\left(c_{00} B_{1}(0)+c_{10} B_{2}\left(w_{0}\right)\right) p_{0} \sinh \left(d w_{0}\right)+a_{0} E(0) \\
\left.+Z_{0} Y_{0}\right)+\alpha^{2} \exp (2 S t-2 i k x)\left(\left(B_{1}(2 k)\left(b_{01} f_{1}+b_{11} h_{1}\right)\right.\right. \\
\left.+B_{2}(2 k)\left(b_{01} h_{1}+b_{11} f_{1}\right)\right) \cosh (2 d k)+\left(B _ { 1 } ( 2 k ) \left(b_{01} h_{1}\right.\right. \\
\left.\left.+b_{11} f_{1}\right)+B_{2}(2 k)\left(b_{01} f_{1}+b_{11} h_{1}\right)\right) \sinh (2 d k)  \tag{25}\\
+\left(B_{1}(2 k)\left(c_{01} n_{1}+c_{11} p_{1}\right)+B_{2}\left(w_{1}\right)\left(c_{01} p_{1}+c_{11} n_{1}\right)\right) \\
\times \cosh \left(d w_{1}\right)+\left(B_{1}(2 k)\left(c_{01} p_{1}+c_{11} n_{1}\right)+B_{2}\left(w_{1}\right)\right. \\
\left.\left.\times\left(c_{01} n_{1}+c_{11} p_{1}\right)\right) \sinh \left(d w_{1}\right)+a_{1} E(2 k)+Z_{1} Y_{1}\right)+\mathrm{c.c.}
\end{gather*}
$$

Substituting (17) and (19) into the right of (24) yields

$$
\begin{gathered}
G_{j}-B\left(u^{+}, w^{+}, p^{+}, 0\right) \\
=\alpha^{2} \exp ((S+\bar{S}) t)\left(N_{j 0}+N_{j 1} \cosh (d k)+U_{j 1} \sinh (d k)\right.
\end{gathered}
$$

$$
+N_{j 2} \cosh (d q)+U_{j 2} \sinh (d q)-\sum_{i=1}^{5}\left(\left(B_{1}(0) a_{j i}\right.\right.
$$

$$
\begin{equation*}
\left.+B_{2}\left(Q_{i}\right) h_{j i}\right) \cosh \left(d Q_{i}\right)+\left(B_{1}(0) h_{j i}+B_{2}\left(Q_{i}\right) a_{j i}\right) \tag{26}
\end{equation*}
$$

$$
\left.\left.\times \sinh \left(d Q_{i}\right)\right)\right)+\alpha^{2} \exp (2 S t-2 i k x)\left(M_{j 0}+M_{j 1}\right.
$$

$$
\times \cosh (d k)+T_{j 1} \sinh (d k)+M_{j 2} \cosh d(q)
$$

$+T_{j 2} \sinh (d q)-B_{1}(2 k) g_{j 0}-\sum_{i=1}^{2}\left(\left(B_{1}(2 k) g_{j i}+B_{2}\left(Q_{i}\right) c_{j i}\right)\right.$ $\left.\left.\times \cosh \left(d Q_{i}\right)+\left(B_{1}(2 k) c_{j i}+B_{2}\left(Q_{i}\right) g_{j i}\right) \sinh \left(d Q_{i}\right)\right)\right)+$ c.c.
(5d) Substituting (25) and (26) into (24), collecting the coefficients multiplying $\exp ((S+\bar{S}) t)$ and $\exp (2 S t-$ $2 i k x)$, and equating them to zero, we arrive at equations for unknowns $a_{m}, b_{m n}, c_{m n}$, and $Z_{m}$. Complementing
these equations by those resulting from substitution of (18) into boundary condition (14), we come to a set of algebraic equations from which constants $a_{m}, b_{m n}, c_{m n}$, and $Z_{m}$ are uniquely found. Solving the resulting set by the Gauss method, we obtain expressions for $Z_{0}$ and $Z_{1}$,

$$
\begin{gathered}
Z_{0}=0 ; \quad Z_{1}=\left(2 \pi k v \rho w _ { 1 } \left(8 k\left(S+4 k^{2} v\right) R_{11}\right.\right. \\
\left.+i\left(S+8 k^{2} v\right) R_{13}\right)+8 \pi k^{2} v \rho w_{1} S R_{22} \cosh (2 d k) \\
+8 \pi i k^{2} v \rho w_{1} S R_{21} \sinh (2 d k)-2 \pi \rho w_{1} S\left(S+4 k^{2} v\right) \\
\times R_{22} \cosh \left(d w_{1}\right)-4 \pi i k \rho S\left(S+4 k^{2} v\right) R_{21} \sinh \left(d w_{1}\right) \\
\quad-2 \pi \rho w_{1}\left(\left(S^{2}+8 k^{2} v S+32 k^{4} v^{2}\right) R_{11}+i k v(S\right. \\
\left.\left.+8 k^{2} v\right) R_{13}\right) \cosh (2 d k) \cosh \left(d w_{1}\right)+4 \pi k \rho\left(\left(S^{2}\right.\right. \\
\left.\left.+16 k^{2} v S+32 k^{4} v^{2}\right) R_{11}+i k v\left(3 S+8 k^{2} v\right) R_{13}\right) \\
\quad \times \sinh (2 d k) \sinh \left(d w_{1}\right)-2 \pi k^{2} S R_{12} \cosh (2 d k) \\
\left.\times \sinh \left(d w_{1}\right)+\pi k w_{1} S R_{12} \sinh (2 d k) \cosh \left(d w_{1}\right)\right) / \Delta_{Z_{1}} ; \\
\begin{array}{r}
\Delta_{Z_{1}}= \\
\pi \rho S\left(32 k^{2} v w_{1}\left(S+4 k^{2} v\right)-4 w_{1}\left(S^{2}+8 k^{2} S\right.\right. \\
+ \\
+3 k\left(S^{2}+16 k^{2} v S+32 k^{4} v^{2}\right) \sinh (2 d k) \sinh \left(d w_{1}\right) \\
\\
\quad+\left(2 g k+8 \frac{k^{3} \gamma}{\rho}-\frac{E_{0}^{2} k^{2}}{\pi \rho}\right)
\end{array}
\end{gathered}
$$

$\times\left(2 k \cosh (2 d k) \sinh \left(d w_{1}\right)-w_{1} \sinh (2 d k) \cosh \left(d w_{1}\right)\right) ;$

$$
\begin{gather*}
R_{11}=\frac{i k^{2}}{2} \sigma_{1} \sinh (d k)-\frac{i k q}{2} \sigma_{1} \sinh (d q) \\
+\frac{i k q}{2} \sigma_{2} \cosh (d k)-\frac{i k q}{2} \sigma_{2} \cosh (d q) \\
-\frac{k S^{2} \sigma_{1} \sigma_{2} \cosh (d(k+q))}{4 v\left(S\left(S-4 k^{2} v\right)-8 k^{3} v^{2}(k-q)\right)} \\
+\frac{k(k-q) S\left(k \sigma_{1}^{2}+q \sigma_{2}^{2}\right) \sinh (d(k+q))}{4\left(S\left(S-4 k^{2} v\right)-8 k^{3} v^{2}(k-q)\right)} \\
+\frac{k S^{2} \sigma_{1} \sigma_{2} \cosh d(k-d)}{4 v\left(S\left(S-4 k^{2} v\right)-8 k^{3} v^{2}(k+q)\right)} \\
+\frac{k(k+q) S\left(k \sigma_{1}^{2}-q \sigma_{2}^{2}\right) \sinh d(k-q)}{4\left(S\left(S-4 k^{2} v\right)-8 k^{3} v^{2}(k+q)\right)}  \tag{27}\\
R_{12}=-\frac{E_{0}^{2} k^{2}}{8 \pi}+\frac{i \rho}{2}\left(S+6 k^{2} v\right)\left(q \sigma_{2} \sinh (d k)\right.
\end{gather*}
$$

$$
\begin{gathered}
\left.+k \sigma_{1} \cosh (d k)\right)-i \rho k\left(2 S+3 k^{2} v\right) \\
\times\left(\sigma_{1} \cosh (d q)+\sigma_{2} \sinh (d q)\right) \\
-\frac{\rho\left(S+2 k^{2} v\right)}{4 v} \sigma_{1}^{2}+\frac{\rho\left(S+k^{2} v\right)}{2 v} \sigma_{2}^{2} \\
+ \\
\times\left(S \sigma_{1} \sigma_{2} \sinh (d(k-q))+v(k+q)\left(k \sigma_{1}^{2}-q \sigma_{2}^{2}\right)\right) \\
\times \cosh (d(k-q)))-\frac{k(3 S+2 k(3 k+q) v) \rho}{2 v(3 k+q)(S+2 k(k-q) v)} \\
\times\left(S \sigma_{1} \sigma_{2} \sinh (d(k+q))-v(k-q)\right. \\
\left.\times\left(k \sigma_{1}^{2}+q \sigma_{2}^{2}\right) \cosh (d(k+q))\right) ; \\
R_{13}= \\
-k^{3} \sigma_{1} \sinh (d k)+k^{2} q \sigma_{1} \sinh (d q) \\
-k^{2} q \sigma_{2} \cosh (d k)+k^{2} q \sigma_{2} \cosh (d q) \\
\\
-\frac{i S(S+2 k(3 k+q) v)}{8 v^{2}(3 k+q)(S+2 k(k-q) v)} \\
\times\left((k+q) \sigma_{1} \sigma_{2} \cosh (d(k+q))+\left(k \sigma_{1}^{2}+q \sigma_{2}^{2}\right)\right. \\
\times \sinh (d(k+q)))+\frac{i S(S+2 k(3 k-q) v)}{8 v^{2}(3 k-q)(S+2 k(k+q) v)} \\
\times\left((k-q) \sigma_{1} \sigma_{2} \cosh (d(k-q))\right. \\
\end{gathered}
$$

Substituting expressions (27) into relationship (21) for $\xi_{2}$, we reduce it to the real form

$$
\begin{gathered}
\xi_{2}=2 \alpha^{2}\left|Z_{1}\right| \exp (2 \operatorname{Re} S t) \\
\times \cos \left(2 \operatorname{Im} S t-2 k x+\operatorname{Arg} Z_{1}\right) .
\end{gathered}
$$

Eventually, for the profile of the nonlinear wave, we obtain the expression

$$
\begin{gather*}
\xi(x, t)=\alpha \exp (r t) \cos \theta \\
+2 \alpha^{2}\left|Z_{1}\right| \exp (2 r t) \cos \left(2 \theta+\operatorname{Arg} Z_{1}\right) ;  \tag{28}\\
Q \equiv \operatorname{Im} S t-k x ; \quad r \equiv \operatorname{Re} S,
\end{gather*}
$$

which is accurate up to quantities of the second order of smallness in wave amplitude.
(6) Amplitude factor $Z_{1}$ in the nonlinear correction to the wave profile is the most informative parameter of the solution obtained. This factor is complex: its real and imaginary parts depend on the physical parameters of the problem, including the thickness of the layer and viscosity of the liquid. Its absolute value, $\left|Z_{1}\right|$, characterizes the amount of internal nonlinear interaction between the term linear in amplitude $\alpha$ and the term quadratic in $\alpha$ (see expression (28) for the wave profile).

The profile of a traveling wave is frequently an object of interest in studies of nonlinear waves on the liquid surface. Specifically, its parameters, such as the sharpness and slope of the wave ridge, are estimated, which are also determined by factor $Z_{1}$. For example, $\left|Z_{1}\right|$ is a measure of skewness of the nonlinear wave profile relative to the strictly cosinusoidal shape. As $\left|Z_{1}\right|$ grows, blunted capillary waves become still more blunted, while gravitational waves, which have a sharper profile, become still sharper.

Ratio $\operatorname{Im}\left(Z_{1}\right) / \operatorname{Re}\left(Z_{1}\right)$, specifying the argument of complex quantity $Z_{1}$, also characterizes the skewness of the wave profile relative to the symmetric cosinusoidal shape: if $\operatorname{Im}\left(Z_{1}\right) / \operatorname{Re}\left(Z_{1}\right)<0$, the profile is skewed in the direction of wave propagation; if $\operatorname{Im}\left(Z_{1}\right) / \operatorname{Re}\left(Z_{1}\right)>0$, the profile is skewed in the opposite direction.

Figures $1-6$ plot $\left|Z_{1}\right|$ and ratio $\operatorname{Im}\left(Z_{1}\right) / \operatorname{Re}\left(Z_{1}\right)$ versus dynamic viscosity $\eta$ at $E_{0}=0$ for different thicknesses of the water layer ( $\rho=0.998 \mathrm{~g} / \mathrm{cm}^{3}, \gamma=72.8 \mathrm{dyn} / \mathrm{cm}$, $g=981 \mathrm{~cm} / \mathrm{s}^{2}$ ). It is known that capillary waves on the surface of a deep ideal liquid have blunted ridges. In the finite-thickness layer, the ridges of the waves sharpen with increasing viscosity, as follows from Fig. 1. Moreover, they become skewed in the direction opposite to the wave propagation, the skew growing with viscosity. As the layer gets thinner, the reverse effect is observed: the ridges become more blunt and the skew opposite to the direction of wave propagation disappears. The decrease in the layer thickness to $0.1 \lambda$, where $\lambda$ is the wavelength, changes qualitatively the run of the curves. First, the radius of curvature of the ridges increases with the viscosity (Fig. 2) and, second, the waves become skewed in the direction of wave propagation. Moreover, in such a shallow liquid, the viscosity dependence of their skew becomes nonmonotonic, unlike in the deep liquid: as the viscosity grows, the skew initially increases and then starts declining and changes sign.

For short gravitational waves, these dependences are somewhat different: in thick $(d \gg 0.1 \lambda)$ and thin ( $d \leq 0.1 \lambda$ ) liquid layers, they are qualitatively similar. However, the amount of nonlinear interaction in thick layers is 2-3 orders of magnitude lower than for capillary waves, while in thin layers, the amount of interaction is of the same order of magnitude as in capillary waves (Figs. 3-6).

The ridges of gravitational waves on the liquid layer with a depth on the order of wavelength are sharp and


Fig. 1. (a) Absolute value of amplitude factor $Z_{1}$ appearing in the nonlinear correction to the wave profile and (b) the ratio between the imaginary and real parts of $Z_{1}$ vs. viscosity for short waves $(\lambda=0.1 \mathrm{~cm})$ and thick layers. $d=(1) 4 \lambda$, (2) $0.4 \lambda$, (3) $0.25 \lambda$, and (4) $0.2 \lambda$.


Fig. 3. Absolute value of amplitude factor $Z_{1}$ vs. viscosity for waves with $\lambda=30 \mathrm{~cm}$ and thick layers. $d=$ (1) $4 \lambda$, (2) $0.73 \lambda$, (3) $0.63 \lambda$, and (4) $0.58 \lambda$.
slightly skewed in the direction of wave propagation. As the layer gets thinner, the ridges become still sharper and their skew decreases and changes sign at a thickness of $\approx 0.2 \lambda$. As the viscosity grows, the ridges become blunt and their skew increases. For very thin layers ( $\approx 0.05 \lambda$; Figs. 5 and 6 ), the run of the associated curves is basically similar: the only difference is that viscosity increases, rather than decreases, the sharpness of the ridges.

The effect of the electric charge on the wave flow on the surface of a viscous liquid was considered earlier for indefinitely deep liquids [5, 6]. It influences prima-



Fig. 2. (a) Absolute value of amplitude factor $Z_{1}$ and (b) the ratio between the imaginary and real parts of $Z_{1}$ vs. viscosity for short waves $(\lambda=0.1 \mathrm{~cm})$ and shallow layers. $d=(1)$ $0.1 \lambda$, (2) $0.095 \lambda$, (3) $0.09 \lambda$, and (4) $0.085 \lambda$.


Fig. 4. Ratio between the imaginary and real parts of $Z_{1}$ vs. viscosity for waves with $\lambda=30 \mathrm{~cm}$ and thick layers. $d=(1)$ $4 \lambda$, (2) $0.33 \lambda$, (3) $0.23 \lambda$, (4) $0.19 \lambda$, and (5) $0.17 \lambda$.
rily the positions of internal nonlinear resonances (not considered here, although it is evident from expression (27) that resonant interaction of waves takes place and its amount will depend both on the viscosity of the liquid and on the thickness of the layer) and the curvature of the ridges. Basically, the effect of the charge on the wave flow of an indefinitely deep viscous liquid, which was discovered earlier, is the same as in finite-thickness layers. As for thin $(d \leq 0.1 \lambda)$ and thick $(d \gg 0.1 \lambda)$ layers, the effect of the electric charge calls for thorough analysis with inclusion of higher order corrections, which will be carried out later.


Fig. 5. Absolute value of amplitude factor $Z_{1}$ vs. viscosity for waves with $\lambda=30 \mathrm{~cm}$ and shallow layers. $d=(1) 5 \times$ $10^{-2} \lambda$, (2) $4.93 \times 10^{-2} \lambda$, (3) $4.87 \times 10^{-2} \lambda$, and (4) $4.8 \times$ $10^{-2} \lambda$.


Fig. 6. Ratio between the imaginary and real parts of $Z_{1}$ vs. viscosity for waves with $\lambda=30 \mathrm{~cm}$ and shallow layers. $d=$ (1) $5.67 \times 10^{-2} \lambda$, (2) $5.17 \times 10^{-2} \lambda$, (3) $4.83 \times 10^{-2} \lambda$, and (4) $4.67 \times 10^{-2} \lambda$.

In the approximation quadratic in wave amplitude, the damping of nonlinear capillary-gravitational waves in a viscous liquid of finite thickness is completely determined, according to (28), by the damping rate well known from the linear theory [13], which is described by real component $r=\operatorname{Re} S$ of complex frequency $S$. It is seen from (28) that the nonlinear (quadratic in wave amplitude) component of the total solution decreases with time with the double damping rate (unlike the linear part of the solution, which falls with the single damping rate). The dependence of the damping rate on the viscosity and liquid layer thickness was comprehensively studied in [12]. Specifically, it was found that the layer thickness has an effect on the damping rate only in shallow liquids with $d \leq \lambda / \pi$. At $d \geq \lambda$, bottom damping influences the time evolution of the wave
amplitude only slightly: the amplitude is totally specified by damping in the volume.

## CONCLUSIONS

For both capillary and gravitational waves, the viscosity dependences of the curvature and skew of the wave ridges are different in thick $(d \gg 0.1 \lambda)$ and shallow ( $d \leq 0.1 \lambda$ ) liquid layers. This indicates that the wave flow in shallow and thick liquids differ qualitatively and validates the popular opinion that long and short (compared with the layer thickness) waves on the viscous liquid surface should be studied by radically different methods.

## ACKNOWLEDGMENTS

This work was supported by the Russian Foundation for Basic Research, grant no. 03-01-00760.

## REFERENCES

1. N. M. Zubarev, Zh. Éksp. Teor. Fiz. 116, 1990 (1999) [JETP 89, 1078 (1999)].
2. N. M. Zubarev and O. V. Zubareva, Zh. Tekh. Fiz. 71 (7), 21 (2001) [Tech. Phys. 46, 806 (2001)].
3. D. F. Belonozhko and A. I. Grigor'ev, Izv. Ross. Akad. Nauk, Mekh. Zhidk. Gaza, No. 6, 102 (2003).
4. A. V. Klimov, D. F. Belonozhko, and A. I. Grigor'ev, Zh. Tekh. Fiz. 74 (1), 32 (2004) [Tech. Phys. 49, 30 (2004)].
5. D. F. Belonozhko and A. I. Grigor'ev, Zh. Tekh. Fiz. 73 (11), 37 (2003) [Tech. Phys. 48, 1396 (2003)].
6. D. F. Belonozhko and A. I. Grigor'ev, Zh. Tekh. Fiz. 74 (3), 5 (2004) [Tech. Phys. 49, 287 (2004)].
7. A. I. Zhakin, Izv. Akad. Nauk SSSR, Mekh. Zhidk. Gaza, No. 3, 94 (1984).
8. A. Gonzalez and A. Castellanos, Phys. Rev. E 49, 2935 (1994).
9. A. Gonzalez and A. Castellanos, Phys. Rev. E 53, 3573 (1996).
10. A. T. Il'ichev, Izv. Ross. Akad. Nauk, Mekh. Zhidk. Gaza, No. 2, 3 (2000).
11. V. S. Krylov, V. P. Vorotilin, and V. G. Levich, Teor. Osn. Khim. Tekhnol. 3, 499 (1969).
12. A. I. Grigor'ev, S. O. Shiryaeva, V. A. Koromyslov, and D. F. Belonozhko, Zh. Tekh. Fiz. 67 (8), 27 (1997) [Tech. Phys. 42, 877 (1997)].
13. V. G. Levich, Physicochemical Hydrodynamics (Fizmatgiz, Moscow, 1959; Prentice-Hall, Englewood Cliffs, 1962).

Translated by V. Isaakyan

# Approaches to Mathematical Design of Ballistic Experiment: Part I 

S. V. Bobashev*, N. P. Mende*, A. B. Podlaskin*, V. A. Sakharov*, V. A. Berdnikov**, V. A. Viktorov**, S. I. Oseeva**, and G. D. Sadchikov**<br>* Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia<br>e-mail: s.bobashev@mail.ioffe.ru<br>** All-Russia Research Institute of Experimental Physics, Russian Federal Nuclear Center, Sarov, Nizhegorodsk Oblast, 607190 Russia<br>e-mail: berdnikov@dep16.vniief.ru<br>Received February 17, 2005


#### Abstract

Mathematical expedients used in designing ground tests of aerodynamic object models with the aim of finding experimental conditions optimal in terms of the body and accuracy of extracted information are described. In the first part of this paper, the method used in designing ballistic experiment is demonstrated with processing of single-experiment data. In the second part, the validity of the design approach is illustrated by simultaneously processing trajectory data obtained in several experiments. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The ballistic experiment implies flight tests of models of aerodynamic objects under laboratory or natural conditions. Such tests are usually aimed at determining the force and moment characteristics of the object. We shall focus our attention on this problem.

The need for mathematical design of the ballistic experiment arises both at the stage of designing a new ballistic range and during investigation. In the latter case, the goal of experimental design is to find experimental conditions that are optimal in terms of the body and accuracy of extracted information. The approaches considered below allow one to solve both problems.

A ballistic range intended for determining the aerodynamic characteristics of an object from trajectory data comprises a launcher and a set of means (most frequently optical) for recording separate points of the trajectory. The number of these points may amount to several tens. By trajectory data are meant three linear coordinates of the center of mass of the object and three angular coordinates specifying the orientation of the object in space at certain time instants. The problem of finding the force characteristics from the trajectory data is reduced to solving the inverse problem of dynamics of a rigid body with the use of discrete trajectory data (points) involving measurement errors. It is obvious that such a problem, like any inverse problem, is ill-posed.

## CONCISE DESCRIPTION OF THE MATHEMATICAL APPROACHES

The approaches to be discussed are based on nonlinear estimation of the system's parameters $[1,2]$ by fit-
ting a mathematical model to numerical output data (the so-called responses) of the system. As far as we know, Chapman and Kirk [3] were the first to apply the approach used in this paper to the problem considered when analyzing the trajectory data of the Gemini lander. They named this approach "the method of differential correction." In the theory of nonlinear estimation, this approach is known as the Gauss-Newton method. The problem is solved by the least squares method with the aim to minimize the objective function, which is the residual sum of the squares of the deviations of the measured coordinates from the ones calculated using a chosen mathematical model and a certain approximation of desired parameters. The minimization is carried out by correcting the initial approximation of the parameters. However, analytical expressions for the objective function are impossible to derive, since analytical solutions to the set of nonlinear ordinary differential equations of motion are absent. The Gauss-Newton approach consists in representing unknown solutions in the form of linear parts of multivariate Taylor series in desired parameters. Following the authors of [3], we exemplify the aforesaid with a simple expression for the residual sum of squares in one coordinate,

$$
\begin{gather*}
\sum_{i=1}^{N} \varepsilon_{i}^{2}=\sum_{i=1}^{N}\left[q_{\text {exp }}\left(x_{i}\right)-q_{\text {calc }}\left(x_{i}\right)_{0}\right. \\
\left.-\sum_{j=1}^{M}\left(\frac{\partial q}{\partial C_{j}}\right)_{i} \Delta C_{j}-\frac{\partial q}{\partial q_{0}} \Delta q_{0}-\frac{\partial q}{\partial q_{0}^{\prime}} \Delta q_{0}^{\prime}\right]^{2} . \tag{1}
\end{gather*}
$$

Here, $\varepsilon_{i}$ are the deviations of coordinates $q_{\text {exp }}\left(x_{i}\right)$ measured at $N$ points $x_{i}$ from values $q_{\text {calc }}\left(x_{i}\right)_{0}$ calculated using a chosen mathematical model, initial approximations of $M$ desired parameters $C_{j}$, and two unknown initial conditions of motion $q_{0}$ and $q_{0}^{\prime}$. Small increments of $C_{j}, q_{0}$, and $q_{0}^{\prime}$ (differentials $\Delta C_{j}, \Delta q_{0}$, and $\Delta q_{0}^{\prime}$, respectively) are expected to improve the approximation provided that the parenthesized first derivatives in expression (1) will be found and then these increments will be calculated from the minimum condition for the entire expression.

The first derivatives of the response function with respect to the desired parameters can be found as follows. The initial differential equation of motion for the response function (the coordinate of the object in the given case),

$$
\frac{d^{2} q}{d x^{2}}+f\left(\frac{d q}{d x}, q\right)=0
$$

is differentiated with respect to all desired parameters $C_{j}$ in view of the initial conditions of motion, since function $q$ depends on them too,

$$
q=q\left(C_{1}, C_{2}, C_{3}, \ldots, C_{m}, q_{0}, q_{x}^{\prime}, x\right)
$$

The independent variable is denoted as $x$ arbitrarily: it may be the coordinate along the flight direction (as in [3]) or flight time. The sequence of differentiating function $q$ with respect to the independent variable and desired parameters can be varied. This allows one to consider the derived equations as second-order linear differential equations with variable coefficients in the first partial derivatives of function $q$ with respect to the desired parameters (including the initial conditions of motion). These equations are called the sensitivity equations. The initial conditions for the derivatives with respect to the aerodynamic coefficients that supplement the sensitivity equations are equal to zero and unity only for the derivatives with respect to the initial coordinate and initial rate of change of this coordinate. This is exemplified in detail in [3]. The coefficients of the sensitivity equations and their right-hand sides can be found by numerically integrating the initial equation of motion at a certain approximation of the desired parameters. Thus, by jointly numerically integrating the initial equation of motion and the sensitivity equations, one can find the partial derivatives of the response function with respect to the desired parameters at points $x_{i}$ of the experimental design.

From the local minima of expression (1) in terms of the desired parameters, one finds $M+2$ linear algebraic equations for corrections $\Delta C_{j}, \Delta q_{0}$, and $\Delta q_{0}^{\prime}$ and, accordingly, new approximations of these parameters, e.g., $C_{j}^{t+1}=C_{j}^{t}+\Delta C_{j}^{t}$, where superscript $t$ is the serial number of the iteration. The iterative process converges
very rapidly even if the initial approximations of the parameters are crude.

At the stage of solving the set of algebraic equations derived from the minimum condition for expression (1), it is reasonable to apply linear regression analysis $[2,4,5]$ and, thereby, to statistically estimate the significance of the desired parameters in the course of construction of an adequate mathematical model of motion. The same approach allows one to evaluate the confidence intervals of the final parameters appearing in the dependences of the aerodynamic coefficients on the angle of attack and Mach number. In addition, it becomes possible to determine the confidence intervals for these functions themselves. To do this, the $N \times(M+$ 2) rectangular matrix of the coefficients of the algebraic equations obtained from the minima of expression (1) and the vector of residuals are multiplied from the left by the transposed matrix of the coefficients. The resulting square matrix is referred to as the information matrix. A solution to the matrix equation derived gives corrections to the desired coefficients. The inverse to the information matrix is the variance matrix. The elements of the variance matrix possess important properties. The diagonal elements of the variance matrix, being multiplied by the variance of measurements estimated from the root-mean-square residual give the variances of the desired coefficients. The off-diagonal elements, which are correlation coefficients for the model parameters, make it possible to evaluate the variances of the dependences of the aerodynamic coefficients on the angle of attack and Mach number. Based on the variances obtained, one can estimate, using the Student statistical distribution, the confidence intervals for the desired parameters at a given confidence probability at each step of the iteration process and judge the significance of the coefficients involved in the mathematical model. Thus, the construction of an adequate mathematical model through its successive complication at each step is controlled with the statistical tests.

An important property of the approach proposed in [3] is that it admits of simultaneous processing of trajectory data taken in several experiments with model objects of the same shape. The dimensions, weights, and moments of inertia of the objects, as well as the density of the gas in which the objects move, may vary from run to run. Naturally, the aerodynamic coefficients remain invariable in this case (if Reynolds numbers correspond to the same flow regime); only the initial conditions of motion may differ. This means that expression (1) written for each experiment must involve the partial derivatives with respect to the initial conditions of other experiments, which all will be identically equal to zero. Accordingly, the dimension of the information matrix including the results of all runs will increase by the double number of additional runs as compared with the matrix for a single test.

The possibility of jointly processing data collected in several runs is important not only because the num-
ber of points of the general experimental design increases, thereby increasing the number of degrees of freedom (i.e., the difference between the amount of measurements and the number of parameters to be evaluated). The fact is that, at a weak nonlinearity of the pitching moment, the oscillations are nearly sinusoidal (within the accuracy of measurement of the angular coordinates) [6]. Therefore, by analyzing the shape of oscillations alone, one cannot find nonlinear terms involved in the expression for the pitching moment. At the same time, the nonlinearity of the moment makes the oscillations asynchronous: their period (or wavelength) appreciably depends on the amplitude. In jointly processing the results of several runs with different peak-to-peak amplitudes, the moment as a function of the angle of attack is selected so as to fit all experimental results. (Chapman and Kirk [3] emphasized this merit of their approach.) Note also that simultaneous processing of data taken in several runs allows one, for example, to establish the Mach dependence of the moment even if the trajectory is short. For this purpose, it is sufficient that data for the same model object moving with different initial velocities be processed in order to cover the range where the Mach number has a tangible influence.

In mathematical design of the experiment, the direct problem of motion of a model object is solved as applied to a specific ballistic range (already existing or being designed). In this case, the residuals mentioned above are absent, since the trajectory is derived by numerically integrating the equation of motion. Residuals can be simulated by a random number generator with a given variance and mathematical expectation. However, there is no need to do this, because there exists the nondegenerate information matrix, and, consequently, its inverse, namely, the variance matrix with the remarkable properties discussed above. Therefore, it will suffice to set hypothetical variances of coordinate


Fig. 1. Coordinate system, as well as the aerodynamic force components and aerodynamic moment acting on a flying body.
measurements in order to calculate expected variances and confidence intervals for the parameters to be evaluated.

The goal of this paper is to exemplify the efficiency of mathematical design of the ballistic experiment. By multistage design, we mean successive refinement of optimal experimental conditions found from experimental data gained at the previous stages. We will synopsize the method used and cite the publications where the related approaches and algorithms are described in detail.

## SIMULATION OF THE FREE FLIGHT OF AN AXISYMMETRIC OBJECT AIMED AT PROCESSING SINGLE-EXPERIMENT DATA

The parameters to be determined upon processing trajectory data (denoted above as $C_{j}$ ) are involved in the polynomial representations of the coefficients of drag, lift, and aerodynamic (pitching and damping) moments as functions of the angle of attack and Mach number. For even functions of angle of attack, such representations have the form $C_{j}=C_{j}^{0}+C_{j}^{\alpha^{2}} \alpha^{2}+C_{j}^{\alpha} \alpha^{4}+\ldots$; for odd functions, the powers of angle of attack are odd. The dependence on the Mach number is given, in the general form, by a polynomial in $\left(M-M_{0}\right)$, where $M_{0}$ is chosen according to the specific form of the dependence.

We will consider the plane motion of an object oscillating in the vertical plane. The components of the aerodynamic force and moment are shown in Fig. 1. Let us write the equation of motion in the form [7]

$$
\begin{align*}
t^{\prime \prime}= & k t^{\prime}\left(C_{x}+C_{y} y^{\prime}\right)\left[1+\left(y^{\prime}\right)^{2}\right]^{1 / 2}  \tag{2}\\
y^{\prime \prime}= & k C_{y}\left[1+\left(y^{\prime}\right)^{2}\right]^{3 / 2}-\left(t^{\prime}\right)^{2} g  \tag{3}\\
\vartheta^{\prime \prime}= & k\left(C_{x}+C_{y} y^{\prime}\right)\left[1+\left(y^{\prime}\right)^{2}\right]^{1 / 2} \vartheta^{\prime} \\
& +k r^{-2} l C_{m}\left[1+\left(y^{\prime}\right)^{2}\right]  \tag{4}\\
\vartheta= & \alpha+\theta=\alpha+\arctan \left(\frac{d y}{d x}\right) \tag{5}
\end{align*}
$$

Here, $t$ is the flight time, $y$ is the vertical coordinate of the center of mass of the object, $\vartheta$ is the pitching angle, $\alpha$ is the angle of attack, and $\theta$ is the slope angle of the trajectory. The distance along the horizontal $x$ coordinate is taken for an independent variable; the derivatives with respect to this coordinate are marked by the prime. The aerodynamic force is presented via its projections onto the wind coordinate axes. The aerodynamic coefficients have the form

$$
\begin{gather*}
C_{x}=C_{x}(\alpha, M)  \tag{6}\\
C_{y}=C_{y}^{\alpha}(\alpha, M) \alpha+C_{y}^{\omega}(\alpha, M)\left[1+\left(y^{\prime}\right)^{2}\right]^{-1 / 2} l \vartheta^{\prime} \tag{7}
\end{gather*}
$$

$$
\begin{equation*}
C_{m}=C_{m}^{\alpha}(\alpha, M) \alpha+C_{m}^{\infty}(\alpha, M)\left[1+\left(y^{\prime}\right)^{2}\right]^{-1 / 2} l \vartheta^{\prime} \tag{8}
\end{equation*}
$$

where

$$
\varpi=\frac{d \vartheta}{d t} \frac{l}{V}=\left[1+\left(y^{\prime}\right)^{2}\right]^{-1 / 2} \vartheta^{\prime} l
$$

For illustration, we take a model object in the form of a body of revolution with a length of 0.1 m , diameter of 0.045 m , and weight of 0.2 kg . The principal moment of inertia about the transverse axis is $5 \times 10^{-5} \mathrm{~kg} \mathrm{~m}^{2}$. The working medium is air under the normal conditions with a density of $1.25 \mathrm{~kg} / \mathrm{m}^{3}$. It is assumed that the model executes a plane motion, because it is clear from general considerations that the effect of nonlinearity of the aerodynamic characteristics shows up most vividly in this case (at regular precession, for example, the angle of attack has a value equal to the angle of nutation and so the nonlinear dependences of the coefficients on the angle of attack remain latent).

The aerodynamic characteristics are taken from the range typical of bodies of revolution with the given aspect ratio. They are assigned nonlinearities in such a way that the coefficients multiplying the angle of attack in the second power on, when determined from trajectory data at a given measurement error, are close to their limiting significance. The coefficients thus chosen are listed in Table 1 together with their confidence halfintervals at a confidence probability of 0.95 . In Table 1, subscripts $x, y$, and $m$ refer, respectively, to the parameters of expansion of the drag coefficient, parameters of expansion of the lift, and parameters of the pitching moment coefficient; the superscripts relate the coefficients to the corresponding powers of the angle of attack; and $C_{y}^{\sigma}$ and $C_{m}^{\sigma}$ are the constant coefficients of the damping lift and damping moment, respectively. The angle of attack is taken in radians; so, all the coefficients are dimensionless.

The confidence half-intervals listed in Table 1 are calculated under the following conditions. The trajectory data were obtained at twenty points equally spaced over a trajectory length of 60 m . The mean measurement errors are 0.25 mm for the linear coordinates, $0.2^{\circ}$ for the angular ones, and $0.5 \mu \mathrm{~s}$ for the flight time. The initial velocity of the model is $1000 \mathrm{~m} / \mathrm{s}$; a decline of the velocity, $5.7 \%$; and the average Mach number, 2.82. The trajectory segment being considered accommodates 4.14 oscillation wavelengths. The initial amplitude variation of the angle of attack is $20^{\circ}$.

Figure 2 is a graphical representation of the aerodynamic coefficients, and Fig. 3 shows the variation of the pitching angle and vertical coordinate of the center of mass of the object along the trajectory.

From Table 1, it follows that the accuracy of determining the nonlinear components of the aerodynamic force and moment is poor, as was expected. The accuracy of determining the damping and nonlinear components of the lift should also be raised. The reason for the

Table 1

| Coefficient | Dimensionless value | Error, \% |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 1.4 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 87.7 |
| $C_{y}^{\bar{\omega}}$ | 2.0 | 27.9 |
| $C_{y}^{\alpha}$ | 1.0 | 6.8 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 53.9 |
| $C_{m}^{\sigma}$ | -0.1 | 4.8 |
| $C_{m}^{\alpha}$ | -0.1 | 1.4 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 131.9 |

poor accuracy may be a high oscillation frequency of the object, that is, a short time within which the lift is of constant sign. As a result, the oscillation amplitude of the center of mass in the vertical direction reaches 7 mm . To decrease the error involved in the lift coefficient, it is necessary to extend the time of action of the lift, in other words, to increase the oscillation period or wavelength. The question arises of how this can be done.

Let us consider the motion of the object in a linear approximation when the lift and moment are linear


Fig. 2. Aerodynamic coefficients of the hypothetical model vs. angle of attack $\alpha$ (1) $C_{x}=0.2+0.1 \alpha^{2}$, (2) $C_{y}=1.0 \alpha-$ $2.0 \alpha^{3}$, (3) $C_{m}=-0.1 \alpha+0.02 \alpha^{3}$, and (4) $C_{m}=-0.025 \alpha+$ $0.02 \alpha^{3}$.


Fig. 3. Variation of the pitching angle (circles) and vertical coordinate of the center of mass along the trajectory (rhombs). The circles and rhombs correspond to the locations of trajectory recording stations.
functions of the angle of attack and are independent of the Mach number in the absence of damping. Taking distance $x$ along the trajectory as an independent variable [7] and setting the pitching angle equal to the angle of attack (the oscillations are weak, and the trajectory is near-horizontal), we can write the equation of oscillation in the form

$$
\begin{equation*}
\frac{d^{2} \alpha}{d x^{2}}=C_{m}^{\alpha} \frac{\rho}{2 g_{z} S} l \alpha \tag{9}
\end{equation*}
$$

Here, $\alpha$ is the angle of attack, $C_{m}^{\alpha}$ is the derivative of the moment coefficient with respect to the angle of attack, $\rho_{\mathrm{g}}$ is the gas density, $S$ is the midsectional area of the object, $I_{z}$ is the principal central moment of inertia about to the transverse axis, and $l$ is the characteristic length of the object. The squared velocity entering into the expression for the dynamic head disappeared when the longitudinal coordinate was taken as an independent variable instead of time. It is obvious that the solution to Eq. (9) is

$$
\begin{equation*}
\alpha=\alpha_{m} \sin \left(\frac{2 \pi}{L} x+\varphi_{0}\right), \tag{10}
\end{equation*}
$$

where

$$
\frac{2 \pi}{L}=\sqrt{C_{m}^{\alpha} \frac{\rho_{\mathrm{g}} S}{2 I_{z}}} l
$$

$\alpha_{m}$ is the oscillation amplitude, and $\varphi_{0}$ is the initial phase.


Fig. 4. Variation of the pitching angle and vertical coordinate of the center of mass for the model with the reduced pitching moment. For the circles and rhombs, see Fig. 3.

The equation of motion of the center of mass in the vertical plane has the form [7]

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=C_{y}^{\alpha} \frac{\rho_{g} S}{2 m} \alpha-\left(t^{\prime}\right)^{2} g, \tag{11}
\end{equation*}
$$

where $C_{y}^{\alpha}$ is the derivative of the lift coefficient with respect to the angle of attack, $m$ is the weight of the object, and $g$ is the acceleration of gravity.

Double integration of the first term on the right of (11) with regard to (10) yields

$$
\begin{equation*}
y=-C_{y}^{\alpha} \frac{\rho_{\mathrm{g}} S}{2 m} \alpha_{m}\left(\frac{2 \pi}{L}\right)^{-2} \sin \left(\frac{2 \pi}{L} x+\varphi_{0}\right) . \tag{12}
\end{equation*}
$$

The factor multiplying the sine in (12) is oscillation amplitude $y_{m}$ of the center of mass in the vertical plane. This quantity is proportional (see (10)) to the following parameters:

$$
\begin{equation*}
y_{m} \approx \frac{C_{y}^{\alpha}}{C_{m}^{\alpha}} \frac{\rho_{\mathrm{g}} S}{2 m} \frac{2 I_{z}}{\rho_{\mathrm{g}} S l} \approx \frac{C_{y}^{\alpha}}{C_{m}^{\alpha}} l, \tag{13}
\end{equation*}
$$

since the weight and moment of inertia vary as the third and fifth power of the object's linear size, respectively.

From (13), it follows that, to increase the oscillation amplitude of the center of mass of a model, one should increase its linear size. However, such a possibility in experimental ballistics is only speculative: it is limited by the diameter of the bore of a launcher.

However, expression (13) involves one more parameter that can be varied: the derivative of the pitching moment. This parameter decreases when the center of mass shifts toward the center of pressure, thereby

Table 2

| Coefficient | Dimensionless value | Error, \% |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 1.4 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 88.3 |
| $C_{y}^{\sigma}$ | 2.0 | 15.5 |
| $C_{y}^{\alpha}$ | 1.0 | 1.7 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 14.6 |
| $C_{m}^{\sigma}$ | -0.1 | 4.6 |
| $C_{m}^{\alpha}$ | -0.25 | 3.1 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 77.7 |

diminishing the static stability margin of the body. In so doing, the transverse moment of inertia may change insignificantly. Therefore, we assume that, when the position of the center of mass changes due to the mass redistribution over the volume of the model, the transverse moment of inertia remains unchanged. This assumption will be used in the following consideration. Thus, a change in the pitching moment turns out to be the decisive factor. Naturally, either the pitching moment found in such experiments should then be reduced to the given center of mass or special experiments should be carried out to determine the initial values of the pitching and damping moments.

To simulate such an approach, we decrease the derivative of the pitching moment at the zero angle of attack (Table 1) by a factor of 4 (Fig. 2) with the moment of inertia and other parameters of expansions of the aerodynamic coefficients remaining unchanged (in this case, the oscillation wavelength increases approximately twofold). Figure 4 demonstrates the variation of the pitching angle and vertical coordinate
of the center of mass of the new model along the trajectory. Now the trajectory accommodates two oscillation wavelengths.

It is seen from Fig. 4 that the oscillation amplitude of the center of mass of the model has increased several times up to 30 mm . Accordingly, the accuracy of determining the components of the lift coefficient has improved (Table 2). The errors involved in the moment and drag coefficients have changed insignificantly, whereas the lift coefficients have been determined much more accurately. This example illustrates the efficiency and necessity of multistage design of the ballistic experiment. In Part II of this paper, we perform simulation using the parameters from Table 2 to demonstrate the efficiency of simultaneously processing data obtained in several experiments with models of the same shape.
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#### Abstract

Mathematical expedients used in designing ground tests of aerodynamic object models with the aim of finding experimental conditions optimal in terms of the body and accuracy of extracted information are described. In the first part of this paper, the method used in designing the ballistic experiment is demonstrated with processing of single-experiment data. In the second part, the validity of the design approach is illustrated by simultaneously processing trajectory data obtained in several experiments. © 2005 Pleiades Publishing, Inc.


## SIMULATION OF THE FREE FLIGHT <br> OF AN AXISYMMETRIC OBJECT: SIMULTANEOUS PROCESSING OF DATA OF SEVERAL EXPERIMENTS

In Part I of this paper, we considered the flight of an axisymmetric aerodynamic object in air. It will be remembered that the object has a length of 0.1 m , diameter of 0.045 m , and mass of 0.2 kg . Its principal moment of inertia about the transverse axis equals $5 \times$ $10^{-5} \mathrm{~kg} \mathrm{~m}^{2}$. The air density was taken to be equal to $1.25 \mathrm{~kg} / \mathrm{m}^{3}$. The $60-\mathrm{m}$-long trajectory is provided with 20 stations for recording trajectory data with an accuracy of 0.25 mm for the linear coordinates of the center of mass, $0.2^{\circ}$ for the angular coordinates, and $0.5 \mu$ s for time. The initial velocity of the body amounts to $1000 \mathrm{~m} / \mathrm{s}$, and the initial angle of attack is $20^{\circ}$. The aerodynamic object is assigned aerodynamic characteristics that are specified by the initial coefficients of their expansions into power series in the angle of attack. These are drag coefficient $C_{x}=C_{x}^{0}+C_{x}^{\alpha^{2}}$, damping lift coefficient $C_{y}^{\sigma}=$ const, lift coefficient $C_{y}=C_{y}^{\alpha} \alpha+$ $C_{y}^{\alpha^{3}} \alpha^{3}$, damping moment coefficient $C_{m}^{\bar{\omega}}=$ const, and static pitching moment coefficient $C_{m}=C_{m}^{\alpha} \alpha+C_{m}^{\alpha^{3}} \alpha^{3}$. The equations of motion are given in Part I.

The coefficients of the polynomial representations of the aerodynamic characteristics are listed in Table 1 together with the confidence half-intervals for their estimates based on single-experiment data obtained under the experimental conditions mentioned above.

From Table 1, it follows that the accuracy in determining the nonlinear (in angle of attack) components of the drag and pitching moment coefficients is very low. The reason for a low accuracy was discussed in Part I. To decrease the errors, we simultaneously process data of four model experiments with initial angles of attack of $5^{\circ},-10^{\circ}, 15^{\circ}$, and $20^{\circ}$. The associated confidence half-intervals are presented in Table 2.

It is seen that the accuracy of determining the expansion coefficients has noticeably increased compared with the data in Table 1. For the errors involved in the higher expansion coefficients to decline further, it is

Table 1

| Coefficient | Dimensionless value | Error, \% |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 1.4 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 88.3 |
| $C_{y}^{\sigma}$ | 2.0 | 15.5 |
| $C_{y}^{\alpha}$ | 1.0 | 1.7 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 14.6 |
| $C_{m}^{\sigma}$ | -0.1 | 4.6 |
| $C_{m}^{\alpha}$ | -0.25 | 3.1 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 77.7 |

necessary either to measure the coordinates and time with a higher accuracy, which seems unrealistic, or process a larger body of experimental data, including those obtained at different oscillation amplitudes.

Importantly, the errors in the nonlinear components of the aerodynamic coefficients, which may be as high as $20-30 \%$, affect the calculated dependences of the coefficients on the angle of attack insignificantly. This is because these components correlate with each other (the correlation results from their linear interrelation, which, in turn, reflects the fact that the components are related by linear algebraic equations [1-3]). By way of illustration, Table 3 lists the aerodynamic coefficients and their confidence half-intervals as functions of the angle of attack that were calculated using the data from Table 2 with regard to the coefficients of correlation between the parameters of expansions of the coefficients. The coefficients of correlation, which are the off-diagonal elements of the variance matrix, are omitted here.

From Table 3, it follows that the confidence intervals for the functions describing the variation of the aerodynamic coefficients increase noticeably near the upper limit of the angle-of-attack range. However, this increase is not too strong, as might be expected based on $20-30 \%$ confidence half-intervals for the higher coefficients in the expansions of these functions (Table 2).

## INFLUENCE OF THE NUMBER AND LOCATION OF TRAJECTORY RECORDING STATIONS

Now consider how the number of recording stations uniformly located along a $60-\mathrm{m}$-long flight path influences the accuracy of finding the aerodynamic coefficients when the data of four experiments are processed simultaneously (the problem of designing a new ballistic range). The associated results are shown in Figs. 1 and 2. It is seen that the confidence intervals for the linear components and damping moment are one order of magnitude smaller than those for the nonlinear components and damping lift. Recall that the latter components were deliberately chosen near their significance limit in processing single-experiment data. Simultaneous processing of data taken in four experiments has allowed us to decrease the errors involved in these coefficients by three times on average. As was expected, the errors in determination of the aerodynamic coefficients decrease with increasing number of recording stations; however, these dependences smooth out in this case. Since the errors in the aerodynamic coefficients can be diminished by increasing the number of experiments processed simultaneously, it seems reasonable to limit the number of the stations over a flight path of 60 m to twenty or thirty. In this case, the spacing between regularly arranged recording stations (approximately 2 m ) is sufficient for placing processing equipment and auxiliary facilities. However, the descending curves in Figs. 1 and 2 mean increased costs of construction and

Table 2

| Coefficient | Dimensionless value | Error, $\%$ |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 0.14 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 14.5 |
| $C_{y}^{\bar{\omega}}$ | 2.0 | 11.5 |
| $C_{y}^{\alpha}$ | 1.0 | 0.9 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 9.4 |
| $C_{m}^{\sigma}$ | -0.1 | 3.3 |
| $C_{m}^{\alpha}$ | -0.25 | 0.9 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 27.9 |

maintenance of a range; therefore, the optimal number of recording stations depends on many, including subjective, factors.

It can be shown by simulation that whether recording stations are arranged regularly or not is of minor significance. When, say, ten stations are placed over the first 20 m of the trajectory and other ten over the remaining 40 m , the errors change by fractions of percent in Fig. 1 and by 1-2\% in Fig. 2. Then, it follows that it is reasonable to arrange the stations nonuniformly in order to use, if necessary, only the initial part of the trajectory and still have an acceptable number of points in the experimental design.

## ON THE INFLUENCE OF THE WORKING GAS PRESSURE

If a ballistic range is equipped with a measuring pressure chamber allowing one to control the parameters of the gas medium where an object flies, additional possibilities appear for choosing a relationship between the wavelength of object's oscillations and the length of the trajectory being recorded. The oscillation wavelength can be extended up to the entire length of the pressure chamber by reducing the gas pressure inside the chamber. Figure 3 demonstrates the variation of the pitching angle and vertical coordinate of the center of mass of the object along the $60-\mathrm{m}$ trajectory when the air pressure is reduced to $10^{-4} \mathrm{~Pa}$. Table 4 lists errors expected when the data of four experiments at the reduced pressure were processed simultaneously. From this table, it follows that, at the pressure equal to onetenth of the atmospheric value, it is necessary to extend the trajectory length in order to determine the nonlinear components of the aerodynamic coefficients, because even simultaneous processing of several tests does not help (cf. Table 1). With the trajectory length extended


Fig. 1. Confidence half-intervals for the ( $\bigcirc$ ) damping moment and linear components of the aerodynamic coefficients: $(\Delta)$ pitching moment, $(\square)$ lift, and $(\diamond)$ drag vs. the number of recording stations when simultaneously processing data of four experiments over a trajectory of length 60 m . The confidence probability is 0.95 .
three times $(180 \mathrm{~m})$, the errors diminish appreciably (Table 5).

## INFLUENCE OF THE OBJECT'S INITIAL VELOCITY

The influence of the initial velocity of the object on errors in determination of the aerodynamic coefficients from the trajectory data can be clarified without resort to numerical simulation. Paper [4] gives equations of plane motion of an object in a gas in the linear approximation. Ignoring the terms of little significance in


Fig. 2. Same as in Fig. 1 for the (o) damping lift component and nonlinear components of the static aerodynamic coefficients: $(\triangle)$ pitching moment, $(\square)$ lift, and $(\diamond)$ drag.
these equations yields

$$
\begin{gather*}
t^{\prime \prime}=k t^{\prime} C_{x},  \tag{1}\\
y^{\prime \prime}=k C_{y}-\left(t^{\prime}\right)^{2} g,  \tag{2}\\
\vartheta^{\prime \prime}=-k r_{z}^{-2} l C_{m}, \tag{3}
\end{gather*}
$$

where the primes denote derivatives of time $t$, coordinate $y$, and pitching angle $\vartheta$ with respect to longitudinal coordinate $x[5,6]) ; k=\rho S / 2 m ; \rho$ is the gas density; $S$ is the mid-sectional area of the object; $m$ and $l$ are the mass and length of the object, respectively; $r_{z}$ is the radius of inertia about the transverse axis; $C_{x}, C_{y}$, and $C_{m}$ are the coefficients of drag, lift, and total aerody-

Table 3

| Angle <br> of attack, deg | Drag coefficient |  | Lift coefficient |  | Pitching moment coefficient |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | dimensionless <br> value | confidence <br> half-interval, $\%$ | dimensionless <br> value | confidence <br> half-interval, $\%$ | dimensionless <br> value | confidence <br> half-interval, \% |
| 0 | 0.2000 | 0.14 | 0.0000 |  | 0.0000 |  |
| 2.00 | 0.2001 | 0.13 | 0.0348 | 0.86 | -0.0009 | 0.88 |
| 4.00 | 0.2005 | 0.11 | 0.0691 | 0.81 | -0.0017 | 0.81 |
| 6.00 | 0.2011 | 0.09 | 0.1024 | 0.72 | -0.0026 | 0.69 |
| 8.00 | 0.2019 | 0.09 | 0.1342 | 0.61 | -0.0034 | 0.54 |
| 10.00 | 0.2030 | 0.14 | 0.1639 | 0.51 | -0.0043 | 0.41 |
| 12.00 | 0.2044 | 0.22 | 0.1911 | 0.48 | -0.0051 | 0.41 |
| 14.00 | 0.2060 | 0.33 | 0.2152 | 0.64 | -0.0058 | 0.66 |
| 16.00 | 0.2078 | 0.45 | 0.2357 | 0.98 | -0.0065 | 1.05 |
| 18.00 | 0.2099 | 0.58 | 0.2521 | 1.46 | -0.0072 | 1.55 |
| 20.00 | 0.2122 | 0.73 | 0.2965 | 2.10 | -0.0079 | 2.14 |



Fig. 3. Variation of the $(\bullet)$ pitching angle and $(\bullet)$ vertical coordinate of the center of mass of the object along the trajectory. The air pressure is one-tenth of the atmospheric value.
namic moment (including damping), respectively; and $g$ is the gravitational acceleration.

Omitting the second term on the right of (2) (the free fall of the model may be approximately taken into account by neglecting a small vertical component of the drag through addition of $g t^{2} / 2$ to the corresponding $y$ coordinate), one can see that neither time nor the flight velocity enter into Eqs. (2) and (3) explicitly (the velocity dependences of coefficients $C_{y}$ and $C_{m}$ can be neglected over a short part of the trajectory). Thus, both quantities do not influence the estimates of the lift and aerodynamic moment.

Not so with Eq. (1). Here, the response function (the flight time) itself directly depends on the flight velocity, growing monotonically: the higher the velocity, the slower the growth $\left(t^{\prime} \sim V^{-1}\right.$, where $V$ is the model instantaneous velocity). However, we are interested in the contribution to the response function from the wind resistance rather than in the whole response function.

At constant $C_{x}$, the second integral of Eq. (1) has the form

$$
\begin{equation*}
t=t_{0}+\frac{t_{0}^{\prime}}{k C_{x}}\left(\exp \left(k C_{x} x\right)-1\right) \tag{4}
\end{equation*}
$$

Lets us expand expression (4) into a power series in $x$,

$$
\begin{equation*}
t=t_{0}+t_{0}^{\prime} x+t_{0}^{\prime}\left(k C_{x} \frac{x^{2}}{2!}+k^{2} C_{x}^{2} \frac{x^{3}}{3!}+\ldots\right) \tag{5}
\end{equation*}
$$

The first two terms on the right of (5) correspond to uniform motion (without drag). The expression in parentheses describes the contribution due to a velocity


Fig. 4. Variation of the pitching angle (curve without symbols) and $(\leqslant)$ vertical coordinate of the center of mass along the trajectory for the model half as large as that in Fig. 1 with the same mass distribution over the volume. The initial flight velocity is $2.5 \mathrm{~km} / \mathrm{s}$.
decrease, which is velocity-independent (if one neglects the dependence of the drag on the Mach number; however, this effect is of the second order of smallness in this case). The factor multiplying the parenthesis is the reciprocal of the model's initial velocity. Thus, the higher the initial velocity, the smaller the absolute contribution of the wind resistance to the response function (flight time); that is, the quantity of interest varies inversely with the velocity. It is natural to suppose that the relative error of estimation of the drag over a fixed part of the trajectory will grow nearly proportionally to an increase in the initial velocity if the

Table 4

| Coefficient | Dimensionless value | Error, $\%$ |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 1.4 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 92.0 |
| $C_{y}^{\sigma}$ | 2.0 | 291.0 |
| $C_{y}^{\alpha}$ | 1.0 | 3.5 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 25.2 |
| $C_{m}^{\sigma}$ | -0.1 | 179.3 |
| $C_{m}^{\alpha}$ | -0.25 | 4.1 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 72.6 |

Table 5

| Coefficient | Dimensionless value | Error, \% |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 0.16 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 10.5 |
| $C_{y}^{\sigma}$ | 2.0 | 27.1 |
| $C_{y}^{\alpha}$ | 1.0 | 0.9 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 7.1 |
| $C_{m}^{\sigma}$ | -0.1 | 9.0 |
| $C_{m}^{\alpha}$ | -0.25 | 0.8 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 16.0 |

Table 6

| Coefficient | Dimensionless value | Error, \% |
| :---: | :---: | :---: |
| $C_{x}^{0}$ | 0.2 | 0.15 |
| $C_{x}^{\alpha^{2}}$ | 0.1 | 27.2 |
| $C_{y}^{\sigma}$ | 2.0 | 26.0 |
| $C_{y}^{\alpha}$ | 1.0 | 1.8 |
| $C_{y}^{\alpha^{3}}$ | -2.0 | 19.9 |
| $C_{m}^{\sigma}$ | -0.1 | 2.4 |
| $C_{m}^{\alpha}$ | -0.25 | 0.5 |
| $C_{m}^{\alpha^{3}}$ | 0.02 | 22.1 |

errors involved in the time and flight path remain constant. Numerical simulation completely confirms this supposition. Thus, to maintain the error in determination of the drag coefficient from trajectory data at an accepted level when the initial velocity increases, it is necessary, as in the case of decreasing pressure of the working gas, to extend the recorded part of the flight path. In this case, the extension of the flight path should be roughly proportional to the increase in the initial velocity.

## ON THE CHOICE OF THE DIMENSIONS AND INERTIAL CHARACTERISTICS OF THE OBJECT

The experimental conditions may also be optimized by properly choosing the dimensions of the model (with its shape remaining invariable) and its inertial characteristics. The former and the latter can be done
independently; however, change of the dimensions seems to be more promising and logical (to change the density of the model material is a much more difficult task than to change the dimensions of a model). Let us simulate the four previous atmospheric-pressure experiments having cut the dimensions of the model by half. Its mass and moment of inertia then decrease eightfold and 32 -fold, respectively. The angular oscillations and transverse displacement of the center of mass of the model observed in one of the experiments are shown in Fig. 4, and the related errors are given in Table 6.

Under the given conditions, as the oscillation frequency grows (because of decreasing the moment of inertia), the error involved in the lift coefficient components increases, as follows from Fig. 4 and Table 6. However, this does not mean that variation of the dimensions and inertial characteristics of a model cannot provide good results.

## CONCLUSIONS

The algorithm for numerically simulating the plane motion of an axisymmetric object in a gas medium elaborating upon the approaches proposed by other authors to identifying the aerodynamic characteristics of the object from the trajectory data is helpful in for multistage design of the ballistic experiment. These approaches are supplemented by the procedures used in statistic estimation of expected identification errors for given errors of measurement of the trajectory data. Mathematical design of the ballistic experiment is aimed at optimizing experimental conditions to improve the measurement accuracy.
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#### Abstract

The properties of NiO nanopowders prepared by electrical explosion of a wire in an oxygen-containing atmosphere are presented. Most of the NiO nanopowders are found to be oxygen-enriched, the excess of oxygen depending mainly on the nickel vapor concentration. The dependences of the powder particle size on the oxygen concentration and overheating of the exploding metal are discussed. The powder nanoparticles are both single-crystal and polycrystalline with a rhombohedral lattice and have different shapes (from cubic to spherical). There typical sizes range from 15 to 50 nm , depending on the explosion conditions. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

NiO powders were prepared by electrical explosion of a wire with the aim of studying their activity in various solid-phase reactions and producing a conducting phase in the anodes of fuel elements.

When producing powders consisting of oxides of Al [1, 2], as well as Zr and Ti [3], i.e., of metals whose heat of oxidation is substantially higher than their energy of sublimation (by a factor of $2.6,2.2$, and 1.3 for Al , Ti, and Zr , respectively), we noticed that a decrease in the overheating of the metal makes it possible to diminish the particle size through a decrease in the concentration of suspended burning liquid metal droplets (metal vapor). For the same reason (a reduction of the vapor concentration), the particles shrink with decreasing diameter of the exploding wire, all other things being equal. It was also found that the particle size can be decreased further by extending the combustion time via reduction of the oxygen concentration [4].

It is of interest to verify these dependences with nickel oxide powders, since the energy of oxidation of Ni is as low as 0.66 of its energy of sublimation.

## EXPERIMENTAL

The powders were prepared from two pieces of NP2 nickel wire $(99.5 \% \mathrm{Ni})$ with diameter $d=0.3$ and 0.5 mm and length $l=227$ and 150 mm long. The discharge circuit had an inductance of $0.5 \mu \mathrm{H}$ and a total capacitance of a capacitor bank of $3.1 \mu \mathrm{~F}$. The charging voltage was varied from 10 to 33 kV , which provided overheat factor $K=W / W_{\mathrm{s}}$ ( $W$ is the energy applied to the wire, and $W_{\mathrm{s}}$ is the energy of sublimation of the metal) ranging from 0.4 to 1.3. The wire was exploded
under normal pressure in a $\mathrm{N}_{2}+\mathrm{O}_{2}$ mixture, where the $\mathrm{O}_{2}$ concentration, $k_{\mathrm{O}_{2}}$, was varied from 8 to $30 \mathrm{vol} \%$.

Combustion produces a mixture of nanopowders containing nonevaporated drops whose size may reach several tens of microns. Therefore, the flue gas path was equipped with a set of devices for particle separation [5], namely, a screw separator connected to the explosion chamber, the first cyclone 40 mm in diameter, the second cyclone 40 mm in diameter, an electric filter, and a fabric filter. Such an experimental scheme was applied earlier in production of $\mathrm{Al}, \mathrm{Zr}, \mathrm{Ti}$, etc., oxides. The cross section of the pipeline and screw separator was $690 \mathrm{~mm}^{2}$. We analyzed only the powders collected in the electric filter.

The powders were sorted in accordance with their specific surface area $S$ by argon sorption on/desorption from an argon-helium mixture with a GKh-1 device. The content of volatiles in the powders was determined with a Q-1500 derivatograph. In addition, the phase composition of the powders (DRON-4 diffractometer) and their elemental composition (Jobin Yvon 48 spectrometer) were analyzed. The powders were also examined by transmission electron microscopy and electron diffraction (JEM-200 microscope), as well as by scanning electron microscopy (LEO-982 microscope).

## RESULTS AND DISCUSSION

The results obtained indicate that, as for the metals studied earlier, combustion makes it possible to decrease the particle size roughly by 3.5 times with the overheat decreasing from 1.3 to $0.45-0.40$ (Fig. 1).

The powder yield in the electric filter is $\sim 8 \%$. However, we failed to reliably establish the dependence of


Fig. 1. Overheat dependence of the specific surface area of the NiO powder in the electric filter at $k_{\mathrm{O}_{2}}=21 \mathrm{vol} \%$.
(1) $l=227 \mathrm{~mm}, d=0.3 \mathrm{~mm}$ and (2) $l=150 \mathrm{~mm}, d=0.5 \mathrm{~mm}$.
the yield on the overheat in small lots of samples because of strong adhesion of the fine fraction to the walls of the flue gas path. A major portion of the powder (up to $80 \%$ of the wire weight) settles in the primary separators (traps, screws, and the first cyclone) and in the chamber; thereby, the nanofraction is partly lost. To determine the total yield of fractions with a particle size of less than 200 nm , we performed sedimentation analysis of the powders collected from all relevant sites and measured the weight of the collections. It was found that the real content of nanoparticles in the powder varies from 15 to $30 \mathrm{wt} \%$ as the overheat increases from 0.5 to 1.0 .

In an effort to reduce adhesion to the interior of the flue gas path and improve the yield at sites of collection, we diminished the particle concentration in the flow. To this end, we increased the cross section of the gas tubes fivefold and the diameter of the first cyclone by a factor of 7.5 .

As follows from the experimental data, the use of wider tubes allowed us to decrease the amount of the powder remaining in the flue gas path by one order of magnitude. The increased heat-exchange surface and decreased particle concentration in the flow provided more rapid cooling of the particles and, hence, lowered adhesion losses.

As follows from Fig. 1, the specific surface area of the powder from the electric filter after explosion of the wire with $d=0.5 \mathrm{~mm}$ is larger than that of the powder produced from the wire with $d=0.3 \mathrm{~mm}$ under similar conditions. This seems contrary to the dependence of the specific surface area on the wire diameter found in [2]: $S$ increases with decreasing wire diameter, all things being equal. However, in [2] and other studies, the specific surface areas of the powders collected without separation (i.e., the total amount of the powder produced by explosion and collected in the explosion


Fig. 2. Overheat dependence of the total specific surface area of the NiO powder at $k_{\mathrm{O}_{2}}=21 \mathrm{vol} \%$. (1) $l=227 \mathrm{~mm}$, $d=0.3 \mathrm{~mm}$ and (2) $l=150 \mathrm{~mm}, d=0.5 \mathrm{~mm}$.
chamber) were compared. Therefore, we carried out special experiments and, as in [2], collected the whole powder in the explosion chamber. The results (Fig. 2) demonstrated that the dependence of the total specific surface area on the wire diameter remains the same.

Unlike the metals studied earlier, a rise in the oxygen concentration increases, rather than decreases, the specific surface area, all other things being equal (Fig. 3). In the oxygen concentration range from 8 to $30 \mathrm{vol} \%$, the increase amounts to $25 \%$. However, as the nickel overheats more and more, an increase in the oxygen concentration gives a smaller increase in $S$, and the specific surface area even decreases at $K \geq 1$.

Such behavior can qualitatively be explained as follows. The rate of a chemical reaction is known to be controlled by the concentrations of reagents. Under the conditions of wire explosion, this means that the higher the oxygen concentration in the vapor, the more intense combustion and evaporation of drops. Accordingly, the vapor concentration grows and the vapor may become supersaturated with subsequent condensation on appropriate nuclei. The higher the supersaturation, the higher the particle growth rate and, hence, the coarser the particles. Such a scenario was observed in production of powder oxides of chemically active metals (Al, Ti, Zr , and $\mathrm{MgAl}_{2} \mathrm{O}_{x}$ ) [1-4]. Therefore, in the works cited, the oxygen concentration was lowered in order to decrease the particle size; as a result, the combustion rate and vapor concentration declined.

Since the heat of oxidation of nickel is low, nickel drops evaporate with a much lower rate. Therefore, one can safely raise the oxygen concentration to a certain value without supersaturating the vapor. Higher rates of oxidation and evaporation increase the amount of the vapor phase and its temperature, thereby extending the condensation range because of later cooling and, eventually, decreasing the particle size. As the overheating


Fig. 3. Dependence of the specific surface area of NiO in the electric filter on the oxygen concentration at $l=227 \mathrm{~mm}$ and $d=0.3 \mathrm{~mm} . K=(1) 0.46$, (2) 0.52 , (3) 0.58 , and (4) 1 .
grows, so does the vapor phase concentration, and an increase in the $\mathrm{O}_{2}$ concentration in the working gas has no longer a significant influence. At $K=1$, the vapor seems to be supersaturated even at the very beginning of expansion: the particle size grows, and the specific surface area of the powder declines (Fig. 3).

To determine the oxygen content, we proceeded as follows. The nickel content was determined by elemental analysis using an inductively coupled plasma (ICP), and the Ni and NiO contents in the powder were found by X-ray diffraction (XRD). The Ni content determined by the ICP analysis was corrected for the content of volatiles that was obtained by thermogravimetric analysis (TGA). From the resulting value, the nickel content calculated from the XRD data was subtracted. Then, the oxygen content was calculated. The tabulated data show that the powders free of metallic nickel are both stoichiometric in oxygen content (lot NiO-56) and oxy-gen-enriched to $9 \%$. The oxygen content in the lots with metallic Ni ( $\mathrm{NiO}-9$ and others) was calculated approximately, since the Q-1500 derivatograph failed in correctly measuring the content of volatiles in the neutral gas. The TGA data represent the sum of desorption from and oxidation of metallic nickel. Analyzing the explosion conditions and oxygen content, we found that the latter grows with decreasing nickel vapor concentration. The oxygen content in the powders prepared by explosion of the thinner wire is higher, all other things being equal.

There is evidence that higher nickel oxides $\left(\mathrm{Ni}_{2} \mathrm{O}_{3}\right)$ exist [6]. This suggests that the excessive oxygen observed in the nickel oxide nanopowders enters into $\mathrm{Ni}_{2} \mathrm{O}_{3}$ present in NiO in the form of a solid solution. However, the existence of $\mathrm{Ni}_{2} \mathrm{O}_{3}$ is not yet a well-documented fact [6].

After sedimentation under the conditions described, the powders contain particles up to 300 nm in size and


Fig. 4. Typical micrographs of the (a) nanoparticles and (b) sediments and (c) the electron diffraction pattern of the nanoparticles.
are free of metallic nickel (see the XRD data in table); therefore, we may conclude that Ni is present in particles whose size exceeds 300 nm .

From micrographs (Fig. 4a) and electron diffraction patterns (Fig. 4c) taken of the powder particles, it follows that they have different shapes (from cubic to spherical) and a crystal structure where the basic phase is rhombohedral NiO . The latter fact is supported by the

Table

| Lot no. | $S, \mathrm{~m}^{2} / \mathrm{g}$ | Ni content (ICP <br> analysis), wt $\%$ | Content of vola- <br> tiles (TGA), wt $\%$ | Metallic Ni con- <br> tent (XRD), wt $\%$ | Ni content in NiO, <br> wt $\%$ | Oxygen content <br> in oxide |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- |
| $\mathrm{NiO}-6 n s$ | 36 | 75.9 | 2.75 | 0 | 78.05 | $\mathrm{NiO}_{1.033}$ |
| $\mathrm{NiO}-7 n s$ | 54 | 74.4 | 3.5 | 0 | 77.1 | $\mathrm{NiO}_{1.09}$ |
| $\mathrm{NiO}-9 n s$ | 30 | 76.05 | 1.94 | 0 | 77.6 | $\mathrm{NiO}_{1.06}$ |
| $\mathrm{NiO}-10 n s$ | 45 | 75.4 | 3.3 | 0 | 78.0 | $\mathrm{NiO}_{1.04}$ |
| $\mathrm{NiO}-9$ | 24 | 77.4 | 1.48 | 3.7 | 74.9 | $\mathrm{NiO}_{1.23}$ |
| $\mathrm{NiO}-13$ | 21 | 76.8 | 1.73 | 1.3 | 76.8 | $\mathrm{NiO}_{1.11}$ |
| $\mathrm{NiO}-50$ | 47 | 75.8 | 2.82 | 1.0 | 77.0 | $\mathrm{NiO}_{1.096}$ |
| $\mathrm{NiO}-52$ | 27 | 75.1 | 2.71 | $<0.5$ | 76.7 | $\mathrm{NiO}_{1.11}$ |
| $\mathrm{NiO}-56$ | 57 | 75.5 | 1.77 | 0 | 78.6 | $\mathrm{NiO}_{1.0}$ |
| $\mathrm{NiO}-61$ | 16 | 77.2 |  | 78.1 | $\mathrm{NiO}_{1.029}$ |  |

Notes: The error in the Ni content determined by both methods is $\pm 0.3 \%$. The stoichiometric Ni content in the NiO oxide is $78.58 \mathrm{wt} \%$. Letters $n s$ in the batch number indicate that the powder was subjected to sedimentation in isopropyl alcohol and does not contain particles coarser than 300 nm .

XRD data. The lattice parameters along the hexagonal axes are $a=0.2952 \mathrm{~nm}$ and $c=0.7237 \mathrm{~nm}$. Comparing the grain sizes determined by XRD (34-49 nm) with the mean of the bulk and surface particle diameters ( $d_{\text {BET }}=15-50 \mathrm{~nm}$ ) from lot to lot shows that these values may both coincide and differ by roughly twofold. This suggests that the NiO particles are in both the sin-gle-crystal and polycrystalline states. We failed to establish any correlation between the grain size and explosion conditions.

The micrographs of the powder sediments (Fig. 4b) exhibit particles that are likely to form when the liquid metal splashes out through the solidifying surface layer (the melting point of nickel is lower than that of its oxide) because of heating the particles by the energy of oxidation. This finding confirms our concepts of the particle formation mechanism.


Fig. 5. Particle size distribution in the powder from lot 10 ns .

The particle size distribution in the powder sediment (Fig. 5, a total of 2448 particles included) turns out to be close to the logarithmically normal distribution with average geometric diameter $d_{\mathrm{g}}=24.4 \mathrm{~nm}$ and standard deviation $\sigma_{g}=2.3$. Here, 28 particles have a diameter falling into the range $100-200 \mathrm{~nm}$ and four particles have a diameter of $>200 \mathrm{~nm}$ (the largest one had a diameter of 317 nm ). The calculation based on this distribution demonstrates that the weight of particles smaller than 100 nm across accounts for $58 \%$ of the total weight and the percentage of these particles is more than $98 \%$.

## CONCLUSIONS

The conditions for production of nickel oxide nanopowders by electrical explosion of a wire were studied. A decrease in the overheat and an increase in the oxygen concentration favor the preparation of the powders with a nanoparticle size of $\approx 15 \mathrm{~nm}$ by explosion in a gaseous atmosphere under normal pressure.

The yield of the powder fraction with a particle size of less than 100 nm accounts for about $15 \%$ of the weight of the wire for low-overheat explosions and increases to $30 \%$ at $K=1$.

A decrease in the particle concentration in the flow through an increase in the cross section of the gas tubes and in the diameter of the cyclones substantially improves powder separation and increases the weight of the nanofraction.

The particles have various shapes and may be both single-crystal and polycrystalline.

The nickel oxide prepared under our conditions is oxygen-enriched to $9 \%$ relative to its stoichiometric composition.
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#### Abstract

An analytic model is proposed of a dielectric-barrier discharge in the Townsend mode, in which the space charge is small compared to the charge accumulated on the dielectric surface. The discharge mode depends substantially on the ratio between the frequency of the external voltage and the ion drift time through the gap. A low-frequency case is investigated, in which the space charge can be ignored. The analytic expressions obtained agree well with experiments and numerical simulations. The physical mechanism for the onset of relaxation oscillations in the Townsend mode is revealed. The time behavior of a dielectric-barrier discharge is qualitatively described, and its basic scaling parameters are determined. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The dielectric-barrier discharge (DBD) is a gas discharge operating between electrodes one (or both) of which is covered with a dielectric (see Fig. 1). DBDs were first utilized to produce ozone [1, 2]. Nowadays, they are widely used for the sterilization of medical instrumentation [3], in plasma panels [4], and in excimer lamps [5]. When an ac voltage is applied to the electrodes, the electric field in the gap is determined by the applied voltage and the charge accumulated on the dielectric surface. The discharge occurs when the field strength exceeds the breakdown level. DBD experiments were carried out over a wide range of the discharge parameters: the pressure was varied from a few Torr to several hundred Torr [6, 7], and the frequency of the applied voltage was varied from a few kHz to several hundred $\mathrm{kHz}[7,8]$. The electrode gap length was usually on the order of several millimeters.

Three fundamentally different DBD modes can be distinguished: the Townsend mode, the uniform glow mode, and the filamentary mode. The simplest is the Townsend mode, in which the electric field is not disturbed by the space charge and no plasma is produced. In the glow discharge mode, which is often observed at high frequencies of the external voltage, the field is strongly disturbed by the space charge and most of the discharge volume is occupied by the plasma. A filamentary discharge is an ensemble of thin conducting plasma channels (filaments) growing chaotically between the electrodes.

In spite of significant progress in numerical simulations (see, e.g., $[5,9]$ ), it is desirable to obtain a qualitative analytic picture of such discharges. In this study, we consider the basic scaling laws that allow one to predict the time dependences of the DBD current and electric field in the Townsend mode. The physical mechanism for the onset of oscillations of the current and
electric field in a DBD discharge is revealed, and simple analytic expressions describing such oscillations are obtained.
Here, we consider the case where the frequency of the applied voltage $\omega$ is much lower than the inverse ion drift time through the discharge gap, $\tau^{-1}$. If the ion motion is governed by the ion mobility, then we have

$$
\begin{equation*}
\tau=\frac{L}{E_{\mathrm{br}} b_{i}} \ll \frac{2 \pi}{\omega}, \tag{1}
\end{equation*}
$$

where $E_{\mathrm{br}}$ is the breakdown electric field and $b_{i}$ is the ion mobility. In Section 1, we present the basic equations of the problem. If there are no charged particles in the gap (passive phase II), then the surface charge is constant and the electric field in the gap follows the applied voltage $U(t)$. Active phase I is accompanied by oscillations of the discharge current, the electric field in the gap, and the surface charge. A relation between the applied voltage $U(t)$, the electric field in the gap, and the surface charge density is obtained. In Section 2, the equation for the conduction current is derived. Oscilla-


Fig. 1. Scheme of a discharge cell.
tion mode I is investigated in Section 3. The oscillation mode that occurs when the applied voltage $U(t)$ varies gradually over time is investigated in Sections 4 and 5. It is shown that, when $U(t)$ varies abruptly (a meandering voltage), no oscillations are excited. In Section 6, the calculated results are compared to experiments and numerical simulations. The distortion of the electric field in the gap by the space charge is considered in the Appendix.

## 1. BASIC EQUATIONS AND SIMPLE ESTIMATES

The current in the dielectric is entirely carried by the displacement current, whereas, in the discharge gap, it is carried by both the displacement and conduction currents. The charges produced in the gap are rapidly (over a time of about $\tau$ ) carried away from the gap to the dielectric surface and accumulate on it over a time on the order of $\omega^{-1}$. Therefore, when inequality (1) is satisfied, the space charge is small compared to the surface charge and the charge densities on the electrodes differ only in their signs,

$$
\begin{equation*}
\sigma_{1}(t) \approx-\sigma_{2}(t) \tag{2}
\end{equation*}
$$

In this case, the electric field in the gap is determined by the applied voltage and the surface charges. The field produced by the surface charges can partially neutralize the applied voltage; therefore, in the case of high overvoltages, the net field in the gap is the difference of the two large terms. The condition under which the distortion of the field in the gap by the space charge is small in comparison to the breakdown field is found in the Appendix.

In order to solve the problem, it is necessary to express the field in the gap through the applied voltage $U(t)$ and the charge density on the dielectric surface, $\sigma(t)=\left|\sigma_{1}(t)\right|$. According to the Gauss theorem, we have

$$
\begin{equation*}
E=U \frac{1}{L+\frac{2 d}{\varepsilon}}+\sigma \frac{8 \pi}{L+\frac{2 d}{\varepsilon}} \frac{d}{\varepsilon} \tag{3}
\end{equation*}
$$

As soon as the field in the gap exceeds $E_{\mathrm{br}}$, the current begins to grow rapidly. The discharge current as a function of the electric field is determined by the exponential dependence of the first Townsend ionization coefficient $\alpha$ on the electric field. In turn, the ratio $M$ of the electron flux onto the anode to that onto the cathode depends exponentially on $\alpha$. The current through the gap increases by a factor of $M-1$ over a time on the order of $\tau$. Therefore, the current grows over time by a nearly exponential law with the power index $\int^{t} \frac{M-1}{\tau} d t$. According to the Le Chatelier principle, such a rapidly growing current keeps the electric field at a level close to $E_{\mathrm{br}}$. Therefore, when developing a simplified model, we can assume that the electric field
in a Townsend discharge does not exceed the breakdown field, $|E(t)| \leq E_{\mathrm{br}}$. The discharge operation over the entire period of the applied voltage can be separated into two phases. During active phase I $\left(t^{*}<t<\pi / 2 \omega\right)$, the conduction current flowing through the gap changes the surface charge density and maintains the electric field at the level $E \approx E_{\mathrm{br}}$. According to Eq. (3), the surface charge density varies in proportion to $-U(t)$. During phase II,

$$
\frac{\pi}{2 \omega}<t<\frac{\pi}{\omega}+t^{*}
$$

the electric field in the gap is lower than $E_{\mathrm{br}}$. At the very beginning of this phase, all the charged particles are carried away from the gap to the dielectric surface. After this, the conduction current is zero and the surface charge density is constant. According to Eq. (3), a change in the applied voltage leads only to a change in the electric field in the gap. The beginning of active phase I is uniquely determined by the formula

$$
\begin{equation*}
t^{*}=U^{-1}\left(2 E_{\mathrm{br}}\left(L+\frac{2 d}{\varepsilon}\right)-\left.U\right|_{t=\frac{\pi}{2 \omega}}\right) \tag{4}
\end{equation*}
$$

When phase I changes into phase II, the electric field in the gap varies continuously,

$$
E(t)=\left\{\begin{array}{l}
\frac{U(t)+\left.U\right|_{t=\frac{\pi}{2 \omega}}}{L+\frac{2 d}{\varepsilon}}-E_{\mathrm{br}}, \quad-\frac{\pi}{2 \omega}<t<t^{*}  \tag{5}\\
E_{\mathrm{br}}, \quad t^{*}<t<\frac{\pi}{2 \omega} .
\end{array}\right.
$$

The time evolution of the electric field, the surface charge density, and the current in the case of a sinusoidal voltage is shown in Fig. 2.

When the overvoltage is low,

$$
\begin{equation*}
U_{\max }<2 L\left(1+\frac{2 d}{L \varepsilon}\right) E_{\mathrm{br}} \tag{6}
\end{equation*}
$$

breakdown occurs after $U(t)$ changes its sign. Conversely, in the case of high overvoltages,

$$
U_{\max }>2 L\left(1+\frac{2 d}{L \varepsilon}\right) E_{\mathrm{br}}
$$

breakdown occurs before $U(t)$ changes its sign. It can be seen that the durations of phases I and II depend on the amplitude of the applied voltage. The overall pattern of the time evolution of the electric field is illustrated in Fig. 3.


Fig. 2. Time evolution of the current, the surface charge, and the electric field in the gap. In phase I, the current maintains the electric field at a level of $E \approx E_{\mathrm{br}}$. In phase II, the conduction current is absent.

From Eq. (3), we obtain the expression for the conduction current that is necessary to limit the electric field:

$$
j=\frac{d \sigma}{d t}=\left\{\begin{array}{l}
\frac{d U}{d t} \frac{\varepsilon}{8 \pi d}, \quad t \in \mathrm{I}  \tag{7}\\
0, \quad t \in \mathrm{II} .
\end{array}\right.
$$

In fact, the current during phase II is very low. It cannot increase instantaneously to the value prescribed by Eq. (7). Therefore, the current is delayed relative to the applied voltage; this circumstance is not accounted for in our simplified model. When the electric field reaches $E_{\mathrm{br}}$ the current is still very low and the surface charge density is essentially constant. Since the voltage $U(t)$ varies with time, while the surface charge density remains constant, the electric field in the gap continues to grow (see Eq. (3)) and exceeds $E_{\mathrm{br}}$ This process continues until the current becomes high enough for the surface charge density to vary significantly; as a result, the electric field begins to decrease. The current increases until $E(t)$ becomes lower than $E_{\text {br }}$ Such behavior corresponds to relaxation oscillations. To describe these oscillations quantitatively, it is necessary to determine the functional dependence between the electric field and the current. Below, we will derive a closed equation describing oscillation phase I.

## 2. CURRENT EVOLUTION

We restrict ourselves to a simple Townsend model in which the electrons in the gap are multiplied mostly via the impact ionization of neutral atoms. This process is determined by the electric field alone. The secondary electrons are emitted from the cathode due to its bombardment by ions. The duration of the electron multiplication cycle in a Townsend discharge is determined by the characteristic drift time $\tau$ of an ion from the place of its origin to the cathode surface (the cathode and the anode are defined in relation to the electric field in the gap). Let us first consider the case of local ionization. In this case, the current varies according to the formula [10]

$$
\begin{align*}
j(t)= & j_{\text {ext }}(t)+\int_{0}^{L} j\left(t-\frac{x}{u}\right) \gamma \alpha\left(t-\frac{x}{u}\right)  \tag{8}\\
& \times \exp \left[x \alpha\left(t-\frac{x}{u}\right)\right] d x .
\end{align*}
$$

Here, $j(t)$ is the conduction current at the cathode, $j_{\text {ext }}(t)$ the ion-induced electron emission (the external ionizer current), and $u$ is the ion drift velocity. Note that, knowing solution (8) with $j_{\text {ext }}(t) \propto \delta\left(t-t^{\prime}\right)$, we can find the solution for an arbitrary time dependence of $j_{\text {ext }}(t)$ :

$$
\begin{gather*}
j(t)=\frac{u}{L} \int_{-\infty}^{t} j_{\mathrm{ext}}\left(t^{\prime}\right) i\left(t, t^{\prime}\right) d t^{\prime}, \\
i\left(t, t^{\prime}\right)=\frac{L}{u} \delta\left(t-t^{\prime}\right)  \tag{9}\\
+\int_{0}^{L} i\left(t-\frac{x}{u}\right) \gamma \alpha\left(t-\frac{x}{u}\right) \exp \left[x \alpha\left(t-\frac{x}{u}\right)\right] d x .
\end{gather*}
$$

Therefore, the solution $i=i\left(t, t^{\prime}\right)$ is a kind of Green's function for our problem. Since we describe variations in the electric field during phase I, we have $\gamma\left(e^{\alpha(t) L}-\right.$ $1) \approx 1$. In case of a constant overvoltage, the current grows exponentially, $i=i_{0} \exp \left(\beta\left(t-t^{\prime}\right)\right)$. Indeed, such a time dependence is a solution to Eq. (9). The coefficient $\beta$ satisfies the transcendent equation

$$
\begin{equation*}
\left[1+\gamma-\frac{\beta}{u \alpha}\right] \frac{1}{\gamma e^{\alpha L}}=\exp \left(-\frac{\beta L}{u}\right), \tag{10}
\end{equation*}
$$

which always has a solution. For example, when $\gamma \ll 1$, we have

$$
\beta=\frac{u \ln \left(\gamma\left(e^{\alpha(t) L}-1\right)\right)}{L}
$$

If $\beta$ changes only slightly over the time $\tau$, then we can use an approach similar to the WKB approxima-
tion; i.e., we can assume

$$
\begin{equation*}
i=i_{0} \exp \left(\int_{i^{\prime}}^{t} \beta\right) \tag{11}
\end{equation*}
$$

where $\beta$ depends explicitly on time,

$$
\begin{equation*}
\left[1+\gamma-\frac{\beta}{u \alpha(t)}\right] \frac{1}{\gamma e^{\alpha(t) L}}=\exp \left(-\frac{\beta L}{u}\right) . \tag{12}
\end{equation*}
$$

It follows from Eqs. (9) and (11) that, in the case of local ionization, the current varies as

$$
\begin{equation*}
j(t)=\int_{-\infty}^{t} \frac{j_{\mathrm{ext}}\left(t^{\prime}\right)}{\tau} \exp \left(\int_{t^{\prime}}^{t} \frac{\ln \left[\gamma\left(e^{\alpha\left(t^{\prime \prime}\right) L}-1\right)\right]}{\tau} d t^{\prime \prime}\right) d t^{\prime} \tag{13}
\end{equation*}
$$

The results obtained can be generalized to the case of nonlocal ionization. Thus, solution (8) can be rewritten as

$$
\begin{equation*}
j(t)=j_{\mathrm{ext}}(t)+\left.\int_{0}^{L} j\left(t-\frac{x}{u}\right) \frac{\partial M}{\partial x}\right|_{t-\frac{x}{u}} d x, \tag{14}
\end{equation*}
$$

where $M(x, E)$ is the coefficient of electron multiplication.

This coefficient is equal to the number of secondary electrons generated by one primary electron as it travels a distance $x$ from the cathode. In the case of local ionization, we have

$$
\begin{equation*}
M(x, E)=\gamma\left(e^{\alpha(E) x}-1\right) . \tag{15}
\end{equation*}
$$

Therefore, the only characteristic of the ionization process is the coefficient $M(x, E)$. A conventionally used multiplication coefficient is equal to $M(E(t))=$ $M(L, E(t))$. Hence, solution (14) can be rewritten as

$$
\begin{equation*}
j(t)=\int_{-\infty}^{t} \frac{j_{\mathrm{ext}}\left(t^{\prime}\right)}{\tau} \exp \left(\int_{i^{\prime}}^{t} \frac{\ln M\left(E\left(t^{\prime \prime}\right)\right)}{\tau} d t^{\prime \prime}\right) d t^{\prime} \tag{16}
\end{equation*}
$$

Expression (16) has a clear physical meaning. The current at the time $t$ is determined by the values of the external ionizer current and the electric field at the previous times. The ionizer currents generated at the previous times are amplified by a factor of $M^{t / \tau}$ and are added together. It can be seen that the current does not change instantaneously, as was assumed in the above simplified model (see Fig. 2).

The lower integration limit in Eq. (16) corresponds to phase II, in which $M \ll 1$. The conduction current at


Fig. 3. The effect of the overvoltage on the electric field in the gap.
the instant of breakdown is determined by the expression

$$
\begin{align*}
& j\left(t^{*}\right)=\int_{-\infty}^{t^{*}} \frac{j_{\mathrm{ext}}\left(t^{\prime}\right)}{\tau} \exp \left(\int_{t^{\prime}}^{t^{*}} \frac{\ln M\left(t^{\prime \prime}\right)}{\tau} d t^{\prime \prime}\right) d t^{\prime} \\
& \approx j_{\mathrm{ext}}\left(t^{*}\right) \sqrt{\frac{\pi}{\left.2 \tau \frac{d[M(E(t))]}{d t}\right|_{t=t^{*}}}} . \tag{17}
\end{align*}
$$

For the sake of convenience, we will further assume that $t^{*}=0$ (see Fig. 3).

## 3. OSCILLATORY DISCHARGE MODE

Expression (16) is a solution to the differential equation

$$
\begin{equation*}
\tau \frac{d j}{d t}=j \ln M(E)+j_{\mathrm{ext}} . \tag{18}
\end{equation*}
$$

By differentiating Eq. (3) over time, we obtain an additional equation for the electric field in the gap,

$$
\begin{equation*}
\frac{d E}{d t}=\frac{d U}{d t} \frac{1}{L+\frac{2 d}{\varepsilon}}-j \frac{8 \pi}{L+\frac{2 d}{\varepsilon}} \frac{d}{\varepsilon} \tag{19}
\end{equation*}
$$

Combining Eqs. (18) and (19), we obtain a closed differential equation for the electric field in phase I,

$$
\begin{gather*}
\frac{d^{2} E}{d t^{2}}=\frac{d^{2} U}{d t^{2}} \frac{1}{L\left(1+\frac{2 d}{\varepsilon L}\right)} \\
+\frac{\ln M(E)}{\tau}\left(\frac{d E}{d t}-\frac{d U}{d t} \frac{1}{L\left(1+\frac{2 d}{\varepsilon L}\right)}\right)-\frac{8 d \pi}{\varepsilon L+2 d} \frac{j_{\mathrm{ext}}(t)}{\tau} . \tag{20}
\end{gather*}
$$

To analyze this equation, we introduce the following dimensionless variables: the time $\theta=t / \tau$, the electric
field $\mathrm{E}=E / E_{\mathrm{br}}$, the external voltage

$$
\Phi=\frac{U}{1+\frac{2 d}{\varepsilon L}} \frac{1}{E_{\mathrm{br}} L}
$$

and the ionizer current $l=j_{\text {ext }} /\left.j\right|_{t=0}$. We also introduce the dimensionless coefficient

$$
\begin{equation*}
\kappa=\frac{8 \pi d}{(\varepsilon L+2 d)} \frac{\left.j\right|_{t=0}}{E_{\mathrm{br}}} \tau . \tag{21}
\end{equation*}
$$

The current at the instant of breakdown, $\left.j\right|_{t=0}$, is proportional to the ionizer current and is defined by Eq. (17). Hence, Eq. (20) can be rewritten as

$$
\left\{\begin{array}{l}
\frac{d^{2} \mathrm{E}}{d \theta^{2}}-\frac{d^{2} \Phi}{d \theta^{2}}-\ln (M(\mathrm{E}))\left(\frac{d \mathrm{E}}{d \theta}-\frac{d \Phi}{d \theta}\right)=-\imath \kappa  \tag{22}\\
\left.E\right|_{\theta=0}=1,\left.\quad \frac{d \mathrm{E}}{d \theta}\right|_{\theta=0}=\left.\frac{d \Phi}{d \theta}\right|_{\theta=0}-\kappa
\end{array}\right.
$$

In the case of local ionization, the coefficient $M(\mathrm{E})$ is determined by Eq. (15). The ionization coefficient $\alpha$ is related to the electric field and gas pressure as $\alpha / p=$ $f(E / p)$ and is usually written as

$$
\alpha / p=A \exp \left(-\frac{B}{E / p}\right) .
$$

It is worth noting that the above equations remain valid for any other dependence of the multiplication coefficient on the electric field.

Equation (22) describes relaxation oscillations of the electric field. If the frequency of these oscillations is much higher than $\omega$, which takes place when expression (1) is satisfied with a large margin, then the oscillation characteristics adiabatically follow $d \Phi / d \theta$. This was proved experimentally for the first time in [11]. The value of $d^{2} \Phi / d \theta^{2}$ does not influence the solution because, as follows from condition (1),

$$
\frac{d \Phi}{d \theta} \gtrdot \frac{d^{2} \Phi}{d \theta^{2}} .
$$

An exception is the case where $\Phi(\theta)$ varies abruptly. We will consider this case using a meandering $\Phi(\theta)$ as an example.

## 4. THE CASE OF A GRADUALLY VARYING EXTERNAL VOLTAGE

In the case of a gradually varying external voltage, Eq. (22) can be rewritten as

$$
\left\{\begin{array}{l}
\frac{d^{2} \mathrm{E}}{d \theta^{2}}-\ln (M(\mathrm{E}))\left(\frac{d \mathrm{E}}{d \theta}-\Phi^{\prime}\right)=-\imath \kappa \\
\left.\mathrm{E}\right|_{\theta=0}=1,\left.\quad \frac{d \mathrm{E}}{d \theta}\right|_{\theta=0}=\Phi^{\prime}-\kappa, \quad \Phi^{\prime}=\frac{d \Phi}{d \theta}=\text { const. }
\end{array}\right.
$$

Note that there is a small parameter $\kappa$ in both Eq. (23) and the initial condition for the time derivative. The smallness of the parameter $\kappa$ follows from its proportionality to the external ionizer current. Omitting this parameter in the equation is equivalent to the switching-off of the ionizer at the time $\theta=0$. The multiplication of electrons in the growing electric field $\mathrm{E}(\theta)>1$ is always very intense; hence, taking into account the ionizer current against this background leads only to small corrections that decrease with decreasing $\kappa$, as will be shown below. Ignoring these corrections, we obtain

$$
\begin{equation*}
\frac{d^{2} \mathrm{E}}{d \theta^{2}}-\ln (M(\mathrm{E}))\left(\frac{d \mathrm{E}}{d \theta}-\Phi^{\prime}\right)=0 \tag{24}
\end{equation*}
$$

This equation describes the motion of a particle in a system with a driving force and alternating friction. The driving force and friction change their signs at $\mathrm{E}=1$. Homogeneous equation (24) has a strictly periodic solution. The electric field $\mathrm{E}(\theta)$ oscillates from $\mathrm{E}_{\max }=$ $\max _{\theta}(E)$ to $E_{\min }=\min _{\theta}(E)$, so that

$$
\begin{gather*}
\int_{1}^{E_{\max }} \ln M d \mathrm{E}=\kappa+\Phi^{\prime}\left(\ln \frac{\Phi^{\prime}}{\kappa}-1\right), \\
\int_{E_{\min }}^{E_{\max }} \ln M d \mathrm{E}=0
\end{gather*}
$$

Let us consider the case of small-amplitude oscillations. In this case, we have $M(\mathrm{E})=1+M^{\prime}(\mathrm{E}-1)$. It can be seen from Eq. (25) that this equality is equivalent to the condition

$$
\begin{equation*}
\mathrm{E}_{\max }-1 \approx 1-\mathrm{E}_{\min } . \tag{26}
\end{equation*}
$$

The phase portrait of the solution in this case,

$$
\left\{\begin{array}{l}
p+\ln |p-1|=z^{2}-X  \tag{27}\\
p=\frac{d \mathrm{E}}{d \theta} \frac{1}{\Phi^{\prime}}, \quad Z=\left(\frac{M^{\prime}}{2 \Phi^{\prime}}\right)^{1 / 2}(\mathrm{E}-1) ; \quad X=\ln \frac{\Phi^{\prime}}{\kappa}-1
\end{array}\right.
$$

is shown in Fig. 4.
At large values of the parameter $X$ (starting from $X \approx 1$ ), the phase trajectory in the region of a decreasing electric field can be approximated by $p=z^{2}-X$. This allows us to determine both the law according to which the electric filed decreases and the oscillation period $\Theta$,

$$
\begin{gather*}
\mathrm{E}=1-\sqrt{\frac{2 \Phi^{\prime} X}{M^{\prime}}} \tanh \left(\left(\theta-\frac{\Theta}{2}\right) \sqrt{\frac{M^{\prime} \Phi^{\prime} X}{2}}\right)  \tag{28}\\
\approx 1-\Phi^{\prime} X\left(\theta-\frac{\Theta}{2}\right),
\end{gather*}
$$



Fig. 4. Phase trajectories of the electric field in a DBD discharge (the case of small-amplitude oscillations).

$$
\begin{equation*}
\Theta \approx \frac{1+X}{\Phi^{\prime} X}\left(\mathrm{E}_{\max }-\mathrm{E}_{\min }\right) \approx(1+X) \sqrt{\frac{8}{\Phi^{\prime} X M^{\prime}}} \tag{29}
\end{equation*}
$$

A strictly periodic solution (see Fig. 5) can be obtained only when the external ionizer is completely switched off at the time $\theta=0$. Taking into consideration the ionizer current at a constant $\Phi^{\prime}$ results in a gradual decrease in the oscillation amplitude with time. In this case, the field approaches a limiting value $\mathrm{E}_{\mathrm{lim}}$, satisfying the equation

$$
\begin{equation*}
M\left(\mathrm{E}_{\mathrm{lim}}\right)=\exp \left(-\frac{\imath \kappa}{\Phi^{\prime}}\right) \tag{30}
\end{equation*}
$$

In the case of $\mathrm{E}_{\text {lim }} \approx 1$, Eq. (30) has the solution

$$
\mathrm{E}_{\mathrm{lim}}=1-\frac{1 \kappa}{M^{\prime} \Phi^{\prime}}
$$

The characteristic decay time of the electric-field oscillations can easily be estimated. Defining E as a solution to Eq. (24) and $\mathrm{E}+\delta \mathrm{E}$ as a solution to Eq. (23), we can expand $\delta E$ in a series up to the first nonvanishing term,

$$
\delta E \approx-\frac{1 \kappa}{2} \theta^{2} .
$$

This allows us to estimate the correction to the electric field over a time interval during which the field increases, i.e., up to

$$
\theta=\frac{\left(\mathrm{E}_{\max }-1\right)}{\Phi^{\prime}}
$$

A small inhomogeneity of Eq. (23) affects the solution only in the phase in which the electric field grows with time and the difference $\left(\frac{d \mathrm{E}}{d \theta}-\Phi^{\prime}\right)$ is small. Over one oscillation period, the oscillation amplitude


Fig. 5. Small-amplitude oscillations of the electric field in the gap for $X=4$.
decreases by

$$
\delta E \approx \frac{1 \kappa}{2}\left[\frac{\left(\mathrm{E}_{\max }-1\right)}{\Phi^{\prime}}\right]^{2} .
$$

As a result, we find that the characteristic time of the oscillation damping due to the action of the external ionizer is equal to

$$
\begin{equation*}
\frac{\Phi^{\prime}(1+X)}{1 \kappa X} \tag{31}
\end{equation*}
$$

If time (31) is much longer than the time during which $d \Phi / d \theta=$ const, then the electric field decreases insignificantly. The condition

$$
\begin{equation*}
\frac{\Phi^{\prime}(1+X)}{\imath \kappa X} \gg \Theta \tag{32}
\end{equation*}
$$

which follows from expression (31), can serve as a criterion of the applicability of Eq. (24) instead of Eq. (23).

This condition is satisfied at sufficiently small values of $\kappa$. When this condition is not satisfied, electricfield oscillations are almost absent, $\mathrm{E}(\theta)=\mathrm{E}_{\text {lim }}$ (see Fig. 3). Expressions (27), (29), and (31) determine the basic scaling parameters in the case of a gradually varying external voltage.

## 5. THE CASE OF A MEANDERING EXTERNAL VOLTAGE

The problem is significantly simplified in the case of a step external voltage. The main simplification is the absence of phase II (see Fig. 2), because the electric field in the gap is always on the order of the breakdown field. Equation (22) for the electric field in the gap takes


Fig. 6. Time evolution of the electric field and conduction current in the gap in the case of a meandering external voltage.


Fig. 7. Time evolution of the electric field and external voltage in a DBD [11].
the form

$$
\left\{\begin{array}{l}
\frac{d^{2} \mathrm{E}}{d \theta^{2}}-\ln (M(\mathrm{E})) \frac{d \mathrm{E}}{d \theta}=-\imath \kappa  \tag{33}\\
\left.\mathrm{E}\right|_{\theta=0}=\mathrm{E}_{\max },\left.\quad \frac{d \mathrm{E}}{d \theta}\right|_{\theta=0}=-\kappa
\end{array}\right.
$$

Like in the case of a gradually varying external voltage, we consider a homogeneous equation, keeping a small parameter in the initial condition,

$$
\begin{equation*}
\frac{d^{2} \mathrm{E}}{d \theta^{2}}-\ln (M(\mathrm{E})) \frac{d \mathrm{E}}{d \theta}=0 \tag{34}
\end{equation*}
$$

Solution to Eq. (34) can be written in quadratures,

$$
\begin{equation*}
\theta(\mathrm{E})=\int_{\mathrm{E}}^{\mathrm{E}_{\max }} \frac{d x}{\kappa+\int_{x}^{\mathrm{E}_{\max }} \ln (M)} . \tag{35}
\end{equation*}
$$

It can be seen from Eq. (35) that the electric field is a monotonically decreasing function that asymptotically approaches the value $\mathrm{E}_{\text {min }}$, defined by the condition

$$
\begin{equation*}
\mathrm{E}_{\min }: \int_{\mathrm{E}_{\min }}^{\mathrm{E}_{\max }} \ln M d E=-\kappa \tag{36}
\end{equation*}
$$

To investigate solution (35) qualitatively, we write down the expressions for the time dependences of the electric field and current in the case of low overvoltages (this is equivalent to the expansion of the multiplication coefficient into a series $M(\mathrm{E})=1+M^{\prime}(\mathrm{E}-1)$ ),

$$
\begin{gather*}
\mathrm{E}=C_{1} \tanh \left(C_{2}-\frac{C_{1} M^{\prime}}{2} \theta\right)+1 \\
J=\frac{C_{1}^{2} M^{\prime}}{2 \kappa \cosh ^{2}\left(C_{2}-\frac{C_{1} M^{\prime}}{2} \theta\right)}  \tag{37}\\
C_{1}=\sqrt{\left(\mathrm{E}_{\max }-1\right)^{2}+\frac{2 \kappa}{M^{\prime}}} \approx \mathrm{E}_{\max }-1 \\
C_{2}=\operatorname{arcsinh}\left(\frac{\mathrm{E}_{\max }-1}{\sqrt{\frac{2 \kappa}{M^{\prime}}}}\right)
\end{gather*}
$$

It can be seen that the current pulse is delayed relative to the $\Phi(\theta)$ and reaches its maximum at the time

$$
\tilde{\theta}=\frac{2 C_{2}}{C_{1} M^{\prime}} \approx \frac{2 C_{2}}{\left(\mathrm{E}_{\max }-1\right) M^{\prime}}
$$

The maximum current is proportional to the overvoltage squared, $J(\tilde{\theta}) \sim\left(\mathrm{E}_{\max }-1\right)^{2}$. It can also be seen that, at low overvoltages, we have $\mathrm{E}_{\max }-1 \approx 1-\mathrm{E}_{\min }$.

If the duration of phase I (see Fig. 6) is much longer than $2 \tilde{\theta}$, i.e., if $\tilde{\theta} \ll \pi / 2 \omega \tau$, then it is necessary to consider corrections associated with the external ionizer current (i.e., to take into account the inhomogeneity of Eq. (33)),

$$
\begin{gather*}
\mathrm{E}(\theta)=\mathrm{E}_{\min }-\kappa \int_{0}^{\theta} e^{\left(\theta-\theta^{\prime}\right) \ln M\left(\mathrm{E}_{\min }\right)}\left(\int_{0}^{\theta^{\prime}} t\left(\theta^{\prime \prime}\right) d \theta^{\prime \prime}\right) d \theta^{\prime}  \tag{38}\\
\theta \gg \tilde{\theta}
\end{gather*}
$$
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Fig. 8. Measured [11] and calculated time dependences of the electric field and current for (a) a linearly varying and (b) a sinusoidal external voltages.

Solutions (37) were found earlier in [10]. However, an important advantage of the present approach is the possibility of analyzing the case of high overvoltages and determining $\mathrm{E}_{\text {max }}$. The condition of the discharge periodicity and the parity of the electrodes allows us to write the equation

$$
\mathrm{E}_{\max }=2 \Phi-\mathrm{E}\left(\frac{\pi}{\bar{\omega} \tau}\right) \approx 2 \Phi-\mathrm{E}_{\min } .
$$



Fig. 9. Time evolution of the current and the external voltage [6]: the separation of the discharge into two phases.

Taking into consideration condition (36), we obtain the equation for $\mathrm{E}_{\text {max }}$,

$$
\begin{equation*}
\int_{2 \Phi-\mathrm{E}_{\max }}^{\mathrm{E}_{\max }} \ln (M) d \mathrm{E}=-\kappa . \tag{39}
\end{equation*}
$$

In formula (39), correction (38) can also be taken into account.

## 6. COMPARISON WITH EXPERIMENT

The above model agrees surprisingly well with existing experimental and simulation results $[6,8,11$, 12]. The observed time evolution of the discharge parameters is analogous to those described by Eq. (5). Figure 7 illustrates the time evolution of the electric field in a discharge operating in a helium flow at a pressure of 730 Torr [11]. The frequency of the external voltage (sawtooth in case (a) and sinusoidal in case (b)) was 1.5 kHz , the other parameters being $L=0.2 \mathrm{~cm}$, $d=0.23 \mathrm{~cm}$, and $\varepsilon=5$. Relaxation oscillations are clearly seen. The amplitude value of $U(t) /(L+2 d / \varepsilon)$ was close to $2 E_{\mathrm{br}}$; therefore, in accordance with Eqs. (4) and (6), phase I began just after $U(t)$ changed its sign. In accordance with simplified model (5), the oscillations terminated when the voltage reached its maximum. Note that, in the case of a sawtooth voltage, the oscillations (except for the first one) were almost periodic. Since the surface charge was constant during passive phase II, the curve $E(t)$ in this phase almost exactly followed $U(t) / L+2 d / \varepsilon$ (see Eq. (5)). The parameter $p L$ corresponded to the right branch of the Paschen curve. When comparing the results of calculations by using Eq. (22) to the experiment, we used the Townsend approximation,

$$
\alpha=A p \exp \left(-\frac{B}{E / p}\right),
$$



Fig. 10. Current oscillations in a DBD [6].
where $A=3(\mathrm{~cm} \mathrm{Torr})^{-1}$ and $B=25 \mathrm{~V} /(\mathrm{cm}$ Torr) [13].
Such a comparison allows us to estimate the current density of the external ionizer in the range from $10^{-4}$ to $10^{-5} \mathrm{~mA} / \mathrm{cm}^{2}$. The simulation results are presented in Fig. 8. The only adjustable parameter in these calculations was the value of $j_{\text {ext. }}$. For linearly varying and a sinusoidal external voltages, this parameter was set at $10^{-4}$ and $3 \times 10^{-4} \mathrm{~mA} / \mathrm{cm}^{2}$, respectively. It should be noted that the results are almost insensitive to $j_{\text {ext }}$. Thus, in order to adequately describe the first current pulse, which differs from the others by a factor of about 2 , it would necessary to assume $j_{\text {ext }} \approx 10^{-6} \mathrm{~mA} / \mathrm{cm}^{2}$.

As was mentioned above, the expressions obtained depend only on the multiplication coefficient, so they are applicable both to the right branch of the Paschen curve, when the ionization can be considered local, and to its left branch, when the ionization is nonlocal and approximation (15) is inapplicable (see [14]). Such a situation took place, e.g., in [6], where a discharge in methane at a pressure of 0.75 Torr was investigated, the other parameters being $L=0.5 \mathrm{~cm}, d=0.5 \mathrm{~cm}$, and $f=$ 1.4 kHz . The separation of the discharge into two phases in accordance with our simplified model is illustrated in Fig. 9. The breakdown time determined by formula (4) is in good agreement with the experiment, in particular, at negative currents.


Fig. 11. Measured [8] and modeled time dependences of the current in a DBD.

From the Paschen curve presented in [6], the local values of the coefficients in the Townsend approximation were found to be $A=12\left(\mathrm{~cm}\right.$ Torr) ${ }^{-1}$ and $B=$ $800 \mathrm{~V} /(\mathrm{cm}$ Torr). The time $\tau$ was estimated from the characteristic cross sections for ion-molecular collisions, and it was assumed that $j_{\text {ext }} \approx 10^{-4} \mathrm{~mA} / \mathrm{cm}^{2}$. The experimental data and theoretical results are presented in Fig. 10.

In [8], a discharge in helium at atmospheric pressure was investigated. An advantage of those experiments was that they were conducted within a wide frequency range (from 100 Hz to 10 kHz ) satisfying condition (1). When comparing the results of calculations by using Eq. (24) to the experiment (see Fig. 11), we used the
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Fig. 12. The number of current pulses vs. frequency [8] and its scaling.
approximation

$$
\alpha=C p \exp \left(-D \sqrt{\frac{p}{E}}\right),
$$

where $C=44(\mathrm{~cm} \mathrm{Torr})^{-1}, D=14 \mathrm{~V}^{1 / 2} /(\mathrm{cm} \mathrm{Torr})^{1 / 2}, L=$ $0.3 \mathrm{~cm}, d=0.23 \mathrm{~cm}, \varepsilon=7.63$, and $\gamma=0.01$ (see [8]).

It can be seen from Fig. 11 that the theoretical results are in good agreement with the experimental data. In calculations, it was assumed that $j_{\text {ext }} \approx 5 \times$ $10^{-4} \mathrm{~mA} / \mathrm{cm}^{2}$ for $f=500 \mathrm{~Hz}$ and $j_{\mathrm{ext}}=10^{-4} \mathrm{~mA} / \mathrm{cm}^{2}$ for $f=100 \mathrm{~Hz}$. These values of $j_{\text {ext }}$ are in agreement with the assumption that the external ionizer current is caused by the interaction of metastable atoms with the cathode surface. However, the calculated value of the oscillation period was found to be half again the observed one. We failed to achieve better agreement in the period and shape of oscillations by varying the $j_{\text {ext }}$ value.

The scaling of the oscillation period (see Eq. (29)) allows us to determine the number of current pulses during active phase I (Fig. 12). An approximately twofold decrease in the duration of phase I and a twofold increase in $\tau$ when passing from $L=0.3$ to 0.5 cm should lead to a fourfold decrease in the number of current pulses. In the experiment, however, the number of current pulses did not change as compared to the case of $L=0.3 \mathrm{~cm}$. This is presumably associated with the influence of the space charge (see Eq. (42)). Indeed, at the same frequency and waveform of the applied voltage, the space charge in the case of $L=0.5 \mathrm{~cm}$ is approximately twice as large as that in the case of $L=$ 0.3 cm . It can be seen from Eq. (29) that the oscillation period is proportional to $\omega^{1 / 2}$. The duration of phase I is proportional to $\omega^{-1}$ and, at a given frequency, is only determined by the overvoltage (see Fig. 3). Therefore,


Fig. 13. Results of numerical calculations [12] and our theoretical model.
the number of current pulses is proportional to $\omega^{-1 / 2}$, which agrees with the experiment over the entire frequency range. Our model is also in good agreement with numerical simulations, e.g., with the results of [12], where a uniform Townsend DBD was simulated. A specific feature of those simulations was the presence of a strong external ionizer (the desorption of electrons from the cathode). As was noted above, the presence of a sufficiently strong ionizer results in the decay of relaxation oscillations (see Eq. (31)) even in the case of a linearly growing voltage. The numerical simulations carried out in [12] corresponded to a discharge in nitrogen at a pressure of 760 Torr, the other parameters being $L=0.1 \mathrm{~cm}, d=0.01 \mathrm{~cm}$, and $\varepsilon=1$. The voltage grew linearly with $d U / d t=4 \times 10^{8} \mathrm{~V} / \mathrm{s}$. The coefficients in the Townsend approximation were assumed to be $A=$ 8.8 (cm Torr) ${ }^{-1}$ and $B=275 \mathrm{~V} /(\mathrm{cm}$ Torr) [13]. The simulation results [12] and the results of calculations of the electric field and current by using Eq. (22) and formula (16) are presented in Fig. 13.

## CONCLUSIONS

An analytic model of a uniform DBD has been proposed. It is shown that, when the frequency of the external voltage is low as compared to the ion drift time through the gap, the discharge operates in the Townsend mode. The analytic expressions obtained are in good agreement with experimental results. The phys-
ical mechanism for the onset of relaxation oscillations in the Townsend DBD is revealed. The time behavior of a DBD is qualitatively described, and its basic scaling parameters are determined.

## APPENDIX

## Disturbance of the Electric Field by the Space Charge

In a Townsend discharge, the electric field is only slightly disturbed by the space charge. Let us estimate the space charge and find the disturbed electric field. We represent the electric field in the gap as a sum of two components: $E(t)=\mathrm{E} E_{\mathrm{br}}+\delta E$, where $E_{\mathrm{br}} \gg \delta E, \mathrm{E}$ is a solution to Eq. (22) and $\delta E(x, t)$ is a correction associated with the space charge. The correction $\delta E$ satisfies the equation

$$
\begin{equation*}
\frac{d(\delta E)}{d x}=-4 \pi n_{\mathrm{ion}} e, \tag{40}
\end{equation*}
$$

where

$$
n_{\mathrm{ion}}(x, t)=\frac{j_{\mathrm{ion}}(x, t)}{e b E_{\mathrm{br}}} \approx \frac{M\left(t-\frac{L-x}{b E_{\mathrm{br}}}\right) j\left(L, t-\frac{L-x}{b E_{\mathrm{br}}}\right)}{e b E_{\mathrm{br}}} .
$$

The factor $M$ appears due to the noncoincidence of the cathode and anode currents. Therefore, we have

$$
\begin{equation*}
\delta E(x, t) \approx 4 \pi \int_{\left(1-\frac{x}{L}\right) \tau}^{\tau} M\left(t-t^{\prime}\right) j\left(t-t^{\prime}\right) d t^{\prime} . \tag{41}
\end{equation*}
$$

A discharge operates in the Townsend mode only when the inequality

$$
\frac{(\delta E)_{\max }}{E_{\mathrm{br}}} \ll 1
$$

is satisfied.
Let us estimate $(\delta E)_{\max } / E_{\mathrm{br}}$ for the case of a gradually varying external voltage. Using Eqs. (19) and (28), the maximum current can be estimated at

$$
\frac{\Phi^{\prime} \varepsilon E_{\mathrm{br}}(1+X)\left(L+\frac{2 d}{\varepsilon}\right)}{8 \pi d \tau} .
$$

Substituting this current into Eq. (41), we obtain

$$
\begin{equation*}
\frac{(\delta E)_{\max }}{E_{\mathrm{br}}} \approx \tau \omega \frac{U_{\max }}{L E_{\mathrm{br}}} \frac{M \varepsilon L(1+X)}{\pi d} . \tag{42}
\end{equation*}
$$

It is also easy to estimate $(\delta E)_{\max } / E_{\mathrm{br}}$ for the case of a meandering external voltage. Using Eq. (37), the
maximum current can be estimated at

$$
\frac{\left.M^{\prime} j\right|_{t=0}\left(\mathrm{E}_{\max }-1\right)^{2}}{2 \kappa} .
$$

Then, we have

$$
\begin{equation*}
\frac{(\delta E)_{\max }}{E_{\mathrm{br}}} \approx\left(1+\frac{\varepsilon L}{2 d}\right) \frac{M M^{\prime}\left(\mathrm{E}_{\mathrm{max}}-1\right)^{2}}{2} \tag{43}
\end{equation*}
$$

When condition (1) is satisfied and ratio (42) or (43) is small, the discharge operates in the Townsend mode.
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#### Abstract

The response of magnetic losses to rotation-induced magnetization reversal in single-crystal $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ disks is studied as a function of the disk thickness and magnetic induction. It is shown that the loss power varies nonmonotonically with disk thickness $d$, exhibiting a minimum at $d=0.15 \mathrm{~mm}$. The crystallographic orientation of the disk surface significantly influences the amount of the losses. The variation of the losses is discussed with regard to the effect a rotating magnetic field has on the domain structure. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

A challenging problem, which is associated with using silicon steels in the electric engineering industry, consists in decreasing energy losses due to magnetization reversal in magnetic circuits subjected to variable linearly polarized (hereafter alternating) and rotating magnetic fields. Alternating fields and their related alternating magnetic fluxes are commonly encountered in the magnetic circuits of transformers. Great advances have been achieved in developing steels featuring low losses in harmonically varying magnetic fields (see, e.g., [1]). These are (110)[001] textured steels with a high level of perfection (the [001] axis is one of the easy magnetic axes), where (110) plane deviates from the plane of the sheet by small angle $\beta$ (several degrees).

Efficient ways of improving the quality of electrical steels (reducing specific magnetic losses) are thinning of the sheet and proper orientation of the surface of crystallites relative to the plane of the textured sheet (i.e., the proper choice of $\beta$ ). The effect of these factors on magnetic losses has been carefully studied on $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens magnetically switched in alternating magnetic fields [2-6]. It has been shown, in particular, that, as thickness $d$ of steel sheets decreases, magnetic loss power $P$ varies nonmonotonically for a given harmonically varied magnetic induction. Initially, $P$ declines, reaching a minimal value at certain $d=d_{0}$, and then rises. It has been found [4] that the value of $d_{0}$ depends on the hysteresis component of the total electromagnetic losses.

The effect of the grain surface orientation in textured $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ sheets placed in sinusoidal magnetic fields on the amount of electromagnetic losses has been
studied at length in [5]. The total losses have been shown to be the lowest when the plane of the sheet deviates from the (110) plane by $\beta \approx 3^{\circ}$, rather than when these two planes totally coincide $(\beta=0)$. Minimization of the losses at $\beta \neq 0$ was related to a smaller domain width ( $L$ ) in this case compared with the case $\beta=0$. Accordingly, the loss component due to eddy currents diminishes. Similar data for single-crystal $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens have been obtained in [6], where the losses have been shown to be minimal at a certain (optimal) orientation of the specimen surface about the (110) crystal axis.

At the same time, the effect of specimen thickness and orientation on magnetic losses at rotation-induced magnetization reversal is scantily known. However, the problem of loss minimization in this case is of no less importance than in the case of alternating fields. This issue is of both scientific and applied value, since rotational magnetization reversal is typical of magnetic circuits in a variety of motors and generators.

Sparse investigations into the problem of loss minimization at rotational magnetic reversal are explained primarily by the lack of a reliable commonly accepted magnetic loss measuring technique. Treating of experimental data is also a bottleneck. It will be remembered that some insights into the nature of losses under the action of alternating fields have been gained after the role of the domain structure (DS) dynamics in occurrence of eddy current losses was clarified [1,7-10] (largely owing to experimental studies of DS dynamic reconfiguration taking place when the specimens are magnetically switched in alternating magnetic fields [4, 11-13]). Works [4, 11-13] pioneered investigation into the DS dynamics under rotational magnetization reversal. Specifically, losses due to rotational magneti-


Fig. 1. RMR loss power $P_{\text {rot }}$ vs. induction amplitude $B_{\mathrm{m}}$ for specimen thicknesses $d=$ (1) 0.4 , (2) 0.25 , (3) 0.18 , and (4) $0.08 \mathrm{~mm} . \beta=1.5^{\circ}$.
zation reversal (RMR) versus specimen thickness $d$ were examined in [11, 14]. Unfortunately, the authors of [14] restricted the analysis to the hysteresis component. Yet, the important result was obtained that, under RMR, the hysteresis losses grow as the specimen gets thinner, as in the case of magnetization reversal in linearly polarized fields [4]. An attempt to take the $d$ dependence of total losses $P$ was undertaken in [11]. It was established that $P$ decreases with decreasing the specimen thickness. However, the range of $d$ studied was narrow ( $0.25-0.40 \mathrm{~mm}$ ) because of a poor sensitivity of the instrument.

In this work, we show that the $P$ versus $d$ behavior in a wider range of $d$ is nonmonotonic and akin to that for magnetization reversal in linearly polarized fields.

The effect of grain axis misorientation relative to the plane of $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ sheets on losses under RMR is yet to be understood. The fact is that RMR losses have been studied either on polycrystals [14], where such a correlation is basically impossible to establish, or on single crystals whose surface coincided with the (100), (110), or (111) planes [15]. However, one may expect that the losses considerably depend on $\beta$ not only under reversal in alternating fields but also under RMR, which the similar DS dynamics in both cases [12] indicates.

Thus, the aim of this work is to comprehensively examine the effect of specimen thickness and small deviation of the sheet plane from the (110) plane on total losses under RMR.

## EXPERIMENTAL

We prepared two groups of single-crystal $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ disks of diameter 18 mm and thickness ranging from 0.08 to 0.40 mm . The disks were cut by means of an electric arc from two thick crystals of textured electrical steel. The surface of group-I specimens
coincided with the (110) plane. In group-II specimens, the [001] easy magnetic axis made angle $\beta=1.5^{\circ}$ with the surface. The thickness of the specimens was varied by grinding with abrasive powders followed by polishing with diamond paste. Then, the single-crystal disks were annealed under a pressure of $10^{-6} \mathrm{~mm} \mathrm{Hg}$ for 1 h to relieve mechanical stresses.

Magnetization curves $B_{\mathrm{m}}(H)$ were taken from the specimens by the technique described in [13] (here, $B_{\mathrm{m}}$ is the maximal (amplitude) value of the induction and $H$ is the external magnetic field strength). RMR losses $P_{\text {rot }}(H)$ were determined from the twist of the suspended disk rotating in the field of an electromagnet with a rate of 50 Hz (for details, see [16]). The refinement of this measuring technique has made it possible to raise the sensitivity of the instrument and, thereby, measure losses in thin ( $d<0.1 \mathrm{~mm}$ ) specimens. The measurement error did not exceed $8 \%$. Based on the curves $B_{\mathrm{m}}(H)$ and $P_{\mathrm{rot}}(H)$, we constructed curves $P_{\mathrm{rot}}\left(B_{\mathrm{m}}\right)$ for each thickness.

## RESULTS AND DISCUSSION

Figure 1 plots the RMR losses versus induction amplitude $B_{\mathrm{m}}$ for a number of single crystals of different thickness with $\beta=1.5^{\circ}$. The losses are seen to vary nonmonotonically with $B_{\mathrm{m}}$ for all the specimens. At low inductions, the losses grow, reaching a maximum at $B_{\mathrm{m}}=1.7-1.8 \mathrm{~T}$, and then decline. Such behavior has been observed previously; importantly, however, it is characteristic of all the specimens studied, irrespective of their thickness. This allowed us to discover a new effect: the loss minimum shifts toward lower inductions as the specimen gets thinner.

From Fig. 1, it also follows that the thickness dependence of the losses is nonmonotonic at any $B_{\mathrm{m}}$ in the thickness range used in the experiment. Let us try to explain the findings.

First of all, it should be noted that, in some cases (for example, under magnetization reversal along the [001] axis), magnetic losses observed in an alternating field are much lower than rotational hysteresis losses [4-6]. If an alternating field is aligned with the [111] direction, RMR losses become as high as those in a rotating magnetic field. It will be shown here that, on average, there is no discrepancy between the losses in one or another direction and that both the amount and behavior of the losses as a function of crystal parameters can be explained in the same way in both cases. Work [9] is worth noting in this respect, where it was demonstrated that both the total and eddy-current losses in a (110) single-crystal sheet depend on angle $\alpha$ nonmonotonically ( $\alpha$ is the angle between a linearly polarized field and the [001] axis lying in the plane of the sheet). For $\alpha$ near $55^{\circ}$, total losses $P$ reach a maximum and, significantly, the maximal losses are roughly three times higher (at $B_{\mathrm{m}}=0.75 \mathrm{~T}, d=0.25 \mathrm{~mm}$ ) than $P$ at $\alpha=0$.

Let us average losses obtained in [9] over angle $\alpha$ as follows:

$$
\bar{P}=\frac{2}{\pi} \int_{0}^{\pi / 2} P(\alpha) d \alpha
$$

Averaging is carried out numerically based on experimental data [9] for $P(\alpha)$. For the $0.25-\mathrm{mm}$-thick specimens at $B_{\mathrm{m}}=0.75 \mathrm{~T}$ and $\mathrm{f}=60 \mathrm{~Hz}$, we obtain $\bar{P}=$ $0.92 \mathrm{~W} / \mathrm{kg}, \bar{P}_{\mathrm{e}}=0.7 \mathrm{~W} / \mathrm{kg}$, and $\bar{P}_{\mathrm{h}}=0.219 \mathrm{~W} / \mathrm{kg}$. Here, $\bar{P}_{\mathrm{e}}$ and $\bar{P}_{\mathrm{h}}$ are the eddy-current and hysteresis losses, respectively, found in the same way as $\bar{P}$. The total RMR losses obtained in this work equal $0.96 \mathrm{~W} / \mathrm{kg}$, i.e., agree well with the above value of $\bar{P}$.

Two conclusions can be drawn from this comparison. First, RMR losses are in good agreement with losses due to magnetization reversal in a linearly polarized field. RMR losses turn out to be high, since their components at any $\alpha$ add up, including $\alpha$ close to $55^{\circ}$, at which even magnetization reversal losses in an alternating field are very high.

The second conclusion is that the eddy current component is the major contributor to the total losses measured. Moreover, according to [12], where RMRinduced changes in the domain structure were revealed, one can assume that, at least up to $B_{\mathrm{m}}=1 \mathrm{~T}$, RMR losses have the same origin as magnetization reversal losses in an alternating field $(\alpha \neq 0)$; i.e., they are related to the DS dynamic reconfiguration. By way of example, Fig. 2 demonstrates the DS reconfiguration in a quasistatic magnetic field applied to the specimens studied. In the demagnetized state (Fig. 2a), the DS of the sin-gle-crystal disks consists of large strip domains separated by $180^{\circ}$ walls. Even in a weak field directed at an angle to the [001] axis, the disks are magnetized owing to a closure DS propagating from their edges (Fig. 2b) and consisting of a set of fine domains making an angle of $55^{\circ}-60^{\circ}$ with the strip domains. The closure DS, compensating for stray magnetic fields at the edges of the disk, is not continuous: it consists of a variety of inner and surface domains (for more details, see [9]).

As the field grows further (Fig. 2c), so does the specimen area occupied by the closure DS, which eventually covers the initial strip DS. The dynamics of the strip and closure DSs in single-crystal $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ disks subjected to rotating magnetic fields was studied at length in [11, 12].

Let us concentrate now on the nonmonotonic induction dependence of the losses. Such a dependence seems surprising, since, according to the electromagnetic field theory, the losses must be proportional to the time-averaged variation of the induction, $\overline{(d B / d t)^{2}} \sim$ $B_{\mathrm{m}}^{2}$, provided that the permeability has a moderate and constant value. Actually, however, nothing of this sort is


Fig. 2. Domain structure of the 0.3 -mm-thick disk magnetized at an angle of $90^{\circ}$ to the [001] axis: (a) demagnetized state, (b) state with $B_{\mathrm{m}}=0.66 \mathrm{~T}$, and (c) state with $B_{\mathrm{m}}=$ 1.02 T .
observed. This means that (see, e.g., $[1,10]$ ) the electrodynamics of ferromagnets must take into account the DS dynamics in variable magnetic fields. It is because of this dynamics that the dependence $P\left(B_{\mathrm{m}}\right)$ becomes more complicated than linear. The decrease in the losses after a maximum in the curve $P\left(B_{\mathrm{m}}\right)$ may be related to the fact [12] that the wall motion takes place only in part of the crystal at a high induction. Regions appear where magnetization reversal is observed. The specific (and hence, integral) contribution from these regions to the total losses is much smaller than the contribution from the regions with DS reconstruction. It is natural to assume that the higher $B_{\mathrm{m}}$, the larger the volume of magnetization reversal regions, and so the losses will decrease with increasing $B_{\mathrm{m}}$. Nevertheless, the DS dynamics goes on contributing significantly to the losses even at $B_{\mathrm{m}}=2 \mathrm{~T}$. As follows from Fig. $1, P=$ $2.25 \mathrm{~W} / \mathrm{kg}$ (for $d=0.25 \mathrm{~mm}$ ) in this case. If, however, the DS dynamics is not included explicitly, the wellknown formula [17]

$$
P=\frac{1}{6} \frac{\left(\pi d f B_{\mathrm{m}}\right)^{2}}{\rho \rho_{E} c^{2}}
$$



Fig. 3. RMR losses $P_{\text {rot }}$ vs. specimen thickness $d$ for $B_{\mathrm{m}}=$ (a) 1.0 and (b) 1.7 T and $\beta=$ (1) $1.5^{\circ}$ and (2) 0 .
(where $\rho$ is the density of the material, $\rho_{E}$ is the resistivity, and $c$ is the speed of light) yields $P=0.48 \mathrm{~W} / \mathrm{kg}$, all other specimen parameters being the same.

Such a discrepancy is impossible to explain even if the hysteresis losses estimated above are taken into account.

Let us enlarge upon the shift of the maximum in the $P\left(B_{\mathrm{m}}\right)$ dependence as the specimen gets thinner. It will be remembered first of all that, as the crystal gets thinner, the hysteresis component of magnetic losses grows [14]. This means that thinning of the crystal places obstacles in the motion of domain walls and in reconfiguration of the DS as a whole. Therefore, for the induction in the specimen to reach a certain level with a fixed magnetic field, an additional magnetization reversal mechanism must come into play. Such may be the process of magnetization rotation. Thus, the thinner the specimen, the earlier the rotation process has an effect, indicating (see above) that the induction at which the losses are minimal shifts toward lower values. One more important point needs to be made. We assume that the difficulties associated with DS reconfiguration are related not to defects but to internal factors, i.e., specific domain structures that may reconfigure only by overcoming an energy barrier.

Now let us trace how magnetic losses in the single crystals vary with thickness. Figure 3a plots these dependences for a moderate induction, $B_{\mathrm{m}}=1.0 \mathrm{~T}$. As the specimens from both groups get thinner, the losses first decrease monotonically, reaching a minimum at thicknesses of $0.15-0.18 \mathrm{~mm}$, and then grow. It is easy to see that the losses in the specimens with $\beta=0$ exceed those in the specimens with $\beta=1.5^{\circ}$ throughout the thickness range.

At $B_{\mathrm{m}}=1.7 \mathrm{~T}$ (Fig. 3b), the run of the loss curves is in many ways similar to the case $B_{\mathrm{m}}=0.1 \mathrm{~T}$. As above, the losses in the specimens of both groups first decrease, become minimal near 0.15 mm , and then grow. However, unlike Fig. 3a, the losses differ not throughout the thickness range but only at the initial thickness. In fact, at $d=0.4 \mathrm{~mm}$, the difference is the greatest, $25-30 \%$. As $d$ decreases, the curves approach together and, at $d=0.30 \mathrm{~mm}$, the losses in the specimens of both groups coincide (within the measurement error).

Interestingly, the thickness of the single crystals at which the losses in rotating fields are minimal is $1.5-$ 2.0 times larger than that when the $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ single crystals are switched by an alternating field. Such a difference in the specimen thickness seems to be the result of different hysteresis losses when magnetization reversal takes place in linearly polarized and rotating magnetic fields. It was shown, in particular [4], that, when magnetization reversal occurs in a linearly polarized field, the thickness corresponding to minimal magnetic losses increases (decreases) with increasing (decreasing) hysteresis component. With this in mind and also taking into account that hysteresis losses observed when the specimens is magnetically switched in rotating fields are higher than those in alternating fields [18], one can assume that the difference between the mini-mal-loss thicknesses is really associated with the difference in hysteresis losses.

Thus, as the $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens get thinner, the $d$ dependence of the losses in rotating, as well as in alternating, magnetic fields is nonmonotone: the curves first decrease, reaching a minimum at $d=0.15 \mathrm{~mm}$, and then grow. Even a slight misorientation of the specimen plane about the [001] axis changes the $d$ dependence of magnetic losses.

Let us discuss the thickness dependence of the losses (Fig. 3). It is known [14] that thinning of $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens is accompanied by a rise in the hysteresis component of RMR losses. Then, one can argue (Fig. 3) that the total losses in the thickness range $0.15-0.40 \mathrm{~mm}$ decline owing to a decrease in the eddy current component alone. The decrease in this component is likely to be associated with the specific behavior of the domain structure in the specimens. Its dynamics in rotating magnetic fields was studied in [11, 19]. For example, it was demonstrated [19] that, when the induction is not too high ( $B<1.2 \mathrm{~T}$ ), magnetization reversal in $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens proceeds largely
through the motion of $180^{\circ}$ domain walls in the strip DS , the number of the wall remaining constant during a magnetization reversal cycle. In this case, the contribution from the closure DS to the magnetization is insignificant.

Based on the aforesaid, let us estimate the eddy current losses at $B_{\mathrm{m}}=1.0 \mathrm{~T}$. Assuming that magnetization reversal at such $B_{\mathrm{m}}$ is accomplished by uniform displacement of flat $180^{\circ}$ walls, we find, according to [7], that eddy current losses $P_{\mathrm{e}}$ are proportional to $L d B_{\mathrm{m}}^{2} f^{2}$, where $L$ is the width of basic domains. In our case, of importance is the fact that losses $P_{\mathrm{e}}$ are proportional to the thickness of the specimen. According to [7], $L$ may also depend on $d$. However, in the crystallites under study, this dependence is very weak and can be ignored. Therefore, the amount of eddy current losses is bound to vary in proportion to $d$. Unfortunately, our loss-measuring technique cannot discriminate between eddycurrent and hysteresis loss components. As for the total losses, it follows from Fig. 1 that, when the crystal thickness decreases from 0.4 and 0.2 mm (i.e., twofold), the total RMR losses measured change by a factor of 1.5 . It then becomes clear that, up to the minimum, the eddy current component prevails in the $d$ dependence of the RMR losses. The observed deviation of this dependence from linearity can be explained by a contribution from the hysteresis component, which is known [11] to grow as the specimen gets thinner. This growth may explain the increase in the total losses in the specimens less than 0.15 mm thick.

Note that, in [19], the motion velocities of $180^{\circ}$ domain walls in $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ single crystals during magnetization reversal cycles in rotating fields were measured. From these velocities, the induction dependence of the eddy current component was estimated in the range $0.5-1.2 \mathrm{~T}$. The estimated and measured induction dependences turned out to be in satisfactory quantitative agreement. This corroborates the earlier supposition that the displacement of $180^{\circ}$ domain walls in the strip DS is the major source of magnetic losses in rotating fields at moderate induction values (1.0-1.2 T or lower).

To reveal specific features of the DS dynamics that are responsible for a reduction of the losses with decreasing specimen thickness at high induction amplitudes (Fig. 2b) is a much more challenging task. This is because magnetization reversal in rotating fields at such amplitudes proceeds solely through the displacement of the walls of the closure DS [12]. Strip domains do not emerge on the specimen surface throughout a reversal cycle. In addition, the sizes of domains in the closure DS vary considerably at different sites of the specimen because of the nonuniformity of their internal fields. In light of this, the contribution of the closure DS to magnetic losses can be estimated by visualizing its dynamics on the entire specimen surface. In our case, this seems infeasible in view of the large dimensions of the specimens studied.

Yet, based on the results obtained in [20], let us try to explain the variation of the magnetic losses that is demonstrated in Fig. 3b. Theoretical analysis performed in [20] showed that, as $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimens with the [001] axis lying in the specimen plane get thinner, the domains forming the fine structure of the closure regions narrow. This causes the closure domains, as well as their related sizes of the basic strip structure, to diminish. Therefore, the reduction of magnetic losses at high inductions may be associated with a decrease in the mean size of the domains in the closure DS when the specimens become thinner. The subsequent growth of the losses is due, as before, to a rise in the hysteresis component, which accounts for more than half of the total losses at thicknesses below 0.15 mm . Finally, let us see why the losses differ in the specimens with different orientations of the [001] axis. As is known [6], the misorientation of the magnetization relative to the specimen plane by small angle $\beta$ causes a large number of droplike domains to emerge on the surface. Upon magnetization reversal, some of them penetrate into new strip domains and decrease the mean width of the already existing strip domain structure. This, in turn, diminishes the eddy current component and, accordingly, the total magnetic losses in the specimen. Using the same line of reasoning, we can also explain why the losses in the specimens with $\beta=1.5^{\circ}$ are higher than in those with $\beta=0$ (Fig. 3a). A similar relationship between the loss components in specimens comparable in size is observed when the induction is high (Fig. 3b). In this case, as was noted above, magnetization reversal is associated only with the displacement of the walls of the closure DS. One may therefore suppose that misorientation of the magnetization ([001] axis) relative to the specimen surface shrinks not only strip domains but also domains in the closure DS.

It has been already noted that the difference between magnetic losses in the specimens with the variously oriented [001] axis decreases as the specimens become thinner. A reason may be a nontrivial variation of the domain width when the specimens with $\beta=1.5^{\circ}$ are thinned. In experiments [3] with single crystals with $\beta>0$, it was conjectured that, as the thickness of the crystal drops to a value less than the strip domain width, the domain width is governed by magnetostatic poles on opposite faces of the specimen rather than by magnetoelastic interaction at the end faces that are normal to the magnetization projections onto the specimen surface. In this case, the basic strip DS naturally shrinks. Such a variation of the DS sizes was observed in [4] during dynamic magnetization reversal in $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ with $\beta=1^{\circ}$. The aforesaid leads us to conclude that, as the specimens in Fig. 3 become thinner, the difference between magnetic losses diminishes because of a decrease in the DS "dispersion" (and, hence, in the eddy-current losses) in the specimen with $\beta=1.5^{\circ}$.

## CONCLUSIONS

Thus, we have ascertained how RMR losses depend on the thickness of the $\mathrm{Fe}-3 \mathrm{wt} \% \mathrm{Si}$ specimen, misorientation of its surface relative to the (110) plane, and induction amplitude. It has been found that total losses $P$ depend on induction amplitude $B_{\mathrm{m}}$ nonmonotonically in a wide specimen thickness range ( $0.08-0.40 \mathrm{~mm}$ ) and that the minimum of the curve $P\left(B_{\mathrm{m}}\right)$ shifts toward lower $B_{\mathrm{m}}$ as the specimens are thinned. Specifically, as they become thinner, RMR losses first decline, reaching a minimum at 0.15 mm , and then grow. In the minimum, the total losses are, on average, 30-50\% lower than at the initial thickness. The minimal-loss thickness under RMR is 1.5-2.0 times larger than the corresponding value under magnetization reversal in a linearly polarized field.

A small deviation of the crystal surface relative to the (110) plane ( $\beta$ is roughly equal to $1.5^{\circ}$ ) results in a substantial decrease in the magnetic losses compared with the losses in the specimens with $\beta=0$. The amount of decrease is the most significant (by about $25 \%$ ) in the thickest specimens and monotonically declines with decreasing specimen thickness.

It has been demonstrated that the data on RMR losses can be explained by considering the DS dynamics.
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#### Abstract

The compositions of higher fullerenes produced by ablation of various carboniferous materials are experimentally studied. The yield of fullerenes versus the type of carboniferous materials and laser radiation parameters is found. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The production of pure fullerenes is known to be based on their extraction with organic solvents from fullerene soot prepared by laser ablation [1] or using an electric arc [2]. According to the publications, the yield of the most abundant fullerenes $\left(\mathrm{C}_{60}\right.$ and $\left.\mathrm{C}_{70}\right)$ from fullerene soot is less than $15 \%$ and the yield of heavier fullerenes up to $\mathrm{C}_{84}$ does not exceed a few fractions of a percent.

The low yield of higher fullerenes makes them extremely expensive, which to a great extent prevents insight into the properties of these molecules. However, interest in these materials is continuously growing, especially in light of their potential use in large endocomplexes. Such complexes are expected to contain not only individual atoms but also molecules inside the cavities of higher fullerenes, which will substantially extend the application of fullerenes in various fields of science and technology.

An important factor that is responsible for such a low yield of higher fullerenes is their content in fullerene soot. In this work, we study the formation of higher and giant fullerenes by laser ablation versus the parameters of laser radiation and the type of carboniferous materials.

## EXPERIMENTAL

We developed a technique based on detection of positive ions that form during the laser ablation of carboniferous materials by time-of-flight (TOF) mass spectrometry. The experimental setup consisted of a TOF mass spectrometer with an ion source generating a laser plasma. As a radiation source, we used a tunable dye laser pumped by a pulsed excimer laser. Two wavelength ranges, $480-520$ and $240-260 \mathrm{~nm}$, were used. The laser pulse duration was 15 ns , and the pulse repe-
tition rate was 1 Hz . The radiation was focused on the sample placed at the axis of the mass spectrometer. The diameter of a laser spot on the sample was 0.1 mm , and the radiation power density was $10^{5}-10^{7} \mathrm{~W} / \mathrm{cm}^{2}$. The samples were prepared from powdered carboniferous materials by their sedimentation in an alcohol solution onto a metallic substrate. They were first degassed in a low-pressure chamber and then placed in an ultrahighvacuum chamber by means of a manipulator. The number of laser pulses depended on the signal-to-noise ratio. A pulsed voltage injected ionic ablation products into the drift chamber of the mass spectrometer, whose resolution allowed us to reliably record neighboring fullerene ions $\left(\mathrm{C}_{2 \mathrm{~N}}, \mathrm{C}_{2(\mathrm{~N}+1)}\right)$.

Along with routine recording of the mass spectra of ablation products, we used the TOF technique to analyze the ionic composition of the ablation products at each stage of laser plasma formation. This technique consists in recording laser plasma ions within short time intervals delayed relative to a laser pulse. By varying the delay time and recording time interval, one can obtain additional information on the ion formation process. As applied to materials that initially contain carbon aggregates, this technique is of special importance, since it can detect those fullerene ions in the mass spectrum forming during clustering of ions from initial molecules and/or their fragments.

## RESULTS AND DISCUSSION

As noted above, from the mass spectra of positive ions that appear as a result of the laser ablation of carboniferous materials, one can reveal the dependence of the fullerene composition on the type of the material. In this work, we studied various types of graphites; carbon and fullerene soots; carbon sorbents; and nanoporous carbon materials produced from boron, silicon, or titanium carbides.


Fig. 1. Mass spectra of (a) graphite and (b) fullerene soot.

The results indicate that higher fullerenes are difficult to prepare from these materials, except for fullerene soot; in some cases, we could obtain the most abundant $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerenes and a minor amount of fullerenes having a mass of $\mathrm{C}_{180}$ or less. The carboniferous material most promising for preparing higher fullerenes turned out to be fullerene soot, whose ablation products contained higher fullerenes with up to 500 carbon atoms. To compare the yield of higher fullerenes from different materials, Fig. 1 shows the mass spectra of graphite and fullerene soot taken at the same parameters of laser radiation. The graphite spectrum exhibits only small $\mathrm{C}_{3}-\mathrm{C}_{27}$ carbon clusters, the structures of which do not correspond to fullerene ions. At the same time, the ionic composition of the laser plasma of the fullerene soot consists mainly of fullerene ions with the characteristic distribution including giant fullerenes. It is interesting that, as the number of laser pulses per irradiation area increases, heavy ions gradually disappear from the spectrum of fullerene soot and the mass spectrum becomes similar to that of the graphite sample (Fig. 2). In other words, increasing the number of laser actions on the fullerene soot causes its graphitization. The yield of higher fullerenes from the soot indicates that the initial product contains carbon compounds, which transform readily into higher fullerenes during radiation.

It was shown [3, 4] that initially fullerene soot exhibits a variety of carbon structures: from small carbon flakes to giant carbon clusters. Attempts to separate these clusters with active solvents revealed the fullerene nature of their crystal structure. In [4], separated clusters were analyzed by mass spectrometry with laser desorption and ionization and the extraction products were found to contain a wide spectrum of fullerene molecules from $\mathrm{C}_{60}$ to $\mathrm{C}_{418}$. However, the interpretation of these data seems to be doubtful, because molecular


Fig. 2. Mass spectra of fullerene soot after (a) the first 5 laser shots, (b) 50 shots, and (c) 70 shots.
ions of higher fullerenes might be synthesized during the laser ablation of the extraction products.

Our next goal was to clarify the dependence of the ablation product composition on the type of fullerene soot. Figures 3 and 4 show that the mass spectra of the fullerene soots produced by combustion of various graphite electrodes (Fig. 3) at different buffer gas pressures in a synthesis chamber (Fig. 4). All the curves exhibit a wide ion distribution up to $\mathrm{C}_{400}-\mathrm{C}_{500}$. It should be noted that the recorded ions belong to fullerene compounds, since the difference between neighboring peaks is equal to $24 \mathrm{~m} / \mathrm{z}$. This difference, being a characteristic sign of fullerene mass spectra, corresponds to complex $\mathrm{C}_{2}$ (the main building block of fullerenes), which is lost upon treatment [5-7]. The extents and forms of the distributions shown in Figs. 3 and 4 indicate that, first, the synthesis conditions influence the soot composition and, second, some types of soot are more favorable for producing higher fullerenes by laser ablation.

To additionally support the efficiency of fullerene soot as a starting material to form fullerenes in a laser plasma, we analyzed the dependence of the fullerene yield on the number of laser pulses. The results demonstrate that ablation leads to deposition of the laser plasma products on the sample surface, and so the fullerene ions result from interaction of laser radiation with the surface covered by carbon compounds (deposited previously) rather than with the initial surface [1]. This situation shows up most vividly in ablation of graphite, where higher fullerenes cannot be produced by a single laser shot. These data confirm the efficiency of using fullerene soot, whose nature is similar to that of deposits due to graphite ablation $[1,8-10]$.

Thus, our results demonstrate that the carboniferous material most promising for the production of higher fullerenes is fullerene soot, whose ablation products


Fig. 3. Mass spectra of fullerene soot for various graphites.
contain higher fullerenes consisting of up to 500 carbon atoms. In the other products, higher fullerenes were extremely difficult to detect; in some cases, we managed to obtain ordinary $\mathrm{C}_{60}$ and $\mathrm{C}_{70}$ fullerenes and a small amount of fullerenes having a mass of $\mathrm{C}_{180}$ at most.

When studying the formation efficiency of positive ions of higher fullerenes, we used the fullerene soots providing a maximum yield of higher fullerenes. To find the dependence of the formation efficiency of these compounds on the irradiation conditions, we varied the radiation wavelength and power and studied the ionic composition at different stages of laser plasma development.

Since the dye laser could operate in two wavelength ranges (240-260 and 480-520 nm), we analyzed the spectral dependence of the fullerene yield in the near ultraviolet and visible ranges by varying the power density of the radiation from $10^{5}$ to $10^{7} \mathrm{~W} / \mathrm{cm}^{2}$.

Our results show that coalescence, which is responsible for the formation of higher fullerenes, goes in parallel with fragmentation, which results in degradation of fullerene compounds and increases the fraction of small carbon clusters. The same dependence is also observed for a radiation power density higher than $10^{6} \mathrm{~W} / \mathrm{cm}^{2}$ irrespective of the wavelength. Such behavior indicates that, as the laser plasma temperature exceeds a certain threshold, the initial carbon compounds decompose into atoms and tiny clusters, which form linear or planar configurations rather than bulk fullerene compounds upon subsequent coalescence. It should be noted that a plasma overheat due to visible radiation is likely to be due to radiation absorption in the surface layer of the sample, where the concentration of evaporated carbon particles, which are responsible for the formation of higher fullerenes, is maximum.

To see how the plasma temperature influences the yield of fullerene ions, we studied the mass spectrum of


Fig. 4. Mass spectra of fullerene soot at a helium pressure of (a) 100, (b) 400, and (c) 500 Torr.
the fullerene soot at each stage of laser plasma development. Figure 5 shows the evolution of the mass spectrum of ions coming to the detector at different time instants after the laser pulse is incident on the fullerene soot. As is seen, the distribution substantially depends on the stage of plasma development. At the early stage, characterized by the fastest ions, it consists of two broad components with greatly differing masses. As the plasma develops, these distribution components first broaden and shift toward higher masses and then the double-humped distribution changes to one broad distribution.

Such an evolution of the mass spectrum can be explained by clustering of fullerene ions early in plasma development, when the concentration of initial ions (region $A$ ) still suffices to form heavier fullerene ions (region $B$ ). The same velocities of particles greatly differing in mass can be explained only by clustering and gasdynamic acceleration of the clusters; otherwise,

Intensity, arb. units


Fig. 5. Mass spectra of fullerene soot as a function of the delay time between the laser pulse and injection voltage: (a) 5 , (b) 10 , (c) 15 , (d) 20 , and (e) $40 \mu \mathrm{~s}$.
the particles would have velocities inversely proportional to the square root of their masses [11]. A similar explanation for the formation of giant fullerene ions is given in [12], where these ions were the products of graphite ablation.

However, the origin of the fullerene ions with smaller masses (region $A$ ) remains unclear. They may be formed by laser ionization of the corresponding molecules if they are present in the fullerene soot or through clustering of still lighter ions appearing when graphite flakes in the soot vaporize.

## CONCLUSIONS

The material most promising for the formation of higher fullerenes by pulsed laser ablation seems to be fullerene soot. The maximal effect is reached when ultraviolet radiation of power less than $10^{6} \mathrm{~W} / \mathrm{cm}^{2}$ is used. It should be emphasized that, with graphite used as a starting material at the same ultraviolet radiation power, the mass spectra contain only small $\mathrm{C}_{3}-\mathrm{C}_{27}$ carbon clusters. The yield of fullerene compounds depends on the stage of laser plasma development. The processes responsible for coalescence and fragmentation are qualitatively outlined.

Our data make it possible to find laser radiation parameters providing a maximal yield of higher fullerenes.
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#### Abstract

An equation in the Gilbert form that describes the motion of the magnetization vector in intense high-frequency magnetic fields is solved numerically. The solution obtained is used to study switching of the magnetization of a single-domain ferromagnetic particle that has the shape of an ellipsoid of revolution and possesses cubic anisotropy from the position parallel to an easy axis to the position normal to this axis. The ranges of amplitudes and frequencies of the magnetic field where magnetization switching is observed are determined. An expression for the response of an ensemble of variously oriented particles is derived. It is shown that a particle ensemble generated by an rf field may serve as a data carrier on which information is written and read out by means of nonlinear and linear ferromagnetic resonances. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

An ensemble of unrelated oriented single-domain ferromagnetic particles can be viewed as an alternative medium for nonvolatile storage devices [1-3]. Data readout from such an ensemble implies its excitation by a low-power pulse of a variable magnetic field at the ferromagnetic resonance (FMR) frequency. Information is read out by scanning the variable field frequency: a response at a certain frequency corresponds to logic unity; its absence, to logic zero [4, 5]. For data writing using a pulsed high-frequency field, the magnetization vector in the particle must be switched from the position parallel to an easy axis to the position normal to this axis $[2,3]$.

To date, the problem of switching at resonant frequencies has been poorly explored experimentally; so, the only way to tackle this problem today is theoretical analysis and numerical simulation of the magnetization behavior in a single-domain particle placed in various fields. In our previous work [2], a solution method for this problem in the case of spherical particles was outlined. In this work, the problem of magnetization switching in single-domain particles is extended to the case of particles in the form of an ellipsoid of revolution subjected to an intense pulsed high-frequency field and an expression for the electromagnetic response from an ensemble of variously oriented particles is derived.

## EQUATION OF MOTION OF MAGNETIZATION VECTOR

Consider the behavior of magnetization vector $\mathbf{M}$ of one particle. We assume that the particles are independent (uncoupled) and have the form of an oblate ellipsoid of revolution whose axis coincides with one of
crystallographic axes. The magnetic energy density of the particle is represented as a sum of the cubic anisotropy energy density, demagnetizing field energy density, and Zeeman energy density (the energy density of the magnetic moment of the particle in a variable magnetic field) [6],

$$
\begin{align*}
& U(\mathbf{m})=K_{1}\left(m_{x}^{2} m_{y}^{2}+m_{y}^{2} m_{z}^{2}+m_{x}^{2} m_{z}^{2}\right)  \tag{1}\\
& +K_{2} m_{x}^{2} m_{y}^{2} m_{z}^{2}+2 \pi \mathbf{M} \hat{N} \mathbf{M}-\mathbf{M} \cdot \mathbf{H}_{\sim} .
\end{align*}
$$

Here, $K_{1}>0$ and $K_{2}<0$ are the first and second constants of cubic anisotropy, respectively; $\mathbf{H}_{\sim}=\mathbf{h} \sin (\omega t)$ is the external magnetic field with frequency $\omega$; $\mathbf{m}=$ $\mathbf{M} / M_{0}$ is the direction cosine vector of magnetization
$M, M_{0}=|\mathbf{M}|$; and $\hat{N}=\operatorname{diag}\left(N_{x}, N_{y}, N_{z}\right)$ is the diagonal tensor of demagnetizing factors of the ellipsoid, where $N_{x}=N_{y} \leq N_{z}$. Coordinate axes $O x, O y$, and $O z$ are directed along the crystallographic axes [100], [010], and [001] of the particle.

In the absence of an external field, the magnetization vector is in either of two stable positions, which correspond to a minimum of energy: it runs parallel to either axis $O x$ or $O y$. Upon change of variables, the equation of motion of magnetization vector in the Gilbert form can be recast as [2]

$$
\begin{equation*}
\frac{d \mathbf{m}}{d t^{*}}=-\left[\mathbf{m} \times \mathbf{H}_{\mathrm{eff}}^{*}\right]+\alpha\left[\mathbf{m} \times \frac{d \mathbf{m}}{d t^{*}}\right] \tag{2}
\end{equation*}
$$

where $\alpha$ is a dimensionless damping parameter; $\mathbf{H}_{\text {eff }}^{*}=$ $-\delta U^{*} / \delta \mathbf{m}$ is the reduced effective magnetic field acting on the magnetic moment $\left(U^{*}(\mathbf{m})=U(\mathbf{m}) / 2 K_{1}\right.$ is the reduced free energy density); $t^{*}=t^{2} 2 \gamma K_{1} / M_{0}$ is the reduced time; $\omega^{*}=\omega M_{0} / 2 \gamma K_{1}$ is the reduced frequency;

(b)

(c)


Fig. 1. Component $m_{y}$ vs. reduced time $t^{*}$ and variable field frequency $\omega^{*}$ : (a) spherical particle at $\alpha=0.01, \omega_{\text {res }}^{*}=$ 0.9999 , and $h^{*}=0.09$; (b) spherical particle at $\alpha=1, \omega_{\text {res }}^{*}=$ 0.5 , and $h^{*}=0.33$; and (c) disk-shaped particle at $\alpha=0.01$, $\omega_{\text {res }}^{*}=6.35$, and $h^{*}=0.1$.
$\mathbf{h}^{*}=\mathbf{h} M_{0} / 2 K_{1}$ and $h^{*}$ are, respectively, the reduced vector and magnitude of the variable magnetic field; and $\gamma$ is the gyromagnetic ratio.

In the spherical coordinate system such that the azimuth axis is aligned with axis $O z$ and the polar axis is
aligned with axis $O x$, Eq. (2) takes the form

$$
\left\{\begin{array}{l}
\frac{d \theta}{d t^{*}}=-\frac{1}{\sin \theta\left(\alpha^{2}+1\right)} \frac{\partial U^{*}}{\partial \varphi}-\frac{\alpha}{\alpha^{2}+1} \frac{\partial U^{*}}{\partial \theta}  \tag{3}\\
\frac{d \varphi}{d t^{*}}=\frac{1}{\sin \theta\left(\alpha^{2}+1\right)} \frac{\partial U^{*}}{\partial \theta}-\frac{\alpha}{\sin ^{2} \theta\left(\alpha^{2}+1\right)} \frac{\partial U^{*}}{\partial \varphi}
\end{array}\right.
$$

where $\theta$ and $\varphi$ are the azimuth and polar angles.

## NUMERICAL ANALYSIS AND DISCUSSION OF RESULTS

We assume that, prior to switching of a variable magnetic field aligned with the $O x$ axis, magnetization vector $\mathbf{M}$ is directed along the $O y$ axis. Equation (3) was solved by the Runge-Kutta methods of orders four and five [7]. In calculation, the time of action of the variable field and the observation time were taken to be (in terms of the reduced time) $\tau^{*}=20 / \alpha$ and $\Delta t^{*}=$ $1.5 \tau^{*}$, respectively. Also, we put $K_{2} / K_{1}=-0.16$ and $M_{0}^{2} / K_{1}=6.25$. The numerical solution of set (3) shows (Fig. 1) that, as amplitude $h^{*}$ of the variable field grows, oscillating magnetization vector $\mathbf{M}$ deviates from the stable equilibrium position, passes through the unstable equilibrium position, and switches to another stable equilibrium position that is normal to the initial stable position. Such behavior is of resonant character. The magnetization vector switches in a certain band of reduced frequencies $\Delta \omega^{*}$, which we call the switching band. The extent of this band depends on reduced variable field amplitude $h^{*}$, dimensionless damping parameter $\alpha$, and shape of the particle. If a minimal value of $h^{*}$ (with a field frequency fixed), $h_{\min }^{*}$, at which $\mathbf{M}$ rotates by $\pi / 2$ is taken for the switching threshold, then resonant switching at $h_{\min }^{*}$ takes place at frequencies close to reduced FMR frequency $\omega_{\text {res }}^{*}$ of an oblate ellipsoid of revolution,

$$
\begin{gather*}
\omega_{\mathrm{res}}^{*}=\sqrt{\left(\omega_{0}^{*}\right)^{2}-\left(\omega_{\mathrm{r}}^{*}\right)^{2}}  \tag{4}\\
\omega_{0}^{*}=\sqrt{\frac{\left(1+2 \pi \frac{M_{0}^{2}}{K_{1}}\left(N_{z}-N_{y}\right)\right)}{1+\alpha^{2}}}  \tag{5}\\
\omega_{\mathrm{r}}^{*}=-\frac{\alpha\left(1+2 \pi \frac{M_{0}^{2}}{K_{1}} \frac{N_{z}-N_{y}}{2}\right)}{1+\alpha^{2}}
\end{gather*}
$$

where $\omega_{0}^{*}$ is the reduced precession eigenfrequency (or Kittel frequency) of the ellipsoid and $\omega_{r}^{*}$ is the reduced relaxation frequency [3].

For spherical particles, the switching band always lies below the reduced FMR frequency, the separation
increasing with damping parameter (Figs. 1a and 1b). For disk-shaped particles, the switching band includes the reduced frequency of linear FMR at the same reduced field amplitude (Fig. 1c). This is because the demagnetizing field in our system is several times higher than the anisotropy field, and so the first harmonic, which is embodied in linear FMR in isotropic disks (uniform precession in the plane of the disk under a low anisotropy field) prevails in magnetization vector oscillation. The higher $h^{*}$, the wider the switching band for spherical particles and the larger damping parameter $\alpha$, the narrower the switching band at a fixed variable field amplitude. Also, with increasing damping parameter, the switching band shifts toward lower frequencies, moving away from the linear FMR frequency (Fig. 2). When the variable field amplitude is very high ( $h^{*} \gg h_{\text {min }}^{*}$ ), magnetization vector $\mathbf{M}$ behaves in a random manner. In this case, the variable field causes the magnetization to switch in the directions normal, antiparallel, and parallel to its initial position. The run of the frequency dependence of the switching threshold is the same for all oblate ellipsoids of revolution: the curve "expands" as the semiaxis of revolution decreases (Fig. 3).

## ELECTROMAGNETIC RESPONSE FROM A SINGLE-DOMAIN FERROMAGNETIC PARTICLE

The response will be described using modified Gilbert equation (2) as the equation of motion. Let a particle be subjected to alternating magnetic field $\mathbf{H}_{\sim}^{*}\left(t^{*}\right)=$ $\mathbf{h}^{*} \exp \left(i \omega^{*} t^{*}\right)$. For $h^{*} \ll H_{\text {eff }}^{*}$, a solution to (2) will be sought in the form

$$
\begin{align*}
& \mathbf{m}\left(t^{*}\right)=\mathbf{m}_{0}+\mathbf{m}_{1} \exp \left(i \omega^{*} t^{*}\right) \\
& \quad+\mathbf{m}_{2} \exp \left(\left(\omega_{\mathrm{r}}^{*}+i \omega_{\mathrm{res}}^{*}\right) t^{*}\right), \tag{6}
\end{align*}
$$

where $\mathbf{m}_{0}$ is the component of vector $\mathbf{m}$ in the stable equilibrium position in the absence of the magnetic field (in the presence of the field, $\mathbf{m}_{0} \| \mathbf{H}_{\text {eff }}^{*}\left(\mathbf{m}_{0}\right)$ ).

Let the magnetic field be aligned with the $O x$ axis and the orientations of the particle magnetization along the $O x$ and $O y$ axes be designated as positions $a$ and $b$. Then, for position $a, \mathbf{h}^{*} \| \mathbf{m}_{0}, \mathbf{m}_{0} \times \mathbf{h}^{*}=0$, and the solution to Eq. (2) is $\mathbf{m}=\mathbf{m}_{0}$. For position $b$, the sets of equations for the components of vectors $\mathbf{m}_{1}\left(m_{1 y}=0\right)$ and $\mathbf{m}_{2}\left(m_{2 y}=0\right)$ have the form (accurate to the second order of smallness in $\mathbf{m}_{1}$ and $\mathbf{m}_{2}$ )
$\left\{\begin{array}{l}i \omega^{*} m_{1 x}-\left(1+4 \pi \frac{M_{0}^{2}}{2 K_{1}}\left(N_{z}-N_{y}\right)+i \omega^{*} \alpha\right) m_{1 z}=0 \\ \left(1+i \omega^{*} \alpha\right) m_{1 x}+i \omega^{*} m_{1 z}=\hbar^{*},\end{array}\right.$


Fig. 2. Switching threshold vs. frequency and damping parameter for spherical particles.


Fig. 3. Switching threshold vs. reduced frequency at $\alpha=$ 0.01 and demagnetizing factor $N$ equal to (1) $1 / 3$, (2) 0.3 , (3) 0.2 , (4) 0.1 , and (5) 0 .

$$
\left\{\begin{array}{l}
\left(\omega_{\mathrm{r}}^{*}+i \omega_{\mathrm{res}}^{*}\right) m_{2 x}-\left(1+4 \pi \frac{M_{0}^{2}}{2 K_{1}}\left(N_{z}-N_{y}\right)\right.  \tag{8}\\
\left.+\left(\omega_{\mathrm{r}}^{*}+i \omega_{\mathrm{res}}^{*}\right) \alpha\right) m_{2 z}=0, \\
\left(1+\alpha\left(\omega_{\mathrm{r}}^{*}+i \omega_{\mathrm{res}}^{*}\right)\right) m_{2 x}+\left(\omega_{\mathrm{r}}^{*}+i \omega_{\mathrm{res}}^{*}\right) m_{2 z}=0 .
\end{array}\right.
$$

From set (8), one can find the resonant and relaxation frequencies appearing in (6). A solution to set (7) can be represented in the form

$$
\left\{\begin{array}{l}
m_{1 x}=h^{*} \frac{1+\left(\omega_{0}^{*}\right)^{2}\left(1+\alpha^{2}\right)+i \omega^{*} \alpha}{\left(1+\alpha^{2}\right)\left(\left(\omega_{0}^{*}\right)^{2}-\left(\omega^{*}\right)^{2}+2 i \omega_{\mathrm{r}}^{*} \omega^{*}\right)}  \tag{9}\\
m_{1 z}=h^{*} \frac{i \omega^{*}}{\left(1+\alpha^{2}\right)\left(\left(\omega_{0}^{*}\right)^{2}-\left(\omega^{*}\right)^{2}+2 i \omega_{\mathrm{r}}^{*} \omega^{*}\right)} .
\end{array}\right.
$$



Fig. 4. Frequency dependence of the relative amplitude of the response from 1000 particles half of which are in state $a$ and the other half, in state $b . \alpha=0.01$.

Response $E$ (in volts) from one particle, which is proportional to the rate of change of the magnetic moment, is sensed by an induction coil whose axis is directed along the $O z$ axis of the laboratory frame of reference [4],

$$
\begin{equation*}
E=-\mu_{0} M_{0} \frac{d m_{z}}{d t} V n \tag{10}
\end{equation*}
$$

where $\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}$ is the magnetic constant, $V$ is the particle volume, and $n$ is the number of turns per unit length.

From solution (9), one can obtain the steady-state response amplitude per particle as a function of the reduced frequency,

$$
\begin{gather*}
U\left(\omega^{*}\right)=\frac{1}{1+\alpha^{2}} \\
\times \frac{\mu_{0} M_{0} h^{*} V n \omega^{*}}{\sqrt{\left(\left(\omega_{0}^{*}\right)^{2}-\left(\omega^{*}\right)^{2}\right)^{2}+4\left(\omega_{\mathrm{r}}^{*} \omega^{*}\right)^{2}}} . \tag{11}
\end{gather*}
$$

As follows from (6), the relaxation time of the particle magnetization, $\tau_{\mathrm{r}}=2 \pi / \omega_{\mathrm{r}} \sim 1 / \alpha$ (which coincides with the time of excitation of particle magnetization oscillation), depends on damping parameter $\alpha$. From (11), we see that the response of the particle is maximal at reduced FMR frequency $\omega_{\text {res }}^{*}$ and is $\Delta \omega^{*} \sim \omega_{\mathrm{r}}^{*}$ wide.

## RESPONSE OF A PARTICLE ENSEMBLE TO A FIELD PULSE

Consider now the response from a particle ensemble excited by a variable field. We assume that the basic crystallographic axes are parallel to and the axes of revolution of all particles are directed along the $O z$ axis of the laboratory frame of reference. Then, we have the
unique coordinate system for all the particles. Let the magnetizations of the particles be aligned with the $O y$ axis and $\mathbf{h} \| O x$ Then, after the ensemble has been exposed to an intense pulsed high-frequency field, some of the particles whose switching bands contain the variable field frequency switch to the position parallel to the $O x$ axis (write event). Switching of magnetization $\mathbf{M}$ can be detected from a change in the electromagnetic response of the particles exposed to a smallamplitude variable field with a frequency close to the write frequency. Response $E$ from the entire ensemble of independent particles, which is detected by the coil, equals the sum of partial responses $E_{k}$ (see (10)) [1, 8],

$$
\begin{equation*}
E=\sum_{k} E_{k} . \tag{12}
\end{equation*}
$$

For fine particles, a spread in sizes (volumes) is considered to be Gaussian in accordance with experimental data $[4,8]$. We also assume that the particle shape distribution provides the uniform distribution of the demagnetizing factor along the axis of revolution in the interval $N_{z} \in[1 / 3,1]$. When the particles in the ensemble are oriented randomly, i.e., when the number of particles in states $a$ and $b$ is the same, the response from the ensemble will show several discrete peaks against the diffuse background, the density of the peaks depending on the number of particles in the ensemble (Fig. 4). If all particles the resonant frequencies of which fall into a certain interval are in state $a$, while the remaining ones are in state $b$, the spectrum will exhibit a dip near this frequency interval and the depth of this dip will depend on damping parameter $\alpha$ (Figs. 5a and 5b). Hence, the dip will characterize the amount of particles with a definite direction of the magnetization vector. Its presence may be used for reading-out of information written by intense pulses of the variable field.

## FMR-BASED WRITING/READING FEASIBILITY

As was already noted, when the magnetization of the particles is aligned with or normal to the variable field, the response is, respectively, high and low. Accordingly, from the amount of response, one can judge the particle magnetization orientation distribution. The data currently available suggest the feasibility of a data carrier based on the frequency writing/reading mechanism $[1,4,5,9]$. Unlike the mechanism proposed in $[4,5,9]$, where information is written by means of two rf pulses, here one pulse is used, which cuts the write time by more than one order of magnitude. Information is stored by some of the particles whose magnetization is parallel to the field and whose resonant frequencies are close to each other. If the response amplitude at a given frequency is below a certain level, one can assume that the logic zero is written at this frequency. In other words, this means that the magnetizations of most of the particles with closely spaced resonant frequencies are collinear with a scanning weakly


Fig. 5. Frequency dependence of the relative amplitude of the response from 1000 particles for $\alpha=$ (a) 0.01 and (b) 0.001 . The dotted lines depict the response from all the particles whose magnetization runs normally to the variable field.
varying magnetic field (Fig. 6). Otherwise (the response exceeds a certain level at a given frequency), one can assume that the logic unity is written. In the simplest case of highly anisotropic particles, the writing density depends on relaxation frequency $\omega_{\mathrm{r}}^{*} \approx$ $-\alpha \omega_{\text {res }}^{*}$ or damping parameter $\alpha$. The smaller the damping parameter, the higher the frequency writing density and vice versa.

The condition of particle independence can be written in the form of the inequality $H_{\mathrm{dd}} \ll H_{\mathrm{an}}$, where $H_{d d} \approx$ $V M_{0} / d^{3}$ is the field of dipole-dipole interaction between two particles $d$ distant from each other and $H_{\text {an }}=$ $2 K_{1} / M_{0}$ is the anisotropy field. Hence, the mean distance between the particles must obey the relationship $d \gg\left(V M_{0}^{2} / 2 K_{1}\right)^{1 / 3}$. In our system, $M_{0}^{2} / K_{1}=6.25$ and the particles are $10-100 \mathrm{~nm}$ across (as follows from the fact that they are single-domain [8]); therefore, $d=10^{-5}$ -


Fig. 6. Frequency dependence of the relative amplitude of the response from 1000 particles some of which are in state $a$ and the rest of them are in state $b$ (near reduced frequencies of 3,4 , and 5) for $\alpha=0.01$. The dotted line depicts the response from all the particles whose magnetization runs normally to the variable field.
$10^{-4} \mathrm{~m}$. Accordingly, the particle concentration is $10^{8}-$ $10^{9} \mathrm{~cm}^{-3}$ and the writing density is $10^{8}-10^{9} \mathrm{bit} / \mathrm{cm}^{3}$ (two to three particles per bit). As the amount of anisotropy rises, the writing density is bound to grow as $\left(H_{\mathrm{an}}\right)^{1 / 3}$. Thus, nonlinear and linear FMRs can be used for data writing/reading in an ensemble of fine single-domain particles.

## CONCLUSIONS

We considered the linear and nonlinear dynamics of magnetization in an ensemble of independent singledomain particles subjected to high-frequency electromagnetic field pulses. At certain values of the pulse amplitude and frequency, the magnetization vector of one particle resonantly switches to the position perpendicular to its initial orientation. This phenomenon is akin to the occurrence of nonuniform nonlinear FMR, since the frequency dependence of the switching threshold is similar to the frequency dependence of the nonlinear FMR excitation threshold [10].

If the field amplitude is small, the oscillations of magnetization vector $\mathbf{M}$ are based on nonlinear FMR. In this case, the response both from one particle, if its size exceeds a certain value [11], and from a particle ensemble can be detected. The amount of the electromagnetic response is related to the particle shape, since its spectrum depends on the particle distribution over resonant frequencies, which, in turn, depend on the particle shape distribution. The spectrum of the response is also affected by the orientation of the magnetization vector in the particles relative to a given axis. Numerical analysis of the solution to the equation of motion of
magnetization vector convincingly suggests that an ensemble of single-domain particles excited by an rf field may be used as an information carrier where data writing/reading is based on nonlinear/linear FMR.
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#### Abstract

The effect of the structural state of $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}, \mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$, and $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ amorphous alloys on their magnetic properties is studied under different nanocrystallization conditions. A permanent magnetic field applied during thermomagnetic treatment is found to affect structuring in the amorphous alloys at the initial stage of devitrification. The fine structure of the devitrified amorphous alloys is shown to correlate with the field shifting the hysteresis loop. A mechanism accounting for a hysteresis loop shift in amorphous alloys is discussed. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The magnetic properties of soft magnetic materials depend on their structure, the structures of domain walls, and the domain wall stability. By modifying the structure of ferromagnets, one can control their magnetic properties. Electron microscopy is widely applied to study the structural state of amorphous and nanocrystalline alloys. Additional information on the structure of the alloys can be extracted from the key parameters involved in the Barkhausen effect [1, 2].

In this work, we studied the effect of the structural state of Fe - and Co-based amorphous alloys on their magnetic properties and parameters of the Barkhausen effect under various conditions of heat treatment and thermomagnetic treatment (TMT). Specifically, we revealed how the annealing temperature, cooling rate, and magnetic field frequency influence the magnetic properties of the heat-treated alloys and found a relationship between the structure of the amorphous alloys (disperse phase precipitation) and field $\Delta H$ shifting a hysteresis loop ( $\Delta H$ is the field between the center of the loop and the origin).

The chemical compositions of the disperse phases were determined. Concepts concerning a mechanism accounting for a hysteresis loop shift in the amorphous alloys are presented.

## RESULTS AND DISCUSSION

Amorphous ribbons $20-25 \mu \mathrm{~m}$ thick and 5 mm wide were produced by quenching from the melt on a rotating copper wheel. The samples had the shape of strips and toroids. The amorphous samples had different values of magnetostriction $\lambda_{s}$ : $\sim 30 \times 10^{-6}$ for $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$ and $\sim 0.5 \times 10^{-6}$ for $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$. For $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}, \lambda_{\mathrm{s}}$ was close to zero.

To relieve quenching-induced stresses, the samples were vacuum-annealed at temperatures varying from 300 to $450^{\circ} \mathrm{C}$. Then, they were subjected to longitudinal magnetic fields of different frequencies (namely, in a permanent field, in an ac field with $f=50 \mathrm{~Hz}$, and in a high-frequency field with $f=80 \mathrm{kHz}$ ). Some of the samples were subjected to complex thermomagnetic treatment: they were annealed in a certain temperature range and simultaneously exposed to a constant or high-frequency magnetic field. Some of the samples were water-quenched in an ac magnetic field starting from the Curie temperature (the cooling rate was $50 \mathrm{~K} / \mathrm{min}$ ).

The structure of the amorphous ribbons was studied under a JEM-200KX transmission electron microscope. For electron microscopic analysis, the ribbons were electrolytically thinned to foils having regions as thin as $200-300 \mathrm{~nm}$.

As a key (information-carrying) parameter of the Barkhausen effect, we chose electromotive force $\varepsilon$ of the flux of magnetization (Barkhausen) jumps averaged over the magnetization reversal period. The flux of magnetization jumps (MJs) was displayed on an oscilloscope screen, and $\varepsilon$ was measured on the strip samples by an add-on transducer [3, 4]. The toroidal samples were used to measure static hysteresis loops, initial permeability $\mu_{0}$, and magnetic losses $P_{0.2 / 20000}$. The magnetic losses measured at a frequency of 20 kHz and an induction of 0.2 T were calculated from the area of stroboscopically recorded dynamic hysteresis loops. The initial permeability was determined at a frequency of 80 Hz in a field of $0.05 \mathrm{~A} / \mathrm{m}$. From the strip samples, we also took static hysteresis loops.

The basic parameters of the alloys, namely, Curie temperature $T_{\mathrm{C}}$ and crystallization temperature $T_{\mathrm{cr}}$, are given in Table 1. Table 2 lists the magnetic properties of

Table 1. Values of $T_{\mathrm{C}}$ and $T_{\mathrm{cr}}$ for the amorphous alloys

| Alloy | $T_{\mathrm{C}},{ }^{\circ} \mathrm{C}$ | $T_{\mathrm{cr}},{ }^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: |
| $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{{ }_{15}} \mathrm{~B}_{10}$ | 380 | 480 |
| $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$ | 550 | 490 |
| $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ | 462 | 540 |

the $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}, \mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$, and $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ alloys after the heat and thermomechanical treatments. Here, $\mu_{0}$ is the initial permeability, $H_{c}$ is the coercive force, $P_{0.2 / 20000}$ is the magnetic losses, and $B_{\mathrm{r}} / B_{\mathrm{m}}$ is the squareness ratio of a hysteresis loop.

Figure 1 shows the hysteresis loops for different states of the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ alloy: after annealing in the absence of the magnetic field, after TMT in the permanent magnetic field, and after TMT in the high-frequency magnetic field $(f=80 \mathrm{kHz})$. After rapid quenching from the melt on the rotating wheel, the sample has a rounded symmetrical hysteresis loop. After no-field annealing, the hysteresis loop has inflections (Fig. 1a). After TMT in the permanent magnetic field, the loop becomes rectangular and shifts along the field axis (Fig. 1b). TMT in the $80-\mathrm{kHz}$ field leads to a symmetric rounded hysteresis loop with a minimum coercive force (Fig. 1c). In the last case, the effect is similar to that of TMT in a rotating magnetic field. Note that water quenching of the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ alloy from the Curie temperature and TMT in the high-frequency magnetic field give the same result.

Figure 2 plots shift field $\Delta H$ against the temperature of TMT in the permanent field for the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ alloy. The annealing time was 1 h for all the samples.


Fig. 1. Hysteresis loops in the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ amorphous alloy after (a) annealing in the absence of the magnetic field, (b) TMT in the permanent magnetic field, and (c) TMT in the high-frequency magnetic field.

It is seen that TMT at temperatures to $250^{\circ} \mathrm{C}$ does not shift the hysteresis loop. The treatment in the temperature range $250-350^{\circ} \mathrm{C}$ slightly shifts the loop (by about $1-2 H_{c}$ ). At higher TMT temperatures, the shift of the hysteresis loop increases sharply, reaching 10$15 \mathrm{H}_{\mathrm{c}}$.

Similar results were obtained for the $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$ and $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ alloys. The experimental data indicate that the shape of the hysteresis loop, magnetic losses, and permeability of the samples depend on the treatment conditions.

The Fe- and Co-based amorphous alloys annealed in the absence of the field exhibit hysteresis loops of the Perminvar type. Hysteresis loops with inflections are associated with the stabilizing domain structure: domain walls tend to return to their initial positions as the applied magnetic field decreases to zero. The presence of the stabilized domain structure in the samples annealed without the magnetic field can be judged from elevated magnetic losses and low initial permeabilities.

During TMT in the $80-\mathrm{kHz}$ field, magnetization reversal in the amorphous ribbons occurs via magnetization rotation. When the sample is annealed in this field, induced anisotropy does not arise because of the absence of a preferred orientation. The destabilization of the domain structure that occurs at TMT in the highfrequency field results in rounded symmetric hysteresis loops, low magnetic losses, a low coercive force, and a high permeability.

The rectangular hysteresis loops shifted along the field axis that are observed after TMT in the constant


Fig. 2. Field shifting the hysteresis loop vs. the temperature of TMT in the permanent magnetic field for $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$.


Fig. 3. Electron micrographs taken of amorphous $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ and the corresponding electron diffraction patterns taken after TMT in the permanent field at (a) 280 and (b) $380^{\circ} \mathrm{C}$.
magnetic field are likely to be related to microcrystalline high-coercivity precipitates in the amorphous matrix with their magnetization directions specified by the direction of the magnetic field during TMT. The results of structure analysis that follow confirm this assumption.

For the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ amorphous alloy, it turned out that, after TMT in the constant magnetic field at $280^{\circ} \mathrm{C}\left(\Delta H\right.$ is at most $\left.1-2 H_{\mathrm{c}}\right)$, its matrix contains disperse $\alpha$-Co clusters. In dark-field images of the alloy after this treatment, these clusters appear as diffuse and clear-cut spots and the inner ring in the electron diffraction pattern is smeared (Fig. 3a). After TMT in the constant magnetic field at $380^{\circ} \mathrm{C}, \Delta H$ equals $10-15 H_{c}$. The alloy contains disperse precipitates ( $<5 \mathrm{~nm}$ across) of the $\mathrm{Co}_{2} \mathrm{Si}$ and $\mathrm{Fe}_{3} \mathrm{Si}$ phases (Fig. 3b), which are not observed after annealing at a lower temperature $\left(280^{\circ} \mathrm{C}\right.$ ). Remarkably, these phases (disperse precipitates) are arranged into chains.

The structure analysis suggests that the small shift of the hysteresis loop in the case of the $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ amorphous alloy subjected to TMT in the temperature range $250-350^{\circ} \mathrm{C}$ is related mainly to the formation of


Fig. 4. Electron micrographs taken of amorphous $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ and the corresponding electron diffraction patterns after (a) heat treatment at $300^{\circ} \mathrm{C}$ for 2 h and (b) TMT in the permanent field at $450^{\circ} \mathrm{C}$ for 1 h .
$\alpha$-Co clusters, which stabilize the domain structure. The shift of the hysteresis loops in the samples annealed at higher temperatures is likely to be caused by the precipitation of disperse phases with a higher coercive force and the magnetization direction specified by the direction of the magnetic field in the course of TMT.

After TMT in the constant magnetic field at $400^{\circ} \mathrm{C}$, the $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$ alloy also contains disperse ( $<5-\mathrm{nm}$ ) $\mathrm{Co}_{2} \mathrm{Si}$ and $\mathrm{Fe}_{3} \mathrm{Si}$ precipitates. The magnetization direction in them depends on the direction of the magnetic field in the course of treatment. Note that such a treatment causes a significant shift of the hysteresis loop ( $\Delta H=10-15 H_{c}$ ).

Figure 4 shows the electron micrographs taken of the $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ alloy after heat treatment at $300^{\circ} \mathrm{C}$ for 2 h (Fig. 4a) and after TMT in the constant magnetic field at $450^{\circ} \mathrm{C}$ for 1 h (Fig. 4b).

It is seen that the matrix of the alloy annealed at $300^{\circ} \mathrm{C}$ for 2 h remains amorphous. However, along with the first and second diffuse halos, the electron diffraction pattern contains diffraction spots and rings, the lat-

Table 2. Magnetic properties of the amorphous alloys after different treatments

| Alloy | Treatment | $\mu_{0}$ | $H_{\mathrm{c}}, \mathrm{A} / \mathrm{m}$ | $P_{0.2 / 20000}, \mathrm{~W} / \mathrm{kg}$ | $B_{\mathrm{r}} / B_{\mathrm{m}}$ |
| :--- | :--- | ---: | :---: | :---: | :---: |
| $\mathrm{Fe}_{5} \mathrm{Co}_{70} \mathrm{Si}_{15} \mathrm{~B}_{10}$ | Annealing | 4500 | 1.3 | 30 | 0.3 |
|  | TMT in permanent field | 5200 | 0.6 | 37 | 0.97 |
|  | Rapid cooling in ac field | 45000 | 0.4 | 5 | 0.96 |
| $\mathrm{Fe}_{60} \mathrm{Co}_{20} \mathrm{Si}_{5} \mathrm{~B}_{15}$ | Annealing | 1050 | 2.5 | 55 | 0.3 |
|  | TMT in permanent field | 1200 | 2.5 | 60 | 0.97 |
|  | Complex TMT | 7500 | 1.0 | 7 | 0.97 |
| $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ | Annealing | 1200 | 1.5 | 35 | 0.4 |
|  | TMT in permanent field | 3500 | 0.8 | 40 | 0.97 |
|  | Rapid cooling in ac field | 50000 | 0.3 | 5 | 0.96 |

ter consisting of small reflections. The dark-field image of the alloy demonstrates crystalline phases; by interplanar spacings, these can be identified as $\alpha-\mathrm{Co}$ and $\beta$-Co precipitates less than 2 nm across.

Although the alloy annealed in the constant magnetic field at $450^{\circ} \mathrm{C}$ contains the $\alpha-\mathrm{Co}, \beta-\mathrm{Co}$, and $\mathrm{Co}_{2}(\mathrm{Mo}, \mathrm{Zr})$ disperse phases, its alloy structure still remains largely amorphous. The effect of a constant magnetic field on structuring early in devitrification of the amorphous alloy during heat treatment is of particular interest. The constant magnetic field seems to favor the growth of $\alpha$-Co clusters and their aggregation into linear (inside the ribbon) or 3D arrays, which originate at the ribbon surface.

Figure 5 shows the oscillograms of the envelopes of the MJ flux amplitudes in the metalloid-free $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ amorphous alloy subjected to heat treat-


Fig. 5. Oscillograms of the MJ flux amplitude envelopes for $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ after (1) heat treatment at $300^{\circ} \mathrm{C}$ for 2 h and (2) TMT in the permanent magnetic field at $450^{\circ} \mathrm{C}$ for 1 h .
ment at $300^{\circ} \mathrm{C}$ for 2 h (curve 1) and to TMT in the constant magnetic field at $450^{\circ} \mathrm{C}$ for 1 h (curve 2). Comparing these oscillograms with the electron micrographs taken of the $\mathrm{Co}_{81.5} \mathrm{Mo}_{9.5} \mathrm{Zr}_{9}$ alloy (Fig. 4) indicates a correlation between the alloy structure and the chosen information-carrying parameter of the Barkhausen effect. Specifically, the field distribution of MJs in the Gaussian form (Fig. 5, curve 1) corresponds to the amorphous structure, while intervals of critical start fields in the oscillogram are assigned to precipitation in the amorphous matrix (Fig. 5, curve 2).

After TMT in the constant magnetic field, the oscillogram of the MJ flux amplitude envelope shifts along the field axis, in accordance with the shift of the hysteresis loop. The oscillogram exhibits several intervals of critical start fields. The $\alpha-\mathrm{Co}, \beta-\mathrm{Co}$, and $\mathrm{Co}_{2}(\mathrm{Mo}, \mathrm{Zr})$ disperse phases (with their magnetization directions specified by the direction of the constant magnetic field during TMT) precipitating in this alloy result in an increase in the MJ flux amplitude and simultaneously narrow the intervals of critical start fields.

## CONCLUSIONS

A constant magnetic field applied during thermomagnetic treatment has been found to affect structuring at the initial stage of devitrification of the amorphous alloys. The fine structure of the devitrified amorphous alloys correlates with the field shifting the hysteresis loop. The parameters of the Barkhausen effect are shown to correlate with the fine structure of the devitrified amorphous alloys.

It is shown that magnetization reversal in the samples subjected to thermomagnetic treatment in a constant magnetic field is accomplished via a set of magnetization jumps in start fields close to each other, which results in an increase in the magnetic losses.

Methods that could prevent a shift of the hysteresis loop and significantly improve the magnetic properties of amorphous soft magnetic materials are (i) complex
thermomagnetic treatment (the simultaneous action of high-frequency and permanent magnetic fields) and (ii) rapid cooling starting from a temperature above the Curie temperature at a rate of $50 \mathrm{~K} / \mathrm{min}$ in an ac magnetic field. Changes in the magnetic properties of the alloys after such treatments are due to the occurrence of uniaxial magnetic anisotropy and the destabilization of domain walls.
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#### Abstract

An experimental setup for studying semiconductor structures by photoreflectance spectroscopy is designed. The double-monochromator-based optical scheme of the setup makes it possible to depress uncontrolled heating of the sample and diminishes a bending of the energy bands due to charge carrier photogeneration. Accordingly, the photoreflectance spectra are detected with a minimal influence of the modulating and probe radiations on the sample. With this setup, the room-temperature photoreflectance spectra from $\mathrm{GaAs} / \mathrm{GaAsP}$ superlattices are taken and the interband transition energies, as well as a potential step in the conduction band of these superlattices, are measured. © 2005 Pleiades Publishing, Inc.


The techniques of modulation spectroscopy are being widely used in studying semiconductor structures, such as quantum wells and superlattices. The most popular are the photoreflectance and electroreflectance methods [1], which measure the variation of reflectance $R$ of the sample in the presence of an electric field. In the case of photoreflectance (PR), $R$ is modulated by the electric field varying in the space charge region when electron-hole pairs are generated by a modulating laser radiation. Although the relative variation of the reflectance under the action of the modulating radiation is small, $\Delta R / R \sim 10^{-5}$, it can be recorded using synchronous detection. The PR method is contactless and offers a high spatial locality.

PR spectra can be recorded with a monochromator placed in front of the object (Fig. 1a) [2] or behind it (Fig. 1b) [3]. In the former case, the radiation from spectrometer lamp 1 (probe radiation shown with the dashed line) passes through monochromator 2 and is incident on the sample. The reflected beam strikes photodetector 4 [2]. Modulating beam 5 is incident on the same place on the sample as the probe radiation. In such a configuration, the photodetector receives both the desired PR signal and the modulating radiation scattered by the surface roughness. Therefore, the signal to be measured may fall outside the dynamic range of measurements in the case of synchronous detection.

In the latter case (Fig. 1b), the total radiation from spectrometer lamp 1 and modulating radiation 5 are incident on the sample, reflect from it, and enter the entrance slit of monochromator 2. The monochromator transmits only the probe radiation (dashed line), which is then recorded by photodetector 4 . In this case, the monochromator filters out the modulating radiation scattered by the surface roughness. However, the sample is constantly irradiated by the entire spectrum of the
intense lamp. This leads to local heating of the sample, photoexcitation of carriers, and, eventually, an uncontrolled bending of the energy bands.

To get rid of the disadvantages inherent in the above schemes, we developed a setup for recording PR spectra that is based on a double monochromator (Fig. 1c). Here, the radiation from spectrometer lamp 1 passes through first monochromator 2 and is incident on sample 3. The modulating radiation strikes the sample at the same place. The reflected radiation passes through second monochromator 2 and arrives at photodetector 4. Such a scheme prevents sample heating, and the scattered modulating radiation is filtered out by the second monochromator. Figure 2 shows the block diagram of the experimental setup for PR spectroscopy equipped with an MDR-6 double monochromator (the focal length 30 cm , the aperture ratio $1: 6$ ). Additional entrance slit $A$ is mounted in the second stage of the monochromator instead of the middle slit.

The radiation from $30-\mathrm{W}$ spectrometer lamp 1 is focused by optical system 2 on the entrance slit of first monochromator 3(I), passes through it, and is directed to sample 5 by means of optical system 4 . The radiation of He -Ne laser 10 modulated with mechanical chopper 11 is incident at the same point of the sample. The modulation frequency can be varied from 50 to 1500 Hz . The probe radiation reflected from the sample (the dashed line in Fig. 2) is focused by objective 6 on entrance slit $A$ of second monochromator 3(II) interfaced with low-noise photoamplifier 7. An FDK-263 silicon photodiode connected by the zero-bias scheme serves as the sensor of the photoamplifier. The frequency response of the amplifier is optimized for the frequency band $50-1500 \mathrm{~Hz}$. The output signal of the amplifier is applied to lock-in detector 8 of a Unipan232B selective nanovoltmeter. The signal from photo-

(b)



Fig. 1. Recording of PR spectra with (a, b) one and (c) two monochromators: (1) spectrometer lamp, (2) monochromator, (3) sample, (4) photodetector, and (5) modulating radiation.
diode 13 serves as a reference voltage for the lock-in detector. Photodiode 13 detects the modulating radiation from laser 10 , which reflects from the sample (the dotted line in Fig. 2). Thus, the output voltage of the lock-in detector is proportional to the variation of reflectance $R$ at the modulation frequency. The apertures of optical systems 2,4 , and 6 are matched with the aperture of the monochromator. To control the positions of the monochromator gratings and to measure the PR signal, we used PC 9 with an RS-232 interface and an original interface unit [4] based on an Amtel 89c51 microcontroller. The spectral width of the monochromator's instrument function was 1 meV . The PR spectra were recorded at room temperature.

Figures 3a and 3b show the PR spectra of a $\mathrm{GaAs} / \mathrm{GaAsP}$ superlattice that were taken using a single (Fig. 1a) and double (Fig. 1b) monochromator, respectively. The spectral lines at 1.459 and 1.903 eV correspond to basic transitions in the strained GaAs and $\mathrm{GaAs}_{0.6} \mathrm{P}_{0.4}$ layers, respectively. The lines in the range $1.459-1.903 \mathrm{eV}$ are assigned to interband transitions in the superlattice. It is seen that the PR spectra differ in signal-to-noise ratio and shape because of a reduced effect of the probe radiation on the sample in Fig. 3b.

To find the energies of the interband transitions, the experimental spectra were fitted to the Aspnes low-field model [5],

$$
\begin{equation*}
\frac{\Delta R}{R}(E)=\operatorname{Re}\left[A e^{i \varphi}\left(E-E_{i}+\Gamma\right)^{-m}\right] \tag{1}
\end{equation*}
$$

Here, $A$ and $\varphi$ are the amplitude and phase parameters, $E$ is the probe radiation energy, $E_{i}$ is the position of an $i t$ spectral feature, $\Gamma$ is a phenomenological broadening parameter, and $m$ is a parameter depending on the type of the critical point and on the order of the derivative of permittivity $\varepsilon(E)$ with respect to energy.

In the case under consideration, $m=2$ [5]. The arrows in Fig. 3b indicate the energies of interband transitions in the superlattice calculated from the experimental spectrum. Based on the simulation results for the $\mathrm{GaAs} / \mathrm{GaAsP}$ band structure and the experimental data obtained from the PR spectra, we estimate a band discontinuity at the heterojunction, $\Delta E_{\mathrm{c}} / \Delta E_{\mathrm{g}}=0.15$ [6]. Here, $\Delta E_{\mathrm{g}}$ is the difference between the energy gaps of


Fig. 2. Block diagram of the experimental setup for PR spectroscopy: (1) spectrometer lamp, (2, 4, 6) objectives, (3) MDR-6 double monochromator, (5) sample, (7) photodetector with low-noise amplifier, (8) Unipan-232B selective nanovoltmeter, (9) PC with microprocessor-based interface unit, (10) He-Ne laser, (11) chopper, (12) deflecting mirror, and (13) reference signal photodetector.


Fig. 3. PR spectra from the $\mathrm{GaAs} / \mathrm{GaAsP}$ superlattice taken (a) single and (b) double monochromator. The arrows indicate the interband transition energies in the superlattice that were determined by fitting sum (1) of Aspnes expressions to the spectra.
the barrier and well and $\Delta E_{\mathrm{c}}$ is the conduction band discontinuity at the heterojunction.

Thus, we developed a computerized setup for PR spectroscopy of semiconductor compounds. Our approach makes it possible to suppress probe-radiationinduced perturbing effects and, thereby, to avoid uncontrolled heating of the sample and bending of energy bands due to photogeneration of carriers. The roomtemperature experiments carried out with this setup allowed us to estimate the interband transition energies in the strained GaAs/GaAsP superlattice and a potential step at the heterojunction.
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#### Abstract

New findings concerning a double-pass amplifier of original design allowing for a significant increase in the peak power of laser pulses without changing the lasing mean power and pump power are presented. A peak power of 305 kW is demonstrated at a lasing mean power of about 25 W . The physics of such an amplifier and prospects for its application are discussed. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The creation of self-terminating laser systems with a relatively high peak power is a topical problem for a number of applications, such as laser frequency conversion with nonlinear crystals, dye laser pumping, microprocessing of materials, etc. Earlier [1, 2], we proposed a scheme of a multipass amplifier in order to increase the peak power of a copper-vapor laser. The specific design of this amplifier makes it possible to increase the peak power severalfold without changing the way and amount of energy deposition into the active medium.

The effect is reached by the multiple passage of a sharp short laser pulse generated by a master oscillator (MO) through the active medium of the amplifier. Duration $\tau_{0 \mathrm{~s}}$ of this pulse must be substantially shorter than inversion lifetime $\tau_{\text {inv }}$ in the active medium of the amplifier stage. It has been experimentally demonstrated [3] that the energy taken from the active medium by and accumulated in a short input pulse is nearly equal to the energy acquired by a long input pulse, $\tau_{0 \mathrm{~s}} \geq$ $\tau_{\text {inv }}$, in a one-pass scheme, the lasing volume being equal. Therefore, the amplitude of the short pulse is higher than that of the long pulse by a factor of $\tau_{\text {ind }} / \tau_{0 s}$. Using qualitative expressions derived in [3], one can find optimal relationships between $\tau_{0 s}, \tau_{\text {inv, }}$, length $L_{\text {amp }}$ of the active medium of the amplifier, and delay time $\tau_{\text {del }}$ of the beam-turning unit of a copper-vapor multipass amplifier. In this work, we perform experimental verification of these expressions and refine the optical scheme of a copper-vapor multipass amplifier with the aim of improving the parameters of radiation.

## EXPERIMENTAL

In experiments, we employed a simple (doublepass) copper-vapor laser amplifier with counterpropagating and polarization-decoupled beams (Fig. 1). The
system consists of MO 1 ; collimator 2; polarization beamsplitter (Glan prism) 3; amplifier stage 4; and beam-turning unit 5, containing quarter-wave plate 6 and plane mirror 7 .

MO 1 (LT-1Cu commercial laser tube [4]) equipped with an unstable resonator (mirrors 8 and 9 ) with magnification $M=5$ and polarizer 11 (Glan prism) generates pulses with wavelengths of 0.51 and $0.578 \mu \mathrm{~m}$ at a repetition rate of 10 kHz . The radiation is polarized horizontally, so that electric vector $E_{\|}$lies in the plane of Fig. 1. Telescopic collimator 2 consisting of two concave spherical mirrors 8 and 9 magnifies the diameter of the MO beam to 20 mm and partly suppresses its superluminescent background, separating out (through pinhole 10) the central part of the beam with divergence $\varphi_{\mathrm{in}}$, which is approximately five times greater than the diffraction-limited divergence. The (input) MO radia-


Fig. 1. Experimental scheme: (1) MO, (2) collimator, (3) polarization beamsplitter, (4) amplifier stage, (5) beamturning unit, ( 6 ) quarter-wave phase plate, (7) plane mirror, $(8,9)$ mirrors, $(10)$ collimator pinhole, (11) MO polarizer, $(12,13)$ mirrors of MO resonator, and $(14,15)$ mirrors of amplifier stage.
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Fig. 2. (a) Pulses from the MO built around the LT-1Cu tube at the entrance to the amplifier ( $W_{\mathrm{in}}=0.3 \mathrm{~W}$ ) and (b) the corresponding output pulses of the amplifier: (1) total power, (2) power at a wavelength of $0.51 \mu \mathrm{~m}$, and (3) power at a wavelength of $0.578 \mu \mathrm{~m}$.
tion power at the entrance to the amplifier stage is $W_{\mathrm{in}}=$ 0.3 W , and the width of the pulse base is $\tau_{0 \mathrm{~s}}=12-13 \mathrm{~ns}$. In several experiments, an LT-3Cu higher power commercial laser tube [4] was used, which raised $W_{\text {in }}$ to $0.7-0.9 \mathrm{~W}$ at $M=230$. In this case, duration $\tau_{0 \mathrm{~s}}$ was about 17 ns and $\varphi_{\text {in }}$ was three times as large as the dif-fraction-limited divergence.

The application of the unstable resonator incorporated into the MO, mirror collimator with spatial filtering, and high-quality optical windows and mirrors, along with the upgraded MO pump source, made it possible to decrease the divergence and increase the power of the beam at the entrance to the amplifier stage compared with early values [3] of these parameters. The
chromatic aberrations and beam astigmatism at the entrance to and exit from the amplifier stage were also reduced.

Amplifier stage 4 contains a GL-201 tube with working chamber length $L_{\text {amp }}=80 \mathrm{~cm}$ and a diameter of 20 mm . The inversion lifetime (measured at the base) is $\tau_{\text {inv }} \approx 35 \mathrm{~ns}$ at a typical pump power of $3.0-3.2 \mathrm{~kW}$ and a pulse repetition rate of 10 kHz . Horizontally polarized beam $J^{+}$enters the active medium of amplifier stage 4 through section $A$ and falls on turning unit 5 . Beam $J^{-}$propagating in the opposite direction acquires orthogonal polarization ( $E_{\perp}$ ). Therefore, it does not interfere with beam $J^{+}$and is removed from the system by means of polarization beamsplitter 3 .

Delay time $\tau_{\text {del }}$ and its corresponding distance $L_{\text {del }}$ from section $B$ of the discharge chamber containing the active medium of the amplifier stage to mirror 7 were taken so as to satisfy the relationships derived in [3] for a double-pass system at given $\tau_{0 s}$. In the experiments, ratio $\tau_{\text {inv }} / \tau_{0 \mathrm{~s}}$ was varied from 2 to 3 .

Repetition-rate-averaged input power $W_{\text {in }}$ of amplifier stage 4 and average amplified power $W_{\text {out }}$ at the output of this stage were measure with an IMO-4S calorimeter. Corresponding waveforms $U_{\text {in }}(t)$ and $U_{\text {out }}(t)$ were detected using FÉK-22spu phototubes and a sampling oscilloscope with a bandwidth of 3.7 GHz . The waveforms were related to the time axis with regard to the delays in the optical measuring paths. For the dou-ble-pass configuration, waveforms $U_{\text {in }}(t)$ and $U_{\text {out }}(t)$ in section $A$ are shown.

The results were compared with those obtained in $[3,5]$ for a single-pass amplifier with the same amplifier stage and pump power. In [3, 5], the MO generated pulses of duration equal to the inversion lifetime in the amplifier stage (about 35 ns ). For the single-pass amplifier, the maximal powers were $W_{\text {out }}=23 \mathrm{~W}$ and $U_{\text {out }}=$ 136 kW .

## RESULTS AND DISCUSSION

Figures 2 and 3 show waveforms $U_{\text {in }}(t)$ (panels (a)) of pulses from the MO and waveforms $U_{\text {out }}(t)$ (panels (b)) of pulses from the double-pass amplifier for the MOs based on the LT- 1 Cu and LT-3Cu tubes, respectively. Either version had its own optimal length $L_{\text {del }}$ corresponding to $\tau_{\text {del }}$. It is seen from Fig. 3a that the input pulse generated by the LT-3Cu-based MO is not smooth, exhibiting three humps ( $\tau_{0 \mathrm{~s}}$ is about 17 ns ). In both cases, the output pulse of the double-pass amplifier is $2-3 \mathrm{~ns}$ longer than the input pulse. The increase in the peak power is the highest for a short smooth pulse with $\tau_{0 \mathrm{~s}} \approx 12.5 \mathrm{~ns}$. It is seen from Fig. 2 b that the total (for two wavelengths) output peak power (curve 1 ) amounts to 305 kW at a mean power of 25 W (curves 2 and 3 correspond to green and yellow lines, respectively). When the input pulse is generated using the LT3 Cu tube, the maximum output peak power of the dou-
ble-pass amplifier is 210 kW (Fig. 3b). This value is lower than that obtained in [3] $(240 \mathrm{~kW})$ for a smooth input pulse with the same duration of 17 ns . This indicates that the shape and steepness of the input (MO) pulse have a significant effect on the peak power.

Note that, in both cases, the peak power of the dou-ble-pass amplifier built around the scheme from [2] is 1.5-2.2 times higher than the peak power ( 136 kW ) of the conventional single-pass amplifier with the mean radiation powers, pump powers, and lasing volumes being equal.

It follows from the results presented that the energies extracted from the active medium in the single- and double-pass amplifiers are virtually equal to each other. The pulse duration at the entrance to the double-pass amplifier remains approximately equal to the input pulse duration and is twice as short as the superluminescence pulse duration.

Figure 4 demonstrates the peak power of the doublepass amplifier optimized in this parameter versus delay time $\tau_{\text {del }}$ and pulse duration $\tau_{0 \mathrm{~s}}$ with the amplifier excitation mode remaining unchanged ( $\tau_{\text {inv }}=35-40 \mathrm{~ns}$ ). It is seen that each $\tau_{0 \mathrm{~s}}$ can be assigned optimal $\tau_{\text {del }}$. Comparison of curves 1 and 2 obtained for the smooth MO pulses with durations of 12.5 and 17 ns , respectively, shows that such a dependence complies with the optimization relationships derived in [3]. For a double-pass amplifier, these relationships are written as

$$
\begin{align*}
\tau_{0 \mathrm{~s}} & \approx \tau_{\mathrm{inv}}-\frac{2 L_{\mathrm{amp}}}{c}-\tau_{\mathrm{del}},  \tag{1}\\
\tau_{0 \mathrm{~s}} & \geq\left(\frac{2 L_{\mathrm{amp}}}{c}+\tau_{\mathrm{del}}\right) . \tag{2}
\end{align*}
$$

Expression (1) was obtained under the assumption that two passes of a single MO pulse cover the inversion time in the amplifier stage. Expression (2) implies that an MO pulse completely fills the volume of the amplifying medium for the inversion lifetime. For $\tau_{0 s}$ and $\tau_{\text {del }}$ much shorter than those satisfying the above formulas, an MO pulse covers the inversion time incompletely and cannot totally fill the working volume of the amplifier. Accordingly, part of the excitation energy remains unutilized. If $\tau_{\text {del }}$ is much greater than the optimal value, the trailing edge of the pulse has no time to leave the channel before the inversion is terminated and the pulse energy is partially absorbed. In both cases, the amplitude of the power pulse at the exit of the double-pass amplifier decreases. The maxima in the curves depicted in Fig. 4 correspond to an optimal value of $\tau_{\text {del }}$. On the other hand, when the MO generates shorter pulses, we, in accordance to expression (2), need to decrease an optimal value of $\tau_{\mathrm{del}}$, as demonstrated in the experiment: the maxima in the curves in Fig. 4 shift leftward.


Fig. 3. (a) Pulses from the MO built around the LT-3Cu tube at the entrance to the amplifier ( $W_{\text {in }}=0.7 \mathrm{~W}$ ) and (b) the corresponding output pulses of the amplifier: (1) total power, (2) power at a wavelength of $0.51 \mu \mathrm{~m}$, and (3) power at a wavelength of $0.578 \mu \mathrm{~m}$.

Note that the value of $\tau_{\text {inv }}$ in expression (1) is to a great extent uncertain, since this quantity depends on the amplification dynamics and laser energy density in the active medium of self-terminating lasers. In addition, expressions (1) and (2) ignore an increase in the pulse duration at the exit from the amplifier. The superluminescence lifetime ( $35-40 \mathrm{~ns}$ for the system under study) may apparently be taken as the maximum value of $\tau_{\text {inv }}$. For developed stimulated emission with an energy density higher by one order of magnitude, one should keep in mind more the pulse duration for a plane-resonator laser ( $25-30 \mathrm{~ns}$ for the given experimental conditions). Figure 4 supports the above statement. Specifically, substituting optimal delays $\tau_{\text {del }} \approx$ 8 ns (curve 1 ) and $\tau_{\text {del }} \approx 14 \mathrm{~ns}$ (curve 3 ) into expression (1), we obtain $\tau_{\text {inv }} \approx 26$ and $\approx 36 \mathrm{~ns}$, respectively. Estimation of the electromagnetic field energy density


Fig. 4. Peak power of the amplified pulses vs. delay time $\tau_{\mathrm{del}}$ at (1) $\tau_{0 \mathrm{~s}} \approx 12.5 \mathrm{~ns}$ and $U_{0 \mathrm{~s}}=5.7 \mathrm{~kW}$, (2) $\tau_{0 \mathrm{~s}} \approx 17.5 \mathrm{~ns}$ and $U_{0 \mathrm{~s}}=6-9 \mathrm{~kW}$, and (3) $\tau_{0 \mathrm{~s}} \approx 17 \mathrm{~ns}$ and $U_{0 \mathrm{~s}}=3 \mathrm{~kW}$ [3].
averaged over the laser pulse duration yields 5 and $\approx 3.4 \mu \mathrm{~J} / \mathrm{cm}^{3}$ : i.e., the higher the peak power of the amplifier, the shorter the inversion lifetime. A more rigorous analysis of the multipass amplifier considered requires the self-consistent solution of the kinetic equations for populations, equation of the energy balance in a plasma, and transfer equations for amplified radiation.

## CONCLUSIONS

Upgrading of a copper-vapor double-pass amplifier and the application of an MO pulse shorter than in the previous work [3] made it possible to raise the peak power of the output pulse to 305 kW . This value is 2.2 times higher than that of a single-pass amplifier with the mean output power ( $23-25 \mathrm{~W}$ ), pump power, and lasing medium of the amplifiers being equal. The results obtained support the validity of the qualitative physical model that explains the method [1] of increas-
ing the pulse amplitude without significantly changing the specific mean power. Note that single-pass amplifiers using MO pulses shorter than the inversion lifetime in the amplifier stage also offer a high output power. However, the mean power here decreases, because the inversion energy is utilized incompletely. In particular, using tubes with a volume two to four times greater, Evtushenko et al. [6] obtained a peak power of 600 kW at a specific mean power seven to eight times lower than the mean power in this work.

To clarify the prospects of our approach, additional calculations and experiments (in particular, with a larger number of passes in the amplifier stage) are needed. Such amplifiers would make it possible to effectively employ small and, hence, cheap lasing elements [4] with a mean radiation power of $10-20 \mathrm{~W}$ instead of expensive devices with a mean output of tens or hundreds of watts in technological equipment requiring high-peak-power radiation pulses.
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#### Abstract

The interaction of a powerful femtosecond laser pulse with a thin aluminum foil containing a hydrogen admixture is investigated. The calculations in question are performed for actual ion charges and at a solidstate density. The investigation is carried out with the aid of the previously developed theory of interaction of powerful short laser pulses with plasmas. This theory is based on constructing propagators for plasma-particle distributions. The calculated fast-proton distributions are in good agreement with experimental data. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Present-day lasers of power in the multitera- and petawatt ranges make it possible to obtain high-intensity femtosecond pulses (see, for example, [1]). In such cases, the intensity may range between $10^{18}$ and $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ at the focus of a laser pulse. At intensities as high as this, the oscillatory motion of an electron in the field of a wave becomes relativistic (at a wavelength of about $1 \mu \mathrm{~m}$ ). An intensity of $8 \times 10^{18} \mathrm{~W} / \mathrm{cm}^{2}$ can also be obtained by means of a portable laser as well [2]. A great number of experiments [3-16] and a numerical simulation by the "particles in a cell" method [17-27] showed that the interaction of such intense laser pulses with a thin target (or a thick target in the presence of a weak prepulse) may produce intense fast-proton beams, which can be used for a fast ignition of a thermonuclear target [28, 29], diagnostics of fast processes in plasmas [30], and isochoric heating of a solid body with the aim of obtaining high pressures [31], as well as in neutron sources [3].

The mechanism of proton acceleration in the interaction of an intense femtosecond laser pulse with a thin target is as follows. The ponderomotive force accelerates electrons, with the result that there arises charge separation. This generates an ambipolar electric field, and it is this field that accelerates ions in the target plasma. An additional acceleration may be due to the Coulomb explosion of ions [17] and a vortex electric field [18]. There is also a stochastic mechanism of electron acceleration [32], in which case the conditions for proton acceleration are optimal [26]. Ions may be accelerated both near the forward boundary of a thin target $[3,14,20,21]$ and near its rear boundary $[6,8$, $13,17,18,22$ ]. In the calculations reported in [27], the accelerating ambipolar field was distributed over a wide region. In the case where a laser pulse is incident
to a thick target, ions are also accelerated owing to the emergence of an ambipolar field [1]. It should be emphasized that the energy distribution of accelerated ions depends on the distribution of displaced electrons. For the case of a free plasma expansion into a vacuum, this was proven in [33].

## BASIC RELATIONS

Plasma dynamics is studied here within the theory developed previously in [34] to describe the interaction of powerful short laser pulses with plasma. This theory is based on constructing propagators for plasma-particle distributions at times shorter than the relaxation time for these distributions. In the approximation of a self-consistent field, the propagator for the density matrix (distribution function in the coordinate representation) describing particles of sort $a$ has the form

$$
\begin{align*}
& K_{a}(2,1)=\left(\frac{m_{a}}{2 \pi \hbar\left(t_{2}-t_{1}\right)}\right)^{3} \\
& \times \exp \left\{\frac{i}{\hbar}\left(S_{0}+\Delta S_{p}\right)+\Delta S_{s l}\right\}, \tag{1}
\end{align*}
$$

where $S_{0}$ is the action functional for a particle in a laser field of linear polarization (which is typical of powerful lasers). In this functional, the nonuniformity of the field is taken into account parametrically; that is,

$$
S_{0}=\frac{m_{a}}{t_{2}-t_{1}}\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)\left(\Delta \mathbf{r}_{2}-\Delta \mathbf{r}_{1}\right)-\frac{Z_{a} e}{\omega c\left(t_{2}-t_{1}\right)} \int_{\varphi_{1}}^{\varphi_{2}} \mathbf{A} d \varphi
$$

$$
\begin{gather*}
+\frac{Z_{a} e}{\omega c\left(t_{2}-t_{1}\right)} \frac{\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)}{\left(t_{2}-t_{1}\right)}\left(-\int_{\varphi_{1}-\Delta \varphi_{1}}^{\varphi_{1}+\Delta \varphi_{1}} \mathbf{A} d \varphi+\int_{\varphi_{2}-\Delta \varphi_{2}}^{\varphi_{2}+\Delta \varphi_{2}} \mathbf{A} d \varphi\right) \\
-\frac{Z_{a}^{2} e^{2}}{\omega^{2} m_{a}\left(t_{2}-t_{1}\right)} \int_{\varphi_{1}}^{\varphi_{2}+\Delta \varphi_{2}} \mathbf{A} d \varphi\left(-\int_{\varphi_{1}-\Delta \varphi_{1}}^{\varphi_{1}+\Delta \varphi_{1}} \mathbf{A} d \varphi+\int_{\varphi_{2}-\Delta \varphi_{2}}^{\int} \mathbf{A} d \varphi\right)  \tag{2}\\
+\frac{Z_{a}^{2} e^{2}}{2 \omega m_{a} c^{2}}\left(\int_{\varphi_{1}-\Delta \varphi_{1}}^{\varphi_{1}+\Delta \varphi_{1}} \mathbf{A}^{2} d \varphi+\int_{\varphi_{2}-\Delta \varphi_{2}}^{\int_{-\Delta \varphi_{2}}} \mathbf{A}^{2} d \varphi\right)
\end{gather*}
$$

where $\mathbf{A}=\mathbf{A}_{0}\left(\mathbf{r}_{\perp}, \varphi / \omega\right) \sin \varphi$ is the vector potential of a laser field, with $\mathbf{r}_{\perp} \perp \mathbf{k}, \mathbf{k}$ being the wave vector; $\varphi_{1,2}=$ $\omega t_{1,2}-\mathbf{k} \mathbf{r}_{1,2} ; \Delta \varphi_{1,2}=-\mathbf{k} \Delta \mathbf{r} / 2$; and $\omega$ is the laser-field frequency.

In Eq. (1), $\Delta S_{p}$ is the addition that the action functional develops under the effect of the ponderomotive forces that arise owing to the nonuniformity of the laser-field amplitude $A_{0}$. The ponderomotive forces were taken into account by perturbation theory, this being legitimate for rather short times within which the displacement of a particle is small in relation to the characteristic size of the nonuniformity of the laserfield amplitude $A_{0}$,

$$
\begin{equation*}
\Delta S_{p}=-\frac{Z_{a}^{2} e^{2}}{4 m_{a} c^{2}} \nabla A_{0}^{2} \int_{t_{1}}^{t_{2}} \Delta \mathbf{r}_{a} d t \tag{3}
\end{equation*}
$$

Here, $\Delta \mathbf{r}_{a}$ is the trajectory of a particle in a uniform laser field, the boundary conditions being $\Delta \mathbf{r}_{a}\left(t_{1}\right)=\Delta \mathbf{r}_{1}$ and $\Delta \mathbf{r}_{a}\left(t_{2}\right)=\Delta \mathbf{r}_{2}$. The contribution $\Delta S_{\text {st }}$ to the action from particle interaction is given by (this contribution is also calculated by perturbation theory)

$$
\begin{align*}
& \operatorname{Im}\left\{\Delta S_{s t}\right\}=\pi \sum_{b} n_{b} \int d \mathbf{p}_{b} f_{1 Z}\left(\mathbf{p}_{b}, t_{1}\right) v p \\
& \times \int_{t_{1}}^{t_{2}} d t \frac{Z_{a}\left(\mathbf{r}_{1}\right) e^{2} c^{2}\left[\Delta \mathbf{r}_{a \perp \mathbf{v}_{b}}(t)\right]^{2}}{\hbar} \frac{\mathbf{v}_{b} \Delta \mathbf{r}_{a}(t)}{}  \tag{4}\\
& f_{1 Z}\left(\mathbf{p}_{b}, t_{1}\right)=\int d r f\left(\mathbf{r}, \mathbf{p}_{b}, t_{1}\right) Z_{b}(\mathbf{r}) \\
& \operatorname{Re}\left\{\Delta S_{s t}\right\}=-\pi \sum_{b} n_{b} \int d \mathbf{p}_{b} f_{2 Z}\left(\mathbf{p}_{b}, t_{1}\right) \\
& \quad \times \int_{t_{1}}^{t_{2}} d t \frac{Z_{a}^{2}\left(\mathbf{r}_{1}\right) e^{4}}{\hbar \mathbf{v}_{b}}\left(\Delta \mathbf{r}_{a \perp \mathbf{v}_{b}}(t)\right)^{2}  \tag{5}\\
& f_{2 Z}\left(\mathbf{p}_{b}, t_{1}\right)=\int d \mathbf{r} f\left(\mathbf{r}, \mathbf{p}_{b}, t_{1}\right) Z_{a}^{2}(\mathbf{r})
\end{align*}
$$

Here, $Z_{b}, \mathbf{p}_{b}, \mathbf{v}_{b}$, and $n_{b}$ are, respectively, the charge, momentum, velocity, and mean density of plasma par-
ticles of sort $b$. The density matrix $\rho(\mathbf{r}+\Delta \mathbf{r} / 2, \mathbf{r}-\Delta \mathbf{r} / 2)$ is related to the distribution function by the equation

$$
\begin{gather*}
f(\mathbf{r}, \mathbf{p})=\frac{V}{(2 \pi \hbar)^{3}} \int d \mathbf{r} \rho(\mathbf{r}, \Delta \mathbf{r}) \exp \left(-i \frac{\Delta \mathbf{r} \cdot \mathbf{p}}{\hbar}\right)  \tag{6}\\
\rho(\mathbf{r}, \Delta \mathbf{r})=\frac{1}{V} \int d \mathbf{p} f(\mathbf{r}, \mathbf{p}) \exp \left(i \frac{\Delta \mathbf{r} \cdot \mathbf{p}}{\hbar}\right)
\end{gather*}
$$

where $V$ is the plasma volume.
If the initial distributions of plasma particles are known, their evolution can be found by repeatedly applying the propagators given by Eqs. (1)-(5) according to the relation

$$
\begin{gather*}
\rho_{a}\left(\mathbf{r}_{2}, \Delta \mathbf{r}_{2}, t_{2}\right) \\
=\int d \mathbf{r}_{1} \int d \Delta \mathbf{r}_{1} K_{a}(2,1) \rho_{a}\left(\mathbf{r}_{1}, \Delta \mathbf{r}_{1}, t_{1}\right) \tag{7}
\end{gather*}
$$

In order to study the generation of fast protons, it is necessary to consider particles of three sorts: electrons, target ions, and admixed hydrogen ions.

## GENERATION OF FAST PROTONS <br> UPON THE IRRADIATION OF A THIN ALUMINUM FOIL

Here, we consider the interaction of a linearly polarized laser pulse whose envelope is given by

$$
\begin{equation*}
A_{0 x}=A_{0} \exp \left(-(t-z / c)^{2} / \tau^{2}\right) \exp \left(-\left(x^{2}+y^{2}\right) / \sigma^{2}\right) \tag{8}
\end{equation*}
$$

the $z$ and $x$ axes being aligned with, respectively, the wave vector of the laser pulse and the polarization axis. The parameters of the laser pulse are the following: $\tau=$ $20 T, \sigma=7 \lambda$, and $\lambda=0.8 \mu \mathrm{~m}$, where $T$ and $\lambda$ are the laser-pulse period and wavelength, respectively. The maximum intensity reaches the value of $I_{0}=$ $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$. The aluminum foil used is shown in Fig. 1. The angle $\alpha$ between the laser-radiation wave vector and the normal to the plane is $22^{\circ}$, as in the experiment reported in [13]. The foil thickness is $3 \mu \mathrm{~m}$, the initial concentrations of electrons and $\mathrm{Al}^{+13}$ ions corresponding to a solid-state density. There are also admixed hydrogen ions.

By and large, the interaction process proceeds in just the same way as in a simulation by the "particles in a cell" method. The large ponderomotive force of a laser pulse expels electrons and accelerates them along the direction of its propagation, generating a strong separation of charges. The distributions of electrons in the $\left(z, p_{z}\right)$ and $\left(y, p_{z}\right)$ phase planes are shown in Figs. 2 and 3 , respectively. These distributions are given for a time instant following the completion of laser-pulse interaction with the target. As can be seen from Figs. 2 and 3, the electrons are accelerated to relativistic energies in the direction of pulse propagation. Owing to the development of Weibel instability [35], an electron current is generated in the opposite direction. An averaged description (the characteristic scale is about the wave-


Fig. 1. Three-dimensional representation of a thin aluminum foil.
length) of this instability is given in Fig. 3. Usually, the Weibel instability develops to smaller scales [36].

The electron-density distribution at a time instant following the completion of laser-pulse interaction with the target is displayed in Fig. 4. One can see that there occurs electron detachment at the target center, the electron-density value in the detached parts remaining close to a solid-state value. In a simulation by the "particles in a cell" method, relativistic electrons form a dilute halo around the target (see, for example, [13, 21, 22]). However, a model initial electron concentration that is an order of magnitude lower than a solidstate value was taken in those studies.

The ambipolar electric field formed upon the separation of charges accelerates ions, predominantly admixed protons. The distribution of fast protons with respect to the momentum $p_{z}$ is displayed in Fig. 5. In the case where the initial concentrations of aluminum ions and protons are equal to each other, the temperature of fast protons is $T_{p h}=4 \mathrm{MeV}$, while the total number of accelerated protons whose energy is above 1 MeV is approximately $3.5 \times 10^{11}$ (the accuracy of the calculation is about $20 \%$ ). These results agree with experimental data from [13], which indicate that $T_{p h}=3.2 \pm$ 0.3 MeV and that the number of accelerated protons is $1.6 \times 10^{11}$. The total number of accelerated protons depends strongly on their initial relative concentration in the target, since, at their concentration of $3 \%$, the number of accelerated protons falls down to $0.5 \times 10^{10}$ (see Fig. 5). The source of the discrepancy between the numbers of accelerated protons is that the initial concentration of the protons in the target is unknown.

From Fig. 6, which shows the distribution of fast protons in the $\left(z, p_{z}\right)$ phase plane, one can see that the bulk of the protons are accelerated in the region around $z=5-6 \lambda$, which is close to the $z$ value at which the $x=0$


Fig. 2. Distribution of electrons in the $\left(z, p_{z}\right)$ phase plane.


Fig. 3. Distribution of electrons in the $\left(y, p_{z}\right)$ phase plane.


Fig. 4. Three-dimensional representation of the electron density in units of $10^{21} \mathrm{~cm}^{-3}$.
plane intersects the rear boundary of the target. Therefore, the protons are accelerated predominantly in the vicinity of the rear boundary of the target, this being consistent with the results of the simulation performed in [13].


Fig. 5. Distribution of fast protons with respect to the momentum $p_{z}$ at various concentrations of protons in the aluminum target: (solid curve) result for the proton concentration equal to the concentration of target ions and (dashed curve) result for the relative proton concentration of $3 \%$.


Fig. 6. Distribution of fast protons in $\left(z, p_{z}\right)$ phase plane.


Fig. 7. Distribution of fast protons in the $\left(y, p_{z}\right)$ plane.

The absence of proton acceleration in the target in the vicinity of $y=0$ (see Fig. 7) is an interesting feature. In all probability, this is associated with the intense inverse current of relativistic electrons in the vicinity of
this value of $y$ (see Fig. 3). The calculations were performed by using a Pentium-4 PC.

## CONCLUSIONS

The interaction of a femtosecond relativistic ( $I=$ $10^{20} \mathrm{~W} / \mathrm{cm}^{2}$ ) laser pulse with an aluminum foil of thickness $3 \mu \mathrm{~m}$ has been studied on the basis of the previously developed theory of interaction of powerful short laser pulses. The new method used has made it possible to perform a simulation at realistic solid-state densities. By and large, the interaction process follows the same scenario as that observed in a simulation by the conventional "particles in a cell" method at densities much lower than a solid-state value. A strong ponderomotive force leads to the separation of charges and to the acceleration of protons by an ambipolar electric field. At initial solid-state concentrations, however, the electron cloud is ruptured without a sizable decrease in the concentration. The protons are accelerated predominantly in the vicinity of the rear boundary of the target. The momentum distribution of fast protons is of a Maxwellian character and is characterized by the temperature of $T_{p h}=4 \mathrm{MeV}$.
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#### Abstract

A nonstationary gasdynamic model of sealed laser and luminescent cells pumped by uranium fission fragments is developed. This model extends the earlier 1D model of gas dynamics in cells of flat geometry to the case of cells with buffer volumes and allows analysis of gasdynamic processes for the energy deposition step distribution over the laser cell length. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Gaining insight into thermal gasdynamic processes taking place in the active medium of gas lasers and luminescent cells pumped by uranium fission fragments [2] is a challenging problem. It covers such issues as the amount and distribution of energy deposition, as well as the velocity, density, temperature, and pressure of the active medium.

The effect of gasdynamic processes is the most pronounced when the energy delivered to the active medium is comparable to its initial inner energy. In this case, gas density redistribution is observed, which drastically changes the energy deposition distribution.

Among the available theoretical models of gas dynamics in nuclear-pumped sealed laser and luminescent cells, two merit attention: the model of low energy deposit [3] and the 1D model of gas dynamics in cells of flat geometry [1].

When the energy deposition is low, the gas flow is potential [3]; therefore, the former model allows 3D analysis of gas dynamics with regard to heat conduction. The essential disadvantage of this model is a severe limitation of the energy deposition.

In the latter model, the energy deposition is related to the Lagrangean coordinate of a fluid particle and a solution to the gasdynamic problem is given in quadratures [1], which is a serious advantage of this model. Its disadvantages are the unfeasibility of adequate inclusion of heat conduction and a low dimension of the problem. The latter factor makes it impossible to take into account the nonuniformity of the energy deposition distribution over the cell length (i.e., along the layers containing the fissioner).

Most experimental cells have spaces of relief: the so-called buffer volumes, where the pump intensity is zero [2, 4]. A specific feature of cells with buffer volumes is forcing the heated gas out of the active volume
(where the energy deposition is other than zero) into a buffer during a pump pulse. Obviously, buffered cells may be viewed as the limiting case of cells with energy deposition nonuniform distribution.

This paper presents a gasdynamic model of buffered cells that extends the model developed in [1]. The new model assumes that acoustic pressure oscillations during a pump pulse are negligible, the active volume is bounded by plane-parallel plates with a fissioner, and the plate spacing is much shorter than the active volume length. The last-named assumption allows us to ignore edge effects at the boundary between the active volume and a buffer and, thereby, solve the gasdynamic problem by integrating an ordinary differential equation for the mean pressure to obtain a solution in the form of a quadrature in Lagrangean coordinates.

## BASIC EQUATIONS

The set of gasdynamic equations for an ideal non-heat-conducting gas involves the continuity and energy equations (the Navier-Stokes equation in the model is lacking) [5],

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+(\nabla \cdot \rho \mathbf{u})=0 \\
\frac{\partial}{\partial t}\left\{\frac{p}{\gamma-1}+\frac{\rho \mathbf{u}^{2}}{2}\right\}+\operatorname{div}\left\{\frac{\gamma p}{\gamma-1}+\frac{\rho \mathbf{u}^{2}}{2}\right\}=q, \tag{1}
\end{array}\right.
$$

where $\rho, \mathbf{u}$, and $p$ are, respectively, the density, velocity, and pressure of the gas; $\gamma$ is the adiabatic exponent; and $q$ is the pump power.

It was shown [1] that, if pump pulse duration $\tau$ satisfies the inequality $\tau v \gg L$, where $v$ is the sound velocity and $L$ is the cell length, the kinetic energy in the energy equation may be ignored (it is much lower than the potential energy). Below, we disregard the intensity
of pressure waves and assume that the pressure is uniform within the cell. Then, the energy equation simplifies to [3]

$$
\begin{equation*}
\frac{1}{\gamma-1} \frac{d P}{d t}+\frac{\gamma P}{\gamma-1}(\nabla \cdot \mathbf{u})=q \tag{2}
\end{equation*}
$$

where $P$ is the cell-volume-averaged pressure value.
Consider the idealized representation of a buffered cell (Fig. 1). The cell has the form of a rectangular parallelepiped consisting of active and buffer volumes. A layer of the fissioner is applied on a plate coinciding with the plane $z=0$ (the fissioner can also be applied on a plate $z=h$ ) and is in contact with the active volume. The pump intensity is assumed to be uniform (edge effects near the fissioner are ignored), and so the pump intensity in the active volume depends only on coordinate $z$. In addition, we assume that the length of the active volume far exceeds the spacing between the plates with uranium fuel. This allows us to ignore edge effects at the boundary between the active volume and buffer.

It is easy to check that, with the conditions mentioned above satisfied, the density and gas velocity component $w$ along the $0 z$ axis in the active volume will depend on only time and coordinate $z$, while velocity components $u$ and $v$ along the $0 x$ and $0 y$ coordinates will be $z$-independent. This is because the pressure along the $0 z$ axis levels off much more rapidly than along the $0 x$ and $0 y$ axes. Note that the above assumptions were used previously [3] to provide quasi-onedimensional flow in flat cells.

Eventually, the continuity and energy equations take the form

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho w}{\partial z}+\rho\left\{\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right\}=0  \tag{3}\\
\frac{1}{\gamma-1} \frac{d P}{d t}+\frac{\gamma P}{\gamma-1}(\nabla \cdot \mathbf{u})=q
\end{array}\right.
$$

Let us integrate the second equation in set (3) over cell volume $V$,

$$
\begin{equation*}
\frac{1}{\gamma-1} \frac{d P}{d t}=\beta\langle q\rangle, \quad \beta=\frac{V_{0}}{V} \tag{4}
\end{equation*}
$$

where $V$ and $V_{0}$ are the total and active volumes of the cell, respectively, and $\langle q\rangle$ is the mean pump intensity in the active volume.

Below, the gasdynamic parameters will be considered only in the active volume and $\langle\ldots\rangle$ will mean averaging of a parameter over the active volume. Averaging set (3) over coordinate $z$ and using the no-percolation


Fig. 1. Sealed cell with buffer volumes: (1) active volume, (2) buffer volume, and (3) plates with the fissioner.
conditions at the cell walls, we obtain

$$
\begin{gather*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=-\frac{d \ln \langle\rho\rangle}{d t} \\
\frac{1}{\gamma-1} \frac{d P}{d t}+\frac{\gamma P}{\gamma-1}\left\{\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right\}=\langle q\rangle \tag{5}
\end{gather*}
$$

Eliminating mean pump intensity $\langle q\rangle$ in the active volume, we find from (4) and (5) a relationship between the gas density and pressure in the active volume,

$$
\begin{equation*}
\langle\rho\rangle P^{\varphi}=\rho_{0} P_{0}^{\varphi}, \quad \varphi=\frac{1-\beta}{\gamma \beta} . \tag{6}
\end{equation*}
$$

Formula (6), which was derived in [6], relates the pressure and mean density in the active volume, i.e., has the form of an equation of state with adiabatic exponent $\varphi$. In the absence of the buffer volume, $\varphi=0$ and the mean density in the active volume is constant.

By way of deviation, let us consider the effect of heat conduction on equation of state (6). For a heatconducting gas, the second equation in set (3) and Eq. (4) take the form

$$
\left\{\begin{array}{l}
\frac{1}{\gamma-1} \frac{d P}{d t}=\beta\langle q\rangle-\frac{J_{S}}{V}  \tag{7}\\
\frac{1}{\gamma-1} \frac{d P}{d t}-\frac{\gamma P}{\gamma-1} \frac{d \ln \langle\rho\rangle}{d t}=\langle q\rangle-\frac{J_{S_{0}}}{V_{0}},
\end{array}\right.
$$

where

$$
\begin{equation*}
J_{S}=\iint_{S} \lambda \frac{\partial T}{\partial n} d S^{\prime}, \quad J_{S_{0}}=\iint_{S_{0}} \lambda \frac{\partial T}{\partial n} d S_{0}^{\prime} \tag{8}
\end{equation*}
$$

are the total heat flux toward the cell wall and the heat flux toward the cell wall in the active volume, respectively, and $\lambda$ is the thermal conductivity.

After eliminating $\langle q\rangle$ from set (7) and integrating over time, we arrive at an equation of state of the gas in
the active volume with allowance for heat removal,

$$
\begin{equation*}
\langle\rho\rangle P^{\varphi}=\rho_{0} P_{0}^{\varphi} \exp \left\{\frac{\gamma-1}{\gamma V_{0}} \int_{0}^{t} \frac{J_{S-S_{0}}}{P} d t^{\prime}\right\} \tag{9}
\end{equation*}
$$

where $J_{S-S_{0}}=J_{S}-J_{S_{0}}$ is the heat flux toward the cell wall in the buffer volume.

It follows from formula (9) that the accuracy of equation of state (6) depends on the energy the heated gas transfers to the buffer volume walls. The effect of heat conduction on gas dynamics in sealed cells has been comprehensively considered elsewhere [3, 7] and here is omitted.

Let us turn to the expression for mean pump intensity $\langle q\rangle$ in the active volume. It was shown [8] that, if $\langle q\rangle$ is proportional to the energy deposited into the gas by fission fragments, the pump intensity due to a planeparallel indefinitely long layer with a fissioner is given by the formula

$$
\begin{equation*}
q=\bar{\rho} \eta(t) q_{0}\left(\langle\bar{\rho}\rangle_{z} z\right), \quad\langle\bar{\rho}\rangle_{z}=\frac{1}{\rho_{0} z} \int_{0}^{z} \rho\left(z^{\prime}, t\right) d z^{\prime} \tag{10}
\end{equation*}
$$

Here, $\eta$ is the relative shape of the pump pulse, $\bar{\rho}=$ $\rho \rho_{0}^{-1}$ is the relative density of the gas, $\langle\bar{\rho}\rangle_{z}$ is the mean relative density within the segment $[0, z]$,

$$
\begin{equation*}
q_{0}=\frac{E_{0} L_{0}\langle n\rangle}{L_{\mathrm{gas}}} f \tag{11}
\end{equation*}
$$

is the pump power in the maximum of the reactor pulse for local density $\bar{\rho}=1, E_{0}$ is the mean fission energy, $L_{0}$ is the range of a mean fission fragment in the fissioner layer, $L_{\mathrm{gas}}$ is the range of a fission fragment in the gas of density $\rho_{0},\langle n\rangle$ is the number of fission events per unit volume in a unit of time averaged over the uranium layer surface area, and $f=f_{0}-f_{\delta}$ is a dimensionless factor of energy deposition (hereafter, the energy factor).

If fission fragments slow down by a quadratic law and the gas density is uniform, we have the following expressions for the energy factor [8]:

$$
\left\{\begin{array}{l}
f(\zeta)=h(1-\zeta)\left\{1+2 \zeta \ln \zeta-\zeta^{2}\right\} / 2  \tag{12}\\
\zeta_{0}=\frac{\delta_{\mathrm{Al}}}{L_{\mathrm{Al}}}+\langle\bar{\rho}\rangle_{z} \frac{z}{L_{\mathrm{gas}}}, \quad \zeta_{\delta}=\zeta_{0}+\frac{\delta}{L_{0}}
\end{array}\right.
$$

where $h$ is the Heaviside function; $\delta$ and $\delta_{\mathrm{Al}}$ are the thicknesses of the uranium layer and protective aluminum film, respectively; and $L_{\mathrm{Al}}$ is the range of a fission fragment in aluminum.

As follows from formulas (11) and (12), the energy deposition depends only on relative fragment range $\zeta$ calculated in the $0 z$ direction, which is normal to the fissioner layer surface, and has a constant value in the Lagrangean variables.

## PASSAGE TO THE LAGRANGEAN VARIABLES

Consider now the gas flow in the active volume. Combining formulas (3) and (5), we obtain

$$
\begin{equation*}
\frac{\gamma P}{\gamma-1} \frac{\partial w}{\partial z}=q-\langle q\rangle, \quad \frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=-\frac{d \ln \langle\bar{\rho}\rangle}{d t} \tag{13}
\end{equation*}
$$

where it is assumed that the pressure, gas mean density $\langle\bar{\rho}\rangle$, and mean pump intensity $\langle q\rangle$ in the active volume are known functions of time.

Set (13) will be solved in the Lagrangean variables [9]. The initial coordinates of a fluid particle are $\left(x_{0}, y_{0}\right.$, $z_{0}$ ), and the relative density equals unity. The law of conservation of mass for the particle in the Lagrangean coordinates has the form $d V_{0}=\bar{\rho} d V$, and the running coordinates of the particles can be found by integrating the equations

$$
\begin{gather*}
x=x_{0}+\int_{0}^{t} u d t^{\prime}, \quad y=y_{0}+\int_{0}^{t} v d t^{\prime}  \tag{14}\\
z=z_{0}+\int_{0}^{t} w d t^{\prime}
\end{gather*}
$$

Combining the second equation of set (13) and Eqs. (14), we get

$$
\begin{equation*}
\frac{\partial x}{\partial x_{0}} \frac{\partial y}{\partial y_{0}}=\frac{1}{\langle\bar{\rho}\rangle} \tag{15}
\end{equation*}
$$

Also,

$$
\left\{\begin{array}{l}
\bar{\rho} d z=\langle\bar{\rho}\rangle d z_{0} \longrightarrow\langle\bar{\rho}\rangle_{z} z=\langle\bar{\rho}\rangle z_{0}  \tag{16}\\
\frac{1}{\rho}=\frac{\partial V}{\partial V_{0}}=\frac{1}{\langle\bar{\rho}\rangle}\left\{1+\int_{0}^{t} \frac{\partial w}{\partial z_{0}} d t^{\prime}\right\}
\end{array}\right.
$$

From (10) and the first equation of set (16), it follows that the pump intensity in the Lagrangean coordinates has the form

$$
\begin{equation*}
q=\bar{\rho} \eta(t) q_{0}\left(\langle\bar{\rho}\rangle z_{0}\right) \tag{17}
\end{equation*}
$$

and the pump intensity averaged over the active volume is given by

$$
\begin{equation*}
\langle q\rangle=\langle\bar{\rho}\rangle \eta(t)\left\langle q_{0}(\langle\bar{\rho}\rangle)\right\rangle \tag{18}
\end{equation*}
$$

where $\left\langle q_{0}(\bar{p})\right\rangle=\frac{1}{h} \int_{0}^{h} q_{0}\left(p z_{0}\right) d z_{0}$ is the active-vol-ume-averaged pump intensity in the pulse maximum for the uniform distribution of density $\langle\bar{\rho}\rangle$.

Substituting relationships (6) and (18) into formula (4) yields a set of equations for gas mean density $\langle\bar{\rho}\rangle$
and pressure in the active volume,

$$
\begin{equation*}
\frac{1}{\gamma-1} \frac{d P}{d t}=\beta\langle\bar{\rho}\rangle \eta(t)\left\langle q_{0}(\langle\bar{\rho}\rangle)\right\rangle, \quad\langle\bar{\rho}\rangle P^{\varphi}=P_{0}^{\varphi} . \tag{19}
\end{equation*}
$$

Equation (19) can be solved numerically, for example, by the Runge-Kutta method or by integration in quadratures using the method of successive approximations [10].

It should be noted that, if, during a pump pulse, the range of a mean fission fragment in the gas does not exceed spacing $h$ between the plates with the fissioner, the mean pump intensity does not depend on the gas density, $\left\langle q_{T}\right\rangle=h(t)\left\langle q_{0}\right\rangle$. In this case, Eq. (19) is easy to integrate,

$$
\begin{equation*}
P=P_{0}+\beta(\gamma-1)\left\langle q_{0}\right\rangle \int_{0}^{t} \eta\left(t^{\prime}\right) d t^{\prime}, \tag{20}
\end{equation*}
$$

where $P_{0}$ is the initial pressure.
Formula (20) characterizes one of two limiting cases for the pressure shock (for details, see [6]) and coincides with the pressure equation derived in the low energy deposition approximation [3].

## SOLUTION IN THE LAGRANGEAN VARIABLES

Consider the solution of set (13) where the gas pressure and mean density $\langle\bar{\rho}\rangle$ are solutions to set (19). Substituting (18) into the first equation of (13) in view of the fact that $\partial z_{0} / \partial z=\bar{\rho} /\langle\bar{\rho}\rangle$, which follows from the first equation of set (15), we get

$$
\begin{equation*}
\frac{\gamma P}{\gamma-1} \frac{\bar{\rho}}{\langle\bar{\rho}\rangle} \frac{\partial w}{\partial z_{0}}=\eta(t)\left\{\bar{\rho} q_{0}(\langle\bar{\rho}\rangle) z_{0}-\langle\bar{\rho}\rangle\left\langle q_{0}(\langle\bar{\rho}\rangle)\right\rangle\right\} . \tag{21}
\end{equation*}
$$

The solution to Eq. (21) under the initial condition $\rho\left(0, z_{0}\right)=\rho_{0}$ is

$$
\begin{equation*}
\left\{\int_{0}^{t} \frac{\partial w}{\partial z_{0}} d t=\int_{0}^{t} C\left(z_{0}, t^{\prime}\right)\left(\frac{P\left(t^{\prime}\right)}{P(t)}\right)^{1 / \beta \gamma} d t^{\prime}-\left\{1-\left(\frac{P_{0}}{P(t)}\right)^{1 / \beta \gamma}\right\}\right. \tag{22}
\end{equation*}
$$

where

$$
C\left(z_{0}, t\right)=\frac{\gamma-1}{\gamma P(t)} \eta(t)\langle\bar{\rho}\rangle q_{0}\left(\langle\bar{\rho}\rangle z_{0}\right) .
$$

In (22), it is convenient to change integration over time to integration over pressure,

$$
\begin{equation*}
\int_{0}^{t} \frac{\partial w}{\partial z_{0}} d t=\frac{1}{\theta} \int_{1}^{\theta}\left\{\frac{q_{0}\left(\zeta^{\beta-1} z_{0}\right)}{\left\langle q_{0}\left(\zeta^{\beta-1}\right)\right\rangle}-1\right\} d \zeta \tag{23}
\end{equation*}
$$

where

$$
\theta=\left\{\frac{P}{P_{0}}\right\}^{1 / \beta \gamma}
$$

From the definition of $\theta$, it follows that $\theta^{\beta-1}=\langle\bar{\rho}\rangle$. Since the time dependence of the pressure is known from the solution to Eq. (19), parameter $\theta$ is a given function of time and so the integral on the right of (23) can be taken numerically. From (14), (16), and (23), one can find the density and coordinate $z$ of the fluid particle; namely,

$$
\begin{gather*}
\frac{1}{\bar{\rho}}=\frac{1}{\langle\bar{\rho}\rangle}\left\{1+\int_{0}^{t} \frac{\partial w}{\partial z_{0}} d t^{\prime}\right\},  \tag{24}\\
z\left(z_{0}, t\right)=z_{0}+\int_{0}^{z_{0} t} \int_{0} \frac{\partial w}{\partial z_{0}} d t^{\prime} d z_{0}^{\prime} .
\end{gather*}
$$

To return to the Eulerian (fixed) coordinates, it is necessary to pass from Lagrangean coordinates ( $x_{0}, y_{0}$, $\left.z_{0}, t\right)$ to running coordinates $(x, y, z, t)$ in all the formulas derived. To do this requires inversion of set (14), which is a routine numerical procedure if the trajectory of the fluid particle is known.

Expression (23) is an extension of the formula derived in [1] for buffered cells. In the absence of the buffer, the integrand in formula (23) clearly does not depend on the variable of integration; therefore, for the density and Lagrangean coordinate of the particle, we obtain the following relationships:

$$
\begin{gather*}
\frac{1}{\bar{\rho}}=1+\frac{q_{0}-\left\langle q_{0}\right\rangle}{\left\langle q_{0}\right\rangle}\left\{1-\frac{1}{\theta}\right\}, \\
z=z_{0}+\left\{1-\frac{1}{\theta}\right\} \int_{0}^{z_{0}} \frac{q_{0}-\left\langle q_{0}\right\rangle}{\left\langle q_{0}\right\rangle} d z_{0}^{\prime} . \tag{25}
\end{gather*}
$$

Formulas (25) coincide with those derived in [1].

## COMPUTATIONAL RESULTS

Of special interest in studying the gas dynamics and optics of laser and luminescent cells are optical inhomogeneities and the energy deposition distribution over the cell volume. Accordingly, one must know the density and energy factor. In the model considered, the energy factor is a function of the mean density and Lagrangean coordinate of the fluid particle,

$$
\begin{equation*}
f=f\left(\langle\bar{\rho}\rangle z_{0}\right), \tag{26}
\end{equation*}
$$

as is easy to see from (11) and (17).
Using formulas (23) and (25), one can reduce expression (24) for the density in the Lagrangean coor-


Fig. 2. Energy factor distribution along the $0 z$ axis for $\beta=$ 0.4 (numbers by the curves are the relative pressures).
dinates to the form

$$
\begin{gather*}
\frac{1}{\bar{\rho}}=\left\{\frac{P_{0}}{P}\right\}^{1 / \gamma}\left\{\int_{1}^{\theta} \frac{f\left(\zeta^{\beta-1} z_{0}\right)}{\left\langle f\left(\zeta^{\beta-1}\right)\right\rangle} d \zeta+1\right\},  \tag{27}\\
\langle f(p)\rangle=\frac{1}{h} \int_{0}^{h} f\left(p z_{0}\right) d z_{0} .
\end{gather*}
$$

As follows from (26) and (27), the energy factor and the density, when expressed in the Lagrangean coordinates, depend only on the gas pressure (and, certainly,


Fig. 3. Mean density in the active volume vs. pressure for $\beta=\left(1,1^{\prime}\right) 0.8,\left(2,2^{\prime}\right) 0.6$, and $\left(3,3^{\prime}\right) 0.4$. The primed curves are constructed in the low energy deposition approximation.
on parameter $\beta$, adiabatic exponent $\gamma$, and the initial distribution of this factor, that is, on the quantities that remain constant during pumping). Since the displacement of fluid particles along the $0 z$ axis also depends only on the pressure (see formula (24)), we find that the energy factor and the density depend only on the pressure in the Eulerian coordinates too. The pressure is a thermodynamic parameter that is the easiest to measure experimentally; therefore, the computational results for the density and energy factor are convenient to represent as parametric dependences of pressure. This is not pertinent to the gas velocity components, which, as follows from relationships (13) and (21), depend also on the shape and amplitude of the pump pulse.

By way of illustration, we give the results of model calculations for the pressure dependences of the gas density distribution at $\beta=1.0,0.8,0.6$, and 0.4 . It was assumed that the cell is filled with an inert gas ( $\gamma=1.67$ ) in which the range of a mean fission fragment is twice as large as the cell transverse dimension $\left(R_{0}=2 h\right)$. At $h=1 \mathrm{~cm}$, this condition is met for helium at an initial pressure of 7 atm , neon ( 1.8 atm ), argon ( 1.2 atm ), and xenon ( 0.65 atm ) [11]. It was also assumed that a $3-\mu \mathrm{m}-$ thick 235-uranium layer applied on the lower plate (the plane $z=0$ ) is covered by a protective aluminum film $0.038 \mu \mathrm{~m}$ thick (such parameters are typical of fuel elements used in nuclear-pumped laser and luminescent cells). The energy factor was calculated on the assumption that fission fragments slow down by a quadratic law (see formula (12)).

For the uniform gas density, the distribution of the energy factor is shown by curve 1 in Fig. 2. Figure 3 plots the mean density versus pressure in the active volume. The results obtained in the low energy deposition approximation are also shown for comparison. From


Fig. 4. Fluid particle displacement along the $0 z$ axis vs. pressure for $\beta=0.4 . z_{0} / h=$ (1) 0.2 , (2) 0.4 , (3) 0.6 , and (4) 0.8 .


Fig. 5. Relative density of the gas vs. pressure for $\beta=$ (a) 1.0 , (b) 0.8 , (c) 0.6 , and (d) 0.4 .Thick line 1 depicts the mean density in the active volume. $z / h=(2) 0$, (3) 0.25 , (4) 0.5 , (5) 0.75 , and (6) 1.0 .

Fig. 3, it follows that the presence of the buffer volume leads to a considerable decrease in the density in the active volume as the pressure grows. In particular, when the pressure grows fivefold, the mean density in the active volume drops roughly by $20 \%$ at $\beta=0.8$, twofold at $\beta=0.6$, and more than fourfold at $\beta=0.4$.

Figure 4 shows the displacement of fluid particles in the $0 z$ direction as a function of their initial pressure at $\beta=0.4$. As the relative pressure rises up to 2.5 , the particles rapidly move away from the plate with the fissioner. With a further increase in the pressure, the particles start moving in the opposite direction, since the energy factor distribution levels off with pressure (Fig. 2).

The relative density versus pressure in the active volume is demonstrated in Fig. 5 for $\beta=1.0,0.8,0.6$, and 0.4 . Thick curve 1 refers to the mean density in the active volume. It is seen that the interior of the cell may be subdivided into two regions in the $0 z$ direction: that where the density is lower than the mean value and that where the density is higher than the mean. The bound-
ary between these regions is roughly coincident with the middle of the cell $(z=0.5)$ and depends on the pressure only slightly (the slight dependence on the pressure is associated with the nonzero shift of the particles). In cells without the buffer volume, the particles stop as the pressure tends to infinity, as follows from (25), and the density distribution in the Lagrangean coordinates becomes inversely proportional to the energy factor distribution [1].

In the presence of the buffer volume, the density distribution is affected by two factors: the decrease in the mean density in the active volume as the gas flows into the buffer and the redistribution of the gas density in the transverse direction (i.e., toward the plates with the fissioner). In the lower (expansion) region of the cell, $0<$ $z<0.5$, these processes add up and so the gas density decreases more rapidly than in the case $\beta=1$. In the upper (compression) region, $0.5<z<1$, these processes compete: as the pressure grows, the gas first may contract (under certain conditions) and then necessarily expands (Fig. 5).

## CONCLUSIONS

Thus, the given study shows that the presence of buffer volumes in nuclear-pumped laser and luminescent cells appreciably affects gas dynamics in the cells. The basic effect is the leakage of the gas from the active volume into the buffer during a pump pulse. Because of this, the mean gas density in the active volume decreases, the distribution of the energy deposition levels off, and its absolute value diminishes.

The model considered in this work is an extension of the 1D model of gas dynamics in cells of flat geometry [1] and applies at any energy deposited into the active volume. Therefore, the model may be helpful in estimating the thermal, gasdynamic, and optical parameters of laser and luminescent cells pumped by uranium fission fragments at a high value of energy deposition.
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#### Abstract

An up-converter in which a capacitor with a nonlinear dielectric film is used as a nonlinear element is analyzed. Relationships between the conversion gain and capacitor parameters, such as loss tangent and the parameters of the $C-V$ characteristic, which are of importance in converter design, are given. An up-converter using $\mathrm{Ba}_{x} \mathrm{Sr}_{1-x} \mathrm{TiO}_{3}$ capacitors is designed and tested. Experimental characteristics of this up-converter raising the frequency from 0.8 to 4.4 GHz are reported. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Frequency converters are basic elements of transceiver systems, since heterodyne reception of signals remains the main approach. Development of frequency converters (along with tunable filters, delay lines, and phase shifters [1, 2]) where a thin-film ferroelectric capacitor in paraphase serves as a nonlinear element is among the mainstream areas in microwave application of ferroelectrics. This avenue of inquiry seems to be promising for tackling the challenging problem of designing microwave converters. The feasibility of such converters is apparent from a high-speed $\left(10^{-11} \mathrm{~s}\right.$ [3]) dielectric response to an external electric field and a relatively low loss tangent $\left(\tan \delta=5 \times 10^{-3}-5 \times 10^{-2}\right)$ of ferroelectric films in the paraelectric state at frequencies between 1 and 60 GHz [4], which is of special importance for the upper part of the microwave range. To date, little has been known about the performance of thin-film nonlinear $\mathrm{Ba}_{x} \mathrm{Sr}_{1-x} \mathrm{TiO}_{3}$ (BSTO) ferroelectrics in frequency converters. Works devoted to frequency conversion in coplanar waveguides made of strontium titanate and $(\mathrm{Ba}, \mathrm{Sr}) \mathrm{TiO}_{3}$ solid solutions [5-7] have appeared only recently, and generation of harmonics and signals at combination frequencies in a cavity including a ferroelectric capacitor has been considered in [8]. However, reliable data indicating a great potential of using ferroelectrics in microwave converters are still lacking and ways of improving the performance of these devices are not quite clear.

In this work, we report theoretical results concerning optimal operating conditions and achievable parameters of ferroelectric frequency converters, as well as simulate and measure the characteristics of a converter designed for up-conversion from 0.8 to 4.4 GHz that employs thin-film BSTO capacitors.

## 1. ANALYSIS OF AN UP-CONVERTER WITH A NONLINEAR FERROELECTRIC CAPACITOR

A high-speed response of a thin-film paraelectric capacitor in paraphase to an applied voltage lets us assume that dynamic capacitance $C=d Q / d U$ responds to an instantaneous high-amplitude control microwave signal virtually inertialessly (the pump signal is $u_{\mathrm{p}}=$ $U_{\mathrm{p}} \cos \omega_{\mathrm{p}} t$ ) according to the small-signal dc $C-V$ characteristic.

Experimental $C-V$ characteristics of thin-film ferroelectric capacitors are usually described well by the expression [3]

$$
\begin{equation*}
C(U)=\frac{C(0)}{K}\left[1+\frac{K-1}{1+\left(\frac{U}{U_{0}}\right)^{2}}\right] \tag{1}
\end{equation*}
$$

where $C(0)$ is the capacitance at $U=0, U_{0}$ is a phenomenological parameter having the dimension of voltage, $K=C(0) / C(\infty)$ is the adjustability factor of the capacitor, and $C(\infty)$ is the high-voltage capacitance $(U \longrightarrow \infty)$.

Generally, parameter $U_{0}$ depends on the structure and composition of the ferroelectric and is intimately related with the geometry of the capacitor.

The operation of the up-converter was analyzed under the assumption that only the input signal, the signal picked up from the load (output signal), and pump signals (at input frequency $f_{\text {in }}$, output frequency $f_{\text {out }}$, and pump frequency $f_{\mathrm{p}}$, respectively) may be present in the converter's circuit (this condition is provided by inserting filters in corresponding circuits, see Fig. 1a) and that pump signal amplitude $U_{\mathrm{p}}$ far exceeds the amplitudes of the input, $U_{\mathrm{in}}$, and output, $U_{\text {out }}$, signals. Under this assumption, the nonlinear capacitance may be


Fig. 1. (a) Basic diagram and (b) equivalent electrical circuit of the frequency converter.
viewed as a parametric capacitance varying in time with frequency $f_{\mathrm{p}}$ according to the $C-V$ characteristic. Then, the instantaneous small-signal dynamic capacitance of a ferroelectric capacitor can be expanded into the Fourier series in pump harmonics,

$$
\begin{equation*}
C(t)=C_{0}+2 \sum_{n=1}^{\infty} C_{\mathrm{n}} \cos \left(n \omega_{\mathrm{p}} t\right), \tag{2}
\end{equation*}
$$

where

$$
C_{0}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} C(t) d\left(\omega_{\mathrm{p}} t\right)
$$

is the constant component of the capacitance and

$$
C_{\mathrm{n}}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} C(t) \cos \left(n \omega_{\mathrm{p}} t\right) d\left(\omega_{\mathrm{p}} t\right)
$$

is the amplitude of an $n$th harmonic of the capacitance at frequency $n f_{\mathrm{p}}$ (this frequency characterizes the conversion of the input signal with frequency $f_{\text {in }}$ to the output signal with frequency $f_{\text {out }}=n f_{\mathrm{p}}+f_{\text {in }}$ ).

Indeed, if weak input signal $u_{\mathrm{in}}=U_{\mathrm{in}} \cos \left(\omega_{\mathrm{in}} t+\varphi_{\text {in }}\right)$ is applied to the converter with its output short-cir-
cuited, the current passing through the capacitor,

$$
\begin{align*}
& i=\frac{d}{d t}\left[C(t) u_{\text {in }}(t)\right]=-\omega_{\text {in }} C_{0} U_{\text {in }} \sin \left(\omega_{\text {in }} t+\varphi_{\text {in }}\right) \\
& -U_{\text {in }} \sum_{n=1}^{\infty}\left(n \omega_{\mathrm{p}} \pm \omega_{\text {in }}\right) C_{\mathrm{n}} \sin \left[\left(n \omega_{\mathrm{p}} \pm \omega_{\text {in }}\right) t \pm \varphi_{\text {in }}\right] \tag{3}
\end{align*}
$$

contains a larger number of components at combination frequencies ( $n \omega_{\mathrm{p}} \pm \omega_{\mathrm{in}}$ ), the conversion to which is characterized by coefficient $C_{\mathrm{n}}$ in expansion (2). In the presence of filters in the input and output circuits of the converter, only two terms of the Fourier series with coefficients $C_{0}$ and $C_{\mathrm{n}}$ should be taken into consideration. Usually, the conversions at the fundamental ( $n=$ 1 ) and the second $(n=2)$ harmonics of the pump signal are of interest. According to (3), for frequencies $f_{\text {in }}$ and $f_{\text {out }}$, the constant component of the capacitance at the working point, $C_{0}$, as well as linear conductivities $g_{\mathrm{c} \text {,in }}$ and $g_{\mathrm{c} \text {, out }}$ characterizing losses in the nonlinear capacitor at frequencies $f_{\text {in }}$ and $f_{\text {out }}$, respectively, can be assigned to the respective resonant circuits of the converter. Figure 1 b shows the equivalent electrical circuit of the up-converter, where the dashed rectangle outlines the nonlinear two-port network responsible for conversion (the pump circuit in Fig. 1b is omitted). In Fig. 1b, $Y_{\mathrm{g}}$ and $Y_{\mathrm{L}}$ are the conductivities of the pump generator and load, respectively, and $g_{\text {in }}$ and $g_{\text {out }}$ are the conductivities characterizing losses due to linear inductances and capacitances in the input and output resonant circuits ( $L_{\text {in }}, L_{\text {out }}, C_{\text {in }}$, and $C_{\text {out }}$ ).

Analytical expressions relating Fourier coefficients $C_{0}$ and $C_{\mathrm{n}}$ to the pump voltage and dc bias voltage across the plates of the capacitor, $U_{\mathrm{b}}$, can be found from theoretical relationship (1) for the $C-V$ characteristic. Substituting the instantaneous voltages specifying the working point of the nonlinear capacitor, $u(t)=U_{\mathrm{b}}+$ $U_{\mathrm{p}} \cos \left(\omega_{\mathrm{p}} t\right)$, into (1), we find the Fourier coefficient in the form

$$
\left\{\begin{array}{l}
C_{0}=\frac{C(0)}{K}\left[1+(K-1) F_{0}\left(U_{\mathrm{b}}, U_{\mathrm{p}}\right)\right],  \tag{4a}\\
F_{0}\left(U_{\mathrm{b}}, U_{\mathrm{p}}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{d\left(\omega_{\mathrm{p}} t\right)}{1+\left(\frac{U_{\mathrm{b}}}{U_{0}}+\frac{U_{\mathrm{p}}}{U_{0}} \cos \left(\omega_{\mathrm{p}} t\right)\right)^{2}},
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
C_{\mathrm{n}}=\frac{C(0)}{K}\left[(K-1) F_{\mathrm{n}}\left(U_{\mathrm{b}}, U_{\mathrm{p}}\right)\right],  \tag{4b}\\
\left.F_{\mathrm{n}}\left(U_{\mathrm{b}}, U_{\mathrm{p}}\right)=\frac{1}{2 \pi} \int_{-\pi 1}^{\pi} \frac{\cos \left(n \omega_{\mathrm{p}} t\right) d\left(\omega_{\mathrm{p}} t\right)}{U_{\mathrm{b}}} \frac{U_{p}}{U_{0}}+\frac{U_{0}}{U_{0}} \cos \left(\omega_{\mathrm{p}} t\right)\right)^{2}
\end{array},\right.
$$

where $F_{0}$ and $F_{\mathrm{n}}$ are dimensionless functions depending on the pump voltage amplitude and dc bias voltage.

Clearly, the higher the absolute value of $F_{\mathrm{n}}$, the more efficient the conversion. Figure 2 plots functions $F_{0}, F_{1}$, and $F_{2}$ versus normalized pump voltage $U_{\mathrm{p}} / U_{0}$ with the bias voltage taken as a parameter. It is seen that conversion at the second-harmonic frequency of the pump sig$\operatorname{nal}\left(f_{\text {out }}=2 f_{\mathrm{p}}+f_{\text {in }}\right)$ is the most efficient in the absence of the dc bias $\left(U_{\mathrm{b}}=0\right)$ at $U_{\mathrm{p}} \cong 2 U_{0}$. In this case, $F_{0} \approx 0.45$ and $\left|F_{2}\right| \approx 0.18$. Conversion at the fundamental fre-
quency of the pump signal $\left(f_{\text {out }}=f_{\mathrm{p}}+f_{\text {in }}\right)$ is the most efficient at $U_{\mathrm{b}}=(1-3) U_{0}$ and $U_{\mathrm{p}}=(1-3) U_{0}$, respectively. In particular, for $U_{\mathrm{b}}=U_{\mathrm{p}}=U_{0}, F_{0} \approx 0.55$ and $\left|F_{1}\right| \approx 0.22$.

Conversion gain $G=P_{\text {out }} / P_{\text {in }}$ (where $P_{\text {out }}$ and $P_{\text {in }}$ are, respectively, the powers of the output and input signals) is maximal when the nonlinear two-port network is matched to external circuits. For the circuit depicted in Fig. 1b, the expression for the maximal conversion gain has the form

$$
\left.=\frac{\frac{G_{\mathrm{opt}}}{G_{\mathrm{MR}}}}{\left(\omega_{\mathrm{out}} \omega_{\text {in }} C_{\mathrm{n}}^{2}\right.}\left(g_{\text {cout }}+g_{\text {out }}\right)\left(g_{\text {cin }}+g_{\text {in }}\right)\left(1+\sqrt{1+\frac{\omega_{\text {in }} \omega_{\text {out }} C_{\mathrm{n}}^{2}}{\left(g_{\text {cout }}+g_{\text {out }}\right)\left(g_{\text {cin }}+g_{\text {in }}\right)}}\right)^{2}\right)
$$

at optimal conductivities of the pump generator, $Y_{\mathrm{g}}$, and load, $Y_{L}$, defined as

$$
\left.\begin{array}{c}
Y_{\mathrm{g}, \text { opt }}=\left(g_{\text {cin }}+g_{\text {in }}\right) \sqrt{1+\frac{\omega_{\text {in }} \omega_{\text {out }} C_{\mathrm{n}}^{2}}{\left(g_{\text {cin }}+g_{\text {in }}\right)\left(g_{\text {cout }}+g_{\text {out }}\right)}}  \tag{6}\\
Y_{\mathrm{L}, \text { opt }}=\left(g_{\text {cout }}+g_{\text {out }}\right) \sqrt{1+\frac{\omega_{\text {in }} \omega_{\text {out }} C_{\mathrm{n}}^{2}}{\left(g_{\text {cin }}+g_{\text {in }}\right)\left(g_{\text {cout }}+g_{\text {out }}\right)}},
\end{array}\right\}
$$

where $G_{\mathrm{MR}}=\omega_{\text {out }} / \omega_{\text {in }}$ is the maximal conversion gain corresponding to a lossless nonlinear-reactance converter (as follows from the Manley-Rowe relationships [9]).

Let us take into account that

$$
\begin{gather*}
g_{\text {cout }}=\omega_{\text {out }} C_{0} \tan \delta_{\text {out }} \\
g_{\text {out }}=\frac{\omega_{\text {out }}\left(C_{0}+C_{\text {out }}\right)}{Q_{\text {out }}}, \quad \xi_{\text {out }}=\frac{C_{0}}{C_{0}+C_{\text {out }}}  \tag{7}\\
g_{\text {cin }}=\omega_{\text {in }} C_{0} \tan \delta_{\text {in }} \\
g_{\text {in }}=\frac{\omega_{\text {in }}\left(C_{0}+C_{\text {in }}\right)}{q_{\text {in }}}, \quad \xi_{\text {in }}=\frac{C_{0}}{C_{0}+C_{\mathrm{in}}}
\end{gather*}
$$

and introduce the notation

$$
\left.\begin{array}{c}
m=\frac{C_{\mathrm{n}}}{C_{0}}=\frac{(K-1) F_{\mathrm{n}}}{1+(K-1) F_{0}}  \tag{8}\\
b=\tan \delta_{\text {in }} \tan \delta_{\text {out }}\left(1+\frac{1}{\xi_{\text {in }} Q_{\text {in }} \tan \delta_{\text {in }}}\right)\left(1+\frac{1}{\xi_{\text {out }} Q_{\text {out }} \tan \delta_{\text {out }}}\right)
\end{array}\right\}
$$

where $\tan \delta_{\text {in }}$ and $\tan \delta_{\text {out }}$ are the loss tangents of the ferroelectric capacitor at the input, $f_{\text {in }}$, and output, $f_{\text {out }}$, frequencies, respectively; $Q_{\text {in }}$ and $Q_{\text {out }}$ are, respectively, the quality factors of the input and output circuits of the converter without the nonlinear capacitor; and $\xi_{\text {in }}$ and $\xi_{\text {out }}$ are the coefficients of insertion of the nonlinear capacitor into the input and output resonant circuits, respectively, which are defined as the energy stored in the capacitor divided by the total energy stored in the resonant circuit.

In view of the aforesaid, relationships (5) and (6)
can be recast as

$$
\left.\begin{array}{c}
\frac{G_{\mathrm{opt}}}{G_{\mathrm{MR}}}=\frac{m^{2}}{b\left(1+\sqrt{1+\frac{m^{2}}{b}}\right)^{2}}  \tag{9}\\
\left(Y_{\mathrm{in}} Y_{\mathrm{L}}\right)_{\mathrm{opt}}=\omega_{\mathrm{in}} \omega_{\mathrm{out}} C_{0}^{2}\left(m^{2}+b\right)
\end{array}\right\}
$$

The depth of modulation of the capacitance, $m$, at frequency $n f_{\mathrm{p}}$ depends on only adjustability factor $K$ and control voltages $U_{\mathrm{p}}$ and $U_{\mathrm{b}}$. For values of $K$ typical of standard ferroelectric capacitors, $K=1.5-3.0$, and


Fig. 2. Functions $F_{0}, F_{1}$, and $F_{2}$ vs. pump voltage amplitude $U_{\mathrm{p}}$ across the nonlinear capacitor with bias voltage $U_{\mathrm{b}}$ used as a parameter. The values of $U_{\mathrm{b}}$ and $U_{\mathrm{p}}$ are normalized to parameter $U_{0}$ of the $C-V$ characteristic.
the values of $F_{0}$ and $F_{\mathrm{n}}$ mentioned above, $m$ falls into the range $0.07-0.70$ at $n=1$ and 2 . Quantity $b$ characterizes conversion losses due to losses in the ferroelectric capacitor and those in the resonant circuits. If ( $K-$ 1) $F_{0} \gg 1$, the adjustability factor has a negligible influence on the conversion efficiency. For the inverse inequality, an increase in the adjustability of the capacitor may partially compensate for losses in the converter. Below, we will consider conversion only at the fundamental pump frequency ( $n=1, f_{\text {out }}=f_{\text {in }}+f_{\text {p }}$ ).

Figures 3 and 4 plot optimal conversion gain $G_{\mathrm{op}} / G_{\mathrm{MR}}$ and the product of the optimal conductivities of the pump and load, $\left(Y_{\mathrm{g}} Y_{\mathrm{L}}\right)_{\text {opt }}$, versus adjustability fac-


Fig. 3. Optimal conversion gain $G_{\text {opt }}$ vs. adjustability factor $K$ of the nonlinear capacitor at different $b$ for conversion at the fundamental frequency $(n=1)$ of the pump $\left(U_{\mathrm{b}}=U_{\mathrm{p}}=\right.$ $U_{0}$ ). The conversion gain is normalized to the gain of a lossless converter. The range of values expected in practice is darkened.


Fig. 4. Product $\left(Y_{\mathrm{g}} Y_{\mathrm{L}}\right)_{\text {opt }}$ of the optimal conductivities of the pump signal generator and load vs. adjustability of the nonlinear capacitor at different $b$ for conversion at the fundamental frequency of the pump ( $U_{\mathrm{b}}=U_{\mathrm{p}}=U_{0}$ ). The values of $\left(Y_{\mathrm{g}} Y_{\mathrm{L}}\right)_{\text {opt }}$ are normalized to the product of the input and output frequencies and capacitance of the capacitor squared at $U_{\mathrm{p}}=0$.
tor $K$ of the ferroelectric capacitor for different $b$ at $U_{\mathrm{b}}=U_{\mathrm{p}}=U_{0}$. Product $\left(Y_{\mathrm{g}} Y_{\mathrm{L}}\right)_{\text {opt }}$ is normalized to the product of frequencies $\omega_{\text {in }}$ and $\omega_{\text {out }}$ and the capacitance of the ferroelectric capacitor squared in the absence of the pump signal. With such plots, the converter can be designed for any frequency. For example, it follows from Fig. 3 that, at $b \leq 10^{-4}$, there is no need to use capacitors with $K$ higher than two, since the maximum conversion gain changes by no more than 1 dB at such $b$, whereas, at $b=10^{-2}$, an increase in $K$ from 2 to 8 raises conversion gain $G_{\text {opt }}$ by 3 dB .

In today's microstrip resonant circuits, quality factors $Q$ and insertion coefficients $\xi$ are typically $10^{2}$ and $0.1-0.3$, respectively, at frequencies on the order of 10 GHz . In resonant cavities, $Q$ reaches several thousand at the same frequencies, while the coefficient of insertion of a ferroelectric capacitor into a cavity is low, usually $\xi \sim 10^{-2}$. Taking into account that $\tan \delta$ in ferroelectric capacitors varies between $5 \times 10^{-3}$ and $5 \times 10^{-2}$ in the frequency interval $1-60 \mathrm{GHz}$, one can assume that losses due to the linear elements in the converter's circuit prevail. Then, values of $b \cong\left(\xi_{\text {in }} \xi_{\text {out }} Q_{\text {in }} Q_{\text {out }}\right)^{-1}=$ $10^{-2}-10^{-3}$ apply to both microstrip resonant lines and resonant cavities. Consequently, conversion gain $G_{\text {opt }}$ is below the Manley-Rowe value by $2.5-8.0 \mathrm{~dB}$ at $K=$ 1.5-2.0 (in Fig. 3, the range of values expected in practice is hatched).

As follows from Fig. 2 and expression (4), at $U_{\mathrm{b}}=$ $U_{0}$, coefficient $C_{\mathrm{n}}$ reaches a maximum when the pump voltage amplitude approaches $U_{0}$. This circumstance specifies a necessary level of pump power $P_{\mathrm{p}}$. If the converter is matched to the pump circuit at frequency $f_{\mathrm{p}}$, the power delivered by the pump can be written as

$$
P_{\mathrm{p}}=\frac{1}{2} U_{\mathrm{p}}^{2}\left(g_{\mathrm{p}}+g_{\mathrm{c}, \mathrm{p}}\right),
$$

where $g_{\mathrm{p}}$ and $g_{\mathrm{c}, \mathrm{p}}$ characterize losses due to the linear elements in the pump resonant circuit and nonlinear capacitor at frequency $f_{\mathrm{p}}$.

Taking into account that $U_{\mathrm{p}}=U_{0}$ and relationships similar to (7), the pump power providing a maximal conversion gain takes the form

$$
\begin{equation*}
P_{\mathrm{p}}=\frac{1}{2} \omega_{\mathrm{p}} C_{0} U_{0}^{2} \tan \delta_{\mathrm{p}}\left(1+\frac{1}{\xi_{\mathrm{p}} Q_{\mathrm{p}} \tan \delta_{\mathrm{p}}}\right), \tag{10}
\end{equation*}
$$

where $Q_{\mathrm{p}}, \xi_{\mathrm{p}}$, and $\tan \delta_{\mathrm{p}}$ are, respectively, the quality factor of the pump resonant circuit, coefficient of insertion of nonlinear capacitor in it, and $\tan \delta$ of the capacitor at frequency $f_{\mathrm{p}}$.

Expression (10) implies that the pump power depends on the parameters of the ferroelectric capacitor ( $C_{0}, U_{0}$, and $\tan \delta$ ) and efficiency of its insertion into the converter's circuit. The pump power dissipated in the active region of the ferroelectric capacitor, $P_{\text {dis }}=$ $0.5 U_{\mathrm{p}}^{2} \omega_{\mathrm{p}} C_{0} \tan \delta_{\mathrm{p}}$, may cause overheating of the ferro-
electric film. The amount of overheating depends on the capacitor's design and to a large extent on parameter $U_{0}$. This fact should be taken into account in designing the converters.

From relationship (9) and the run of the normalized conversion gain and external circuit conductivities (Figs. 3 and 4), one can easily estimate the parameters of ferroelectric frequency converters by taking smallsignal $C-V$ curves and measuring the loss tangent of a ferroelectric capacitor, the parameters of which ( $K, U_{0}$, and $\tan \delta$ ) may be varied (according to the thickness, microstructure, and composition of compound oxide thin-film ferroelectrics) during fabrication of the capacitive structure.

## 2. UP-CONVERTER DESIGN AND SIMULATION OF ITS CHARACTERISTICS

As nonlinear elements of the converter, we used planar and parallel-plate thin-film BSTO capacitors. Compared with the planar design, parallel-plate capacitors allow one to reduce the capacitance-controlling voltage with ferroelectric films being the same. This fact is of crucial importance for selecting the pump power. The design of the capacitors is schematically shown in the


Fig. 5. Capacitance and $\tan \delta$ vs. dc bias voltage at a frequency of 3 GHz for thin-film BSTO capacitors ( $\mathbf{\Delta}$ ) 1 , ( $\bullet$ ) 2, $(\star) 3$, and $(\mathbf{\nabla}) 4$. The inset shows the cross-sectional view of (1-3) planar and (4) parallel-plate capacitors.

Parameters of the $\mathrm{Ba}_{x} \mathrm{Sr}_{1-x} \mathrm{TiO}_{3}$ capacitors

| Capac- <br> itor no. | Structure of <br> film | $x$ | $h, \mu \mathrm{~m}$ | $s, \mu \mathrm{~m}$ | $U_{0}, \mathrm{~V}$ | $K$ |
| :---: | :---: | :---: | :---: | ---: | ---: | :---: |
| 1 | Ceramic | 0.6 | 8.0 | 20 | 150 | 2.2 |
| 2 | Polycrystalline | 0.3 | 0.5 | 5 | 165 | 2.5 |
| 3 | $»$ | 0.5 | 0.5 | 5 | 27 | 2.8 |
| 4 | $>$ | 0.3 | 0.8 | 30 | 25 | 3.4 |

inset to Fig. 5. They were formed on a $0.5 \times 1.5 \times$ $0.5-\mathrm{mm}$ Polikor (alumina-based ceramics) substrate, and a BSTO film was applied by magnetron sputtering. The length, $t$, and width, $s$, of the gap in the planar capacitors and the electrode surface area, $s \times s$, in the parallel-plate capacitors provided the same rated capacitances $(\approx 6 \mathrm{pF})$ of the capacitors used in the converters.

Prior to implementing the converter, we took $C-V$ curves from and measured $\tan \delta$ in a large number of capacitors with different geometries where both poly-


Fig. 6. (a) Layout of the frequency converter and (b) output signal spectrum of the optimized converter for $P_{\mathrm{p}}=$ $+30 \mathrm{dBm}, P_{\mathrm{in}}=-20 \mathrm{dBm}$, and $U_{\mathrm{b}}=27 \mathrm{~V}$. (1) Closed stubs; $(2,3)$ open stubs serving as rejection filters for signals at frequencies $f_{\mathrm{p}}$ and $2 f_{\mathrm{p}}$, respectively; and (4) contact pad used to apply the bias voltage to the nonlinear capacitor.
crystalline and ceramic $\mathrm{Ba}_{x} \mathrm{Sr}_{1-x} \mathrm{TiO}_{3}$ films of different composition $x$ and thickness $h$ were used. The table lists geometric parameters $h$ and $s$ of (1-3) planar and (4) parallel-plate capacitors, composition $x$ of the BSTO films, and parameters $K$ and $U_{0}$ appearing in expression (1) for the $C-V$ characteristic of a ferroelectric capacitor.

The small-signal capacitance and tan $\delta$ of the capacitors as functions of dc bias $U_{\mathrm{b}}$ that were measured at a frequency of 3 GHz are shown in Fig. 5. Two sets of capacitors the $C-V$ curves of which differ markedly in parameter $U_{0}$ can be distinguished. High $U_{0}(\approx 150 \mathrm{~V})$ is observed for planar capacitors based on thick ceramic films with $x=0.6$ (capacitor 1 ) and thin polycrystalline films with a small barium content $(x=0.3$, capacitor 2 ). For planar capacitor $3(x=0.5)$ and parallel-plate capacitor $4(x=0.3), U_{0} \approx 25 \mathrm{~V}$. It was noted [10] that $U_{0}$ in parallel-plate capacitors can be decreased to several volts. Thus, one can vary parameter $U_{0}$ and, hence, the pump power of the converter over wide limits by varying the design, composition, and thickness of BSTO films. In spite of elevated values of $\tan \delta$ for capacitors 3 and 4, just these capacitors were selected for implementing the converter with the aim of reducing the pump power.

An up-converter ( $f_{\text {in }}=0.8 \mathrm{GHz}, f_{\text {out }}=4.4 \mathrm{GHz}$ ) intended for a $50-\Omega$ termination was implemented on a $48 \times 30 \times 0.64-\mathrm{mm}$ Rogers 3010 substrate with $\varepsilon=10.2$ and $\tan \delta=3.5 \times 10^{-3}$. The layout of the converter and the frequency spectrum at the output of its optimized version are shown in Fig. 6. Nonlinear capacitor $C$ is connected in series to the capacitive branches of parallel resonant circuits produced by the inductances of closed stubs and capacitances of linear capacitors inserted into the gaps of the microstrip lines. Open $\lambda / 2$ stubs at the inputs of each of the three converter's circuits serve as rejection filters for signals at fundamental frequency $f_{\mathrm{p}}$ and at second-harmonic frequency $2 f_{\mathrm{p}}$ of the pump. The contact pad facilitates application of the bias voltage to the nonlinear capacitor through resistance $R=1 \mathrm{M} \Omega$.

The characteristics of the converter were simulated with computer routines intended for microwave circuit analysis. The input data of simulation were the $C-V$ characteristic of planar capacitor 3 and $\tan \delta=0.05$. In simulation, the nonlinear voltage dependence of the capacitance of this capacitor was described by the analytic relationship $C(U)=C_{0}+C_{2} U^{2}+C_{4} U^{4}+\ldots+$ $C_{2 k} U^{2 k}+\ldots$ containing only even powers of voltage. Such a description is valid if hysteresis phenomena at the initial portion of the $C-V$ curve are neglected. We leave the first eight terms of the series $(k=7)$.

In simulation, the input signal power was taken to be $P_{\mathrm{in}}=-20 \mathrm{dBm}$. The pump power was varied from -20 to +34 dBm and was limited from above by a voltage across the nonlinear capacitor, for which the above
approximation of the $C-V$ curve by a power series is valid.

Figure 7 illustrates the simulated dependence of the output power of the converter on the bias voltage at a pump power of +30 dBm (Fig. 7a) and on the pump power at different biases (Fig. 7b). From Fig. 7a, it follows that, in the pump power range considered, the conversion gain is maximal at $U_{\mathrm{b}}=U_{0}=27 \mathrm{~V}$. The decrease in the output power of the converter at $U_{\mathrm{b}} \neq U_{0}$ is associated largely with a mismatch of the converter's circuit and also with a decrease in coefficient $C_{1}$ in the expansion of the nonlinear capacitance in the Fourier series (this coefficient is responsible for conversion to frequency $f_{\text {out }}$; see expression (4) and Fig. 2). From Fig. 7b, it is seen that the output power of the converter is directly proportional to the pump power at $P_{\mathrm{p}}<$ +25 dBm for any $U_{\mathrm{b}}$. The curve $P_{\text {out }}\left(P_{\mathrm{p}}\right)$ becomes nonlinear at $P_{\mathrm{p}} \geq+25 \mathrm{dBm}$ and $U_{\mathrm{b}}=20-30 \mathrm{~V}$, possibly because the depth of modulation of the capacitance depends on the pump power only slightly near the extremum of function $F_{1}\left(U_{\mathrm{p}}\right)$ (Fig. 2). Another reason is a mismatch of the converter's circuit arising when the constant component of the capacitance changes under the action of the pump power. In practice, the same effect may be due to heating of the BSTO film by the pump signal dissipated power (the heating of the film was disregarded in the converter model used in the simulation).

The spectrum of the output signal from the optimized converter (Fig. 6) was simulated at $U_{\mathrm{b}}=27 \mathrm{~V}$ and $P_{\mathrm{p}}=+30 \mathrm{dBm}$. The latter value provides a pump signal amplitude $U_{\mathrm{p}}$ across the nonlinear capacitor of 26 V . In full accordance with the analytical results (see Sect. 1), that conversion gain $G=P_{\text {out }} / P_{\text {in }}$ reaches a maximum under the condition $U_{\mathrm{b}} \approx U_{\mathrm{p}} \approx U_{0}$ and its maximum equals 1.3 dB , which is 6 dB below the value for an idealized lossless converter.

## 3. EXPERIMENTAL CHARACTERISTICS OF THE UP-CONVERTER

As follows from Fig. 6b, the output spectrum contains the basic signal at fundamental frequency $f_{\text {out }}$ and also spurious components at frequencies $f_{\mathrm{in}}, f_{\mathrm{p}}$, and combination frequencies. A narrow-band filter (a bandwidth of $0.9 \%$ ) with insertion losses of 5 dB was placed at the output of the converter to suppress the spurious components. Below are the characteristics of a developmental version of the converter designed for frequen$\operatorname{cies} f_{\text {in }}=0.83 \mathrm{GHz}\left(S_{11}=-11 \mathrm{~dB}\right), f_{\mathrm{p}}=3.57 \mathrm{GHz}\left(S_{22}=\right.$ $-12 \mathrm{~dB})$, and $f_{\text {out }}=4.4 \mathrm{GHz}\left(S_{33}=-9 \mathrm{~dB}\right)$.

The dependences of the output power of the converter on the bias voltage and pump power are shown in Fig. 8. The output power is given in relative units (is divided by a maximal value obtained in experiments with planar capacitors) for conveniently comparing the measured and simulated results with allowance for external losses (in the measuring scheme) and losses inside the converter.


Fig. 7. Simulated dependences of the converter's output power at frequency $f_{\text {out }}\left(\right.$ a) on bias voltage $U_{\mathrm{b}}$ at $P_{\mathrm{p}}=$ +30 dBm and (b) on pump power at different $U_{\mathrm{b}}$. The input signal power is $P_{\text {in }}=-20 \mathrm{dBm}$.

The dependence of the output power on the bias voltage for the planar capacitor (Fig. 8) qualitatively agrees with the simulation results (Fig. 7a). However, the maximum of the experimental curve $P_{\text {out }}\left(U_{0}\right)$ is broader, presumably because the quality factor of the resonant circuits in the real converter is lower than the model result. For the converter with the parallel-plate capacitor, the dependence $P_{\text {out }}\left(U_{0}\right)$ also weakens near $U_{\mathrm{b}}=U_{0}$ but does not exhibit a maximum as a result of degradation of the capacitor's parameters when $U_{\mathrm{b}}$ exceeds 30 V with the pump signal applied. The maximal value of the conversion gain for the converter with the parallel-plate capacitor is $3-4 \mathrm{~dB}$ lower than for the planar-capacitor device.

From Fig. 8, it follows that measured output power $P_{\text {out }}$ is directly proportional to pump power $P_{\mathrm{p}}$ at any $U_{\mathrm{b}}$ for $P_{\mathrm{p}}$ up to +30 dBm when the planar capacitor is applied. For the converters with the parallel-plate capacitor, direct proportionality between $P_{\text {out }}$ and $P_{\mathrm{p}}$ breaks at $P_{\mathrm{p}}>+26 \mathrm{dBm}$. It seems that, in the parallelplate capacitor, the conversion gain is depressed by heating of its active region due to the dissipated power of the pump.


Fig. 8. Experimental dependences of the converter's output power (a) on bias voltage $U_{\mathrm{b}}$ at $P_{\mathrm{p}}=+28 \mathrm{dBm}$ and (b) on pump power at different $U_{\mathrm{b}}$. ( $)$ Planar and ( O ) parallelplate capacitor.

We roughly estimated overheating $\Delta T$ of the ferroelectric film by removing heat from the BSTO film into the substrate with cylindrical (for the planar capacitor) and spherical (for the parallel-plate capacitor) heat sinks. The back side of the substrate was kept at a constant temperature. For a planar capacitor,

$$
\begin{equation*}
\Delta T=T-T_{0}=\frac{P_{\text {dis }}}{2 l \lambda_{\mathrm{f}}}\left[\frac{h}{s}+\frac{2}{\pi} \frac{\lambda_{\mathrm{f}}}{\pi \lambda_{\text {sub }}} \ln \left(\frac{\pi H}{s}\right)\right] ; \tag{11}
\end{equation*}
$$

for a parallel-plate capacitor,

$$
\begin{equation*}
\Delta T=\frac{P_{\mathrm{dis}}}{2 s \lambda_{\mathrm{f}}}\left[\frac{h}{s}+\frac{\lambda_{\mathrm{f}}}{\lambda_{\text {sub }}} \frac{1}{\pi}\left(\sqrt{2 \pi}-\frac{s}{H}\right)\right] . \tag{12}
\end{equation*}
$$

Here, $\lambda_{\mathrm{f}}$ and $\lambda_{\text {sub }}$ are the thermal conductivities of the BSTO film and substrate, respectively; $H$ and $h$ are the thicknesses of the film and substrate, respectively; $s$ is the gap of the planar capacitor and the length of a side of the square electrode in the parallel-plate capacitor; and $l$ is the length of the gap in the planar capacitor.

Taking into account that $\lambda_{\mathrm{f}}=2 \mathrm{~W} /(\mathrm{m} \mathrm{K})$ and $\lambda_{\text {sub }}=$ $25 \mathrm{~W} /(\mathrm{m} \mathrm{K})$ [3], we find that, with the dissipated power being the same, the overheating of the parallel-plate capacitor is roughly 40 times that of the planar capacitor. Thus, overheating may become an obstacle for
using parallel-plate capacitors in elevated-power microwave circuits.

## CONCLUSIONS

We analyzed the performance of a frequency converter using a thin-film ferroelectric capacitor in paraphase as a nonlinear element. Based on the phenomenological description of the small-signal $C-V$ characteristic of the nonlinear capacitor, the conditions were found under which the conversion gain reaches a maximum. For the best values of $\tan \delta$ currently available, the feasible conversion gain is expected to be $2.5-$ 8.0 dB lower than the value predicted by the ManleyRowe relationship.

We simulated and evaluated the performance of upconverters built around planar and parallel-plate BSTO capacitors. The measurements are in good agreement with the simulation results.

In the case of using parallel-plate capacitors, overheating of the ferroelectric film due to pump power dissipation may limit the application of up-converters on their basis.

The results obtained in this work may be helpful in optimizing the circuit design of frequency converters of this class and, specifically, the design of capacitors involved in the device; in refining noise-measuring techniques; and in developing transceiver equipment.
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## RADIOPHYSICS

# Orientation Dependence of the Incoherent Radiation Yield in Crystals 
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#### Abstract

The yield of incoherent bremsstrahlung due to $1.2-\mathrm{GeV}$ ultrarelativistic electrons moving near atomic chains in crystals is investigated by numerical simulation. It is shown that the electron distribution over the number of close collisions with crystal atoms deviates significantly from the Poisson distribution. The simulation results are compared with experimental data. © 2005 Pleiades Publishing, Inc.


The flux peaking effect [1, 2], which is observed when electrons move in the channeling mode, increases the cross section of their interaction (showing up as scattering or bremsstrahlung) with atoms in a crystal compared with in an amorphous target. In particular, the effect of enhanced incoherent bremsstrahlung (IB) of $3-\mathrm{GeV}$ electrons in an oriented tungsten crystal has recently been used to increase the yield of electronpositron pairs from an amorphous target placed behind the crystal [3]. Earlier [4, 5], the enhanced IB of 1.2GeV electrons was observed in a (110) silicon crystal.

The theory of IB in oriented crystals has been developed by many authors [6-8]. It has been established that the IB cross section in crystals may be represented in the form $\sigma_{\mathrm{c}}(\omega, r)=\sigma_{\mathrm{am}}(\omega) P(r)$, where $\sigma_{\mathrm{c}}$ is the IB cross section in a crystal; $\sigma_{\text {am }}(\omega)$ is the IB cross section in the amorphous state; and function $P(r)$, being independent of bremsstrahlung frequency $\omega$, specifies the dependence on distance $r$ between the electron and atomic chain $[9,10]$. Such an expression for the cross section implies that a rise in the IB intensity is unrelated to the energy of emitted photons, which is consistent with experimental data. In [9], the IB cross section in a crystal, $\sigma_{\mathrm{c}}(\omega, r)$, calculated by the virtual photon method was carefully compared with the results obtained elsewhere. In this work, we numerically simulate the IB yield in thick silicon crystals with allowance for dechanneling and analyze the orientation dependence of the IB enhancement effect, i.e., its dependence on the angle the electrons make with a given crystallographic axis when entering the crystal.

Simulation of multiple scattering of an electron moving in an oriented crystal has been carried out with regard to each event of its interaction with lattice atoms [10-13]. Such an approach makes it possible to find the electron distribution over the number of scattering events that change transverse electron energy $\varepsilon$ (incoherent scattering). The transverse energy is the integral of motion in the field of the continuous potential of an
atomic chain [14] (coherent scattering by a continuous potential). The continuous potential raises the cross sections of incoherent scattering and IB by a factor of $S_{0} / S(\varepsilon)$ compared with an amorphous medium (see, i.e., [15]), where $S_{0}=1 / N d$ is the cross-sectional area per chain, $N$ is the number of atoms per unit volume, and $d$ is the least atomic spacing in the chain. The cross-sectional area accessible for the electron is $S(\varepsilon)=\pi r^{2}(\varepsilon)$, where $r(\varepsilon)$ is determined from the condition $U(r)=\varepsilon$, where $U(r)$ is the continuous potential of the atomic chain. Factor $S_{0} / S(\varepsilon)$ arises upon averaging function $P(r)$, which specifies the dependence on the impact parameter, over the accessible area with regard to the uniform electron distribution over transverse coordinates [14]. Function $P(r)$ is assumed to have the Gaussian form, $P(r) \sim \exp \left(-r^{2} / u_{\perp}^{2}\right)$. Strictly speaking, it is also necessary to take into account factor 1 $\exp \left[-r^{2}(\varepsilon) / u_{\perp}^{2}\right] \approx 1[15]$, since $r(\varepsilon) \gtrdot u_{\perp}$, where $u_{\perp}$ is the temperature oscillation amplitude of crystal atoms.

The cross section of incoherent scattering by an atom was calculated using the Moliere potential, which gives realistic values of the cross section in the vicinity of the atom ( $r \leq a_{\mathrm{F}}$, where $a_{\mathrm{F}}$ is the Thomas-Fermi screening parameter) and has regular asymptotics at $r \longrightarrow 0$. Atomic chain continuous potential $U(r)$ was calculated from the Doyle-Turner atomic potential [16], which is preferable at distances $r \geq a_{\mathrm{F}}$. This circumstance is essential for proper calculation of accessible area $S(\varepsilon)$.

The Moliere atomic potential has the form

$$
\begin{equation*}
V(r)=-\left(Z e^{2} / r\right) \sum_{i=1}^{3} \alpha_{i} \exp \left(-\beta_{i} r / a_{\mathrm{F}}\right), \tag{1}
\end{equation*}
$$

where $\alpha_{i}=(0.1,0.55,0.35), \beta_{i}=(6.0,1.2,0.3)$, and $Z$ is the atomic number of the material.


Fig. 1. ( $\mathbf{\Delta})$ Ratio between the numbers of electron-atom close collisions in the (110)Si crystal and in the amorphous target (on the left) and ( $\Delta$ ) the number of electrons in the channel (on the right). In the abscissa, the target thickness is plotted in micrometers. The electron energy and initial divergence are, respectively, 1.2 GeV and $\pm 0.5 \theta_{\mathrm{L}}$.

Calculated in the first Born approximation for potential (1), the differential cross section of electron scattering by angle $\theta$ is given by

$$
\begin{equation*}
d \sigma=\sigma_{0} \theta_{\mathrm{a}}^{2} \sum_{i, k=1}^{3} \frac{\alpha_{i} \alpha_{k} 2 \theta d \theta D(\theta)}{\left(\theta^{2}+\beta_{i}^{2} \theta_{\mathrm{a}}^{2}\right)\left(\theta^{2}+\beta_{k}^{2} \theta_{\mathrm{a}}^{2}\right)} \tag{2}
\end{equation*}
$$

Here, $\theta_{\mathrm{a}}=\hbar c /\left(E a_{\mathrm{F}}\right)$ is the characteristic angle of electron scattering by an atom; $E=\gamma m c^{2}$ is the electron energy; $\gamma$ is the Lorentz factor; $m$ is the electron mass at rest; $a_{\mathrm{F}}$ is the Thomas-Fermi screening parameter;

$$
\begin{equation*}
D(\theta)=1-\exp \left(-u_{\perp}^{2} \theta^{2} / a_{\mathrm{F}}^{2} \theta_{\mathrm{a}}^{2}\right) \tag{3}
\end{equation*}
$$

is the Debye-Waller factor; $u_{\perp}$ is the mean temperature oscillation amplitude of crystal atoms; $\sigma_{0}=\pi a_{\mathrm{F}}^{2} \eta^{2}$ is the scattering total cross section calculated for the screened Coulomb potential; $\eta=2 \alpha Z$ is the Bohr parameter [17], which defines the condition of applicability of the Born approximation ( $\eta \ll 1$ ); and $\alpha=$ 1/137.

The Debye-Waller factor makes it possible to separate the scattering coherent component, which is associated with scattering by the atomic chain continuous potential. Therefore, one may say that expression (2) describes incoherent scattering of electrons by individual atoms.

According to (2) and (3), the total cross section of scattering by an atom is given by

$$
\begin{equation*}
\sigma=\sigma_{0}\left(u_{\perp} / a_{\mathrm{F}}\right)^{2} \sum_{i, k=1}^{3} f_{i k}, \tag{4}
\end{equation*}
$$

where

$$
f_{i k}=\left\{\begin{array}{l}
-\alpha_{i}^{2} x_{i}, \quad i=k \\
\alpha_{i} \alpha_{k}\left(\mu_{i}-\mu_{k}\right)^{-1}\left[\ln \left(\mu_{i} / \mu_{k}\right)+x_{k}-x_{i}\right], \quad i \neq k
\end{array}\right.
$$

Here, $x_{i}=\exp \left(\mu_{i}\right) \operatorname{Ei}\left(-\mu_{i}\right), \mu_{i}=\left(u_{\perp} \beta_{i} / a_{\mathrm{F}}\right)^{2}$, and $\operatorname{Ei}(x)$ is the integral exponent. Expression (4) specifies the free path of quasi-channeled electrons $(\varepsilon>0), l_{\mathrm{q}}=(\sigma N)^{-1}$. For such electrons, the entire cross-sectional area, $S(\varepsilon)=S_{0}$, is accessible. The free path of an electron with $\varepsilon<0$ is, accordingly, $S_{0} / S(\varepsilon)$ times shorter. In silicon, $l_{\mathrm{q}} \approx 1 \mu \mathrm{~m}$, which is roughly twice as much as without considering the Debye-Waller factor.

Let $k(z)$ be the mean number of inelastic scattering events for electrons in a target of thickness $z$. It is worth comparing this value in an oriented crystal and in an amorphous material of the same thickness. Figure 1 (the left-hand vertical axis) plots ratio $\langle k\rangle /\langle k\rangle_{\mathrm{am}}$ where $\langle k\rangle$ is the number of inelastic scattering events (close collisions) for $1.2-\mathrm{GeV}$ electrons in an axially oriented (110) silicon crystal and $\langle k\rangle_{\mathrm{am}}$ is the number of collisions in the disordered crystal) versus the thickness. In calculations, the initial angular divergence of the electrons, $\Delta \theta$, was set equal to $\pm 0.5 \theta_{\mathrm{L}}$, where $\theta_{\mathrm{L}}=$ $\left(4 Z e^{2} / d E\right)^{1 / 2}$ is the Lindhard critical angle [14]. The number of close collisions in the amorphous material was calculated by the formula $\langle k\rangle_{\mathrm{am}}=N \sigma z$ with cross section $\sigma$ defined by expression (4).

The right-hand vertical axis in Fig. 1 plots the number of electrons at a certain depth in the channel, $N_{\mathrm{c}}(z)$ (the dashed line; cf. [18]). Of practical importance is the effective channeling length [19]

$$
\begin{equation*}
z_{\mathrm{eff}}(z)=\int_{0}^{z} N_{\mathrm{c}}\left(z^{\prime}\right) d z^{\prime} \tag{5}
\end{equation*}
$$

In Fig. 1, $z_{\text {eff }} \approx 15 \mu \mathrm{~m}$ at a crystal thickness of $240 \mu \mathrm{~m}$. At crystal thicknesses of 20 and $1000 \mu \mathrm{~m}$, the effective channeling depth is 3 and $27 \mu \mathrm{~m}$, respectively.

Thus, it follows from Fig. 1 that, even in a relatively thick $\left(z \geqslant z_{\text {eff }}\right)$ crystal, the number of electron-atom close collisions may significantly exceed that in the amorphous material. At large $z$, ratio $\langle k\rangle\left\langle\langle k\rangle_{\mathrm{am}}\right.$ declines with increasing $z$ more slowly than by the law $1 / z$, which is consistent with the statistical theory developed in [20].

The mean number of close collisions in an oriented crystal, $\langle k(z)\rangle$, does not give adequate insight into the nature of multiple scattering, since the spread in the number of collisions about the mean value in the crystal is much higher than in the amorphous material. Let $P_{k}(z)$ be the probability that an electron in a target of thickness $z$ experiences $k$ incoherent scattering events.

Then, the mean number of such events will be

$$
\begin{equation*}
\langle k(z)\rangle=\sum_{k=0}^{\infty} k P_{k}(z) \tag{6}
\end{equation*}
$$

It is this value that is plotted on the left of Fig. 1.
In the amorphous medium, quantity $P_{k}(z)$ obeys the Poisson distribution,

$$
\begin{equation*}
P_{k}(z)=\frac{\langle k(z)\rangle_{\mathrm{am}}^{k}}{k!} \exp \left(-\langle k(z)\rangle_{\mathrm{am}}\right) \tag{7}
\end{equation*}
$$

where $\langle k(z)\rangle_{\mathrm{am}}=N \sigma z$ and $\sigma$ is given by (4).
Probability $P_{k}(z)$ that an electron experiences $k$ incoherent scatterings is shown in Figs. 2 and 3 for the 15and $240-\mu$ m-thick crystals, respectively (the dashed lines refer to the oriented crystals), at the same energy and angular divergence of the electrons as in Fig. 1. The continuous curves in Figs. 2 and 3 show Poisson distribution (7) for the amorphous medium. The abscissa axis in Figs. 2 and 3 plots ratio $k /\langle k\rangle_{\text {am }}$; the ordinate axis, distribution $P_{k}$ multiplied by $\langle k\rangle_{\mathrm{am}}$. Thus, the distributions in Figs. 2 and 3 are normalized to unity. It is seen that distribution $P_{k}(z)$ in the crystal deviates significantly from Poisson distribution (7) because of factor $S_{0} / S(\varepsilon)$. Namely, the former has a long tail at a large number of close collisions. At thicknesses $z \sim z_{\text {eff }}$ in the crystal (Fig. 2), the number of collisions decreases sharply for $k /\langle k\rangle_{\mathrm{am}}<1$. Note that the maximum of the distribution in the oriented crystal exceeds that in the amorphous medium. In thick targets ( $z \gg z_{\text {edd }}$, Fig. 3), conversely, the distribution peak in the amorphous target is higher than in the crystal, the tail in the thick crystal being more pronounced than in the thin one.

The number of photons emitted within a given frequency interval per unit length in an amorphous target is given by the Bethe-Heitler formula

$$
\begin{equation*}
n_{\mathrm{am}}(u) \equiv \frac{d^{2} n_{\mathrm{am}}}{d u d z}=\frac{4}{3 L u}\left(1-u+\frac{3}{4} u^{2}\right) \tag{8}
\end{equation*}
$$

where $1 / L=4 \alpha Z^{2} r_{0}^{2} N \ln \left(183 Z^{-1 / 3}\right), L$ is the radiation length, $u=\hbar \omega / E$, and $r_{0}=e^{2} / m c^{2}$.

The IB cross section for an electron with given transverse energy $\varepsilon$ in an oriented crystal is expressed through cross section (8) for an amorphous medium as $n=n_{\mathrm{am}} S_{0} / S(\varepsilon)$.

Free path $z_{0}$ between two successive radiation events is found from the formula for probability $W$ that an electron will emit no photons over length $z_{0}$,

$$
\begin{equation*}
W\left(z_{0}\right)=\exp \left[-\int_{0}^{z_{0}} n\left(z^{\prime}\right) d z^{\prime}\right] \tag{9}
\end{equation*}
$$

Here, the dependence of the total probability of radiation per unit length, $n$, on penetration depth $z$ takes into


Fig. 2. Probability distribution for the number of close collisions for $1.2-\mathrm{GeV}$ electrons in the $15-\mu \mathrm{m}$-thick (110)Si crystal (dashed line). The abscissa plots the number of collisions in terms of their mean value for the amorphous target. The continuous line shows the Poisson distribution in the amorphous target. The initial angular divergence of electrons is $\pm 0.5 \theta_{\mathrm{L}}$.


Fig. 3. The same as in Fig. 2 for the $240-\mu$ m-thick silicon crystal.
account the fact that this quantity in an oriented crystal is related to the electron transverse energy and this energy changes after multiple scattering.

The total probability of radiation per unit length, $n$, is found by integration of formula (8) over frequencies starting from some minimal frequency $u_{\min }$. In our calculations, $u_{\text {min }}$ was set equal to 0.01 .

Figure 4 compares the calculated IB yield in the $240-\mu \mathrm{m}$-thick (110)Si crystal with experimental data


Fig. 4. Ratio between the IB yields for $1.2-\mathrm{GeV}$ electrons in the $240-\mu \mathrm{m}$-thick (110)Si crystal and in the amorphous target: ( $\mathbf{\Delta}$ ) data points [4] and ( $\Delta$ ) analytical data. The initial angular divergence of electrons is $\pm 0.5 \theta_{\mathrm{L}}$.
[4] for electrons with an energy of 1.2 GeV . The filled symbols in Fig. 4 are data points; the empty ones connected by the continuous line refer to the numerical simulation. The ordinate axis plots the ratio between the IB intensities in the crystal and amorphous medium. Note that in the experiments in [4], just the incoherent part of the spectrum was measured. In this work, the IB


Fig. 5. ( $\Delta$ ) Analytical and ( $\mathbf{\Delta}$ ) experimental [5] data on the IB yield for $1.2-\mathrm{GeV}$ electrons in the $500-\mu \mathrm{m}$-thick (110)Si
crystal. The abscissa axis plots the photon energy; the ordiIB yield for $1.2-\mathrm{GeV}$ electrons in the $500-\mu \mathrm{m}$-thick (110)Si
crystal. The abscissa axis plots the photon energy; the ordinate axis, the ratio between the IB intensities in the crystal and in the amorphous target. The initial angular divergence of electrons is $\pm 1.3 \theta_{\text {L }}$.
intensity in the amorphous medium was also calculated by numerical simulation. The 1.5 -fold excess of the intensity in the crystal over that in the amorphous material (as demonstrated in Fig. 4) is in exact coincidence with the excess of the number of close collisions in the crystal ( $z=240 \mu \mathrm{~m}$, Fig. 1). Thus, from Fig. 1, one can judge how much the IB intensity in the crystal target exceeds that in the amorphous target at different target thicknesses. For example, in the $15-\mu \mathrm{m}$-thick crystal, the IB intensity is roughly 2.4 times higher. Although the data points in Fig. 4 lie somewhat above the analytical values, the calculation and experiment are in fairly good agreement. Hence, the supposition that factor $S_{0} / S(\varepsilon)$ differentiates the oriented crystal from the amorphous medium is valid.

In [5], IB was measured in $500-\mu \mathrm{m}$-thick (110) Si crystals for a widely divergent electron beam ( $\sim 1.3 \theta_{\mathrm{L}}$ ) of energy 1.2 GeV . Figure 5 compares our calculation results (empty symbols) with experimental data (filled symbols) when the electron beam axis runs parallel to the $\langle 110\rangle$ direction in the crystal. The high excess of the experimental data over the calculated values in the soft part of the spectrum is due to coherent scattering [21] in the atomic chain continuous potential, which was disregarded in the calculation. It is seen from Fig. 5 that the excess in the case at hand (for photon energy $\hbar \omega$ > 200 MeV ) is $\approx 1.2$ times.

Figure 6 illustrates the orientation dependence of the IB yield (the photon energy is $1.05 \pm 0.03 \mathrm{GeV}$ ) for electrons in the $500-\mu \mathrm{m}$-thick silicon crystal ( $E=$ 1.2 GeV ). The abscissa axis plots the angle (in degrees) between the electron beam and the $\langle 110\rangle$ direction in


Fig. 6. Orientation dependence of the IB yield for $1.2-\mathrm{GeV}$ electrons in the $500-\mu \mathrm{m}$-thick (110)Si crystal: (O) data points [5] and ( $\mathbf{\Delta}$ ) analytical data. The abscissa axis plots the angle between the electron beam axis and $\langle 110\rangle$ crystallographic direction. The angular divergence of the electron beam is $\pm 1.3 \theta_{\mathrm{L}}$. The dashed line is drawn for the divergence $\pm 0.2 \theta_{\text {L }}$.
the crystal ( $\theta_{\mathrm{L}}=0.024^{\circ}$ in this case). Here, the empty symbols are data points [5] and the filled symbols show the results of our calculation. The angular divergence of the electron beam is $\approx 1.3 \theta_{\mathrm{L}}$. At small angles, the experiment and calculation are in good agreement, while at angles on the order of several critical channeling angles, the analytical curve goes above the experimental one. The dashed curve in Fig. 6 is drawn for a smaller angular divergence of the electrons, $\approx 0.2 \theta_{\mathrm{L}}$. The discrepancy between the analytical and experimental data in the range $(2-3) \theta_{\mathrm{L}}$ is a surprise in view of the good agreement observed for the parallel arrangement of the beam axis and $\langle 110\rangle$ crystallographic axis. This discrepancy cannot be explained by photon collimation, since in [5] the output energy of the electrons was measured. In light of this, one should bear in mind that, in the case of inclined incidence of electrons, high coherent scattering by the atomic chain continuous potential takes place with the transverse energy of the electrons preserved. Then, the electron angular distribution at the exit from the target is no longer azimuthsymmetric [22, 23] and so it remains unclear whether all the electrons in the experiment [5] fell into the detector in the angular range $(2-3) \theta_{\mathrm{L}}$.
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#### Abstract

When atomic rows in a crystal layer are used to focus a beam from an electron microscope, the intensity distribution behind the crystal represents a grating of narrow peaks with diameters from 0.03 to 0.04 nm in the first Fourier plane. A scheme of scanning transmission electron microscopy (STEM) with such a grating is simulated that makes it possible to reconstruct the transmission function of an object from the signal recorded. The reconstruction quality depends on the type and amount of distortions. Distortions due to the following two factors are simulated: random noise imposed on the signal detected in the experiment and the lack of information about the wave incident on the object because of uncertainty involved in the width of the electron beam striking the focusing crystal. The range of distortions within which the object can be reconstructed with a tolerable quality is determined. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The idea of an atomic lens in corpuscular optics has been proposed and elaborated upon in [1-14]. The essence of this concept is the formation of narrow crossovers of corpuscular (electron, atomic, etc.) beams focused by various atomic- and nanometer-scale systems, the simplest example of which is an atom. The methods based on this concept hold promise for many applications, including microscopy. For example, it has been theoretically shown $[1,6]$ that single heavy atoms or columns of atoms in a thin crystal may act as a lens focusing an electron beam into a spot several tens of picometers across. This speculation has been experimentally supported in [2], where one of the schemes described in [6] provided a resolution of 0.06 nm using a transmission electron microscope (TEM) with a resolution of no higher than 0.34 nm .

If the diameter of an electron beam incident on a focusing crystal is wider than the atomic row spacing, the pattern resulting behind the crystal represents a grating of narrow intensity peaks several tens of picometers in size. By scanning such a grating over the object, one may basically reconstruct the image with a resolution comparable to the peak diameter.

In this study, we numerically simulate image reconstruction based on such scanning.

The schematic of the system under study is shown in Fig. 1. The simulation procedure includes three stages: (1) propagation of a TEM beam through a thin crystal layer, (2) propagation of the transmitted beam from the crystal to an object to be visualized (it is supposed that
the wave travels in a vacuum at this stage), and (3) image reconstruction from the wave scattered by the object as a result of scanning.

## 1. PROPAGATION THROUGH A CRYSTAL

Electron beam channeling in a crystal was simulated using Earl J. Kirkland's software package. It utilizes the Cowley-Moodie multislice simulation technique [15], which is widely used for simulation in electron microscopy. For example, beam channeling in a 6 -nm-thick gold crystal ( 15 unit cells along the [100] crystallographic direction) was considered in [4]. In this work, the parameters of the beam are typical of a TEM: the electron energy is 100 keV ; angle of convergence, 10 mrad ; and the minimal diameter in the crossover, about 0.2 nm .

Calculations made for different shifts of the initial beam axis from a selected column of atoms showed that


Fig. 1. General picture of the experiment.
a narrow ( 30 pm in diameter) crossover forms behind the crystal with a maximal intensity approximately 0.2 nm distant from the last atom in the column. The output intensity profile is firmly related to the axis of the column and does not change upon shifting the initial beam. When the beam covers a neighboring chain, a satellite focus (intensity peak) appears. The peaks do not broaden upon shifting the beam.

To analyze a grating of focuses, we calculated the transmission of a wider primary beam. Figure 2 compares the intensity profiles over the cross section of a beam leaving the TEM (the energy 300 keV , angle of convergence 0.5 mrad ), at the exit surface of a $6-\mathrm{nm}-$ thick gold crystal ( 15 unit cells along the [100] crystallographic direction), and in the crossover with a minimal diameter of about 1.6 nm . The profiles were calculated by the multislice method.

## 2. PROPAGATION THROUGH VACUUM

As was mentioned above, the beam leaving the crystal forms a narrow crossover with a maximal intensity located several tenths of a nanometer away from the last crystal atom. Since the surface of a real crystal is rough, scanning at such a close distance to the crystal surface is hardly possible. Practically, the gap between the crystal and crossover depends on the surface roughness; therefore, conditions should generally be provided under which the crossover is as distant from the crystal as possible. A method to overcome these difficulties was suggested in [5]. The Fourier principle of planes, which is well known in wave optics, says that an infinite grating of point coherent sources periodically arranged in a plane (with their spatial intensity distribution described by the delta function) is periodically translated in space (i.e., divergent rays are focused again with a certain spatial period).

However, if the grating is finite and sources are nonpoint (in our case, the peaks have a finite width and height), the signal in each subsequent focusing plane becomes more and more distorted. Hence, it follows that the larger the number of crystal rows covered by the TEM beam, the higher the reproducibility of the beam in the Fourier planes (it can be reproduced even in the zeroth-order plane). On the other hand, when the incident wave carries a large number of peaks, noise, which is inevitable in real experiments, may adversely affect the image reconstruction. Thus, one has to choose an optimal number of peaks that would provide for periodic beam focusing with small distortions, at least in the first focusing plane, and still offer a reasonably high accuracy of image reconstruction.

For point sources, the distance to the Fourier planes can be calculated by the well-known formula [5]

$$
\begin{equation*}
R=\frac{n a^{2}}{2 \lambda} \tag{1}
\end{equation*}
$$



Fig. 2. Intensity distribution (1) in the first Fourier plane, (2) near the exit crystal surface, and (3) over the cross section of the TEM beam.
where $R$ is the distance to a Fourier plane, $a$ is the source spacing, $n$ is the number (order) of the plane, and $\lambda$ is the wavelength.

For a finite grating and nonpoint sources, the Fourier planes turn out to be displaced relative to their positions in the ideal case. Our calculation shows that this displacement is insignificant (at least, for the beam configurations considered here).

Calculation by formula (1) for a $300-\mathrm{keV}$ electron beam striking a gold target with $a=0.2 \mathrm{~nm}$ yields distance $R=9.3 \mathrm{~nm}$ to the first Fourier plane. Advanced technologies allow for placing and moving a specimen at such a small distance from the crystal.

After the beam has left the crystal, the wave can be found as a convolution over transverse coordinates $\mathbf{r}$ with a vacuum propagator given by [6]

$$
\begin{equation*}
p(\mathbf{r}, z)=\frac{1}{i \lambda z} \exp \left(i k\left(z+\frac{r^{2}}{2 z}\right)\right), \tag{2}
\end{equation*}
$$

where $\lambda$ is the wavelength and $k$ is the wavenumber.
This expression is valid as long as the range of longitudinal coordinate $z$ far exceeds the ranges of the transverse coordinates.

Figure 2 shows the intensity profile in the first Fourier plane that was obtained by the convolution of the output wave with vacuum propagator (2).

## 3. IMAGE RECONSTRUCTION

The image of an object can be obtained by scanning it with electron beam 1 (Fig. 2) produced as described above. However, the specimen visualization quality depends on a number of factors, some of which are considered below. If the specimen is scanned by one narrow peak (ideally, in the form of the delta function), the distortions in the reconstructed image will be minor (the closer the peak's shape to the delta function, the smaller the distortions). However, when the number of focuses (peaks) is large, the images from each of the


Fig. 3. Initial object (on the left), result of scanning (in the middle), and reconstructed image (on the right).


Fig. 4. Reconstructed images of the pattern described by function $f$ (Fig. 3) for $\Delta r_{1}=0.15$ (on the left), 0.25 (in the middle), and 0.30 nm (on the right). Function $g$ is characterized by $\Delta r_{1}=0.25 \mathrm{~nm}$.
focuses superimpose and the resulting pattern becomes fuzzy.

Let wave $w(x, y)$ strike an object with transmission function $\mathrm{v}(x, y)$, where $(x, y)$ are the coordinates in the object plane (i.e., transverse coordinates $\mathbf{r}$ in formula (2) for the vacuum propagator). According to [5], the output wave in the plane behind a thin object (in which diffraction can be neglected) is given the product $w v$ and its intensity can be expressed as $R^{\prime}=g f$, where $g \equiv$ $|w|^{2}$ and $f \equiv|v|^{2}$.

The recorded signal is given by $R=\iint_{F} R^{\prime}(x, y) d x d y$, where $F$ is the domain occupied by the object. In accordance with [5], $v=\exp (-i \sigma U)$, where $\sigma=m / k$ ( $m$ is the electron mass, $k$ is the wavenumber), $U(\mathbf{r})=\int_{-\infty}^{\infty} V(\mathbf{r}$, $z) d z$ is the so-called projected potential distribution, and $V$ is the scattered potential. Thus, given $f=$ $\exp (2 \sigma \operatorname{Im}(U))$, one can find the imaginary part of the projected potential of the object,

$$
\operatorname{Im}(U)=\frac{1}{2} \sigma \ln (f) .
$$

The imaginary part of the complex scattered potential corresponds to absorption in the object [16]. Thus, the absorptivity of the object is embodied in function $f$.

Scanning of the object by the incident wave can evidently be represented by the convolution

$$
\begin{equation*}
g \otimes f=R . \tag{3}
\end{equation*}
$$

Here, $R(\Delta x, \Delta y)$ is the function of displacements ( $\Delta x, \Delta y$ ) associated with scanning.

With $g$ and recorded signal $R$ known, to reconstruct $f$ means to carry out deconvolution in (3). This is done, first, by applying the Fourier transformation to Eq. (3),

$$
\left.\begin{array}{c}
F[g \otimes f]=F[R]  \tag{4}\\
F[g \otimes f]=F[g] F[f]
\end{array}\right\} \Rightarrow F[f]=\frac{F[R]}{F[g]}
$$

and then applying the inverse Fourier transformation to resulting equation (4),

$$
f=F^{-1}\left[\frac{F[R]}{F[g]}\right]
$$

According to (4), any point where the value of function $F[g]$ is small is a singular point of function $F[f]$; thus, the regularization procedure is required, for example, in the form

$$
f=F^{-1}[F[R] Q]\left\{\begin{array}{l}
Q=\frac{1}{r e g} i f|F[g]|<r e g  \tag{5}\\
Q=\frac{1}{F[g]} \text { otherwise }
\end{array}\right.
$$

where reg is the regularization parameter.
Basically, the processes of recording and reconstruction may be simulated using the multislice method, as described in Sect. 1. Such an approach gives a close approximation to a real wave. However, for preliminary qualitative analysis, less elaborate models are preferable.

Model function $g$ was taken in the form of a mesh function in which nodes the Gaussian functions

$$
2 \pi / \Delta r \exp \left(-0.5 r^{2} /(\Delta r)^{2}\right)
$$

(where $r=\sqrt{x^{2}+y^{2}}$ ) modulated by the Gaussian envelope $\exp \left(-r^{2} /\left(\Delta r_{1}\right)^{2}\right)$ are set; i.e.,

$$
\begin{gathered}
g=\left(\sum_{i=-m}^{m} \sum_{j=-m}^{m} \frac{2 \pi}{\Delta r}\right. \\
\left.\times \exp \left(-0.5 \frac{[r(x+i d ; y+j d)]^{2}}{(\Delta r)^{2}}\right)\right) \exp \left(-\frac{r^{2}}{\left(\Delta r_{1}\right)^{2}}\right)
\end{gathered}
$$

In numerical simulation, we put $\Delta r=0.04 \mathrm{~nm}$ (the result of multislice simulation of the peaks in the first Fourier plane) and set the node spacing equal to 0.2 nm (which corresponds to the gold crystal). It was assumed that, at the stage of reconstruction, we will use function $R$ determined from a real experiment and distribution $g$ obtained by the multislice method (curve 1 in Fig. 2). The envelope width used in the simulation, $\Delta r_{1}=$ 0.25 nm , corresponds to a $0.5-\mathrm{nm}$-wide primary beam that forms a grating of nine intense peaks and many weak peaks.

Model transmission function $f$ is shown on the left of Fig. 3. Such a test pattern is easily discernible and has


Fig. 5. Reconstruction of the noisy image. The noise parameters are $\varepsilon=$ (a) 0.03 , (b) 0.05 , (c) 0.09 , and (d) 0.11 nm and $\beta=$ (a) 0.5 , (b) 2.0 , (c) 5.0 , and (d) $6.0 \%$.
a typical feature size of 0.6 nm , which is comparable in order of magnitude to the probe width, $\Delta r=0.04 \mathrm{~nm}$. The pattern to be reconstructed is of no concern for or the simulation process. The simulated area is $4 \times 4 \mathrm{~nm}$.

The need for image construction from the detected signal follows from Fig. 3, which shows a result of scanning.

When simulating, we also revealed factors that limit the scope of visualization.

Since the width of the TEM beam intensity distribution can never be known exactly, width $g$ of the grating envelope cannot be determined accurately. For this reason, the intensity distribution in the wave incident on the object is simulated by another grating $g^{\prime}$, the envelope width of which differs from the true value. It therefore makes sense to see how the reconstruction quality depends on the difference between the envelope width used in reconstruction and its true value, as well as to determine the associated range of discrepancy (between the true envelope width and the envelope width of grating $g^{\prime}$ ) that allows visualization with a desired quality.

## Table

| $\varepsilon, \mathrm{nm}$ | $\beta, \%$ |
| :---: | :---: |
| 0.03 | 0.5 |
| 0.05 | 2.0 |
| 0.09 | 5.0 |
| 0.11 | 6.0 |

In real experiments, there invariably exist factors distorting the signal recorded. These may be vibration due to scanning, foreign particles in the detector, a drift of the TEM beam, pollution of the scanning chamber or specimen, thermal drift, damage to the specimen, etc. It is therefore important to determine the amount of distortions that makes visualization with a desired quality possible. A tolerable amount of distortions can be found only experimentally. As a simple source of distortions, we consider random noise superposed on the signal.

First, we studied the reconstruction quality versus the regularization parameter (see formula (5)). The highest quality was obtained for a regularization parameter of the order of $10^{-3}$. This value was used in the following calculations.

To simulate uncertainty in specifying wave $g$, the recorded signal was found by formula (3) and, at the stage of reconstruction, function $g$ in (5) was substituted for by function $g^{\prime}$, which differs from $g$ in the value of parameter $\Delta r_{1}$. The results are shown in Fig. 4.

When the effect of noise was simulated, recorded signal (3) was mixed with random noise components having various spatial frequencies (or periods $\varepsilon$ ) and amplitudes $\beta$. The corresponding numerical results are given in Fig. 5, where noise amplitude $\beta$ is expressed in percentage of maximum signal $R$.

## CONCLUSIONS

In this work, we found the STEM parameter ranges that provide a tolerable accuracy of image reconstruction by scanning an electron-beam-produced grating of atomic lens focuses. In particular, the width of the envelope of the incident wave intensity distribution peaks must fall into the range $\Delta r_{1}=0.15-0.30 \mathrm{~nm}$ (the true width is $\left.\Delta r_{1}=0.25 \mathrm{~nm}\right)$. Maximum noise amplitudes $\beta$ that allow a reasonable visualization quality are listed in the table for various spatial frequencies $\varepsilon^{-1}$ of noise.

The results obtained may serve as tentative data in design of experiments.
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#### Abstract

The dynamic characteristics of field emission from nanocarbon films subjected to microsecond electric field pulses are studied. The emission curves exhibit hysteresis the parameters of which are complicated functions of the pulse amplitude, length, and shape. The experimental results are explained based on a phenomenological model that assumes two-stage emission involving shallow acceptor levels localized near the emitting surface. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

The recent progress in fabrication of effective cold cathodes is mainly related to the use of nanodisperse carbon films (such as nanotubes, fulleroids, nanodiamonds, nanographites, etc.) serving as distributed field emitters of electrons [1-8]. According to the published data, the mean emission current density in such systems may exceed $1 \mathrm{~A} / \mathrm{cm}^{2}$, with emission becoming appreciable (e.g., $1 \mu \mathrm{~A} / \mathrm{cm}^{2}$ ) even in electric fields under $1 \mathrm{kV} / \mathrm{mm}$ (without regard to its enhancement due to the surface microrelief). The reasons for such a high emissivity of carbon materials are not yet fully understood. They are the clearest in the case of carbon nanotubes, where the decisive factor is considerable "geometric" enhancement of the field. The existing models explain not only the high values of the emission current from nanotubes but also fine effects, such as the deviation of the emission characteristics from the Fowler-Nordheim law at high currents [9]. At the same time, to gain insight into emission from nanocarbon films, whose surface structure cannot tangibly enhance the field, is a great challenge. The work function of carbon films is rather high ( $4.0-4.5 \mathrm{eV}$ ), and so their high emissivity has not yet found sound explanation. Nor have mechanisms underlying a number of phenomena typical of carbon films, such as hysteresis of the emission characteristics [10-13] and a rise in the emissivity upon ther-mal-field treatment [14], been understood

Below, we present the results of experiments performed under typical operating conditions of advanced field-emission cathodes. The electric field was generated in a wide emission gap by applying a constant and/or pulsed potential difference up to 50 kV . The emitted electrons were taken out of the gap into a fieldfree region. During the measurements, the residual gas pressure was kept at a level of $(3-10) \times 10^{-7}$ Torr.

## EXPERIMENTAL

The field-emission cathodes under study were made from two types of nanocarbon materials: (1) nanoporous carbon obtained by chemical extraction of silicon from silicon carbide at the Prikladnaya Khimiya Federal State Unitary Enterprise [14] and (2) powder of astralenes (heavy fulleroids with particles about 100 nm across) prepared by Astrin Holding Co.) [15].

The powders were fixed on the cathodes by electrophoresis, sintering in a ceramic matrix, or using a binder. After a chamber with the sample had been evacuated, the sample was annealed at $200-300^{\circ} \mathrm{C}$ and then subjected to thermal-field activation (for details, see [14]).

The setup used to measure the pulsed emission characteristics of distributed field-emission cathodes is schematically shown in Fig. 1. Emitter 1 with heateractivating emitter 2 is fixed behind a hole of diameter 3.3 mm in thin-walled $(0.2 \mathrm{~mm})$ protective electrode 3. The surfaces of the emitter and protective electrode form the cathode of a quasi-plane emission gap. The


Fig. 1. Experimental setup for taking pulsed emission curves.


Fig. 2. (a) Typical waveforms of the voltage across the emission gap and of the emission current and (b) corresponding emission curve $I(U)$ plotted in the Fowler-Nordheim coordinates. The emitter is a nanoporous carbon film.
gap width can be varied from 1.5 to 5.0 mm . Emission current collector 4 is placed inside anode 5 behind a hole 2.5 mm in diameter. Such an arrangement of the probing electrode eliminates the contribution of the emission from the protective electrode and considerably suppresses the contribution of capacitive crosstalk to the pulsed current signal recorded. The remaining portion of the capacitive current (crosstalk) was subtracted from the recorded signal at the stage of data processing.

## HYSTERESIS OF THE EMISSION CHARACTERISTICS IN THE CASE OF "SMOOTH" VOLTAGE PULSES

Typical waveforms $U(t)$ of the voltage across the emission gap and of the current of collector $4, I(t)$, in the case of smooth bell-shaped applied voltage pulses are shown in Fig. 2a. A pair of such waveforms allows one to construct two $I-V$ characteristics for the cases when the voltage rises and drops. We will call them the forward and backward branches of the emission curve and denote them as $I_{\text {up }}(U)$ and $I_{\text {down }}(U)$, respectively. The data taken of the nanocarbon films under study show a considerable divergence of these branches (hysteresis of the emission curve).

Figure 2 b demonstrates the emission curve for the above pair of waveforms that is plotted in the Fowler-


Fig. 3. Variation of the emission curves with the applied voltage parameters. (a) Curve 1 , which is the curve plotted in Fig. 2, vs. curves 2 and 3 obtained at the same amplitude and shape of the voltage pulsed component but lower values of voltage constant component $U_{\mathrm{b}}$ and (b) emission curves taken for voltage pulses with differing widths of their flat top. The waveforms of the pulses are shown in the inset. The emitter is a nanoporous carbon film.

Nordheim coordinates. The straight lines $I_{\text {up }}(U)$ and $I_{\text {down }}(U)$ count in favor of the field mechanism of emission. According to the theory, the difference in their slopes may be viewed as evidence of a rapid change in the emission center parameters (work function $W$, effective emitting area, and/or field enhancement coefficient $\beta$ ) at the instant the rise in the field switches to its decrease. For any fixed voltage $U^{*}$, ratio $I_{\text {down }}\left(U^{*}\right) / I_{\text {up }}\left(U^{*}\right)>1$, which indicates emitter activation during the pulse.

The experiments showed that the amount of hysteresis (which can be evaluated, e.g., through ratio $\left.I_{\text {down }}\left(U^{*}\right) / I_{\text {up }}\left(U^{*}\right)\right)$ depends on both the emitter properties and measurement conditions. Figure 3a illustrates the variation of the emission curve with constant bias voltage $U_{\mathrm{b}}$. As $U_{\mathrm{b}}$, as well as the maximal voltage and current (over the pulse), increases, the backward branch of the emission curve shifts almost parallel to itself toward the high current range. Since the forward branch remains virtually the same, one can state that the amount of hysteresis grows with the applied field and extracted current.

Such an increase in the emissivity of the samples during the pulse could be related, e.g., to a rise in the temperature of emission centers, reconfiguration of these centers under the action of the field, or desorption of gases from the surface. In any of these cases, one can expect that the activated state of the emitter will persist for a certain time after the current has been terminated and the amount of hysteresis will grow with the pulse width. However, experiments did not support these assumptions. Figure 3 b illustrates that the emission curves taken for an extended voltage pulse (extended plateau where $U(t) \approx$ const) remain invariable. To measure the time within which the emission centers remain in the activated state, we carried out experiments using a pair of identical voltage pulses of duration $\tau=3 \mu \mathrm{~s}$ with delay $\Delta t$ between them ranging from 10 to $500 \mu \mathrm{~s}$ (Fig. 4a). It turned out that, as the delay decreases to $\Delta t=\tau$, the initial section of the emission curve due to the latter pulse remains unchanged; i.e., the emitter becomes deactivated immediately after the current has been switched off. Figure 4b shows the case $\Delta t<\tau$, when both voltage pulses merge into a single pulse with two maxima. These plots make it possible to estimate the time interval within which the emitter passes into the inactive state (i.e., to the forward branch of the characteristic) after the voltage again starts rising from the dip between the peaks. This time does not exceed $5 \mu \mathrm{~s}$, which is much shorter than the time taken to maintain the elevated emitter activity at a monotonic decay of the voltage at the end of the pulse. Thus, the characteristic time for which the system "memorizes" its state cannot be determined unambiguously. This time could be identified with the time of emitter cooling, time of recovery of its initial structure, time of deposition of a gas monolayer, etc. However, none of these speculations can explain the phenomenon of fast recovery of the emitter into the initial inactive state when the current is terminated or the applied voltage is increased. It seems that the emission mechanism described below might be helpful in theoretical comprehension of the experimental data obtained.

## TWO-STAGE MECHANISM OF EMISSION FROM CARBON FILMS

Let us suppose that the most effective mechanism of field emission from the films under study is indirect electron transfer from the conduction band of the emitter to a vacuum through intermediate states localized near the surface. Energy levels $\chi_{\mathrm{s}}$ corresponding to these (initially vacant) surface acceptor states lie between the Fermi level and the level of a vacuum, $0<$ $\chi_{\mathrm{s}}<W$ (Fig. 5). Their physical origin here is of no importance: they may be, e.g., surface electron states of graphite particles, levels in the conduction band of diamond or amorphous inclusions, etc. [3, 11, 16]. We assume that the emission current from these surface


Fig. 4. Emission curves taken of the nanoporous carbon film using a pair of voltage pulses 1 and 2 . The delay between the pulses is $\Delta t=$ (a) 100 and (b) $20 \mu \mathrm{~s}$.


Fig. 5. To the model of emission mechanism: I, emitter volume; II, acceptor energy levels in the surface layer of the emitter; III, vacuum; and IV, anode. In the absence of voltage across the emission gap (dashed line), $U=0, U_{\mathrm{s}}=0$, and $N_{\mathrm{s}}=0$.
states into a vacuum is described by a formula similar to the Fowler-Nordheim formula,

$$
\begin{equation*}
I=I_{\mathrm{sv}}=A N_{\mathrm{s}} U^{2} \exp \left(-a \chi_{\mathrm{s}}^{3 / 2} / U\right) \tag{1}
\end{equation*}
$$

where $a$ and $A$ (as well as $b, B, c$, and $C$ used below) are constants and $N_{\mathrm{s}}$ is the number of intermediate states occupied by electrons.


Fig. 6. (1) Emission current pulse measured in the experiment with a real voltage pulse (Fig. 4b) vs. (2) the result of numerical solution of Eqs. (1)-(4).

Quantity $N_{\mathrm{s}}$ can be determined from the difference between the currents from the bulk to the surface, $I_{\mathrm{bs}}$, and from the surface to a vacuum, $I_{\mathrm{sw}}$,

$$
\begin{equation*}
N_{\mathrm{s}}=\frac{1}{e} \int\left(I_{\mathrm{bs}}-I_{\mathrm{sv}}\right) d t . \tag{2}
\end{equation*}
$$

Electron transfer between the volume and surface states will be described by an asymmetrical (e.g., exponential) $I-V$ characteristic,

$$
\begin{equation*}
I_{\mathrm{bs}}=B\left(\exp \left(b U_{\mathrm{s}}\right)-1\right) . \tag{3}
\end{equation*}
$$

Quantity $U_{\mathrm{s}}$ has the dimension of voltage and can be viewed as a measure of variation of the energy position of the intermediate levels relative to the Fermi level in the emitter volume. This variation depends on two factors: penetration of the external electric field into the emitting film and charging of the film surface upon filling the acceptor levels. Accordingly,

$$
\begin{equation*}
U_{\mathrm{s}}=U / c-e N_{\mathrm{s}} / C . \tag{4}
\end{equation*}
$$

With the constants chosen appropriately, solutions to the system of Eqs. (1)-(4) simulate the emission dynamics with a reasonable accuracy, including the case when voltage pulses are of an intricate shape (Fig. 6).

Based on the simulation results, one can describe the hysteresis observed experimentally in the following way. The emission current grows with the voltage applied to the emission gap (forward branch $I_{\text {up }}(U)$ of the emission curve), because the surface barrier becomes more transparent and also because the surface levels are filled with electrons ( $N_{\mathrm{s}}$ rises) when the energy positions of these levels change. By contrast, when the current drops, backward branch $I_{\text {down }}(U), N_{\mathrm{s}}$ remains nearly constant. If the voltage declines at a sufficiently high rate, electron escape into a vacuum cannot be regarded as an effective mechanism of electron emission from the intermediate states, since the emission current decreases with decreasing applied field. The curve $I_{\mathrm{bs}}\left(U_{\mathrm{s}}\right)$ is asymmetric by virtue of Eq. (3);
therefore, electron transfer to the emitter volume is also ineffective. Thus, the elevated emissivity of the samples at the trailing edge of the voltage pulse can be explained by high population $N_{\mathrm{s}}$ of the intermediate states. Its value depends on the history, i.e., on the current and voltage attained during the pulse. The electrons may stay on the intermediate levels only if $U_{\mathrm{s}}<0$ (Eq. (3)). According to (4), this condition is provided by the action of the self-field of the excess (for a given external field) surface charge. When the voltage grows again, the condition $U_{\mathrm{s}}<0$ is quickly violated and electron exchange between the intermediate states and volume is regained (the volume-surface transition "opens"). In other words, we return to the forward branch of emission curve $I(U)$.

## EMISSION ACTIVATION BY A RAPIDLY DAMPED ELECTRIC FIELD

From comparison of the experimental data and simulation results, we can conclude that the model proposed adequately describes the situation in a wide range of voltage pulse widths and amplitudes. The discrepancy between the model and experiment arises when the rate of change of the field exceeds a certain limiting value. In this case, the shape of the pulsed emission characteristics changes dramatically. Figure 7a compares the data obtained for voltages pulses 1 and 2 with almost identical amplitudes and widths, which differ in that voltage 2 applied to the gap decreases starting with a shallow but abrupt drop (the dashed areas in the waveform and emission characteristic). During this short time period and in several microseconds after it, the emission current continues to grow with decreasing voltage. The delay between the voltage and current maxima for the given pulse is about $8 \mu \mathrm{~s}$. In the Fowler-Nordheim coordinates, this interval corresponds to that portion of the characteristic running roughly parallel to the line $I=$ const (a shift to the right and upward). This portion is absent in the characteristic obtained for "smooth" pulse 1. The discrepancy between these two characteristics that has been accumulated for this relatively short time period persists up to the applied voltage pulses are switched off. Thus, we can state that the interval of the fast electric field damping has a long-term activating effect on the emission from the samples. In this case, the hysteresis of the pulsed emission characteristic becomes more pronounced, but its main features (such as the dependence of the amount of hysteresis $I_{\text {down }}\left(U^{*}\right) / I_{\text {up }}\left(U^{*}\right)$ on the maximal current and voltage values during the pulse and the stability of the slope of the backward branch (Fig. 7b)) are retained. In terms of phenomenological model (1)-(4), the observed parallel shift of the emission curve backward branch should be related to a further increase in intermediate electron states population $N_{\mathrm{s}}$ rather than with the variation of the emission centers properties (which specify the slope of the backward branch). In terms of our model, this phenomenon can be
explained of the inhomogeneity of the emitter surface is taken into account.

Equations (1)-(4) are written on the assumption that electrons are emitted from a single emission center or from an ensemble of emission centers with similar characteristics. Actually, the surface of the film emitters under study is formed by nanoparticles of different shape and electronic structure [14]. However, both these statements do not necessarily contradict to each other. Let us assume that a major part of the emission current flows through active emission centers that are nanoparticles or their complexes. We also suppose that the shape and arrangement of the particles (complexes) provide a highest geometric amplification of the applied electric field, while the electronic structure of the centers involves the highest surface acceptor levels (which are characterized by lowest electron affinity $\chi_{\mathrm{s}}$ ), which serve as intermediate electronic states for field emission. For particles with deeper acceptor levels, emission, at the same electric field amplification, will be weaker because of a lower transparency of the energy barrier between the intermediate levels and vacuum. However, occupation of such nonemitting centers by electrons from deeper acceptor states in the bulk may begin at a lower strength of the applied field and result in the accumulation of a larger number of electrons on these centers. For a stationary or slowly varying electric field, these electrons insignificantly contribute to the emission. The electric field component parallel to the emitter surface acts on the electrons in the surface layer and collects them at the sites of field enhancement (at protrusions on the emitter), thereby separating these sites from each other. However, when the field abruptly decreases, the efficiency of such a separation drops and Coulomb repulsion of the electrons accumulated on the surface states in certain emitter regions (primarily, at the nonemitting sites of field enhancement) may cause their redistribution in favor of the emitting centers. In our opinion, it is such a redistribution of the electrons over the inhomogeneous nanocarbon film surface under the action of a nonstationary electric field that caused a long-term rise in the emissivity after the voltage across the gap had been drastically decreased [13].

## EFFECT OF THE VOLTAGE PULSE SHAPE ON EMISSION CHARACTERISTICS

The model dependences of the emission characteristics on the parameters of voltage pulses applied to the emission gap were verified in experiments with a number of carbon films.

According to formula (1), if the rate of fall of the voltage suffices to fulfill the condition $N_{\mathrm{s}} \approx$ const, the slope of the backward branch of the emission curve plotted in the Fowler-Nordheim coordinates is bound to depend on only the emitter properties and to be independent of the parameters of the pulse. Figure 8 com-


Fig. 7. (a) Emission curves taken of the nanoporous carbon film for (1) a smooth bell-shaped voltage pulse and (2) a voltage pulse containing a rapidly descending portion immediately after the maximum (dashed area by the waveform and emission curve). (b) Emission curves obtained for different constant bias $U_{\mathrm{b}}$ with the shape and amplitude of the pulsed component of the voltage remaining the same. The waveforms in the inset correspond to the pulse with the largest value of $U_{\mathrm{b}}$. The source of emission is a small amount of astralenes appearing on the surface of the protective electrode (stainless steel) as a result of diffusion from the sample.
pares the results obtained for one of the samples when voltage pulses of different amplitude (Fig. 8a) and width (Fig. 8b) were applied to the gap. In spite of different rates of voltage variation, the slope of the backward branches in the two curves is the same. The situation with the forward branch is much more complicated. For instance, if the leading edge of the pulse is $5 \mu \mathrm{~s}$ wide (Fig. 8b), the rectilinear portion of the forward branch remains almost unresolved, since the emission current is detectable only near the maximum of the voltage (and increases approximately by a factor of 8 within the following $5 \mu$ s of voltage drop).

At a slow variation of the voltage, when electrons are not trapped by the acceptor levels and the condition $N_{\mathrm{s}} \approx$ const does not hold, hysteresis of the emission characteristics is absent (see, e.g., the initial portion of the trailing edge of the pulse in Fig. 3b).

When the emitter properties change, the slope of the backward branch of the pulsed emission curve changes in a regular fashion. Figure 8c compares the data mea-


Fig. 8. (a) Emission curves taken at voltage pulses of different amplitude. The voltage and current waveforms are given in the inset; the emitter is the same as in Fig. 7b. (b) Emission curves taken at voltage pulses of different length; the emitter is a trace amount of nanoporous carbon on the surface of niobium foil. (c) Emission curves taken of the same surface during its degradation due to multiple breakdowns of the emission gap. Curve 1 corresponds to the "as-prepared" emitter. The measurements were carried out with the shape and amplitude of the voltage pulsed component remaining the same and with constant bias $U_{\mathrm{b}}$ gradually increasing (to compensate for the degradation of the sample's emissivity).
sured during the degradation of one of the samples. A general decrease in its emissivity is accompanied by a noticeable (severalfold) increase in the backward branch slope. The slope of the forward branch changes little, which may be explained by different current distributions among the emission centers for the intervals of voltage rise and fall. During the leading edge of the pulse, a lower transparency of the surface barrier for the centers with deep intermediate levels may be compensated for by a higher rate of occupation of these levels,
as a result of which the emission current is distributed fairly uniformly among the centers. During the trailing edge of the pulse, the occupation of the intermediate layers evens out (e.g., due to the redistribution of the electrons under the action of the nonstationary field) and the emission concentrates at the centers with lowest $\chi_{\mathrm{s}}$. Probably, it is these centers that collapse first during the degradation of the film, which the form of the pulsed emission curves indicates.

## CONCLUSIONS

Thus, our results indicate that field emission from heterogeneous carbon films is a complex process. To explain the hysteresis of the emission curves observed in the experiments, a model of indirect electron transfer to a vacuum is suggested that assumes the participation of intermediate acceptor-type electron states. The phenomenon of activation of emission from the carbon films under the action of a nonstationary field, which was revealed in the experiments, may explain the difficulties arising in fabrication of field film emitters intended for high-current operating mode and be helpful for development of new types of such emitters with improved performance.
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#### Abstract

Control grids used in high-current devices with field emission cathodes should be made of an appropriate, "grid-grade" material. Such a material must offer a high mechanical strength, thermal conductivity, and electric conductivity. In addition, grids as thin as several microns must be available. As a grid material, borondoped diamond is tested. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Electron guns with field emission cathodes have a number of advantages over their thermionic counterparts, specifically, a much lower power consumption, a much higher speed of response, and a narrower energy spectrum of electrons emitted. It is of no less importance that field-emission electron sources operate at low (room) temperatures and, therefore, occupy the niche where thermionic emitters fail [1].

Along with the cathode, any device of this sort must incorporate elements providing independent control of the current and energy of the electron beam. The most popular control element is a grid. In thermionic electron guns, a modulating (control) grid usually blocks the electrons (it has a negative potential with respect to the cathode). In field emission devices, conversely, the first grid serves to extract the electrons and, thereby, to raise the field at the cathode surface to the point where electron emission starts. It is clear that the parameters of the cathode-grid assembly considerably depend on the physical characteristics of the field-emission cathode. In this study, an electron gun made of nanocrystalline carbon films [2,3] is investigated for feasibility of its effective control.

The basic mechanism of electron emission in cold cathodes is tunneling through a potential surface barrier in a strong electric field. The probability of such a tunneling is specified by the fundamental properties of a material. In the best case, emission currents needed in practice are provided by extremely high electric fields (on the order of $10 \mathrm{MV} / \mathrm{cm}$ ) on the emitter surface. The only way of generating such high electric fields is application of tip-shaped emitters. Then, even if an applied electric field is not too high, its value at the tips will be higher by several orders of magnitude because of geometrical enhancement. Many recent studies have shown that the most promising material for cold cathodes is
films consisting of carbon nanoplatelets several nanometers in thickness and several microns in length and height that are oriented normally to the cathode surface [2, 3].

Let us note some problems associated with grid control in devices with field emission cathodes. To decrease the control voltage, it is necessary to decrease the cathode-grid distance down to several tens of microns (basically, this distance can be decreased to a fraction of a micron [4] by applying microelectronic technologies; however, the cost of the device inevitably increases in this case). At the same time, for a high uniformity of emission from the cathode surface and transparency of the grid for the current to be kept at a desired level, it is necessary to shrink a grid mesh and to increase its geometrical transparency. In this case, the mechanical strength and thermal conductivity of the grid decreases. The grid exceedingly heats up, sags, and eventually shorts the cathode.

Similar problems appear in modern high-power microwave tubes with a thermionic cathode operating in the high grid current regime. Therefore, in the majority of these devices, grids are made of refractory metals, such as $\mathrm{W}, \mathrm{Mo}, \mathrm{Hf}, \mathrm{Zr}$, and Ta . However, since the control grid is located near the cathode (which is especially true for microwave tubes), its temperature deformation (sagging) may change the grid-cathode gap and, thereby, the device performance. In this connection, the search for more appropriate grid materials intended for use in high-power electron vacuum devices is being actively pursued today. Pyrolytic graphite offering good thermal properties is one of the most promising materials. However, this material is extremely brittle and anisotropic; therefore, it is necessary to deposit it on a metallic substrate, which is a technological challenge. Moreover, thermal stresses arising at the points where the graphite grid is in contact with the metallic
holder cause its failure. Other disadvantages of grids made of pyrolytic graphite are their rough surface, giving rise to secondary electron emission from the grid, and a poor high-voltage resistance. The roughness may be due to stuck graphite particles and also to the sharp irregular edges of holes after laser drilling. In the latter case, the carbon condensing near the holes forms granules on or near the edges. In general, formation of carbon particles (or particles of another sort) upon material recrystallization is typical not only of laser cutting but of any (ion, electron-beam, spark, mechanical, and electromechanical) cutting method. To remove these particles, graphite grids are annealed in a chemically active atmosphere (air, oxygen, or an oxygen-nitrogen mixture) at lower pressures and temperatures of $900-$ $1000^{\circ} \mathrm{C}$. This all complicates the preparation and use of grids made of pyrolytic graphite.

Thus, to eliminate the problems discussed above, it is necessary to use a grid made of a material with a high mechanical strength, low thermal expansion coefficient, and high thermal conductivity. In addition, the material of choice must be well conducting in order to avoid charging effects. Based on the aforesaid, we proposed that control and focusing grids be made of a doped diamond film, which is known to offer unique thermal and mechanical properties and a high isotropic strength. Such a film heteroepitaxially grown on an iridium film (related growth techniques have been recently developed) may be both single- and polycrystalline.

A thin $(2-5 \mu \mathrm{~m})$ diamond grid placed near the cathode (at a distance of about $10 \mu \mathrm{~m}$ ) would make it possible to reduce the control voltage and time of flight of electrons in the cathode-grid gap. This is central to using the grid in microwave (operating at frequencies above 2 GHz ) devices (for comparison, the distance between a thermionic cathode and a control metal grid in electron vacuum devices is usually greater than $100 \mu \mathrm{~m}$ ).

## DIAMOND GRIDS

Diamond is well known as a material featuring a high thermal conductivity, mechanical strength, and corrosion stability, together with other remarkable properties, which makes it promising for a wide range of applications. Moreover, pure diamond has an extremely low electrical conductivity. For diamond to acquire $p$-type conductivity, it is doped by boron, which is easily activated even at room temperature [5].

Electron-beam-controlling grids may be plane, cylindrical, or of any other geometry depending on the type of device. A diamond grid may be obtained either by etching a continuous diamond membrane or by selective CVD. Doped diamond films were deposited in a reactor with a microwave-discharge-excited active medium (the frequency is 2.45 GHz ; the power deliv-


Fig. 1. Diamond grid visualized with an electron microscope. The transparency is about $50 \%$.


Fig. 2. Emission characteristic for the diode scheme with a phosphor screen.
ered to the discharge, 1 kW ). For details concerning the reactor and deposition method, see [6].

A typical example of a grid thus produced is shown in Fig. 1. It is seen that the grid is fairly homogeneous and has a rather high transparency. Raman spectroscopy and X-ray diffraction examinations of the films showed that the grids consist of high-quality diamond with a low content of nondiamond phases.

## FIELD-EMISSION TRIODE WITH A DIAMOND GRID

In this case, we used a field-emission cathode similar to that described in [2]. The diameter of the emission spot was $2.3 \mathrm{~mm}\left(S=0.04 \mathrm{~cm}^{2}\right)$. The emission characteristics of this cathode were preliminary investigated in a diode scheme with a phosphor screen. The results of measurements are presented in Fig. 2. As is seen, the emission current distribution is uniform and the density of emission centers is high. This cathode was subsequently used in a triode scheme with a diamond grid.

The gap between the cathode and diamond grid was equal to $40 \mu \mathrm{~m}$. Such a gap, on the one hand, provided the uniform distribution of the electric field intensity over the cathode and, on the other hand, made it possible to control the electron beam by applying low potentials to the grid.


Fig. 3. $I-V$ characteristic for the $40-\mu \mathrm{m}$ gap.


Fig. 4. Aging in the dc regime for the $40-\mu \mathrm{m}$ gap.

The experiments were performed in both the continuous and pulsed regimes. In the latter case, negative pulses with a duration of $340 \mu \mathrm{~s}$ and a frequency of 50 Hz were applied to the cathode. Note that the results obtained for the diamond grid in both regimes were virtually the same (in contrast to metallic grids), which indicates a high stability of diamond grids. A typical $I-$ $V$ characteristics taken for one of the grids in the pulsed regime is depicted in Fig. 3. As follows from Figs. 2 and 3 , the $I-V$ characteristics in the diode and triode schemes nearly coincide, which suggests a high uniformity of the electric field over the cathode surface.

In a number of applications, of primary importance is the modulating voltage amplitude rather than the total cathode-grid potential difference. In our case, the current could be modulated starting from only the ascending portion of the curve, for example, from $3 \mathrm{~V} / \mu \mathrm{m}$. As is seen from Fig. 3, in the case of the $40-\mu \mathrm{m}$ gap, a current of 6 mA can be completely modulated by voltage difference $\Delta U=120 \mathrm{~V}$ (Fig. 3). This value corresponds to a current density at the cathode of $150 \mathrm{~mA} / \mathrm{cm}^{2}$ and a power density at the grid of about $0.3 \mathrm{~W} / \mathrm{cm}^{2}$.

Our measurements showed that the transparency of the grid for electrons is $50 \%$, which exactly coincides with the geometric transparency. The grid withstood a pulsed current density from the cathode of $1 \mathrm{~A} / \mathrm{cm}^{2}$ at a voltage of 1.5 kV . None of the many metallic grids investigated made a close approach to such values.

The operating stability of the diamond grid was investigated in the dc regime for a gap of $40 \mu \mathrm{~m}$. The measurements of the long-term current stability are presented in Fig. 4. It is seen that the current is stable: no marked oscillations (including in the pulsed regime) are observed. Note that similar experiments with metallic grids invariably showed the presence of mechanical vibration of a grid due to its thermal expansion and sagging in a strong electric field.

## CONCLUSIONS

Doped CVD-grown diamond grids are proposed to be used as extracting grids of field-emission cathodes. Comparative analysis of diamond and metallic grids is presented.

From our measurements, it follows that the diamond grid withstands a pulsed current density from the cathode of $1 \mathrm{~A} / \mathrm{cm}^{2}$ at a voltage of 1.5 kV . None of the metallic grids investigated made a close approach to such values.

The possibility of controlling the field-emission current up to $150 \mathrm{~mA} / \mathrm{cm}^{2}$ with a modulation voltage of no higher than 120 V is demonstrated.
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#### Abstract

A motion-induced magnetic or electric field is calculated by the integral method in the first order of smallness in the ratio of the motion velocity to the speed of light for homogenous media with an arbitrary stationary velocity distribution that are placed in static electric or magnetic fields. For the case of rotation of a sphere, the validity of the results is corroborated by comparing with a solution obtained by joining the fields in the moving and quiescent parts of the medium. Estimates suggest the feasibility of experimentally observing this effect of continuum electrodynamics. © 2005 Pleiades Publishing, Inc.


The electrodynamics of moving media, which is based on the Maxwell equations and Minkowski material equations [1-3], basically allows solving a wide number of problems [4, 5]. However, the mediummedium interface is, as a rule, considered plane, cylindrical, or spherical [3-5], because using continuity conditions at the interface in the general case poses great difficulty.

Generally speaking, continuity conditions at the interface are not independent of the Maxwell equations. On the contrary, they are consequences of the Maxwell equations. These conditions are dropped out if we introduce a smooth transition range between the parameters of the media and then shrink this range down to zero. Using such an approach, we have recently considered the relativistic scattering (diffraction) of electromagnetic radiation by nonuniformities of the velocity of a dielectric medium [6]. We assumed that the medium is homogenous and isotropic but part of the medium rotates with some angular velocity. A solution to wave equations of the retarded potential type that was obtained in the first order of smallness in the ratio between the velocity of the medium and speed of light allowed us to find, in the integral form, the scattered field for an arbitrary distribution of the velocity. In [6], we also estimated the maximum velocity at which relativistic effects dominate over those caused by the mechanical deformation of a body (dynamooptical effects [3]).

The aim of this paper is to demonstrate the possibility of using a similar integral approach (without invoking continuity conditions at the interface) for determination of the static electric and magnetic field intensities in the case of an arbitrary (to some extent) distribution of the velocity of a homogenous medium. To be specific, we shall consider the case of the stationary (time-independent) velocity distribution, which
occurs, for example, when part of an axisymmetric body rotates about a symmetry axis. In this case, the electric and/or magnetic field remains stationary in the moving medium too. As in [6], the permittivities and permeabilities of the moving and quiescent parts are assumed to be the same and effects of the first order of smallness in the ratio between the velocity of the medium and the speed of light are analyzed. Attendant effects associated with mechanical stresses due to rotation are neglected (for the conditions when they can be neglected, see [6]). We will show that, in the case at hand (a rotating sphere), for which a solution can also be found by the standard method using continuity conditions at the interface between the moving and quiescent parts of the medium [3], both approaches yield consistent results.

For static fields, the "differential" Maxwell equations have the form
$\operatorname{div} \mathbf{B}=0, \quad \operatorname{curl} \mathbf{E}=0, \quad \operatorname{div} \mathbf{D}=0, \quad \operatorname{curl} \mathbf{H}=0$.
Here, $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic fields and D and $\mathbf{B}$ are the electric and magnetic inductions. The Minkowski material equations are used in the approximation form, i.e., in the first order of smallness in small parameter $\mathbf{v} / c$, where $\mathbf{v}$ is the velocity of the medium (hereafter velocity) and $c$ is the speed of light in vacuum,
$\mathbf{D}=\varepsilon \mathbf{E}+\frac{\varepsilon \mu-1}{c}[\mathbf{v} \times \mathbf{H}], \mathbf{B}=\mu \mathbf{H}+\frac{\varepsilon \mu-1}{c}[\mathbf{E} \times \mathbf{v}]$.
Permittivity $\varepsilon$ and permeability $\mu$ are constant and correspond to the quiescent medium. In such a definition of the problem, relativistic effects show up most vividly.

Let us consider the case when the medium moves with a coordinate-dependent velocity in a uniform
static electric field with intensity $E_{0}=$ const. In the zeroth order of smallness in $\mathrm{v} / \mathrm{c}$, the electric field coincides with $\mathbf{E}_{0}$ and the magnetic field is $\mathbf{H}_{0}=0$. In the first order of smallness in $v / c$, material equations (2) take the form

$$
\begin{equation*}
\mathbf{D}_{1}=\varepsilon \mathbf{E}_{1}, \quad \mathbf{B}_{1}=\mu \mathbf{H}_{1}+\frac{\varepsilon \mu-1}{c}\left[\mathbf{E}_{0} \times \mathbf{v}\right] . \tag{3}
\end{equation*}
$$

Then, from Maxwell equations (1) it follows that

$$
\begin{equation*}
\operatorname{div} \mathbf{H}_{1}=-\frac{\varepsilon \mu-1}{\mu c} \operatorname{div}\left[\mathbf{E}_{0} \times \mathbf{v}\right] . \tag{4}
\end{equation*}
$$

By virtue of the second equation in (1), the magnetic field is irrotational and has the potential

$$
\begin{equation*}
\mathbf{H}_{1}=-\operatorname{grad} \Psi . \tag{5}
\end{equation*}
$$

In view of (4), the potential has the form

$$
\begin{align*}
& \Psi(\mathbf{r})=-\frac{1}{4 \pi} \int \frac{\operatorname{div} \mathbf{H}_{1}\left(\mathbf{r}^{\prime}\right)}{R} d \mathbf{r}^{\prime} \\
= & \frac{\varepsilon \mu-1}{4 \pi \mu c} \int \frac{\operatorname{div}\left[\mathbf{E}_{0} \times \mathbf{v}\left(\mathbf{r}^{\prime}\right)\right]}{R} d \mathbf{r}^{\prime}, \tag{6}
\end{align*}
$$

where $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ is the distance between point $\mathbf{r}$ at which the field is calculated and vector of variable of integration $\mathbf{r}^{\prime}$.

Since for uniform electric field $\mathbf{E}_{0}$ we have

$$
\begin{equation*}
\operatorname{div}\left[\mathbf{E}_{0} \times \mathbf{v}\right]=-\left(\mathbf{E}_{0} \cdot \operatorname{curl} \mathbf{v}\right) \tag{7}
\end{equation*}
$$

Eq. (6) can be recast as

$$
\begin{equation*}
\Psi(\mathbf{r})=-\frac{\varepsilon \mu-1}{4 \pi \mu c} \int \frac{\left(\mathbf{E}_{0} \cdot \operatorname{curl} \mathbf{v}\left(\mathbf{r}^{\prime}\right)\right)}{R} d \mathbf{r}^{\prime} \tag{8}
\end{equation*}
$$

Equations (6) and (8) are the general solution to the problem for an arbitrary distribution of the velocity. In the case of rotation of an axisymmetric body, the velocity experiences a jump at the boundary,

$$
\mathbf{v}=\mathbf{u}(\mathbf{r}) \Phi(\mathbf{r}), \quad \Phi(\mathbf{r})= \begin{cases}1 & \mathbf{r} \in V,  \tag{9}\\ 0 & \mathbf{r} \notin V\end{cases}
$$

Since

$$
\begin{gather*}
\operatorname{curl}(\Phi(\mathbf{r}) \mathbf{u}(\mathbf{r}))=\Phi \operatorname{curl} \mathbf{u}+[\operatorname{grad} \Phi \times \mathbf{u}], \\
\operatorname{grad} \Phi=-\mathbf{n} \frac{d \Phi}{d l}=-\mathbf{n} \delta\left(l-l_{\mathrm{s}}\right), \tag{10}
\end{gather*}
$$

where $l$ is the coordinate along the normal to the surface, $l_{\mathrm{s}}$ is its value on the surface, and $\mathbf{n}$ is the unit vector normal to the surface, the integral on the right of Eq. (8) reduces to a sum of two integrals, one of which is taken over the volume of the rotating part and the other over the surface of this part,

$$
\begin{equation*}
\Psi=\frac{\varepsilon \mu-1}{4 \pi \mu c}\left\{\int_{V} d V \frac{\left(\mathbf{E}_{0} \cdot \operatorname{curl} \mathbf{u}\right)}{R}-\int_{S} d S \frac{\left(\mathbf{E}_{0} \cdot[\mathbf{n} \times \mathbf{u}]\right)}{R}\right\} . \tag{11}
\end{equation*}
$$

Let us apply the above results to the case of a sphere of radius $a$ rotating with angular velocity $\Omega$ directed along the $z$ axis; i.e., $\Omega=(0,0, \Omega)$. We assume that the
external electric field is also directed along the $z$ axis, $\mathbf{E}_{0}=\left(0,0, E_{0}\right)$. Then, the linear velocity is $\mathbf{u}=[\Omega \times \mathbf{r}]$, $\left(\mathbf{E}_{0} \cdot \operatorname{curl} \mathbf{u}\right)=2 E_{0} \Omega$, and $\left(\mathbf{E}_{0} \cdot[\mathbf{n} \times \mathbf{u}]\right)=E_{0} \Omega\left(n_{x} x+n_{y} y\right)$. In view of axial symmetry of the problem, the integrals in Eq. (11) can be reduced to the one-dimensional form. Eventually, the magnetic potential outside the sphere will have the form

$$
\begin{equation*}
\Psi=-\frac{4}{15} \frac{\varepsilon \mu-1}{\mu c} E_{0} \Omega \frac{a^{5}}{r^{3}}\left(1-3 \frac{z^{2}}{r^{2}}\right) . \tag{12}
\end{equation*}
$$

Here, $r$ is the distance from the center of the sphere. Similarly, for a dielectric sphere rotating in a constant magnetic field with intensity $H_{0}$ directed along the axis of rotation, we obtain electric potential $\Phi$ outside the sphere in the form

$$
\begin{equation*}
\Phi=\frac{4}{15} \frac{\varepsilon \mu-1}{\varepsilon c} H_{0} \Omega \frac{a^{5}}{r^{3}}\left(1-3 \frac{z^{2}}{r^{2}}\right) . \tag{13}
\end{equation*}
$$

For comparison with the conventional approach, which is based on joining the solutions at the interface between the moving and quiescent media, it is necessary to generalize the solution of the problem obtained in [3], where a sphere rotated in a vacuum (i.e., it was assumed that $\varepsilon^{(\mathrm{e})}=1$ and $\mu^{(\mathrm{e})}=1$ outside the rotating sphere). For an external magnetic field with intensity $\mathbf{H}_{0}$ and arbitrary values of $\varepsilon^{(\mathrm{e})}$ and $\mu^{(\mathrm{e})}$ of the environment, electric field potential $\Phi$ outside the sphere can be expressed by

$$
\begin{equation*}
\Phi=\frac{1}{2} \sum_{i, k=1}^{3} D_{i k} \frac{n_{i} n_{k}}{r^{3}}, \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{i k}=-\frac{a^{5}}{c} \frac{3\left(\varepsilon^{i} \mu^{i}-1\right) \mu^{e}}{\left(3 \varepsilon^{(e)}+2 \varepsilon^{(i)}\right)\left(2 \mu^{(e)}+\mu^{(i)}\right)} \\
& \times\left\{H_{0 i} \Omega_{k}+H_{0 k} \Omega_{i}-\frac{2}{3} \delta_{i k}\left(\mathbf{H}_{0}, \Omega\right)\right\} . \tag{15}
\end{align*}
$$

When the permittivities of the environment and rotating sphere are equal to each other, Eq. (15) takes the form

$$
\begin{gather*}
D_{i k}=-\frac{a^{5}}{c} \frac{(\varepsilon \mu-1)}{5 \varepsilon} \\
\times\left\{H_{0 i} \Omega_{k}+H_{0 k} \Omega_{i}-\frac{2}{3} \delta_{i k}\left(\mathbf{H}_{0}, \Omega\right)\right\} . \tag{16}
\end{gather*}
$$

Similarly, for a sphere rotating in a uniform electric field, the magnetic field potential outside the sphere is given by

$$
\begin{equation*}
\Psi=\frac{1}{2} \sum_{i, k=1}^{3} B_{i k} \frac{n_{i} n_{k}}{r^{3}}, \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{i k}=\frac{a^{5}}{c} \frac{3\left(\varepsilon^{(i)} \mu^{(i)}-1\right) \varepsilon^{(\mathrm{e})}}{\left(3 \mu^{(\mathrm{e})}+2 \mu^{(i)}\right)\left(2 \varepsilon^{(\mathrm{e})}+\varepsilon^{(i)}\right)} \\
& \times\left\{E_{0 i} \Omega_{k}+E_{0 k} \Omega_{i}-\frac{2}{3} \delta_{i k}\left(\mathbf{E}_{0}, \Omega\right)\right\} \tag{18}
\end{align*}
$$

When the permeabilities inside and outside the sphere are the same, we have

$$
\begin{equation*}
B_{i k}=\frac{a}{c} \frac{(\varepsilon \mu-1)}{5 \mu}\left\{E_{0 i} \Omega_{k}+E_{0 k} \Omega_{i}-\frac{2}{3} \delta_{i k}\left(\mathbf{E}_{0}, \Omega\right)\right\} \tag{19}
\end{equation*}
$$

It is easy to show that, when the axis of rotation is aligned with the constant field direction on the outside, the integrals corresponding to Eqs. (16) and (19) turn into Eqs. (12) and (13), respectively, which confirms the validity of the integral approach.

As one more example, we give the magnetic potential at the axis of rotation of a circular cylinder with base radius $a$ and length $2 h$ that was calculated at a point $z$ distant from the center of inertia of the cylinder. Integrating over the surface and volume of the cylinder in Eq. (11) yields

$$
\begin{align*}
& \Psi_{\mathrm{c}}=E_{0} \Omega\left\{(z+h) \sqrt{(z+h)^{2}+a^{2}}\right. \\
& \left.+(z-h) \sqrt{(z-h)^{2}+a^{2}}-4 z h\right\} \tag{20}
\end{align*}
$$

Let us compare the magnetic potentials of the sphere, $\Psi_{\text {sp }}$, and cylinder, $\Psi_{c}$, at the axis of rotation for a point $z$ distant from the center of inertia, $z \gg a, h$. From Eqs. (12) and (20), we obtain

$$
\begin{align*}
& \Psi_{\mathrm{sp}}(0,0, z)=\frac{2}{5 \pi} \frac{(\varepsilon \mu-1)}{\mu c} \frac{a^{2} V_{\mathrm{sp}}}{z^{3}} E_{0} \Omega  \tag{21}\\
& \Psi_{\mathrm{c}}(0,0, z)=\frac{1}{8 \pi} \frac{(\varepsilon \mu-1)}{\mu c} \frac{a^{2} V_{\mathrm{c}}}{z^{3}} E_{0} \Omega \tag{22}
\end{align*}
$$

where $V_{\mathrm{sp}}$ and $V_{\mathrm{c}}$ are the volumes of the sphere and cylinder, respectively.

Thus, the integral approach allows one to determine the electro- and magnetostatic fields for media with a fairly nonuniform velocity distribution. The use of the perturbation theory here is justified by the smallness of the velocity relative to the speed of light. For a sphere rotating in a uniform magnetic or electric field applied to such media, the integral approach is in agreement with the conventional one, which is based on joining solutions inside the moving and quiescent media.

Note that experiments of such a type concerning the electrodynamics of moving media are of undeniable importance, since relevant experimental data are sparse and a number of theoretical issues call for further discussion (see, e.g., different approaches by Minkowski
and Abragam stated in monograph [1]). The results of earlier investigations [7-9], as well as our estimates $[6,10]$, indicate that the above effect concerned with the electrodynamics of moving media can be verified experimentally. In fact, the intensity of the static electric field under rotation of a sphere (cylinder) in the magnetic field and that of the static magnetic field for a sphere (cylinder) rotating in the electric field are determined through the gradients of the corresponding potentials. Their maximal values are estimated as $(u / c) H_{0}$ and $(u / c) E_{0}$, where $u=\Omega a$ is the maximum linear velocity on the spherical (cylindrical) surface. The results of a more rigorous calculation are the following. The static permittivity, for example, of glass varies from 5.5 to 11 (depending on its type) [11], and its permeability is close to unity. Then, for $u \sim 10^{3} \mathrm{~cm} / \mathrm{s}$, the electric field intensity due to rotation of a sphere in the magnetic field is $\sim 10^{-7} H_{0}$, while for a sphere rotating in a uniform electric field, the induced magnetic field intensity is $\sim 10^{-6} E_{0}$ (compare the denominators of the first fractions in (12) and (13)). It seems that such intensities can be detected experimentally.
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#### Abstract

The harmonically varying field of point electric and magnetic dipoles in an anisotropic medium with an anisotropic axis is found for the first time. © 2005 Pleiades Publishing, Inc.


In this work, we for the first time give a complete and, more importantly, exact solution to the Maxwell equations for the radiation of point electric and magnetic dipoles in a homogeneous anisotropic medium where the conductivity and permittivity along the anisotropy axis differ from those in the transverse directions. The solution is found for any orientation of the dipole relative to the anisotropy axis. When finding the electromagnetic field of the dipole, which varies by a harmonic law, we apply two approaches, one of which is suggested in [1]. Here, the basic Maxwell equations, where displacement currents are ignored, are reduced to equations for vector potential that allow determination of these currents. The second approach [2-4] consists in converting the basic set of Maxwell equations (reduced at any point of the domain) to an equation for the electric field strength and applying the Fourier transformation to this equation. In this case, finding of the transforms of the electric field components is reduced to solving a set of linear algebraic equations and the field components themselves can be determined by applying the inverse Fourier transformation to their transforms. However, the creators of such an approach, also ignoring displacement currents, restricted the analysis to finding the transforms of only two electric field components and one magnetic field component [3], not explaining how it was obtained. In this work, we for the first time derive an exact solution to the Maxwell equation for electric and magnetic dipoles in an anisotropic medium, which allows for displacement currents, contrary to works [1-4]. To solve the problem, we chose the second approach. First, it is more general and does not require the presence of the anisotropy axis. Second, studying the electromagnetic field near the dipole is unnecessary in this approach.

Let a homogeneous anisotropic medium contain a point dipole in which the density of extraneous electric, $\mathbf{j}^{E}$, and magnetic, $\mathbf{j}^{H}$, currents varies by a harmonic law, $\exp (-i \omega t)$. We choose a rectangular coordinate system with the origin at the site of the dipole and assume that the conductivity and permittivity components in the
tangential $x$ and $z$ directions are the same $\left(\gamma_{\mathrm{t}}\right.$ and $\varepsilon_{\mathrm{t}}$, respectively) and the respective components in the normal $y$ direction are $\gamma_{\mathrm{n}}$ and $\varepsilon_{\mathrm{n}}$. Note at once that the choice of direction where the conductivity differs is of no significance, since an otherwise stated problem is reduced to that under consideration merely by coordinate transformation. Let the electromagnetic field of the dipole also vary by a harmonic law, $\exp (-i \omega t)$. Then, according to the Maxwell equations, the amplitudes of the electric, $\mathbf{E}$, and magnetic, $\mathbf{H}$, fields of the dipole satisfy the equation [5]

$$
\begin{gather*}
\operatorname{curl} \mathbf{H}=\hat{\sigma} E+\mathbf{j}^{E}-i \omega \hat{\varepsilon} \mathbf{E},  \tag{1}\\
\operatorname{curl} \mathbf{E}=i \omega \mu \mathbf{H}-\mathbf{j}^{H} . \tag{2}
\end{gather*}
$$

Here, $\hat{\sigma}, \hat{\varepsilon}$, and $\mu$ are the conductivity tensor, permittivity tensor, and permeability of the medium, respectively. Matrices $\hat{\sigma}$ and $\hat{\varepsilon}$ have the diagonal form

$$
\begin{gathered}
(\sigma)_{11}=(\sigma)_{33}=\gamma_{\mathrm{t}}, \quad(\sigma)_{22}=\gamma_{\mathrm{n}}, \\
(\sigma)_{k l}=0 \quad(k \neq l), \\
(\varepsilon)_{11}=(\varepsilon)_{33}=\varepsilon_{\mathrm{t}}, \quad(\varepsilon)_{22}=\varepsilon_{\mathrm{n}}, \\
(\varepsilon)_{k l}=0 \quad(k \neq l) .
\end{gathered}
$$

Applying the curl operator to both sides of Eq. (2), we obtain

$$
\begin{equation*}
\operatorname{curlcurl} \mathbf{E}-i \omega \mu \hat{\sigma} \mathbf{E}-\omega^{2} \mu \hat{\varepsilon} \mathbf{E}=i \omega \mu \mathbf{j}^{E}-\operatorname{curl} \mathbf{j}^{H} . \tag{3}
\end{equation*}
$$

The direct and inverse Fourier transformations of function $f(x, y, z)$ in coordinates $x, y$, and $z$ look as follows:

$$
\begin{gathered}
f^{+}(\xi, \eta, m) \\
=\iint_{-\infty}^{\infty} \int f(x, y, z) \exp (-i \xi x-i \eta y-i m z) d x d y d z,
\end{gathered}
$$

$$
\begin{gathered}
f(x, y, z)=\frac{1}{(2 \pi)^{3}} \\
\times \iint_{-\infty}^{\infty} \int f^{+}(\xi, \eta, m) \exp (i \xi x+i \eta y+i m z) d \xi d \eta d m
\end{gathered}
$$

Let us recast Eq. (3) componentwise by applying the Fourier transformation to both sides of the resulting set of equations. Eventually, we arrive at a set of linear algebraic equations for the electric field component transforms,

$$
\begin{gather*}
\left(\begin{array}{ccc}
\eta^{2}+m^{2}+k_{\mathrm{t}}^{2} & -\xi \eta & -\xi m \\
-\xi \eta & \xi^{2}+m^{2}+k_{\mathrm{n}}^{2} & -\eta m \\
-\xi m & -\eta m & \xi^{2}+\eta^{2}+k_{\mathrm{t}}^{2}
\end{array}\right)\left(\begin{array}{c}
E_{x}^{+} \\
E_{y}^{+} \\
E_{z}^{+}
\end{array}\right)  \tag{4}\\
\\
=\left(\begin{array}{c}
F_{x} \\
F_{y} \\
F_{z}
\end{array}\right)
\end{gather*}
$$

where

$$
\begin{gathered}
F_{l}=\iiint_{-\infty}^{\infty}\left(i \omega j_{l}^{E}-\operatorname{curl}_{l} \mathbf{j}^{H}\right) \\
\times \exp (-i \xi x-i \eta y-i m z) d x d y d z \\
k_{\mathrm{t}}^{2}=-i \omega \mu \gamma_{\mathrm{t}}^{\prime}, \quad k_{\mathrm{n}}^{2}=-i \omega \mu \gamma_{\mathrm{n}}^{\prime} \\
\operatorname{Re} k_{\mathrm{t}}>0, \quad \operatorname{Re} k_{\mathrm{n}}>0 \\
\gamma_{\mathrm{t}}^{\prime}=\gamma_{\mathrm{t}}-i \omega \varepsilon_{\mathrm{t}}, \quad \gamma_{\mathrm{n}}^{\prime}=\gamma_{\mathrm{n}}-i \omega \varepsilon_{\mathrm{n}}
\end{gathered}
$$

Having found the electric field component transforms from a solution to set (4), we then find the desired field components by applying the inverse Fourier transformation to the transforms of these components. The magnetic field components can be derived from (2).

Let us write the electromagnetic field components when magnetic and electric dipoles are oriented along one of the coordinate axes. To do this, we introduce the following notation:

$$
\begin{gathered}
\lambda^{2}=\gamma_{\mathrm{t}}^{\prime} / \gamma_{\mathrm{n}}^{\prime}, \quad r^{2}=x^{2}+z^{2} \\
R^{2}=r^{2}+y^{2}, \quad \bar{R}^{2}=r^{2}+\lambda^{2} y^{2}
\end{gathered}
$$

## 1. MAGNETIC DIPOLE

(i) Orientation along the $\boldsymbol{y}$ axis. In this case, only one component of the extraneous magnetic current is nonzero,

$$
j_{y}^{H}=-i \omega \mu M \delta(x) \delta(y) \delta(z)
$$

where $M$ is the moment of the magnetic dipole.

The electromagnetic field components are given by

$$
\begin{aligned}
& E_{x}= \frac{i \omega \mu M z}{4 \pi} \exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}}{R^{2}}+\frac{1}{R^{3}}\right), \\
& E_{y}=0 \\
& E_{z}=-\frac{i \omega \mu M x}{4 \pi} \exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}}{R^{2}}+\frac{1}{R^{3}}\right), \\
& H_{x}= \frac{M x y}{4 \pi} \exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}^{2}}{R^{3}}+\frac{3 k_{\mathrm{t}}}{R^{4}}+\frac{3}{R^{5}}\right), \\
& H_{y}= \frac{M}{4 \pi} \exp \left(-k_{\mathrm{t}} R\right)\left[-\frac{k_{\mathrm{t}}^{2}}{R}-\frac{k_{\mathrm{t}}}{R^{2}}-\frac{1}{R^{3}}\right. \\
&\left.+y^{2}\left(\frac{k_{\mathrm{t}}^{2}}{R^{3}}+\frac{3 k_{\mathrm{t}}}{R^{4}}+\frac{3}{R^{5}}\right)\right]
\end{aligned}
$$

$$
H_{z}=\frac{M y z}{4 \pi} \exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}^{2}}{R^{3}}+\frac{3 k_{\mathrm{t}}}{R^{4}}+\frac{3}{R^{5}}\right)
$$

(ii) Orientation along the $\boldsymbol{x}$ axis. Only one component of the extraneous magnetic current is nonzero,

$$
j_{x}^{H}=-i \omega \mu M \delta(x) \delta(y) \delta(z)
$$

The electromagnetic field components are given by

$$
\begin{gathered}
E_{x}=\frac{i \omega \mu M x y z}{4 \pi}\left\{\exp \left(-k_{1} R\right)\left(\frac{k_{\mathrm{t}}}{r^{2} R^{2}}+\frac{1}{r^{2} R^{3}}+\frac{2}{r^{4} R}\right)\right. \\
\left.-\lambda \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(\frac{k_{\mathrm{n}}}{r^{2} \bar{R}^{2}}+\frac{1}{r^{2} \bar{R}^{3}}+\frac{2}{r^{4} \bar{R}}\right)\right\}, \\
E_{y}=\frac{i \omega \mu M \lambda z}{4 \pi} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(\frac{k_{\mathrm{n}}}{\bar{R}^{2}}+\frac{1}{\bar{R}^{3}}\right), \\
E_{z}=-\frac{i \omega \mu M y}{4 \pi}\left\{\operatorname { e x p } ( - k _ { \mathrm { t } } R ) \left[\frac{k_{\mathrm{t}}}{R^{2}}+\frac{1}{r^{2} R}+\frac{1}{R^{3}}\right.\right. \\
\left.\left.-z^{2}\left(\frac{k_{\mathrm{t}}}{r^{2} R^{2}}+\frac{1}{r^{2} R^{3}}+\frac{2}{r^{4} R}\right)\right]\right\}-\frac{i \omega \mu M y \lambda}{4 \pi} \\
\times\left\{\exp \left(-k_{\mathrm{n}} \bar{R}\right)\left[-\frac{1}{r^{2} \bar{R}}+z^{2}\left(\frac{k_{\mathrm{n}}}{r^{2} \bar{R}^{2}}+\frac{1}{r^{2} \bar{R}^{3}}+\frac{2}{r^{4} \bar{R}}\right)\right]\right\}
\end{gathered}
$$

$$
\begin{gathered}
H_{x}=\frac{M}{4 \pi}\left\{\operatorname { e x p } ( - k _ { \mathrm { t } } R ) \left[\frac{k_{\mathrm{t}}}{R^{2}}+\frac{1}{R^{3}}-\frac{k_{\mathrm{t}}}{r^{2}}\right.\right. \\
\left.\left.+x^{2}\left(\frac{2 k_{\mathrm{t}}}{r^{4}}+\frac{k_{\mathrm{t}}^{2}}{r^{2} R}-\frac{k_{\mathrm{t}}^{2}}{R^{3}}-\frac{3 k_{\mathrm{t}}}{R^{4}}-\frac{3}{R^{5}}\right)\right]\right\} \\
+\frac{M k_{\mathrm{t}}}{4 \pi}\left\{\exp \left(-k_{\mathrm{n}} \bar{R}\right)\left[\frac{k_{\mathrm{n}}}{R}+\frac{1}{r^{2}}-x^{2}\left(\frac{k_{\mathrm{n}}}{r^{2} \bar{R}}+\frac{2}{r^{4}}\right)\right]\right\}, \\
H_{y}= \\
H_{z}=\frac{M x z}{4 \pi}\left\{\exp \left(-k_{\mathrm{t}} R\right)\left(\frac{2 k_{\mathrm{t}}}{r^{4}}+\frac{k_{\mathrm{t}}^{2}}{r^{2} R}-\frac{k_{\mathrm{t}}^{2}}{R^{3}}-\frac{3 k_{\mathrm{t}}}{R^{4}}-\frac{3}{R^{5}}\right)\right. \\
\exp \left(-k_{\mathrm{t}} R\right)\left(k_{\mathrm{t}}^{2}+\frac{3 k_{\mathrm{t}}}{R}+\frac{3}{R^{2}}\right), \\
\\
\left.-k_{\mathrm{t}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(\frac{2}{r^{4}}+\frac{k_{\mathrm{n}}}{r^{2} \bar{R}}\right)\right\} .
\end{gathered}
$$

(iii) Orientation along the $z$ axis. Only one component of the extraneous magnetic current is nonzero,

$$
j_{z}^{H}=-i \omega \mu M \delta(x) \delta(y) \delta(z)
$$

All the electromagnetic field components are found from the previous case by substituting $z$ for $x, x$ for $z$, and $-\mu$ for $\mu$.

## 2. ELECTRIC DIPOLE

(i) Orientation along the $\boldsymbol{y}$ axis. In this case, only one component of the extraneous electric current is nonzero,

$$
j_{y}^{E}=I \delta(x) \delta(y) \delta(z)
$$

where $I$ is the moment of the electric dipole.
The electromagnetic field components are given by

$$
\begin{gathered}
E_{x}=-\frac{i \omega \mu I \lambda x y}{4 \pi k_{\mathrm{n}}^{2} \bar{R}^{3}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(k_{\mathrm{n}}^{2}+\frac{3 k_{\mathrm{n}}}{\bar{R}}+\frac{3}{\bar{R}^{2}}\right), \\
E_{y}=-\frac{i \omega \mu I \lambda}{4 \pi k_{\mathrm{n}}^{2} R^{2}} \\
\times \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left\{2 k_{\mathrm{n}}+\frac{2}{\bar{R}}-r^{2}\left(\frac{k_{\mathrm{n}}^{2}}{\bar{R}}+\frac{3 k_{\mathrm{n}}}{\bar{R}^{2}}+\frac{3}{\bar{R}^{3}}\right)\right\} \\
E_{z}=-\frac{i \omega \mu I \lambda y z}{4 \pi k_{\mathrm{n}}^{2} \bar{R}^{3}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(k_{\mathrm{n}}^{2}+\frac{3 k_{\mathrm{n}}}{\bar{R}}+\frac{3}{\bar{R}^{2}}\right) \\
H_{x}=\frac{I \lambda z}{4 \pi \bar{R}^{2}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(k_{\mathrm{n}}+\frac{1}{\bar{R}}\right)
\end{gathered}
$$

$$
\begin{gathered}
H_{0}=0 \\
H_{z}=-\frac{I \lambda x}{4 \pi \bar{R}^{2}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(k_{\mathrm{n}}+\frac{1}{\bar{R}}\right)
\end{gathered}
$$

(ii) Orientation along the $\boldsymbol{x}$ axis. Only one component of the extraneous electric current is nonzero,

$$
j_{x}^{E}=I \delta(x) \delta(y) \delta(z)
$$

The electromagnetic field components are given by

$$
\begin{aligned}
& E_{x}=\frac{i \omega \mu I}{4 \pi k_{\mathrm{t}}}\left\{\exp \left(-k_{\mathrm{t}} R\right)\left[\frac{k_{\mathrm{t}}}{R}+\frac{1}{r^{2}}-x^{2}\left(\frac{k_{\mathrm{t}}}{r^{2} R}+\frac{2}{r^{4}}\right)\right]\right\} \\
& +\frac{i \omega \mu I \lambda}{4 \pi k_{\mathrm{t}}^{2}}\left\{\operatorname { e x p } ( - k _ { \mathrm { n } } \overline { R } ) \left[\frac{k_{\mathrm{n}}}{\bar{R}^{2}}+\frac{1}{\bar{R}^{3}}-\frac{k_{\mathrm{n}}}{r^{2}}\right.\right. \\
& \left.\left.+x^{2}\left(\frac{k_{\mathrm{n}}^{2}}{r^{2} \bar{R}}-\frac{k_{\mathrm{n}}^{2}}{\bar{R}^{3}}+\frac{2 k_{\mathrm{n}}}{r^{4}}-\frac{3 k_{\mathrm{n}}}{\bar{R}^{4}}-\frac{3}{\bar{R}^{5}}\right)\right]\right\}, \\
& E_{y}=-\frac{i \omega \mu I \lambda x y}{4 \pi k_{\mathrm{n}}^{2} \bar{R}^{3}} \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(k_{\mathrm{n}}^{2}+\frac{3 k_{\mathrm{n}}}{\bar{R}}+\frac{3}{\bar{R}^{2}}\right), \\
& E_{z}=-\frac{i \omega \mu I x z}{4 \pi k_{\mathrm{t}}^{2}}\left\{\exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}^{2}}{r^{2} R}+\frac{2 k_{\mathrm{t}}}{r^{4}}\right)\right. \\
& \left.+\lambda \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(-\frac{k_{\mathrm{n}}^{2}}{r^{2} \bar{R}}+\frac{k_{\mathrm{n}}^{2}}{\bar{R}^{3}}-\frac{2 k_{\mathrm{n}}}{r^{4}}+\frac{3 k_{\mathrm{n}}}{\bar{R}^{4}}+\frac{3}{\bar{R}^{5}}\right)\right\}, \\
& H_{x}=\frac{I x y z}{4 \pi r^{2}}\left\{\exp \left(-k_{\mathrm{t}} R\right)\left(\frac{k_{\mathrm{t}}}{R^{2}}+\frac{2}{r^{2} R}+\frac{1}{R^{3}}\right)\right. \\
& \left.-\lambda \exp \left(-k_{\mathrm{n}} \bar{R}\right)\left(\frac{k_{\mathrm{n}}}{\bar{R}^{2}}+\frac{2}{r^{2} \bar{R}}+\frac{1}{\bar{R}^{3}}\right)\right\}, \\
& H_{y}=-\frac{I z}{4 \pi R^{2}} \exp \left(-k_{\mathrm{t}} R\right)\left(k_{\mathrm{t}}+\frac{1}{R}\right), \\
& H_{z}=-\frac{I y}{4 \pi}\left\{\operatorname { e x p } ( - k _ { \mathrm { t } } R ) \left[\frac{1}{r^{2} R}\right.\right. \\
& \left.\left.-z^{2}\left(\frac{k_{\mathrm{t}}}{r^{2} R^{2}}+\frac{2}{r^{4} R}+\frac{1}{r^{2} R^{3}}\right)\right]\right\}+\frac{I y \lambda}{4 \pi}\left\{\exp \left(-k_{\mathrm{n}} \bar{R}\right)\right. \\
& \left.\times\left[\frac{k_{\mathrm{n}}}{\bar{R}^{2}}+\frac{1}{r^{2} \bar{R}}+\frac{1}{\bar{R}^{3}}-z^{2}\left(\frac{k_{\mathrm{n}}}{r^{2} \bar{R}^{2}}+\frac{2}{r^{4} \bar{R}}+\frac{1}{r^{2} \bar{R}^{3}}\right)\right]\right\} .
\end{aligned}
$$

(iii) Orientation along the $z$ axis. Only one component of the extraneous electric current is nonzero,

$$
j_{z}^{E}=I \delta(x) \delta(y) \delta(z)
$$

All the electromagnetic field components are found from the previous case by substituting $z$ for $x, x$ for $z$, $-\mu$ for $\mu$, and $-I$ for $I$.

Below, magnetic and electric dipoles were oriented along one of the coordinate axes. The field of an arbitrary oriented dipole is found as a superposition of the field projections onto the coordinate axes.

APPENDIX
It should be noted that not all the field components can be found by direct integration of the transforms; specifically, we omitted from consideration the orientation along the axis $r=0$. The field components along this axis are found by passing to the limit $r \longrightarrow 0$. Below, we give only those field components along the axis $r=0$ which appear nontrivial.

Magnetic dipole oriented along the $x$ axis, $r=0$.

$$
\begin{gathered}
E_{x}=0, \\
E_{z}=-\frac{i \omega \mu M y}{4 \pi} \exp \left(-k_{\mathrm{t}}|y|\right)\left\{\frac{k_{\mathrm{t}}}{2 y^{2}}\left(1+\frac{1}{\lambda^{2}}\right)+\frac{1}{|y|^{3}}\right\}, \\
H_{z}=\frac{M}{4 \pi} \exp \left(-k_{\mathrm{t}}|y|\right)\left\{\frac{k_{\mathrm{t}}^{2}}{2|y|}\left(1+\frac{1}{\lambda^{2}}\right)+\frac{k_{\mathrm{t}}}{y^{2}}+\frac{1}{|y|^{3}}\right\}, \\
H_{z}=0 .
\end{gathered}
$$

The components of the magnetic dipole oriented along the $z$ axis are found by making an appropriate change of variables (see Sect. 1(iii)).

Electric dipole oriented along the $\boldsymbol{x}$ axis, $r=0$.

$$
\begin{gathered}
E_{x}=\frac{i \omega \mu I}{4 \pi k_{\mathrm{t}}^{2}} \exp \left(-k_{\mathrm{t}}|y|\right)\left(\frac{k_{\mathrm{t}}^{2}}{2|y|}+\frac{k_{\mathrm{t}}}{\lambda^{2} y^{2}}+\frac{1}{\lambda^{2}|y|^{3}}+\frac{k_{\mathrm{t}}^{2}}{2 \lambda^{2}|y|}\right), \\
E_{z}=0, \\
H_{x}=0, \\
H_{z}=\frac{I y}{4 \pi} \exp \left(-k_{\mathrm{t}}|y|\right)\left(\frac{k_{\mathrm{t}}}{2 y^{2}}+\frac{k_{\mathrm{t}}}{2 \lambda^{2} y^{2}}+\frac{1}{\lambda^{2}|y|^{3}}\right) .
\end{gathered}
$$
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#### Abstract

The possibility of designing thermoelectric sensors based on multielement structures of higher manganese silicide (HMS) polycrystalline films is considered. Test structures with various configurations are developed for studying electrical and thermoelectric parameters of polycrystalline HMS films. The geometrical sizes of the elements of test structures are chosen to match the grain size in polycrystalline HMS films. The test structures are prepared using the planar silicon technology. In these structures, the current-voltage characteristics, Hall constant, charge carrier concentration, and mobility are measured. The thermopower ( $\alpha$ ) and electrical conductivity $(\sigma)$ are studied in a temperature range of $T=77-600 \mathrm{~K}$, where $\alpha>250 \mu \mathrm{~V} / \mathrm{K}$ and electrical conductivity $\sigma \sim 20(\Omega \mathrm{~cm})^{-1}$. It is shown that the sensitivity and thermopowers increase upon a decrease in the cross-sectional area of the elements. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Thin and thick films of transient metal silicides attract considerable attention due to their unique photoand thermoelectric properties, high-temperature stability, and compatibility with silicon technology. It is well known from the literature [1] that the higher manganese silicide (HMS) $\mathrm{MnSi}_{1.71-1.75}$ is one of the most promising thermoelectric materials among silicides since bulk HMS samples exhibit a thermoelectric effectiveness $Z=0.7 \times 10^{-3} \mathrm{~K}^{-1}$ in the temperature range $300-$ 1000 K . Intense studies aimed at obtaining thin and ultrathin HMS films have been carried out in Germany, China, and Japan [2-5]. However, film-type thermoelectric elements based on the HMS $\mathrm{MnSi}_{1.71-1.75}$ have not been developed so far.

The possibility of obtaining continuous polycrystalline HMS films by reactive diffusion of manganese vapor atoms directly into a silicon substrate was demonstrated by us earlier [6]. The features of the crystalline structure of HMS films grown from silicon were studied in [7], where it was found that the films prepared at a substrate temperature of $1040-1070^{\circ} \mathrm{C}$ and then annealed at $350-800^{\circ} \mathrm{C}$ consist of HMS crystallites with a preferred orientation of the $c$ axis along the normal to the substrate. Subsequently, the possibility of designing nonselective sensors based on HMS films was demonstrated [8]. The present study is devoted to the development of multielement test structures of thermoelectric sensors based on HMS film and to analysis of their electrophysical properties.

## EXPERIMENTAL TECHNIQUE

Film-type thermocouples and thermopiles are developed on the basis of the standard planar technology, where thin films of silicon dioxide $\mathrm{SiO}_{2}$ are widely used as the main protecting and separating layer for active elements. In our earlier publications [9, 10], we demonstrated that a $\mathrm{SiO}_{2}$ surface layer grown during silicide formation serves as a mask preventing the formation of silicide on the surface of a silicon substrate. This allowed us to develop a technology for obtaining test structures based on HMS films on the silicon surface in the form of thermopiles of various configurations. The geometrical sizes of the elements of test structures were chosen depending on the grain size of polycrystalline HMS films.

In developing the technology for preparing test structures, we chose special designs and worked out sketch versions of photomasks, in which the details of individual units of test structures were envisaged. We developed three types of test structures; the model sets of these structures are shown in Fig. 1. The first type of test structure is a continuous HMS film on a Si substrate with four Ni or Al contacts for measuring the Hall effect using the van der Pauw method and strip contacts across the sample for measuring the thermal emf and the sensitivity coefficient (Figs. 1a and 1b). The second type has the form of continuous HMS strips separated by insulating $\mathrm{SiO}_{2}$ layers and Al contacts for measuring electrophysical parameters (Fig. 1c). Test structures of the third type are similar to the second type, but with
additional lateral contacts for studying separately the current transport in the grains proper (Fig. 1d).

Test structures of the second and third types contained several identical elements being measured of various thicknesses (10, 20, 100, 200, 400, 800, and $1000 \mu \mathrm{~m})$ of the same length ( $7000 \mu \mathrm{~m}$ ) and thickness $(8-10 \mu \mathrm{~m})$. This enabled us to perform a number of measurements of electrical parameters of test structures under the same conditions, which made it possible to obtain averaged data on the measured quantities and estimate the spread in the parameters of the elements of test structures. Metallization of test structures was carried out by vacuum sputtering of a $1.5-\mu \mathrm{m}$-thick Al or Ni film followed by vacuum annealing at temperatures of $300-350^{\circ} \mathrm{C}$.

For each chip with a size of $9.5 \times 9.5 \mathrm{~mm}$, special packages of metallized glass fiber plastic were prepared, on which contact area elements with leads were obtained photolithographically. Chips were fixed to the packages by a special adhesive. After mounting a crystal into the package, the contact area was connected to the leads of the package with the help of ultrasonic welding. One of the test structures is shown in Fig. 2.

For first-type test structures, we measured the thermopower, electrical conductivity, and Hall coefficient by the van der Pauw method. The Hall emf of HMS films was measured in a constant magnetic field of 0.1 T for two directions of the current.

The longitudinal and transverse thermal emf emerging in polycrystalline HMS films were measured in accordance with the technique described in [11]. The sample under investigation was placed on a copper table, and copper probes of a configuration corresponding to the contacts with built-in thermocouples were pressed against the metallic contacts of the sample (see Fig. 1). An electric heater producing a temperature gradient was wound on one of the probes, while the other probe had the same temperature as the copper table. The temperature drop between the probes did not exceed $\Delta T=5-10 \mathrm{~K}$. The thermal emf produced in the film was measured by a Shch- 300 microvoltmeter. Passage from the longitudinal to transverse thermal emf measurements and vice versa was made by rotating the sample through $90^{\circ}$ in the horizontal plane, which made it possible to determine the anisotropy in the thermoelectric (Seebeck) coefficient.

To detect the anisotropic thermal emf, a pulse laser radiation with wavelengths $\lambda=1.06$ and $10.6 \mu \mathrm{~m}$ was supplied to the middle of the sample, which produced a temperature gradient across the film thickness. The incident beam diameter $d$ was much smaller than the distance $l$ between the contacts (i.e., $d<l l$. We measured thermal emf $\varepsilon_{\alpha}$ emerging at the contacts and its dependence on the incident radiation power $P$. The conversion factor (sensitivity) $S$ in this case was

$$
S=\frac{\varepsilon_{\alpha}}{P} .
$$



Fig. 1. Model form of test structures: first type (a, b), second type (c), and third type (d) ( $1-\mathrm{Si}$ substrate, 2-HMS layer, $3-\mathrm{Al}$ ohmic contacts, and $4-\mathrm{SiO}_{2}$ layer).


Fig. 2. Photograph of a test structure: 1-copper contacts, 2-Al leads, 3-silicide strips, 4-Si substrate, and 5-A1 ohmic contacts.

The anisotropy of thermal emf was determined by rotating the sample through $90^{\circ}$ in the horizontal plane.

To study sensitivity $S$ and time constant $\tau$, the prepared test structures were placed in a screened package and the thermal emf emerging at the contacts upon irradiation of the structure was fed to the input of an oscilloscope. The values of $S$ and $\tau$ were measured at radiation wavelengths $\lambda=1.06 \mu \mathrm{~m}$ for pulse durations $40-$ 200 ns and $\lambda=10.6 \mu \mathrm{~m}$ for radiation modulated with a frequency of $10^{2}-10^{4} \mathrm{~Hz}$ for pulse durations $0.1-1.5$


Fig. 3. Temperature dependences of (a) conductivity and (b) thermopower of HMS films.
ms . To take into account the contribution from the photoelectromotive force, measurements were made for the same radiation flux with different laser wavelengths.

## RESULTS AND DISCUSSION

The kinetic parameters investigated for the test structures of HMS films had the following values at $T=$ 300 K : electrical conductivity $\sigma=11-25 \Omega^{-1} \mathrm{~cm}^{-1}$; Hall coefficient $R_{x}=0.058-0.065 \mathrm{C}^{-1} \mathrm{~cm}^{-3}$ (the corresponding hole concentration was $p \approx 10^{19}-10^{20} \mathrm{~cm}^{-3}$ ), charge carrier mobility $\mu_{p}=0.6-2 \mathrm{~cm}^{2} / \mathrm{V} \mathrm{s}$, and thermopower $\alpha=+250-280 \mu \mathrm{~V} / \mathrm{K}$. In addition, the temperature dependences of the thermopower and electrical conductivity were studied in the temperature range $T=77-$ 600 K (Fig. 3). It can be seen from the figure that the thermopower of HMS films has values exceeding those attained in bulk HMS single crystals by a factor of $1.5-$ 2 [1]. This is probably associated with the emergence of potential barriers at grain boundaries of polycrystalline HMS films.

The first-type test samples with HMS films grown with a columnar structure tilted relative to the normal to the substrate exhibit anisotropic thermoelectric effect [8]. This was confirmed by the measurement of the longitudinal and transverse thermal emfs, the difference between which was $\Delta \alpha=50-70 \mu \mathrm{~V} / \mathrm{K}$. The sensitivity of the anisotropic effect on such samples was $S=0.5-$ $1.0 \mathrm{mV} / \mathrm{W}$ and the time constant was $\tau \sim 10^{-6} \mathrm{~s}$.

The anisotropic effect was not observed in samples with HMS films grown with a columnar structure oriented so that one of the crystallographic axes ( $c$ axis in our case) was perpendicular to the surface of the Si substrate and was not deflected from the normal to the substrate. However, the longitudinal thermoelectric effect was predominant in such samples: the signs of the registered dc thermal emf and the ac phase were reversed as the thermal probe moved from the region of one con-
tact to the other contact. In such test structures, radiation was incident in contact regions. The volt-watt sensitivity was $S=0.1 \mathrm{~V} / \mathrm{W}$, and the time constant was $\tau \sim$ $10^{-6} \mathrm{~s}$. The sensitivity and the time constant of the films exceeded the values attained in bulk monocrystalline HMS samples by one and three orders of magnitude, respectively [12].

We measured the current-voltage characteristics ( $I-V$ curves) in three types of structures under bias voltages ranging from 10 mV to 10 V in the dc mode as well as in the ac mode with a frequency up to 10 kHz . The results showed that the $I-V$ characteristics were linear in all test structures. Such a behavior of the transport current in the structures indicates that the contacts are of the ohmic type.

For test structures of the second and third types, we measured the resistances of each element of the test structure and compared them with calculated values depending on their widths. The comparison shows that for widths of the elements smaller than $100 \mu \mathrm{~m}$, the experimental values of the resistance are much larger than the calculated values. This is probably due to a smaller number of contacts between grain boundaries in the transverse direction relative to the current, while grain boundaries along the current naturally form additional potential barriers, which facilitate an increase in the resistance of the elements.

Analysis of thermoelectric parameters in the structures of the second and third types revealed that the thermopower and the sensitivity increased with decreasing width of the elements of the test structures $(800,600$, and $400 \mu \mathrm{~m})$. In all probability, this is due to a decrease in the surface dissipation of heat across the elements with small cross-sectional areas. When such elements were connected in series, the thermopower attained values exceeding $500 \mu \mathrm{~V} / \mathrm{K}$ and the values of $S$ were on the order of $0.2-0.3 \mathrm{~V} / \mathrm{W}$.

## CONCLUSIONS

Test structures with elements having various geometrical sizes were developed using planar technology based on HMS films.

Analysis of kinetic parameters of the test structures shows that values of thermopower $\alpha \geq 500 \mu \mathrm{~V} / \mathrm{K}$ and sensitivity $S \sim 0.2-0.3 \mathrm{~V} / \mathrm{W}$ can be attained by varying the width of the structure elements. The results suggest that thermoelectric sensors can be prepared on the basis of multielement structures of HMS films.
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#### Abstract

The stability of the interface between a liquid electrolyte and the plasma of a contracted low-pressure dc glow discharge in air is investigated by means of digital photography. Water solutions of potassium permanganate and copper sulfate were used as electrolytes. It is found that, in the case of potassium permanganate, the instability of the interface leads to ejection of the electrolyte into the plasma and extinction of the discharge. Discharge modes with different types of quasi-steady interface are observed for copper sulfate at different values of the discharge current: a smooth interface, a solitary wave perturbation, regular ripples, and a churning foamed turbulent mixing zone. © 2005 Pleiades Publishing, Inc.


The gas discharge over the electrolyte surface is one of the most interesting objects of study in applied plasma chemistry [1-3]. The aim of the present work is the visual and photographic investigation of the interface between a liquid electrolyte and the plasma of a low-pressure dc glow discharge.

The experiments were conducted in a vertical glass discharge tube 200 mm in length and 30 mm in diameter. A stainless-steel cathode and anode were located at the lower and upper ends of the tube, respectively.

The tube was filled with a liquid electrolyte up to a $130-\mathrm{mm}$ height. Red-brown $0.2 \%$ water solutions of potassium permanganate $\left(\mathrm{KMnO}_{4}\right)$ and blue $10 \%$ water solutions of copper sulfate $\left(\mathrm{CuSO}_{4}\right)$ were used as electrolytes.

The air pressure in the remaining part of the tube was set at 40-60 Torr. A further decrease in the pressure led to intense boiling of the electrolyte at room temperature. At a pressure just above the boiling threshold, the


Fig. 1. Dynamics of a glow discharge over a potassium permanganate solution: (a) smooth surface, (b) warped surface, (c) wave perturbation of the surface, (d) growing perturbation, (e) turbulent ejection of the plasma-electrolyte mixture into the discharge zone, and (f) another turbulent ejection of the plasma-electrolyte mixture into the discharge zone.


Fig. 2. Modes of a glow discharge over a copper sulfate solution: (a, b) smooth surface, (c, d) solitary wave perturbation, (e, f) regular ripples, and ( $\mathrm{g}, \mathrm{h}$ ) churning foamed turbulent mixing zone.
discharge gap was appreciably saturated with electrolyte vapor.

The discharge was powered from a dc power supply. The discharge current flowing through the electrolyte was carried by ions, and, in the glow discharge plasma, it was carried by electrons. The change of the current carriers at the plasma-electrolyte interface is a rather complicated kinetic process. Besides kinetic processes, the surface is also affected by intense acoustic oscillations excited by the current flowing through the electrolyte. Therefore, investigation of the plasma-electrolyte interface is of great importance for understanding the processes occurring in the discharge.

The discharge was observed visually and was photographed with an Olimpus C-40ZOOM digital camera. This allowed us to obtain high-quality color photographs of the discharge in different stages of the process and to study the discharge dynamics by means of short-term (over a few seconds) digital video recording.

At pressures of 40-60 Torr, de glow discharge is contracted for both types of solution. The dynamics of the plasma-electrolyte interface for these two solutions is, however, different.

A $250-\mathrm{mA}$ discharge over a potassium permanganate solution operated over $3-5 \mathrm{~s}$ and passed through several stages. Initially, it was a contracted discharge over a smooth plasma-electrolyte interface. A surface glow was also observed in this stage. Further on, the interface warped, intense surface waves were excited, the electrolyte and plasma underwent turbulent mixing, and the mixture produced was ejected into the discharge zone. After the ejected mixture reached the upper electrode, the discharge was extinguished. Figure 1
shows photographs of six successive stages of this dynamic process.

In the case of a copper sulfate solution, the situation is quite different: the discharge is quieter and can occur in different quasi-steady modes, which differ in the structure of perturbations of the plasma-electrolyte interface. The following modes were observed as the discharge current was increased from 50 to 150 mA : a smooth surface, a solitary wave perturbation, regular ripples (Faraday waves), and a churning foamed turbulent mixing zone (see Fig. 2).

Thus, in this study, we have observed for the first time glow discharges over an electrolyte surface that are quite different in their dynamics and structure.
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#### Abstract

A magnetooptic Kerr setup is designed for investigating the dynamic properties of domain walls in thin ferromagnetic films subjected to an external magnetic field in the temperature range $20-150^{\circ} \mathrm{C}$. With this setup, the method of interrupted magnetization is implemented and the magnetic (domain) structure is visualized based on the meridional Kerr effect. The domain structure is displayed on a PC monitor using a Nikon DXM 1200 high-resolution digital video camera. A dedicated software makes it possible to automatize measurements and data processing. © 2005 Pleiades Publishing, Inc.


Study of magnetization reversal in ferromagnets occupies a prominent place in solid-state physics. Comprehensive insight into the physics of transient processes can be gained only by directly observing the magnetic structure of a sample and tracing its variation upon magnetization reversal. Bulk magnetic materials are difficult to study, since it is impossible to visualize their internal magnetic structure. In thin ferromagnetic films, the domain structure occupies the entire sample; therefore, pulsed processes in them occur under conditions more favorable to analysis than those in bulk materials. Being largely a vacuum condensate, thin ferromagnetic films have a specular reflecting surface, which makes observation of the domain structure dynamics by applying the magnetooptic Kerr effect basically possible. The advantage of magnetooptic observation over other methods is that it has no effect on the magnetization reversal process in the films and on the domain wall (DW) structure.

To investigate the DW dynamics in thin ferromagnetic films, we designed a setup schematically shown in Fig. 1. Its optics consists of light source 1 (halogen lamp); lenses 2 and 3 and polarizing filter 4, which form a parallel plane-polarized light beam; Polaroid analyzer 5 ; and microscope 6 interfaced with digital video camera 7.

Since the angle of rotation of plane of polarization depends on the orientation of the magnetization vector relative to the plane of incidence of the light beam, analyzer 5 can be adjusted in such a way that the image received by video camera 7 will consist of dark and bright regions corresponding to different orientations of the magnetization in the sample (Fig. 2).

The magnification of the optics is varied in steps from $\times 10$ to $\times 100$. The digital video camera makes it possible to visualize an area of interest with a resolution of $3840 \times 3072$ pix. The exposure time varies between $80 \mu \mathrm{~s}$ and 700 s .

When the light reflects from the surface of a thin ferromagnetic film, the rotation of plane of polarization is small and so the image formed by the video camera is of low contrast. The contrast was raised by digital image processing.

In our setup, the DW dynamics was investigated by the method of interrupted magnetization [1, 2]. In this method, the sample is exposed either to single rectangular pulses or to a periodic train of pulses of a magnetic field. The time between pulses is much longer than the DW relaxation time. The DW average velocity


Fig. 1. Block diagram of the pulsed magnetooptic setup: (1) light source, (2) lens system, (3) diaphragm, (4) polarizer, (5) analyzer, (6) microscope, (7) Nikon DXM 1200 digital video camera, (8) tube with heater, (9) air compressor, and (10) magnetization-reversing rings.
here is defined as the distance the wall travels during magnetization reversal divided by the total time of reversal. In addition, the following conditions must be fulfilled: the rise time and fall time of the (rectangular) magnetization-reversing pulses should be much shorter than the pulse duration and the top of the rectangular pulses must be flat.

Since magnetization reversal in our work was accomplished with low-inductance low-resistance Helmholtz rings, rectangular current pulses of amplitude as high as 100 A were necessary to generate magnetic fields of desired intensity. Such rectangular mag-netization-reversing pulses were produced by a generator with the discharge circuit in the form of a coaxial cable [1]. A thyratron with an ionization time of 1015 ns was used as a switch. The rise and fall times of the rectangular pulse in the aggregate did not exceed 50 ns for a pulse duration of more than $0.5 \mu \mathrm{~s}$. Thyratronigniting pulses were generated by a square-wave handoperated one-shot generator.

The duration of the current pulses was controlled by the length of the storage cable; their amplitude, by the charging voltage of the cable.

Rectangularity of a magnetization-reversing pulse is a key issue in the method of interrupted magnetization. To control the pulse shape, we used a trigger-mode oscilloscope synchronized with the igniting-pulse generator.

The reversing-pulse generator terminates in doublecoil Helmholtz rings 1 (Fig. 3). In combination with the generator, these low-inductance magnetization-reversing rings generate rectangular magnetic pulses with a duration from 500 ns to $10 \mu \mathrm{~s}$ and an amplitude from $80 \mathrm{~A} / \mathrm{m}$ to $4 \mathrm{kA} / \mathrm{m}$. Constructively, the double-coil Helmholtz rings are a part of the reversing device, which can apply, along with pulsed magnetic fields, mutually orthogonal uniform magnetic fields to the sample (Fig. 3).

The reversing device (Fig. 3) consists of three pairs of Helmholtz rings and a hollow ceramic sample holder on a mica substrate. Rings 4 and 5 generate mutually orthogonal uniform magnetic fields of intensity up to $16 \mathrm{kA} / \mathrm{m}$ and are fed by regulated current sources (Fig. 3).

To exclude the effect of external magnetic fields (of both natural and technogenic origin), the device was placed in compensating Helmholtz rings generating orthogonal triaxial magnetic fields (not shown in Figs. 1-3).

To study the DW dynamics in a temperature range, the reversing device was equipped with a specially designed thermal attachment (Fig. 1) consisting of air compressor 9 and a copper tube with heating element 8 . The air from the compressor passes through the copper tube with the heater and then enters the interior of the sample holder, where it warms the mica substrate with the sample. The sample temperature can be varied


Fig. 2. Domain walls visualized by using the meridional Kerr effect.


Fig. 3. External view of the magnetization-reversing device (not to scale). (1) Double-coil reversing rings, (2) sample holder on mica substrate, (3) beam propagation direction, and $(4,5)$ pairs of Helmholtz rings generating mutually orthogonal magnetic fields.
between 20 and $150^{\circ} \mathrm{C}$ by varying the voltage applied to the heater.

The temperature was measured with a thermocouple mounted in the magnetization-reversing device and a digital voltmeter with an accuracy of $2 \%$.

To automatize measurements, we developed a software package making it possible to measure the DW displacement and automatically generate data lists.

The DW displacement along the hard and easy magnetization axes is found by a change in the coordinates of a cursor, which indicates the initial and final positions of the wall on the monitor. Three reference points of the domain wall can be fixed simultaneously.

Along with DW displacements, the data list also contains the name of the sample, its temperature, the number of magnetization-reversing pulses, and the values of acting magnetic fields.

To improve the reliability of experimental results, the program allows for statistical treatment of the
results obtained under identical experimental conditions.

Thus, the digital image processing techniques combined with data acquisition and processing software tools enable one to effectively study the DW dynamics using the setup based on the magnetooptic Kerr apparatus.
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#### Abstract

The variable distance pulsed phase-locked method is applied to study the temperature and frequency dependences of the rate and coefficient of ultrasound absorption in diethyl siloxane and ethyloctyl siloxane in the frequency range $4-63 \mathrm{MHz}$ at temperatures from 293 to 348 K . Based on experimental data, the frequency dependence of the volume and shear viscosities is derived. The values of the shear and volume viscosity coefficients, as well as the relaxation times of processes discovered, are found. © 2005 Pleiades Publishing, Inc.


Organosiloxanes belong to the class of substances whose molecules contain the main siloxane chain with Si-O main-chain links and organic substitutes in silicon [1,2]. Some of the properties of organosiloxanes are as yet little understood. Of special interest is investigation into the relaxation of their viscoelastic properties by the acoustic spectroscopy method. Data for the rate and coefficient of ultrasound absorption are of great value both for applications and for clarifying the domain of applicability of the phenomenological theories of viscoelastic media. Compression and shear strains due to elastic wave propagation change the arrangement of molecules and their associated complexes, i.e., cause restructuring modifying the structure-sensitive properties, which are of relaxation character. According to [3],

$$
\begin{equation*}
\frac{\alpha}{f^{2}}=\frac{2 \pi^{2}}{\rho c_{0}^{3}}\left(\frac{4}{3} \eta_{\mathrm{s}}+\eta_{\mathrm{v}}\right), \tag{1}
\end{equation*}
$$

where $\eta_{\mathrm{s}}$ and $\eta_{\mathrm{v}}$ are the shear and volume viscosities, respectively.

At $\eta_{v}=0$, we obtain the relationship

$$
\begin{equation*}
\left(\frac{\alpha}{f^{2}}\right)_{\mathrm{s}}=\frac{2 \pi^{2}}{\rho c_{0}^{3}} \frac{4}{3} \eta_{\mathrm{s}}, \tag{2}
\end{equation*}
$$

which describes losses due to shear viscosity (Stokes absorption). Quantity $\left(\alpha / f^{2}\right)-\left(\alpha / f^{2}\right)_{S}$ is called the super-Stokes absorption. This absorption and, hence, volume viscosity $\eta_{\mathrm{v}}$ may be attributed to both structural and thermal relaxation [3-5].

The objects of investigation in this work were diethyl siloxane (DES) and ethyloctyl siloxane (EOS) (the general formula $\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3} \mathrm{SiO}\left[\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{2} \mathrm{SiO}\right]_{4} \mathrm{Si}\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3}$ and
$\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3} \mathrm{SiO}\left[\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{C}_{8} \mathrm{H}_{17} \mathrm{SiO}\right]_{18} \mathrm{Si}\left(\mathrm{C}_{2} \mathrm{H}_{5}\right)_{3}$, respectively) with triethyl siloxane terminal links. The samples were prepared at the State Research Institute of Chemistry and Technology of Organoelemental Compounds (Moscow). Such compounds are used as lubricants and biological liquids. The molar weights of DES and EOS are 0.65 and $3.5 \mathrm{~kg} / \mathrm{mol}$, respectively.

The rate and coefficient of ultrasound absorption were measured by the variable distance pulsed phaselocked method [6, 7]. The thermal physical properties of DES were studied in [8]. The measurements are plotted in Fig. 1 together with calculated values. At certain temperatures, Stokes absorption $\left(\alpha / f^{2}\right)_{S}$ are seen to exceed experimental values of $\left(\alpha / f^{2}\right)$ (domain II in the temperature dependences plotted in Fig. 2). Similar results were obtained for high-viscosity liquids [9, 10]. This fact testifies that the volume and shear viscosities relax at low temperatures in the given compounds. Furthermore, at all temperatures, the frequency dependences of the absorption coefficient decrease monotonically without clear-cut inflections, the presence of which would indicate a set of widely spaced discrete relaxation times. Thus, in DES and EOS, processes related to volume and shear viscosity relaxation superimpose.

According to the relaxation theory, specifically, in terms of the single-process model, the frequency dependence of the absorption coefficient is given by

$$
\begin{equation*}
\frac{\alpha}{f^{2}}=\frac{A}{1+\omega^{2} \tau^{2}}+B . \tag{3}
\end{equation*}
$$

Table 1. Relaxation parameters of DES and EOS

| $t,{ }^{\circ} \mathrm{C}$ | A | B | $A_{\text {s }}$ | $B_{\text {s }}$ | $\tau_{\alpha}$ | $\tau_{\text {s }}$ | $\tau_{\alpha} / \tau_{\mathrm{s}}$ | $\left(\alpha / f^{2}\right) s$ | $B /\left(\alpha / f^{2}\right) s$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\times 10^{12}, \mathrm{~m}^{-1} \mathrm{~s}^{2}$ |  |  |  | $\times 10^{9}, \mathrm{~s}$ |  |  | $\times 10^{12}, \mathrm{~m}^{-1} \mathrm{~s}^{2}$ |  |
| DES |  |  |  |  |  |  |  |  |  |
| 0 | 0.28 | 0.61 | 0.37 | 0.58 | 8.2 | 6.4 | 1.28 | 1.02 | 0.60 |
| 5 | 0.27 | 0.59 | 0.28 | 0.58 | 7.9 | 6.1 | 1.30 | 0.90 | 9.65 |
| 10 | 0.25 | 0.57 | 0.25 | 0.56 | 7.5 | 5.7 | 1.31 | 0.80 | 0.71 |
| 15 | 0.24 | 0.55 | 0.2 | 0.55 | 7.1 | 5.3 | 1.35 | 0.72 | 0.77 |
| 25 | 0.22 | 0.51 | 0.14 | 0.52 | 5.7 | 4.2 | 1.35 | 0.58 | 0.87 |
| 45 | 0.18 | 0.43 |  |  | 4.3 |  |  | 0.4 | 1.00 |
| 60 | 0.15 | 0.37 |  |  | 3.4 |  |  | 0.4 | 1.02 |
| 75 | 0.13 | 0.30 |  |  | 2.7 |  |  | 0.3 | 0.95 |
| EOS |  |  |  |  |  |  |  |  |  |
| 0 | 1.81 | 1.16 | 2.2 | 0.9 | 12.2 | 6.9 | 1.77 | 3.0 | 0.39 |
| 5 | 1.60 | 1.07 | 1.72 | 0.87 | 10.6 | 6.4 | 1.67 | 2.6 | 0.41 |
| 10 | 1.45 | 0.98 | 1.5 | 0.83 | 9.4 | 6.1 | 1.53 | 2.3 | 0.43 |
| 15 | 1.28 | 0.90 | 1.15 | 0.79 | 8.4 | 5.5 | 1.53 | 2.0 | 0.45 |
| 30 | 0.91 | 0.68 | 0.75 | 0.64 | 6.2 | 4.1 | 1.51 | 1.4 | 0.50 |
| 45 | 0.66 | 0.53 |  |  | 4.0 |  |  | 1.0 | 0.55 |
| 60 | 0.50 | 0.41 |  |  | 3.7 |  |  | 0.7 | 0.58 |
| 75 | 0.40 | 0.36 |  |  | 2.8 |  |  | 0.5 | 0.66 |

Using these relationship, one can find relaxation parameters $A, B, \tau_{\alpha}$ (relaxation time), and $B /\left(\alpha / f^{2}\right)_{\mathrm{S}}$ (Table 1).

The dependences of $\tau_{\alpha}$ were assumed to obey the Arrhenius law with activation energies $\Delta E_{\alpha}$ listed in Table 2.

The ultrasound velocity in both substances varies considerably depending on frequency and temperature. In the frequency range $4.2-63 \mathrm{MHz}$ at a temperature of 303 K , it falls into the interval $1214-1219 \mathrm{~m} / \mathrm{s}$ in DES and into the interval $1309-1330 \mathrm{~m} / \mathrm{s}$ in EOS; at $T=$ 348 K , it varies from 1078 to $1102 \mathrm{~m} / \mathrm{s}$ in DES and from 1180 to $1240 \mathrm{~m} / \mathrm{s}$ in EOS. Within the limits of measurement error, the ultrasound velocity is a linear function of temperature throughout the temperature interval studied.

Knowing the relevant parameters, one can find volume viscosity $\eta_{\mathrm{v}}$ by the formula

$$
\begin{equation*}
\eta_{\mathrm{v}}=\frac{\rho c^{3}}{2 \pi^{2}}\left[\left(\frac{\alpha}{f^{2}}\right)-B\right] \tag{4}
\end{equation*}
$$

The values of $\eta_{\mathrm{v}}$ for several temperatures and frequencies are listed in Table 3.

Since in domain II in Fig. $2 \eta_{\mathrm{v}}=0$, the ultrasound absorption depends only on $\eta_{s}$; that is, quantity $\left(\alpha / f^{2}\right)_{s}$ becomes frequency-dependent. Taking into account the values of ( $\alpha / f^{2}$ ) in domain II and assuming that $A_{\mathrm{s}}+$ $B_{\mathrm{s}}=\left(\alpha / f^{2}\right)_{\mathrm{s}}$, one can find with (2) parameters $A_{\mathrm{s}}, B_{\mathrm{s}}$, and $\tau$ characterizing the relaxation of absorption in the classical sense (Table 1), as well as activation energy $\Delta E_{\text {s }}$ (Table 2). Then, using the resulting values, one finds $\eta_{\text {s }}$

Table 2. Activation energies for DES and EOS in $\mathrm{kJ} / \mathrm{mol}$

| $\Delta E_{\alpha}$ | $\Delta E_{\mathrm{s}}$ | $\Delta E_{\eta}$ | $\Delta E_{\alpha}$ | $\Delta E_{\mathrm{s}}$ | $\Delta E_{\eta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DES |  |  | EOS |  |  |
| 13.1 | 11.8 | 17.8 | 15.3 | 16.6 | 24.6 |

$$
\left(\alpha / f^{2}\right) \times 10^{14}, \mathrm{~m}^{-1} \mathrm{~s}^{2}
$$



Fig. 1. Frequency dependences of (1-4) measured absorption coefficient $\alpha / f^{2}$ vs. (9-12) its values calculated by (3) and (5-8) absorption coefficient $\left(\alpha / f^{2}\right)_{\mathrm{s}}$ calculated by (2) for (a) DES and (b) EOS. $T=(1,5,9) 30,(2,6,10) 45$, (3, $7,11) 60$, and $(4,8,12) 75^{\circ} \mathrm{C}$.
at different temperatures and frequencies (Table 3),

$$
\begin{equation*}
\eta_{s}=\frac{3 \rho c^{3}}{8 \pi^{2}}\left[\left(\frac{\alpha}{f^{2}}\right)-B_{s}\right] \tag{5}
\end{equation*}
$$

Table 3 lists ratios $\eta_{\mathrm{v}} / \eta_{\mathrm{s}}$ for various temperatures and frequencies, and Table 1 gives ratios $\tau_{\alpha} / \tau_{\mathrm{s}}$ at different temperatures. In both materials, $\eta_{\mathrm{v}} / \eta_{\mathrm{s}}<1$ and $\tau_{\alpha} / \tau_{s}=1.3-1.7$. Both ratios depend on temperature only slightly. Therefore, we can infer that both materials


Fig. 2. Temperature dependences of ultrasound absorption coefficient $\alpha / f^{2}$ at frequency $f=$ (1) 4.2 , (2) 9.6 , (3) 27.3, (4) 45 , and (5) 63 MHz vs. (6) absorption coefficient $\left(\alpha / f^{2}\right)_{\mathrm{s}}$ calculated by (2) for (a) DES and (b) EOS. I and II, domains where $\alpha / f^{2}>\left(\alpha / f^{2}\right)_{\mathrm{s}}$ and $\alpha / f^{2}<\left(\alpha / f^{2}\right)_{\mathrm{s}}$, respectively.
exhibit structural relaxation. The fact that the relaxation times of volume and shear viscosities differ insignificantly and activation energies $\Delta E_{\alpha}, \Delta E_{\mathrm{s}}$, and $\Delta E_{\eta}$ (the activation energy of viscous flow, which was obtained from the temperature dependence of the shear viscosity) are fairly close to each other (Table 2) lets us suppose that mechanisms underlying shear and volume viscosities are of similar nature.

The data for the relaxation behavior and viscosity of DES and EOS suggest that the ultrasound absorption coefficient, both viscosities $\eta_{\mathrm{v}}$ and $\eta_{\mathrm{s}}$, and activation energy $\Delta E_{\eta}$ are of greater importance for EOS, which has longer-chain and more ridgelike molecules.

Table 3. Values of $\eta_{\mathrm{v}}, \eta_{\mathrm{s}}$, and $\eta_{\mathrm{v}} / \eta_{\mathrm{s}}$ for DES and EOS at different temperatures and frequencies

| $t,{ }^{\circ} \mathrm{C}$ | $\eta_{\mathrm{v}} \times 10^{2}$, Pa s |  |  |  |  | $\eta_{\mathrm{s}} \times 10^{2}$, Pa s |  |  |  |  | $\eta_{\mathrm{v}} / \eta_{\mathrm{s}}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f, \mathrm{MHz}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 4.2 | 9.2 | 27.3 | 45 | 63 | 4.2 | 9.2 | 27.3 | 45 | 63 | 4.2 | 9.2 | 27.3 | 45 | 63 |


| 0 | 3.5 | 2.3 | 1.2 | 0.6 | 0.2 | 10 | 9.1 | 8.2 | 7.4 | 7.0 | 0.34 | 0.25 | 0.15 | 0.080 | 0.028 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 3.2 | 2.2 | 1.2 | 0.6 | 0.2 | 9.5 | 8.4 | 7.6 | 6.9 | 6.5 | 0.34 | 0.25 | 0.16 | 0.087 | 0.034 |
| 10 | 2.9 | 2 | 1.2 | 0.6 | 0.2 | 8.0 | 7.8 | 7.0 | 6.4 | 6.0 | 0.36 | 0.26 | 0.16 | 0.095 | 0.041 |
| 15 | 2.65 | 1.9 | 1.1 | 0.6 | 0.3 | 6.9 | 6.9 | 6.4 | 5.9 | 5.6 | 0.39 | 0.28 | 0.17 | 0.104 | 0.048 |
| 20 | 2.4 | 1.7 | 1.1 | 0.6 | 0.3 | 5.9 | 5.9 | 5.9 | 5.4 | 5.1 | 0.41 | 0.30 | 0.18 | 0.111 | 0.057 |
| 25 | 2.2 | 1.6 | 1.0 | 0.6 | 0.3 | 5.1 | 5.1 | 5.1 | 5.0 | 4.7 | 0.43 | 0.32 | 0.20 | 0.120 | 0.065 |


| 0 | 22 | 19 | 8.1 | 2.4 | 0.8 | 30 | 27 | 18 | 13 | 11 | 0.74 | 0.69 | 0.45 | 0.18 | 0.07 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 20 | 17 | 7.3 | 2.5 | 1.2 | 25 | 23 | 16 | 12 | 10 | 0.79 | 0.71 | 0.46 | 0.21 | 0.12 |
| 10 | 17 | 15 | 6.5 | 2.6 | 1.4 | 21 | 20 | 14 | 11 | 10 | 0.82 | 0.71 | 0.47 | 0.24 | 0.15 |
| 15 | 16 | 13 | 5.8 | 2.6 | 1.5 | 18 | 16 | 12 | 10 | 9 | 0.88 | 0.79 | 0.47 | 0.27 | 0.17 |
| 20 | 14 | 11 | 5.3 | 2.7 | 1.5 | 15 | 14 | 11 | 8.9 | 8.0 | 0.92 | 0.80 | 0.49 | 0.30 | 0.18 |
| 25 | 12 | 10 | 4.7 | 2.6 | 1.6 | 13 | 12 | 10 | 8.1 | 7.4 | 0.95 | 0.86 | 0.48 | 0.32 | 0.22 |
| 30 | 11 | 8.9 | 4.4 | 2.7 | 1.9 | 11 | 11 | 8.6 | 7.4 | 6.8 | 0.99 | 0.85 | 0.51 | 0.37 | 0.28 |
| 35 | 9.3 | 7.8 | 4.0 | 2.7 | 2.0 | 9.1 | 10 | 7.7 | 6.7 | 6.2 | 1.02 | 0.82 | 0.52 | 0.40 | 0.32 |
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#### Abstract

An experimental method for checking the isotropy of the speed of light is proposed. It is based on excitation of Cherenkov radiation by a virtual electric charge moving with a faster-than-light velocity. © 2005 Pleiades Publishing, Inc.


The motion of a light spot from a rotating projector on a screen was considered in classical works [1,2] (see also [3-5]). If projector-screen distance $R$ is large, i.e., satisfies the condition $v_{\text {proj }}=R \Omega>c$ (where $v_{\text {proj }}$ is the linear velocity of the spot on the screen, $\Omega$ is the angular velocity of the projector, and $c$ is the speed of light in free space), the spot on the screen may take a faster-than-light phase velocity ( $v_{\text {proj }}$ ). In [6], we proposed faster-than-light spots of different nature (for example, from a rotating electron beam) satisfying the condition $v_{\text {proj }}=R \Omega \gg c$ that can be used for synchronization of space-separated clocks with the aim to check the equality of the speeds of light in the forward and backward directions and, thereby, to strengthen the validity of the second postulate of special relativity [7].

In [2] (see also [8]), faster-than-light spots of electromagnetic nature were investigated for feasibility of generating Cherenkov radiation. Indeed, such a spot moving over the inner surface of a cylindrical metallic screen for a moment produces the nonuniform charge distribution on the metal surface or, which is much more efficient for generating Cherenkov radiation, knocks out electrons from the metal (in the latter case, the screen virtually serves as a cathode). This gives rise to a virtual electric charge moving with a velocity $\mathrm{V}_{\text {proj }}>c$. However, to overcome the potential barrier (electron work function), an electromagnetic radiation with a wavelength much shorter than that of visible light is required. Such an experiment with X rays has been recently carried out to advantage in [9] (however, under conditions somewhat different from those suggested in $[2,8]$ ).

The aim of this study is to experimentally verify the isotropy of the speed of light by generating Cherenkov radiation with a virtual electric charge $[2,8,9]$ moving with a faster-than-light velocity.

First, recall that special relativity assumes the speed of light to be isotropic; therefore, an experimental support of this assumption would be a direct proof of the
validity of special relativity or, more precisely, of its second postulate. Anisotropy of the speed of light is asserted, for example, in the theory of luminiferous ether. This outdated but unfortunately still persisting theory states that, in a certain hypothetical inertial frame of references (IFR) in which the ether is at rest, the speed of light is isotropic and equals $c$, while in any other IFR, the speed of light is the sum of speed $c$ the direction of which coincides with that of the source and ether velocity $\mathbf{v}_{\text {eth }}$. Without loss in generality, the ether velocity may be directed along the $X$ axis. Then, the light from a source oriented at angle $\varphi$ to the $X$ axis has the velocity

$$
V(\varphi)=c \sqrt{1+\frac{2 v_{\text {eth }}}{c} \cos \varphi+\frac{V_{\mathrm{eth}}^{2}}{c^{2}}}\left(v_{\mathrm{eth}}<c\right),
$$

and propagates at the angle

$$
\psi(\varphi)=\arctan \frac{c \sin \varphi}{c \cos \varphi+\mathrm{v}_{\mathrm{eth}}}
$$

to this axis.
Note that, if $v_{\text {eth }}=0, V=c$ and $\psi=\varphi$. Straightforward while cumbersome calculations show that, if the source placed at the center of a cylindrical screen rotates with angular velocity $\Omega$, the spot moves on the screen with the linear velocity

$$
\begin{equation*}
V_{\text {proj }}=R \Omega \frac{\left(1+\frac{v_{\text {eth }}}{c} \cos \Omega t\right) \sqrt{1+2 \frac{v_{\text {eth }}}{c} \cos \Omega t+\frac{v^{2}}{c^{2}}}}{1+2 \frac{v_{\text {eth }}}{c} \cos \Omega t+R \Omega \frac{v_{\text {eth }}}{c^{2}} \sin \Omega t+\frac{v^{2}}{c^{2}}}, \tag{1}
\end{equation*}
$$

where $t$ is the time.

This expression may be considerably simplified by omitting small quantities $v_{\mathrm{eth}} / c$ and $v_{\mathrm{eth}}^{2} / c^{2} \ll R \Omega / c$,

$$
\begin{equation*}
V_{\mathrm{proj}} \simeq \frac{R \Omega}{1+R \Omega \frac{V_{\mathrm{eth}}}{c^{2}} \sin \Omega t} \tag{2}
\end{equation*}
$$

Since the velocity of the spot is periodic in time and, hence, so is the velocity of the virtual charge, the parameters of Cherenkov radiation (the apex angle and the radiation frequency) will vary in a similar way. Moreover, when radius $R$ is so large that

$$
\begin{equation*}
R \Omega V_{\mathrm{eth}}>c^{2} \tag{3}
\end{equation*}
$$

even the direction of motion of the spot on the screen is bound to periodically vary in time ${ }^{1}$ with the velocity of the spot tending to infinity at certain instants. Such variations are basically detectable, and their absence would be direct evidence for the validity of the second postulate. In the opinion of adherents of the theory of luminiferous ether, velocity $v_{\text {eth }}$ lies in the range from 30 (the orbital velocity of the Earth) to $360 \mathrm{~km} / \mathrm{s}$ (the velocity of the Solar System with respect to the IFR where the relic background is isotropic [13]). Thus, condition (3) is met with $v_{\text {proj }}=R \Omega$ falling into the range $\left(10^{3}-10^{4}\right) c$.

Let us now consider how to make a virtual charge move with a faster-than-light velocity on the surface of a cylindrical screen using rotating continuous X-ray radiation (see [2,8]). One obvious way is to rotate the X-ray source, as was done in [14] for detection of the Sagnac effect. However, to impart a sufficiently high angular velocity to the source seems unrealistic because of its considerable weight. Another way is to make use of the transient radiation (predicted as early as in 1946 [15]), which arises when an electron beam crosses the interface between two insulators with different permittivities. Currently, portable sources of transient X-ray radiation based on multilayer periodic nanostructures are being developed [16]. Finally, one can use X rays reflected from a rotating X-ray mirror, for example, from a silicon single crystal serving as a diffraction grating with the source remaining quiescent [14].

However, rotation of an X-ray source (or beam) is not a necessary condition for creating a faster-thanlight spot. Instead, one may use a short widely divergent X-ray pulse and a specially configured screen. This idea was implemented in [9]. ${ }^{2}$ A short ( $0.3-0.5 \mathrm{~ns}$ ) pulsed beam with a diameter of $\approx 1 \mathrm{~mm}$ from a highpower optical laser $(\lambda=1.315 \mu \mathrm{~m})$ was incident on a planar gold target, inducing a short ( $0.6-1.0 \mathrm{~ns}$ ) X-ray pulse with a spherical wave front. Striking an alumi-

[^0]num cathode, this pulse knocked out electrons toward a grid anode, which was under a voltage of several tens of kilovolts. The anode, being transparent to X rays and electrons, accelerated the electron flow and, thus, greatly enhanced the Cherenkov radiation power. The presence of the anode has a negligible effect on the relativistic effects concerned. If the cathode (screen) were cylindrical, all parts of the incident X-ray pulse with a spherical wave front would reach the cathode surface simultaneously, which corresponds to $v_{\text {proj }}=\infty$. It is known, however, that a virtual charge moving over a screen (cathode) with an infinite velocity does not induce Cherenkov radiation. Therefore, the cathode used in [9] was made in the form of an $850-\mathrm{mm}$-long plane-parallel plate placed 340 mm from the target, i.e., from a point X-ray source. The distance from the source to the near and far ends of the plate was 400 and 1100 mm , respectively. The angle of incidence on the cathode surface ranged from $70^{\circ}$ to $25^{\circ}$. In this case, velocity $v_{\text {proj }}$ of the virtual charge on the cathode was not constant: under the assumption that the speed of light is isotropic and equal to $c$, it varied from $1.3 c$ to $1.05 c$ at the near and far ends of the plate, respectively. These values are in agreement with the parameters of Cherenkov radiation measured in [9]. Thus, the results of [9] suggest that the anisotropy of the speed of light does not exceed $25-30 \%$ for angles near $40^{\circ}$; otherwise, Cherenkov radiation from certain regions of the cathode would be absent. Since measurements in [9] were taken at various times of the astronomical day, that is, at different orientations of the experimental setup with respect to outer space, this conclusion is valid for a wider range of angles.

Although the accuracy of estimating the isotropy of the speed of light in [9] is not high, this does not mean that such an approach to verifying the basic postulates of special relativity should be disregarded. Recall that the pioneering experiments of Michelson [18] also featured a very low accuracy; moreover, it was even overestimated by a factor of 2 , as indicated by Lorentz [19]. In the subsequent experiments by Michelson and Morley [20], the accuracy was appreciably higher, and to date it has been improved by several orders of magnitude [21, 22]. Note that experiments similar to those of Michelson and Morley may only indicate that the average speed of reciprocating light is the same in all directions (for details, see [6]). Study [9] was the first to demonstrate the feasibility of experimentally checking the isotropy of one-way speed of light; in this respect, its significance for special relativity can hardly be overstated.

The upper estimate of the anisotropy can be determined with a much higher accuracy by using the cathode of a special shape. Specifically, if the cathode represents a fragment of the Archimedean spiral [23], the virtual charge will move with constant velocity $V_{\text {proj }}$, naturally, provided that the speed of light is isotropic. Under this condition, the equality $v_{\text {proj }}=K c$ (where $K$ is the excess velocity factor) is satisfied when distance $R$
between a point X-ray source and the cathode depends on angle $\varphi$ as

$$
\begin{equation*}
R(\varphi)=R_{0}\left(1+\frac{\varphi c}{v_{\text {proj }}}\right)=R_{0}\left(1+\frac{\varphi}{K}\right), \tag{4}
\end{equation*}
$$

where $R_{0}$ is the minimal source-cathode distance.
For $v_{\text {proj }}=10^{3} c, R_{0}=1000 \mathrm{~mm}$, and angle $\varphi$ varying by $40^{\circ}$ along the cathode, it follows from formula (4) that the far end of the cathode is 1000.4 mm distant from the X-ray source. Such an accuracy of manufacturing and installing the cathode is practically feasible. Let the speed of light be anisotropic and the anisotropy be greater than $10^{-3}$ of its mean value $c$ (in terms of the opponents of special relativity, this corresponds to the condition $v_{\text {eth }}>300 \mathrm{~km} / \mathrm{s}$ ). Then, it is easy to check that the projection of a spherical wave (spot) onto a screen (cathode) in the form of the Archimedean spiral would periodically change the direction of motion, as in the case of a rotating X-ray beam and cylindrical screen (see formulas (2) and (3)). The absence of such an unusual behavior of the spot would serve as a direct proof of the second postulate. Clearly, the deviation of the X-ray wave front from ideal sphericity has to be substantially smaller than 0.4 mm and a large number of sensors should be located over the cathode surface to detect the Cherenkov radiation (in [9], three sensors were used). Another important factor in the case at hand is the X -ray pulse duration: if the pulse is too long, all parts of the wave front almost simultaneously reach the cathode surface and the size of the spot becomes comparable to that of the cathode. In our conditions, the spot will be sufficiently small if the X-ray pulse duration is much shorter than 1 ps . The larger the value of $K$ (the excess velocity factor), the smaller should be the step of the Archimedean spiral and, accordingly, the shorter should be the X-ray pulse.

The main result of this study is that the isotropy of the one-way speed of light is confirmed by the characteristics of the Cherenkov radiation induced by the spot of an X-ray beam moving with a faster-than-light speed over the screen (cathode). The spot may be produced both by a rotating source of continuous X-ray radiation (then, a cylindrical screen should be used $[2,8]$ ) and by a pulsed X-ray beam with a spherical wave front (the screen in this case should be plane [9] or have the form of a segment of the Archimedean spiral.
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#### Abstract

The complex susceptibility of a magnetic fluid based on vacuum oil, which is used in engineering as a magnetosealing liquid, is investigated. Features of magnetic moment relaxation of disperse particles, which are associated with their structural organization under the action of external factors, are determined from analysis of the results. © 2005 Pleiades Publishing, Inc.


## INTRODUCTION

Magnetic and structural properties of magnetic fluids (MFs) have been studied by many authors [1, 2]. Kerosene-based MFs are the most abundant and wellstudied objects. However, fluids based on more viscous substances, such as mineral oils and organosilicon materials, have found applications in practice. The effects of interaction of particles in such MFs and their structural properties have not been studied extensively as yet. This work is devoted to experimental study of the effect of structural organization on magnetic moment relaxation of disperse particles in a magnetic fluid based on vacuum oil.

## EXPERIMENTAL TECHNIQUE AND OBJECT OF INVESTIGATION

As the initial sample, we used a magnetic fluid with magnetite particles based on vacuum oil with a volume concentration of $\varphi=8.6 \%$ and a saturation magnetization of $4.3 \mathrm{kA} / \mathrm{m}$. The sample was a homogeneous magnetic fluid, which was stable to phase separation upon a change in temperature and under the action of magnetic fields. The initial sample was used to obtain a concentration series of magnetic fluids consisting of 14 samples by diluting with a carrier fluid; the concentration of the most dilute sample was $\varphi=0.67 \%$. The magnetic susceptibility was measured by the bridge method. The real ( $\chi^{\prime}$ ) and imaginary ( $\chi^{\prime \prime}$ ) parts of the complex magnetic susceptibility were calculated from the change in the inductance and $Q$-factor of the solenoid upon introduction of the sample into it. Measurements were made using an LCR-817 immittance meter; the error in determining the effective value did not exceed $0.1 \%$ for the real part $\chi^{\prime}$ of magnetic susceptibility and $0.3 \%$ for its imaginary part $\chi$ ". Frequency dependences of the sus-
ceptibility were studied in the absence and in the presence of a constant uniform external magnetic field.

## EXPERIMENTAL RESULTS AND DISCUSSION

It was found that the initial segment of the concentration dependence of the magnetic susceptibility differs from linearity only slightly up to a concentration of $\sim 4 \%$ (curve 1 in Fig. 1).

The action of a constant external magnetic field leads to "smoothing" of the $\chi^{\prime}(\theta)$ curve so that it


Fig. 1. Dependence of the magnetic susceptibility on the concentration of disperse particles under the action of a constant magnetic field $H, \mathrm{kA} / \mathrm{m}: 0$ (1), 2.15 (2), 4.3 (3), and 5.8 (4).
becomes almost linear in the entire concentration range for large values of the constant magnetic field (curves 2-4 in Fig. 1).

Optical microscope observations revealed that structure formation processes begin in a magnetic fluid upon a change in its concentration by diluting the initial homogeneous sample in a concentration range corresponding to $4 \%$. The largest number of aggregates are observed in samples with a disperse phase concentration of $3-3.5 \%$; this is also confirmed by the results of analysis of light scattering from thin layers of the samples (curve $l$ in Fig. 2 was obtained in zero magnetic field, while curve 2 was obtained under the action of a magnetic field $=4.6 \mathrm{kA} / \mathrm{m}$ directed along the plane of an MF layer). Here, $I_{0}$ is the intensity of light incident on the sample and $I$ is the intensity of scattered light.

We can assume that dilution of an initially homogeneous MF leads to the formation of aggregates with partly closed magnetic moments of single-domain disperse particles due to the emerging deficit of a surfaceactive substance. The presence of such aggregates may be responsible for the linearity of the initial segment of the concentration dependence. Under the action of a constant external magnetic field, the aggregates are combined into chains aligned along the direction of the field, which results in the experimentally observed enhancement of anisotropic light scattering under the action of the field.

It was found that the frequency dependences of the imaginary part of the complex magnetic susceptibility obtained in zero field and under the action of a constant external magnetic field are different for all samples studied here. In zero external field, susceptibility $\chi^{\prime \prime}$ increases monotonically (curve 1 in Fig. 3) with the measuring field frequency. After the application of a magnetic field, the frequency dependence $\chi^{\prime \prime}(f)$ of the imaginary part acquires a peak at a certain frequency depending on the value of the constant magnetic field (curves 2-7 in Fig. 3). As the magnetic field increases from 0 to $\sim 1.6 \mathrm{kA} / \mathrm{m}$, the frequency corresponding to the peak of $\chi^{\prime \prime}$ slightly decreases, while a further increase in the magnetic field leads to its increase. Calculating the effective magnetic moment relaxation time of disperse particles using the peak frequency $\left(\tau=1 / f_{p}\right)$, we were able to plot the dependence of $\tau$ on the external magnetic field, which is shown in Fig. 4 (Figs. 3 and 4 show the dependences obtained for a sample with concentration $\varphi=8.6 \%$; the dependences obtained for remaining samples are analogous). Our experiments also led to the dependence of the relaxation time on the disperse phase concentration $\varphi$ for various values of the magnetic field (Fig. 5).

The observed features of magnetic moment relaxation are apparently associated with the emergence of structural organization in the system of disperse particles under the action of a magnetic field, which was theoretically investigated earlier in [3-6]. In particular, the


Fig. 2. Dependence of the relative intensity of light scattering on the concentration of disperse particles.


Fig. 3. Frequency dependence of the imaginary part of the complex magnetic susceptibility under the action of a constant magnetic field $H, \mathrm{kA} / \mathrm{m}: 0$ (1), 0.4 (2), 0.8 (3), 1.75 (4), 3.26 (5), 6.45 ( 6 ), and 9.67 (7).
time variation of relaxation upon the formation of chain aggregates in magnetic fluids is considered in [3].

The qualitative agreement between our results and the conclusions drawn in [3] suggests that the observed features of the magnetic properties of the MF samples studied here are associated with the formation of chain aggregates under the action of a constant external magnetic field. The chain parameters depend on the disperse phase concentration, the initial structural state of the sample, and the magnetic field strength.


Fig. 4. Dependence of the relaxation time on the constant magnetic field.


Fig. 5. Dependence of the relaxation time on the concentration of disperse particles under the action of a constant magnetic field (1) $H=3.26$ and (2) $6.45 \mathrm{kA} / \mathrm{m}$.

It should be noted that, in actual practice, a spread of particle size is observed in a magnetic fluid. For this reason, a magnetic fluid cannot be described by a discrete set of relaxation times: it is characterized by a set of relaxation times $\tau$ with a weight $c(\tau)$. Function $c(\tau)$ is introduced in such a way that quantity $c(\tau) d \tau$ is a part of the equilibrium differential magnetic susceptibility $d M / d H$ with a relaxation time varying from $\tau$ to $\tau+d \tau$. In this case, we can write

$$
\begin{equation*}
\chi^{\prime}(\omega)=\int_{0}^{\infty} \frac{c(\tau) d \tau}{1+\omega^{2} \tau^{2}}, \quad \chi^{\prime \prime}(\omega)=\int_{0}^{\infty} \frac{\omega c(\tau) d \tau}{1+\omega^{2} \tau^{2}} \tag{1}
\end{equation*}
$$

for the complex magnetic susceptibility components, where $\omega=2 \pi f$.

The relaxation time distribution function $c(\tau)$ in formulas (1) can be calculated from the experimentally obtained dependences $\chi^{\prime}(\omega)$ and $\chi^{\prime \prime}(\omega)$. This problem was solved in [7], where it was found that the behaviour of magnetization for low frequencies can be described by a single effective relaxation time $\tau_{\mathrm{ef}}$ :

$$
\begin{equation*}
\tau_{\mathrm{ef}}=\frac{1}{\kappa} \int_{0}^{\infty} c^{*}(\xi) d \tau, \quad \kappa=\int_{0}^{\infty} c(\tau) d \tau \tag{2}
\end{equation*}
$$

Here, function $c^{*}(\xi)$ is introduced as a result of substitution of variables $\left(\tau=\exp (\beta \xi), c(\tau)=c^{*}(\xi) \exp (-\beta \xi)\right.$, $\beta=\ln 10)$ so that the relation $c^{*}(\xi) d \xi=c(\tau) d \tau$ holds.

The largest contribution to the effective relaxation time comes from values of time $\tau$ corresponding to the largest value of $c^{*}$. However, the contribution of particles to the magnetic susceptibility of a fluid is proportional to the square of their volume. Consequently, large particles considerably affect the magnetic properties of the liquid in spite of their small number.

In a constant magnetic field, the particle relaxation time decreases in an increasing field. The field dependence of the relaxation time is determined by the Langevin parameter $M_{S} V H / k T$ [8]. For coarse particles, the Langevin parameter becomes large even in weak fields. As a result, function $c^{*}(\xi)$ decreases sharply. For the same value of field, coarse particles are closer to saturation than small particles. Consequently, the contribution of coarse particles to the susceptibility decreases with increasing field more rapidly than the contribution from small particles. As a result, the relaxation time decreases. Aggregation processes occurring in an MF under the action of a magnetic field enhance the effect of the above processes on the relaxation time.

We can assume that it is these processes that are responsible for the features of magnetization relaxation observed by us here. The application of a constant external magnetic field to an initially homogeneous MF initiates the formation of chain aggregates. This leads to an increase in the relaxation time (Fig. 4). Upon a further increase in the magnetic field, the chain growth continues, but the decisive role is this case is played by the growth of aggregates, which leads to a decrease in relaxation time $\tau$.

It should also be noted in conclusion that the high serviceability of the sample under investigation in MF sealing is apparently associated with the emergence of structural ordering under the action of a constant magnetic field.
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[^0]:    ${ }^{1}$ Such a conjecture is difficult to recognize: nobody has observed a change in the direction of motion of light spots from pulsars [1, 2, 10] or from a diffraction grating [11, 12]; the absence of such observations is indirect evidence for the isotropy of the speed of light.
    ${ }^{2}$ A comprehensive theoretical consideration of experiments [9] can be found in [17].

