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#### Abstract

The motion of neutrons in magnetic traps is considered for various cases of neutron polarization. The results of implementing such traps in practice and special features of experiments studying magnetic neutron storage are discussed. The problem of neutron losses during injection via magnetic valves can be solved by conjoining a magnetic trap with a converter of cold neutrons into ultracold ones or with a source of ultracold neutrons. Prospects for expanding neutron-storage experiments by invoking a correlation analysis of neutron decay and by using the transport properties of charged particles in a nonuniform magnetic field are analyzed. In such an investigation, the recording of the storage time of neutrons proper can be supplemented with the detection of decay protons and electrons and with a parallel measurement of the asymmetries of proton and electron emission with respect to the magnetic field. A set of relative measurements permits improving the accuracy of an experimental determination of the neutron lifetime and combining this determination with the determination of correlation coefficients. On this basis, it is possible to find directly the ratio of the weak-interaction constants and the constants themselves. The application of the most advanced reactor and accelerator technologies to subcritical electric nuclear devices optimized for generating cold and ultracold neutrons, along with the use of solid deuterium and superfluid helium, creates preconditions for developing a neutron plant and for launching neutron studies at accelerators. Thus, the work that has been done as a development of V.V. Vladimirsky's proposals on magnetic neutron storage is analyzed, and the potential of a further use of ultracold neutrons and magnetic devices for deploying a full-scale precision experiment to study the beta decay of polarized neutrons is demonstrated. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In 1960, V.V. Vladimirsky showed, for the first time, that a nonuniform magnetic field can be used to transport and confine ultracold neutrons (the corresponding energy range is $10^{-8}-10^{-7} \mathrm{eV}$ ) [1]. The energy of neutron interaction with a magnetic field of strength $\mathbf{B}$ is $U=-(\boldsymbol{\mu} \cdot \mathbf{B})$, where $\mu=-1.91 \times 5.05 \times 10^{-27} \mathrm{~J} / \mathrm{T}$ is the magnetic moment of the neutron. Hence, a neutron of positive polarization (that is, a neutron whose spin is aligned with the magnetic field) is repelled into the region where the field is weaker, while a neutron of negative polarization (a neutron whose spin is antiparallel to the field) is drawn into the region where the field is stronger. This effect is used in many devices for neutron storage. For example, the storage of positively polarized neutrons was implemented in a "magnetic cup" [2]; at the same time, negatively polarized neutrons can be confined in the magnetic field of a straight current $[1,3]$. For the neutron spin to follow adiabatically the magnetic-field direction, it is necessary that

$$
\begin{equation*}
\omega_{m} \ll \omega_{\mathrm{L}}=2 \mu B / \hbar, \tag{1}
\end{equation*}
$$

where $\omega_{m}$ is the frequency of magnetic-field variation in the reference frame comoving with the neutron, while $\omega_{\mathrm{L}}$ is the Larmor frequency of neutron-spin precession in the magnetic field $B$. This means that, in the reference frame associated with the neutron, the magnetic field must not be overly weak and must not change overly fast (or the neutron must move in the
field at a sufficiently small velocity). For ultracold neutrons, this condition can be reliably satisfied in magnetic fields of some specific configurations.

For the sake of completeness, we note that the majority of experiments devoted to neutron storage with the aim of measuring the neutron lifetime were performed by using wall traps, where there are specific problems inherent in the method, but these problems have been solved successfully.

This article presents a brief survey of attempts at implementing a magnetic storage of neutrons and an analysis of the potential of magnetic fields for studies of the nature of weak interaction by using ultracold and cold neutrons. It is shown that there exists at least one magnetic-field type that features simultaneously the properties of a neutron trap and the properties of the channel for transporting charged particles. In this case, it is possible to analyze the asymmetry of proton and electron emission with respect to the neutron spin. By combining a measurement of the neutron lifetime with a determination of three correlation coefficients, one can determine directly not only the ratio of the weakinteraction constants but also the constants themselves. As soon as a fairly high precision is achieved, a simultaneous determination of three correlations alone in cold-neutron beams will be sufficient for testing some hypotheses.

All the above facets of neutron investigations originate from Vladimirsky's work on the subject and may
become components of a qualitatively new method for studying weak interaction.

## 2. MOTION OF A NEUTRON IN A MAGNETIC FIELD

In the following, we assume that the magnetic field in the storage volume is so high that condition (1) is satisfied. It was shown experimentally in $[2,4]$ that this condition is met in a storage ring and in a magnetic cup. In experiments devoted to neutron storage, neutrons with energies in excess of the critical confinement energy for a given trap die out within the first ten seconds from the beginning of storage. The radial and axial degrees of freedom of a neutron can be mixed in a ring trap of this type, as well as in a cylindrical storage vessel. In a simply connected cylindrical storage vessel, this proceeds, for example, owing to scattering on wall roughnesses, to deviations of the wall shape from an ideal shape, and to deviations of the vessel axis from the vertical direction. At any instant of time after filling the trap, it therefore contains a mixture of a short- and a long-lived component of the neutron gas. In this respect, the situation is independent of the trap type. In order to obtain deeper insights into the aforementioned processes and to assess correctly the contribution of one channel or another to the dynamics of neutron escape from the trap, it is reasonable to perform a mathematical simulation of the neutron trajectory. By changing initial conditions of neutron injection into the trap and by studying the dependence of, say, the number of collisions with the trap walls on the injection angles, one can figure out the role of various structural elements in a model-dependent way and optimize the conditions of injection. Once this has been ensured, only those neutrons are injected into the trap that will have been stored till their beta decay. This will reduce uncertainties in experimental results, and this is especially important when the experiment is aimed at a precision determination of physical quantities like the neutron lifetime and correlation coefficients in neutron decay. For example, a Monte Carlo simulation of the neutron trajectory can become an element of the full model of a given experiment. By combining a code for computing the neutron trajectory with the model of the trajectories of the electron and the proton that are produced in polarized-neutron decay, one can trace the entire process-from the injection of a neutron into the trap to the recording of the neutron or its decay products in detectors.

The force acting on a neutron having the mass $m$ and the magnetic moment $\mu$ and occurring in a magnetic field $\mathbf{B}$ has the form

$$
\begin{equation*}
\mathbf{F}=-S \mu \cdot d|\mathbf{B}| / d \mathbf{r}+m \mathbf{g}_{0} \tag{2}
\end{equation*}
$$

where $\mathbf{g}_{0}$ is the acceleration due to gravity, while $S$ specifies the orientation of the neutron spin with respect to the magnetic field $[S=+1(-1)$ in the case where the neutron spin is parallel (antiparallel) to the
field]. We further go over to dimensionless variables by means of the substitutions

$$
\begin{equation*}
r=l_{0} l^{\prime}, \quad B=B_{0} B^{\prime}, \quad t=t_{0} t^{\prime}, \tag{3}
\end{equation*}
$$

where $l_{0}, B_{0}$, and $t_{0}$ are the maximal values of length, magnetic induction, and time that are peculiar to a specific problem. We will write equation (2) for the Cartesian coordinates $x, y$, and $z$; make the substitution given by (3); and omit the primes after that. Choosing the $z$ axis direction antiparallel to that of the force of gravity, we arrive at the set of equations

$$
\begin{gather*}
\frac{d^{2} x}{d t^{2}}=-\frac{S}{2} \frac{\partial B}{\partial x}  \tag{4.1}\\
\frac{d^{2} y}{d t^{2}}=-\frac{S}{2} \frac{\partial B}{\partial y}  \tag{4.2}\\
\frac{d^{2} z}{d t^{2}}=-\frac{S}{2} \frac{\partial B}{\partial z}-G, \tag{4.3}
\end{gather*}
$$

where $G=m g_{0} l_{0} /\left(2 \mu B_{0}\right)$ is a constant that arises in going over to the dimensionless variables. Under the condition $\mu B_{0}=m g_{0} l_{0}$, where $l_{0}$ is the height of the vessel, we obtain $G=1 / 2$.

When the above condition is satisfied, equation (4.3) is simplified to become

$$
\begin{equation*}
\frac{d^{2} z}{d t^{2}}=-\frac{S}{2} \frac{\partial B}{\partial z}-\frac{1}{2} \tag{4.3a}
\end{equation*}
$$

It is convenient to use the set of equations (4.1), (4.2), and (4.3a) for solving numerical problems, one of which will be formulated below.

## 3. STORAGE OF NEUTRONS IN A TRAP OF THE CUP TYPE

A long-term storage of neutrons was implemented in magnetic traps of two types. Of these, one belongs to the class of storage rings. The second is referred to as a magnetic cup. There, neutrons are confined within a simply connected region. The hub of such an apparatus is an electromagnet formed by a set of ring concentric coils, each having a rectangular cross section of dimensions $6 \times 8 \mathrm{~cm}^{2}$. These coils lie between ring iron poles arranged along the bottom and the walls of a cylinder about 1 m in diameter and about 0.4 m in height (see Fig. 1). A thin-wall vacuum chamber is inserted inside the electromagnet and fixed at the surface of the poles. On the lid of the vacuum chamber, there are vacuumtight inputs for an additional coil and a flange sleeve to which a removable segment of the pipe for oil-free evacuation is connected. The central coil has no core; it embraces the neck of the vacuum chamber and serves as a magnetic valve. Neutrons are delivered to the vacuum chamber through the neck with the aid of the inletoutlet device (not shown in Fig. 1). The bent neutronpipe segment, which can be rotated about the cup axis
through an angle of $90^{\circ}$, is the main element of the inlet-outlet device. The lower endface of this segment can be rotated from the inlet position (neutron pipe from the reactor used) to the outlet position (detector of ultracold neutrons) and in the opposite direction from the latter to the former. The removal of the neutrons is performed when the magnetic valve is open to the detector of ultracold neutrons. In the storage mode, the rotatable segment is directed toward the detector, whereby the counting of the neutrons penetrating from the trap through the closed valve is ensured.

The main magnetic field of a cup-type trap can be described qualitatively by the expressions

$$
\begin{align*}
B_{r} & =A I_{1}(\lambda r) \cos (\lambda z)-B J_{1}(k r) \exp (-k z), \\
B_{z} & =-A I_{0}(\lambda r) \sin (\lambda z)-B J_{0}(k r) \exp (-k z), \tag{5}
\end{align*}
$$

where $r$ is the radial coordinate; the coordinate $z$ is measured along the trap axis from the horizontal plane of the bottom poles; $\lambda$ and $k$ are constants that describe the structures of the bottom and of the wall, respectively; $I_{0}(\lambda r)$ and $I_{1}(\lambda r)$ are zero- and first-order modified Bessel functions of the first kind; $J_{0}(k r)$ and $J_{1}(k r)$ are zero- and first-order Bessel functions; and the constants $A$ and $B$ depend on the ampere-turns of the coils and on the periods of the structures. By equating both field components to zero, we can easily construct the node lines of the fields. The number of these lines depends on the magnitudes of the periods of the magnetic structures and on the number of these periods. The actual field of the trap [5] differed somewhat from an ideal field as represented by (5). The minimal strength of the field at the lower boundary of the storage region was 2.5 kG .

In order to reduce neutron depolarization at the field nodes, an additional coil was used in the experiment described in $[6,7]$. Owing to the superposition of the fields of the main coils and the additional coil, the resulting field configuration was characterized by the presence of node points rather than by the presence of node lines. The coil in question was arranged at an altitude inaccessible to neutrons. By using the results presented in [1], we can show that the probability of depolarization in the vicinity of a node point is estimated by the cross section

$$
\sigma=\frac{V \hbar}{\mu} \frac{a^{2} l^{2}+b^{2} m^{2}+c^{2} n^{2}}{|a b c|}
$$

where $a, b$, and $c$ are the derivatives of the field along the principal coordinate axes, while $l, m$, and $n$ are the direction cosines of the velocity vector.

It can also be shown that the mean depolarization cross section per unit length of a node line at $H_{z}=0$ is

$$
\alpha=0.72 \sqrt{\hbar V / \mu b},
$$

where $V$ is the mean neutron velocity in the vicinity of a node line, while $b$ is the derivative of the field in the direction from the node line to the point of the closest


Fig. 1. Magnetic trap for ultracold-neutron storage (magnetic cup): (1) vacuum chamber; (2) magnetic lid of the chamber; (3) injection sleeve; (4) central coil; (5) main coils; ( 6 ) additional coil; ( 7 ) iron ring poles (St3); and ( 8,9 ) absorbers (heaters) of ultracold neutrons.
approach of the neutron trajectory to this line in the plane orthogonal to the node line.

In order to compare the storage time in the depolarization channel with the neutron lifetime, which is not greater than 900 s , it is necessary to determine the field parameters, the neutron velocities in the vicinities of nodes, etc. In the specific trap shown in Fig. 1, the depolarization time achieved via the above transformation of nodes was estimated at $1.6 \times 10^{4} \mathrm{~s}$ [8], which makes it possible to study other mechanisms of neutron escape.

The table lists the results that were reported in [7] and which were obtained in an experiment devoted to neutron storage in a cup. The background-counting rate in that experiment was $0.0067 \pm 0.0002 \mathrm{~s}^{-1}$. The processing of those data yielded two exponentials. A fast escape of short-lived neutrons occurred within a storage time of 200 s . The storage time in the slow exponential was estimated in [7] at a value greater 700 s (at a $95 \%$ C.L.). An analysis of the logarithm of the number of counts at the last four points in terms of the linear form

$$
\ln N=(-1.025 \pm 0.20)-(0.0012 \pm 0.0004) t
$$

Number of neutrons in a trap versus the time of storage

| Time <br> of sto- <br> rage, s | Mean <br> number of <br> neutrons, $\bar{N}$ | Uncertainty <br> in the mean <br> number, <br> $S(\bar{N})$ | $\ln \bar{N}$ | Root-mean- <br> square devia- <br> tion of $\ln \bar{N}$, <br> $S(\ln \bar{N})$ |
| :---: | :---: | :---: | :---: | :---: |
| 20 | 0.724 | 0.052 | -0.32 | 0.07 |
| 80 | 0.592 | 0.042 | -0.52 | 0.07 |
| 160 | 0.415 | 0.048 | -0.88 | 0.12 |
| 280 | 0.276 | 0.032 | -1.29 | 0.11 |
| 400 | 0.181 | 0.039 | -1.71 | 0.22 |
| 600 | 0.156 | 0.027 | -1.86 | 0.17 |
| 880 | 0.15 | 0.035 | -1.9 | 0.23 |

yielded the mean neutron-storage time of $\tau=830 \mathrm{~s}$. At a $90 \%$ C.L., it lies between 625 and 1250 s. It is the value of $830_{-205}^{+420} \mathrm{~s}$ that must be treated as the result of the above experiment devoted to neutron storage in a gravitational magnetic trap of the cup type. The upper boundary of the confidence interval was determined there only from the results of the storage experiment without taking into account the known value of the neutron lifetime.

The initial number of long-lived neutrons can be estimated at mean value of 0.3 of a neutron per storage cycle. This value is determined by the reactor power, the efficiency of the source and the neutron pipe, the altitude at which the neutrons are raised in the trap, and the height of the magnetic barrier in the trap. That the accuracy in determining the storage time is not very high in that case is partly due to poor statistics, but the main reason for this is that, in the trap, there are neutrons characterized by a short storage time. The number of such neutrons is about 0.6 per storage cycle, a value that is greater than the number of long-lived neutrons. It follows that it is necessary to take measures to reduce the number of short-lived neutrons and the time of their escape from the region of storage.

## 4. CONDITIONS OF LONG-TERM STORAGE IN A NONUNIFORM MAGNETIC FIELD

The magnetic field at the bottom and the walls of the cup was too small (at level of 3 kG , on average) for precisely measuring the neutron lifetime. The main objective of the study reported in [7] was to explore the possibility of measuring the lifetime of the free neutron with the aid of magnetic storage and to determine optimal conditions for setting an experiment aimed at this. By generalizing the results of neutron storage in a simply connected trap and in a storage ring, we can draw the following conclusions.

In either type of storage devices, the main factor hindering the improvement of accuracy is the presence of neutrons having an undesirable polarization and higher energies beyond the range of storage. We will refer to such neutrons as short-lived. From the available results, it is clear that, for removing such neutrons from the region of storage within 10 s , it is necessary to meet the following conditions. The storage trap must be equipped with a device that absorbs neutrons of opposite polarization. The volume of the storage region must be known to a high precision. Any short-lived neutrons must be removed from the trap (by means of absorption or heating) upon traversing the boundary of the storage region. For example, the number of short-lived neutrons in the experiment reported in [7] was reduced in relation to that in [6] by deploying an additional absorber; as a result, their storage time was pushed down from 300 to 200 s . If the absorber were positioned precisely at the boundary of the limiting storage volume, the storage time would be determined more accu-
rately. Such an arrangement of the absorber is possible, however, only if the shape of the storage region is sufficiently simple. A further advantage in what is concerned with the accuracy of the result is achieved when the neutron-injection device lets in only long-lived neutrons.

We would like to note that the injectors used were insufficiently adequate both in the case of a storage ring and in the case of a magnetic cup. In the former case, neutrons were injected through a movable segment of the neutron pipe, but this prevented diagnostics during storage. In the magnetic cup, the central, iron-free, injector provided wider possibilities in what is concerned with diagnostics, but it restricted the magnetic field that confined the neutrons in the trap. When the injector was switched on, this gave an accelerating momentum to some of the neutrons, pushing them beyond the interval of long-term storage.

For future experiments, it seems reasonable to combine a trap storing neutrons with a source of ultracold neutrons. For example, a version is possible where the magnetic system is conjoined with a cryogenic detector of ultracold neutrons that is based on liquid helium $\left({ }^{4} \mathrm{He}\right)$ [9]. A vessel containing liquid helium can be separated from the high-vacuum storage volume by a valve that ensures filtration of neutrons with required energies. The parts of the device are arranged one above the other and are embraced by the coil creating the magnetic field. The delivery of cold neutrons to the vessel containing liquid helium does not involve difficulties of fundamental nature. The main advantage of such an assembly is that ultracold neutrons are produced directly within the storage volume. Owing to this, one can do without magnetic valves, as well as without switching the current on and off, which is very difficult in superconducting systems. The volume of the vessel containing superfluid helium can be about 10 l . It was shown in [10] that, even under the conditions of a subcritical assembly of power up to 100 kW , it is possible to ensure superfluidity in such volumes of helium. However, only a liquid-helium temperature of 1 K was considered in that study. In respect of neutron-storage times and the cost of cryogenic equipment, a liquidhelium temperature of about 0.6 K can be considered to be optimal. In this case, the time of neutron storage in helium becomes as long as the neutron lifetime [9], whereas the density of neutrons in the trap of the source grows in direct proportion to the storage time. The temperature of 0.6 K is achievable in an extracted cold-neutron beam shielded thoroughly from fast-neutron and gamma-ray background, which is capable of heating cold helium.

It is reasonable to combine the device schematically described in [10] with a target complex of a $200-\mathrm{MeV}$ proton accelerator. If such a complex is equipped with a moderator for neutrons and if the thermal-neutron flux density in it is $10^{16}\left(\mathrm{~cm}^{2} \mathrm{~s}\right)^{-1}$, the production of cold
and ultracold neutrons will be sufficiently efficient for implementing the most ambitious projects.

One such project is considered in Section 7.

## 5. SIMULATING THE DYNAMICS OF A NEUTRON IN AN ARBITRARY MAGNETIC FIELD

Thus, it was shown experimentally that it would be important to optimize the neutron-storage conditions. In order to ensure fulfillment of these conditions, it is necessary to perform preliminary calculations; that is, we need a mathematical model for describing the motion of neutrons in a trap. Let us consider the possibilities for developing such a model.

From the set of equations (4.1), (4.2), and (4.3a), which describe the motion of a neutron in a magnetic field and the gravitational field of the Earth, we go over to a set of finite-difference equation for determining the neutron velocity and coordinate at the $(i+1)$ th step. We have

$$
\begin{gather*}
V_{x}^{i+1}=V_{x}^{i}-\frac{S}{2} \frac{B}{\partial x} \Delta t_{i}, \\
V_{y}^{i+1}=V_{y}^{i}-\frac{S}{2} \frac{\partial B}{\partial y} \Delta t_{i},  \tag{6}\\
V_{z}^{i+1}=V_{z}^{i}-\left(\frac{S}{2} \frac{\partial B}{\partial z}+\frac{1}{2}\right) \Delta t_{i} .
\end{gather*}
$$

We further define new coordinates of the neutron as

$$
\begin{align*}
& x_{i+1}=x_{i}+V_{x}^{i+1 / 2} \Delta t_{i}, \\
& y_{i+1}=y_{i}+V_{y}^{i+1 / 2} \Delta t_{i},  \tag{7}\\
& z_{i+1}=z_{i}+V_{z}^{i+1 / 2} \Delta t_{i},
\end{align*}
$$

where

$$
\begin{gather*}
V_{x}^{i+1 / 2}=\left(V_{x}^{i}+V_{x}^{i+1}\right) / 2, \quad V_{y}^{i+1 / 2}=\left(V_{y}^{i}+V_{y}^{i+1}\right) / 2,  \tag{8}\\
V_{z}^{i+1 / 2}=\left(V_{z}^{i}+V_{z}^{i+1}\right) / 2 .
\end{gather*}
$$

The values of $\partial B / \partial x, \partial B / \partial y$, and $\partial B / \partial z$ are taken at the intermediate point with the coordinates $x_{i+1 / 2}, y_{i+1 / 2}$, and $z_{i+1 / 2}$. By proceeding from the point of neutron generation in the trap, checking the convergence condition at each step, and varying the step length in accordance with the rate of the field variation, we can trace the trajectory of the neutron up to its absorption, heating, or escape to the detector. The finite-difference scheme specified by equations (6)-(8) belongs to the class of implicit schemes of second order in accuracy. Such schemes are widely used to calculate the trajectories of charged particles [11]. By using analytic dependences of the type specified in (5) or interpolation tables describing the magnetic field in the storage region, we can easily determine, on the basis of the above scheme, the trajectory of a neutron for given initial conditions to the required accuracy.

If the finite-difference equations (6)-(8) are supplemented with the set of equations describing the evolution of the spin in an arbitrary magnetic field with allowance for its nodes, we will arrive at a full model that will make it possible to compute many channels of neutron escape and to simulate actual versions of the traps.

## 6. POTENTIAL FOR A NEUTRON IN THE FIELD OF A STRAIGHT CURRENT

In order to provide the simplest example of the possibilities for storing neutrons of negative polarization and to test the proposed computational code in a way easy to trace, we will consider the motion of a neutron in the field of a straight current [1].

Suppose that a current-carrying conductor (busbar of several conductors) is arranged vertically. We associate with it a system of cylindrical coordinates $z, r$, and $\varphi$ and align the $z$ axis with the axis of the current-carrying busbar. In the $z=0$ plane, we place a horizontal mirror reflecting neutrons. Here, we consider the problem of confining a negatively polarized neutron in the region around the current. We assume that a neutron with an angular momentum $M$ has been generated at a point $r$ in the magnetic field of a straight current. We can then consider the motion of this neutron in the potential

$$
\begin{equation*}
U(r)=\frac{M^{2}}{2 m r^{2}}-\frac{0.2 \mu I}{r}, \tag{9}
\end{equation*}
$$

where we have taken into account the magnetic permeability of a vacuum and where the current is measured in megaamperes. In the case of a current flowing in the horizontal plane, it is impossible to confine a neutron since, under the effect of the gravitational force, the neutron leaves the stability region after executing one or two helixes about the current direction. In the following, we will therefore consider only a current flowing in the vertical direction. Any deviation of the current from the vertical direction or any deviation of the mirror from the horizontal plane leads to the mixing of the degrees of freedom and to losses of neutrons because of violation of the storage conditions.

The function in (9) attains a minimum when the neutron-injection radius takes the value

$$
\begin{equation*}
r_{0}=\mathcal{M}^{2} /\left(0.2 \frac{\mu}{m} I\right) \tag{10}
\end{equation*}
$$

where $\mathcal{M}=M / m$. Since the angular momentum is conserved in a central field, the quantity $\mathcal{M}=V_{\varphi} r$ is determined by the conditions of injection for a given neutron. By specifying the value of $\mathcal{M}$ at the point where the distance between the neutron in question and the current axis is minimal, $r_{\text {min }}$, we can determine easily


Fig. 2. Trajectory of a negatively polarized neutron in the field of a straight current [the $z$ axis is chosen to coincide with the current axis $(x=y=0)$; the coordinates of the neutron-production vertex are $x=0.52 \mathrm{~m}, y=0$, and $\left.z=0.6 \mathrm{~m} ; V=V_{\varphi}=6.23 \mathrm{~m} / \mathrm{s}\right]$.
the point where this distance is maximal, $r_{\text {max }}$, by means of the relation

$$
\begin{equation*}
M^{2}=0.4 \frac{m}{\mu} I\left(\frac{r_{\min } r_{\max }}{r_{\min }+r_{\max }}\right) \tag{11}
\end{equation*}
$$

This relation also provides a convenient check upon the codes used to compute the neutron trajectory. Figure 2 exemplifies the calculations of the neutron trajectory in the attractive potential of a straight current. The initial conditions for this specific calculation are formulated in the caption under the figure. The calculated trajectory is in perfect agreement with relation (11). It is obvious that, in the reference frame comoving with the neutron, the magnetic field changes quite slowly; that is, the condition in (1) is satisfied. Figure 3 shows the calculated electron trajectory in the same field. Figure 4 presents an example of a calculated trajectory of a positively polarized neutron in the field of a vertical straight current. The trajectory is bounded in the radial direction by a cylindrical mirror. If this mirror is replaced by a layer of substance absorbing ultracold neutrons, the device in question appears to be a highly efficient polarizer [12].

We note that, by supplementing the above calculations of the trajectories with a solution to spin-evolu-
tion equations of the type presented in [1], one would obtain information relevant to experiments measuring the rotation of the neutron-polarization plane due to weak interaction [13]. In a number of experimental studies, this effect was observed for neutrons propagating through a sample situated within a system of magnetic screens in zero field. It seems that no analysis of spurious effects in small fields induced by external sources can yield reliable results without thorough calculations and a numerical simulation of spin rotation in such fields.

## 7. SPECIAL FEATURES OF NEUTRON STORAGE IN THE FIELD OF A STRAIGHT CURRENT

An apparatus for neutron storage in a magnetic field is too complex to be used to measure neutron lifetime alone. However, the potential of a storage ring or a cup for any other experiment is not very rich. It is therefore advisable to consider alternative magnetic systemsfor example, a superconducting system that implements the magnetic field of a straight current in a bounded volume. The nonuniform axisymmetric magnetic field of a straight current is advantageous in that its ability to confine neutrons within a limited region [1] is combined with the appropriate transport proper-


Fig. 3. Trajectory of an electron in the field of a straight current $\left(6 \times 10^{5} \mathrm{~A}\right)$. As in Fig. 2, the $z$ axis is chosen to coincide with the current axis.


Fig. 4. Trajectory of a positively polarized neutron in the field of a straight current (top view). The motion in the radial direction is bounded by a reflecting mirror (not shown in the figure).
ties of electrons and protons, which are produced in neutron decays, in such a field. Only the transport properties of electrons and positrons were considered previously in fields of the $1 / r$ type $[14,15]$.

We note that the highest values of the momenta of the proton and the electron produced in neutron decay are equal to each other and that, as follows directly from the Lorentz equations, their trajectories are determined by the relevant charge and momentum. It is also obvious that the protons and the electrons drift in opposite directions along the current axis; the direction of this drift is parallel to the current for the protons and is antiparallel to it for the electrons. An example of the electron trajectories is shown in Fig. 3. If the current in the system implementing the field of a straight current is sufficiently high for efficiently confining ultracold neutrons, it follows from the above that, by conjoining the magnetic system with a source of ultracold neutrons, it is possible to ensure the storage of these neutrons and the delivery of the protons and electrons originating from their decays to a detecting system [16].

By measuring the rate of counting for the decay protons and electrons versus the time of storage and by determining the number of neutrons in the storage region-that is, by combining two methods-we can refine the neutron lifetime, which is presently known to within $0.2 \%$ [17]. Moreover, the confinement of neutrons in the devices being discussed ensures a high degree of polarization [12]. It also becomes possible to study the asymmetry of the emission of protons and electrons from neutron decays in the storage region. It can easily be shown that the angular momentum is conserved when the motion occurs in a field of the $1 / r$ form-in particular, the direction of rotation of a decay particle is conserved, together with the azimuthal momentum component specified by the relevant decay event. For particles originating from neutron decays and moving about the current in the clockwise and counterclockwise directions, the asymmetry of emission can be measured by recording these particles with a radial detector element. Owing to the conditions of the motion, we can record the decay electrons and protons both in spatial and in time coincidences, thereby selecting decay events. It is also possible to record event types corresponding to various orientations of the proton and electron momenta with respect to the neutron spin. All decay events can be classified according to these orientations of the proton and electron momenta and according to the level of the azimuthal momentum component. Without considering here a discrimination in the momentum level, we associate the plus subscript (superscript) with proton (electron) momenta parallel to the neutron spin and the minus subscript (superscript) with proton (electron) momenta antiparallel to the neutron spin-for example, we denote by $N_{p-}^{e+}$ the number of events where the electrons are emitted in the direction of neutron spin and where the protons are emitted in the opposite direction.

By using the relative contributions of events of these types, we can find the correlation coefficients $A, B$, and $a$ in the well-known formula for the probability of polarized-neutron decay [18]. Presented immediately below are equations for determining all these coefficients:

$$
\begin{gather*}
d N_{p+}^{e+}=2 \pi^{2} n_{0} \frac{P_{v}}{P_{e}} \\
\times\left(+1+\frac{1}{3} A \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}-\frac{2}{3} B-\frac{1}{4} a \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}\right) d P \\
d N_{p^{+}}^{e-}=\left[8 \pi^{2} n_{0}\left(1-\frac{1}{2} A \frac{P_{e} c}{E_{e}}\right)+2 \pi^{2} n_{0} \frac{P_{v}}{P_{e}}\right. \\
\left.\times\left(-1+\frac{1}{3} A \frac{P_{e} c P_{v}}{E_{e}} \frac{2}{P_{e}}-\frac{1}{3} B+\frac{1}{4} a \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}\right)\right] d P  \tag{12}\\
d N_{p-}^{e+}=\left[8 \pi^{2} n_{0}\left(1+\frac{1}{2} A \frac{P_{e} c}{E_{e}}\right)+2 \pi^{2} n_{0} \frac{P_{v}}{P_{e}}\right. \\
\left.\times\left(-1-\frac{1}{3} A \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}+\frac{2}{3} B+\frac{1}{4} a \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}\right)\right] d P \\
d N_{p-}^{e-}=2 \pi^{2} n_{0} \frac{P_{v}}{P_{e}} \\
\times\left(+1-\frac{1}{3} A \frac{P_{e} c P_{v}}{E_{e}} \frac{2}{P_{e}}+\frac{2}{3} B-\frac{1}{4} a \frac{P_{e} c}{E_{e}} \frac{P_{v}}{P_{e}}\right) d P
\end{gather*}
$$

Here, $P_{\mathrm{v}}$ and $P_{e}$ are, respectively, the antineutrino and electron momenta; $c$ is the speed of light; $E_{e}$ is the electron energy; and $a, A$, and $B$ are correlation coefficients in polarized-neutron decay. For these coefficients, we have

$$
\begin{gather*}
A \frac{P_{e} c}{E_{e}}=2\left[\left(d N_{p-}^{e+}+d N_{p+}^{e+}\right)-\left(d N_{p+}^{e-}+d N_{p-}^{e-}\right)\right] / \sum N_{j}^{i} \\
B=\frac{P_{v}}{P_{e}}\left[\left(d N_{p-}^{e+}+d N_{p+}^{e+}\right)-\left(d N_{p+}^{e-}+d N_{p-}^{e-}\right)\right] / \sum N_{j}^{i} \\
-6\left(d N_{p+}^{e+}-d N_{p-}^{e-}\right) / \sum N_{j}^{i},  \tag{13}\\
\frac{1}{8} a \frac{E_{v}}{E_{e}} \frac{P_{v}}{P_{e}}=\left[\left(d N_{p-}^{e+}-d N_{p-}^{e-}\right)-\left(d N_{p+}^{e+}-d N_{p+}^{e-}\right)\right] / \sum N_{j}^{i} \\
-\left(1-\frac{1}{2} \frac{P_{v}}{P_{e}}\right)
\end{gather*}
$$

where

$$
\sum N_{j}^{i}=\left(d N_{p-}^{e+}+d N_{p+}^{e+}+d N_{p+}^{e-}+d N_{p-}^{e-}\right)
$$

Measurement of such effects can be used to determine the ratio of the axial-vector constant of weak interaction to the vector constant, $\lambda=G_{a} / G_{V}$. If the experiment in question is extended in such a way as to include measurement of the free-neutron lifetime $\tau_{\beta}$, it becomes
possible to determine the vector constant $G_{\mathrm{v}}$ and the axial-vector constant $G_{a}$ separately [19]. It is interesting to note that the parameters describing the contribution to the weak-interaction Hamiltonian from a hypothetical right-handed vector boson are related to the correlation coefficients for polarized-neutron decay by the simple equations [20]

$$
\begin{gather*}
\eta=\cos \left(2 \Delta \theta_{a}\right)=\frac{B-A}{1-a}, \\
\omega=\cos \left(\Delta \theta_{a}+\Delta \theta_{v}\right)=\frac{B+A}{\sqrt{(1-a)(1+3 a)}} . \tag{11}
\end{gather*}
$$

By measuring three correlation coefficients in a single experiment, we can set limits on some new physical quantities.

## 8. CONCLUSION

Thus, Vladimirsky's proposals on the magnetic confinement of neutrons in a simply connected region bounded by a nonuniform magnetic field were implemented with the aid of a gravitational magnetic trap of the cup type. A series of experiments performed from 1983 to 1986 made it possible to ensure a long-term storage of neutrons in the trap. As a result, a storage time of $830_{-205}^{+420} \mathrm{~s}$ was achieved. On the basis of these experiments, conditions have been formulated under which the neutron lifetime can be determined by measuring the storage-time dependence of the number of neutrons that remain in the trap after storage.

It has been shown that, for choosing the conditions of injection into the trap that correspond to long-term storage, it is important to perform a numerical simulation of the evolution of a polarized neutron in a magnetic field. A possible algorithm for such a simulation has been described, and the computed trajectories of a neutron in the field of a straight current have been presented. It has been indicated that the known property of the nonuniform field of a straight current to transport charge particles can be applied to electrons and protons from neutron decays and that it is possible to record the asymmetry of proton and electron emission with respect to the neutron spin. The latter will aid in performing a multipurpose experiment where the measurement of the neutron lifetime will be supplemented with a determination of three spatial correlations in neutron decay. The results obtained by calculating the correlation coefficients on the basis of the asymmetries of proton and electron emission from neutron decays in the field of a straight current have been presented. A multipurpose experiment of the above type may result in important refinements of the structure of weak-interaction Hamiltonian describing semileptonic decays.

The most efficient setting for such experiments can be based on a beam of cold neutrons from the target device of an electric nuclear facility. Via the epithermal accumulation of neutrons in superfluid helium by plac-
ing the cryostat in a cold-neutron beam of high flux density, a record number of neutron decays will be achieved in a controllable zone of the facility under discussion.

In conclusion, we would like to emphasize that investigations devoted to a magnetic ultracold-neutron storage that were initiated by Vladimirsky also gave rise to correlation studies of polarized-neutron decay. Here, an experiment that measured the asymmetry of electron emission with respect to the neutron spin [21] and which proved to be one of the seminal studies along these lines was performed under his supervision. Possibly, the use of magnetic systems creating a field of the $1 / r$ type will make it possible to perform a complete experiment to study polarized-neutron decay. The above arguments prove that, in the program for developing electric nuclear facilities, such an experiment could become a valuable component of fundamental importance. Its practical implementation requires, however, concerted efforts of several research centers and, probably, a collaboration of several countries, since the facility to be used will combine a cryostat containing liquid helium, superconducting magnets, supermirrors for reflecting neutrons, and the most advanced equipment for analyzing correlations during neutron storage under conditions of ultralow background.
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#### Abstract

Problems concerning the existence of hypothetical superheavy elements for which theoretical nuclear models predict high stability with respect to various modes of radioactive decay are discussed. The synthesis of superheavy nuclei and the possibilities for performing experiments aimed at detecting rare events of their production and decay in heavy-ion beams are considered. Experimental results suggesting a considerable increase in the lifetime of nuclei as they approach the closed proton and neutron shells determining the islands of stability of superheavy elements are presented. © 2000 MAIK "Nauka/Interperiodica".


## 1. PROLEGOMENA

Throughout 60 years since the discovery of the first man-made elements, neptunium and plutonium, investigations into the synthesis of new elements and into their properties have become one of the most important and rapidly developing realms in nuclear physics and chemistry.

A transition from conventional methods for producing man-made elements in continuous and pulsed neutron fluxes to methods employing heavy-ion reactions has made it possible to synthesize 12 elements heavier than fermium $(Z=100)$ to date.

In the mid-1960s, a theoretical description of the masses and fission barriers for new nuclei led to the prediction of islands of stability of heavy and superheavy nuclides near the closed proton and neutron shells. In the present article, experimental data demonstrating higher stability of nuclei near the $Z=108$ and $N=162$ deformed shells to various modes of radioactive decay, as well as reactions leading to the synthesis of these nuclei, are discussed from the viewpoint of advancements toward the as-yet-unexplored region of heavier (superheavy) and much more long-lived nuclides occurring near the $Z=114$ and $N=184$ spherical shells. The results of the first experiments devoted to the synthesis of superheavy nuclides formed in nuclear reactions induced by ${ }^{48} \mathrm{Ca}$ ions are presented. For various individual nuclei, the observed decay chains consisting of successive events of alpha decay and ending in spontaneous fission, as well as decay energies and times, are consistent with the predictions of theoretical models that describe the structure of heavy nuclei. These data furnish the first indication of the existence of a hypothetical region where superheavy elements are stable.

The experiments in question employed the heavyion accelerator installed at the Flerov Laboratory for Nuclear Reactions at the Joint Institute for Nuclear Research (JINR, Dubna, Russia). They were performed in collaboration with physicists from the Lawrence

Livermore National Laboratory (Livermore, USA); Gesellschaft für Schwerionenforschungs Institut (GSI, Darmstadt, Germany); Riken (Saitama, Japan); Institute of Physics and Department of Physics, Comenius University (Bratislava, Slovak Republic); and Dipartimento di Fisica, Università di Messina (Messina, Italy).

## 2. INTRODUCTION

According to QED, the well-known concept of the atom as a system featuring a nucleus, which carries almost entirely the atomic mass, and electron orbits occurring at a large distance from the charge center is valid for very heavy atoms ( $Z \leq 170$ ). In fact, however, the limit of existence of atoms (elements) is achieved much earlier because of instability of the nucleus itself.

Of approximately 2000 nuclear species known at the moment, only 287 nuclides have survived the time interval between the completion of nucleosynthesis and the present instant. It is well known that changes in the relationship between the number of protons and the number of neutrons in these nuclei generates beta decay. An excess of neutrons in a nucleus leads to the reduction of the neutron binding energy; the limit is achieved at $E_{n}=0$ (neutron drip line). Similarly, zero proton binding energy, $E_{p}=0$ (proton drip line), determines the boundary of existence of proton-excess nuclei.

Another boundary is associated with the maximal possible number of nucleons in the nucleus. Formally, the limiting mass of the nucleus near the boundary of its stability-even at the most favorable value of the pro-ton-to-neutron ratio (nuclei having the highest binding energy and occurring on the beta-stability line)-is determined by the existence of the nucleus as a discrete unit in the case of a high probability of its splitting into parts of smaller mass. For the first time, this type of nuclear transformations, spontaneous fission (SF) of heavy nuclei, was observed for the ${ }^{238} \mathrm{U}$ isotope ( $T_{\mathrm{SF}}=$ $\left.10^{16} \mathrm{yr}\right)$ by Flerov and Petrzhak in 1940 [1]. By that
time, Hahn and Strassman had already discovered the induced fission of uranium. In order to describe this phenomenon, N . Bohr and Wheeler proposed the liq-uid-drop model of nuclear fission [2].

This beautiful theoretical model, which is essentially classical, is based on the assumption that nuclear matter is a macroscopic structureless (amorphous) body similar to a drop of charged liquid. A deformation of the drop due to Coulomb forces-eventually, this deformation leads to the fission of this drop into two parts of approximately identical masses-arises upon overcoming the potential barrier opposing nuclear deformations. For the ${ }^{238} \mathrm{U}$ nucleus, the height of the fission barrier is $B_{f} \approx 6 \mathrm{MeV}$. With increasing $Z$, the height of the fission barrier decreases fast; as a result, the nucleus becomes absolutely unstable with respect to spontaneous fission ( $T_{\mathrm{SF}} \sim 10^{-19} \mathrm{~s}$ ) at some critical value of the nuclear charge. According to the estimates of N . Bohr and Wheeler, this critical situation is realized as soon as the charge number reaches values of $Z=$ 104-106. It is interesting to note that, much later, when the first transuranium elements were synthesized with the aid of high-flux reactors, the radioactive properties of the new nuclides confirmed qualitatively the liquiddrop analogy of nuclear matter: the probability of spontaneous fission in the nuclear chain from ${ }^{238} \mathrm{U}$ to ${ }^{257} \mathrm{Fm}$ ( $Z=100$ ) increased by more than 13 orders of magnitude.

The discovery of isomers that can undergo spontaneous fission [3] was unexpected insofar as it was at odds with the liquid-drop model. Presently, it has been proven that shape isomerism in 33 nuclei known by that time (isotopes of nuclei occurring between U and Cm ) arises owing to a complicated shape of the potentialenergy surface of nuclei-in particular, owing to the two-humped shape of their fission barrier. (The reader can find a comprehensive description of this phenomenon in the excellent review article of Bjornholm and Linn [4].) Yet another contradiction to the theory was revealed in considerable variations of partial half-lives with respect to spontaneous fission, which has the highest probabilities in the isotopes of Cf and Fm , as well as in the isotopes of transfermium elements formed in heavy-ion reactions [5]. A more detailed analysis of theoretical and experimental values of nuclear masses has shown that the deviations of the experimental nuclear binding energies from the theoretical ones behave quite regularly: they are maximal (highest binding energy) at specific magic numbers of protons and neutrons in a nucleus.

As a rule, shell effects are described by correction terms in nuclear-mass formulas used in practical calculations. A phenomenological description of shell anomalies in nuclear masses was given in the studies of Swiatecki [6a] and Swiatecki and Myers [6b]. Somewhat later (in 1967), Strutinsky [7] proposed an original and, in my opinion, very physical method for calculating the shell correction to the liquid-drop energy of the nucleus
[7]. In his approach, the shell correction is defined as the difference of the sum of single-particle energies for the actual quantum distribution of nucleons and the energy for some uniform distribution of levels in the mean nuclear potential peculiar to a liquid drop. The total energy of the nucleus is represented as the sum $E_{\text {tot }}=E_{\text {ld }}+\Delta E_{\text {shell }}$, where $E_{\text {ld }}$ is the macroscopic (liquiddrop) energy, while $\Delta E_{\text {shell }}$ is the microscopic correction taking into account shell effects and pair correlations of nucleons. Calculations performed within the macro-scopic-microscopic model revealed regular shell phenomena in deformed nuclei. This made it possible to improve substantially the accuracy in determining their ground-state masses and shapes. In contrast to the widespread opinion that shell effects disappear with increasing nuclear deformation, it turned out that nucleon states are strongly rearranged in severely deformed nuclei. As the deformation becomes more pronounced, shell effects change, rather than disappear, still considerably correcting the potential energy of the nucleus [8].

Among the phenomena that were explained on the basis of the macroscopic-microscopic model, but which could not be reproduced by the calculations within the classical liquid-drop model, mention can be made of shape isomerism in the actinide nuclei, of the invariability of the heights of their fission barriers, and of sharp changes in the probability of fission near $N=152$.

## 3. NUCLEAR SHELLS AND STABILITY OF HEAVY ELEMENTS

Like any theory, the model being discussed possessed some predictive power-for example, in dealing with very heavy, as-yet-unknown nuclei. Predictions on its basis were made in a number studies. Here, we present the results of Patyk and Sobiczewski [9] and Smolanczuk [10], who computed the masses of eveneven nuclei with $Z=104-120$ and $N=140-190$ and the fission barriers for them.

Let us first dwell at some length on the probabilities of spontaneous fission of superheavy nuclei. The liq-uid-drop fission barrier is about 1 MeV for the ${ }^{254} 102$ nucleus, but it is nearly zero for the heavier nucleus ${ }^{270} 108$. At the same time, it can be seen from Fig. $1 a$ that the amplitudes of the shell corrections for these nuclei are 5 and 7 MeV , respectively. Upon the inclusion of the shell correction in the calculation of the nuclear potential energy, the above nuclei develop fission barriers of height about $6-8 \mathrm{MeV}$. The emergence of the potential barrier upon the deformation of a heavy nucleus is expected to suppress severely spontaneous fission.

Indeed, it follows from the theoretical results displayed in Fig. $1 b$ that the partial half-lives with respect to spontaneous fission depend greatly on the amplitude of the shell correction. A considerable growth of $T_{\mathrm{SF}}(N)$ for nuclei that recede from the $N=152$ shell, which
manifests itself clearly in the radioactive properties of the actinide nuclei, is associated with the effect of another neutron shell, that with $N=162$. It should be noted that either shell is associated with deformed nuclei to be contrasted against well-known doubly magic nuclei of the ${ }^{208} \mathrm{~Pb}(Z=82, N=126)$ type, whose ground-state shape is spherical. The highest stability with respect to spontaneous fission is expected of the ${ }^{270} 108(N=162)$ nucleus-the $T_{\mathrm{SF}}$ value predicted for this nuclide can be as large as a few hours. With increasing number of neutrons, the nuclear deformation becomes less pronounced because, in that case, we move away from the $N=162$ shell, which is deformed, and because another closed spherical shell, that with $N=184$, comes into play. For $N>170$, it is natural to expect a significant growth of $T_{\mathrm{SF}}(N)$ persisting up to the ${ }^{292} 108(N=184)$ nucleus, whose partial half-life with respect to spontaneous fission is $T_{\mathrm{SF}} \sim 3 \times 10^{4} \mathrm{yr}$, an enormous value indeed.

Here, there arises an interesting situation. If superheavy nuclei possess high stability with respect to spontaneous fission, they will decay through other modes, such as alpha decay and, possibly, beta decay. The probabilities of these decay modes and, hence, the corresponding lifetimes will be determined by the ground-state nuclear masses, which can be computed within theoretical models based on various assumptions about the fundamental properties of nuclear matter (nature of nuclear forces). Under such conditions, experimental results are of paramount importance for testing theoretical models. If we follow the calculations of Smolanczuk and Sobiczewski, who relied on the macroscopic-microscopic model, the deformed nucleus ${ }^{268} 106(N=162)$ will undergo alpha decay with a half-life of $T_{\alpha} \approx 2 \mathrm{~h}$ (according to the calculations of Möller and Nix [11], this half-life amounts to a few days). For the heavier spherical nucleus ${ }^{294} 110$ ( $N=$ 184), $T_{\alpha}$ becomes as large as a few hundred-or, maybe, a few thousand-years (Fig. 1b). Recall that, in the absence of nuclear structure (that is, in the liquiddrop model), this nuclear species would undergo spontaneous fission within a time of $T_{\mathrm{SF}}<10^{-19} \mathrm{~s}$. The above two values differ by more than 30 orders of magnitude!

Other calculations of the energy of a nuclear system treated as a many-body ensemble that were performed on the basis of the Hartree-Fock-Bogolyubov model with various options for interparticle forces, as well as relativistic calculations in a self-consistent mean nuclear field, also indicate that the binding energy of a nucleus increases as it approaches the $N=184$ shell.

Among theorists, there is presently no consensus on what the magic number of protons at $N=184$ is at which the binding energy of a spherical doubly magic nucleus takes a maximum value. Within the macro-scopic-microscopic model, the amplitude of the shell correction is maximal for the ${ }^{298} 114(N=184)$ nucleus [12, 13], irrespective of the values chosen for the parameters involved. On the contrary, the calculations


Fig. 1. (a) Chart of shell corrections (in MeV) to the liquiddrop nuclear potential energy. (b) Partial half-lives (with respect to alpha decay and spontaneous fission) of eveneven isotopes containing various numbers of neutrons (the atomic numbers of the elements are indicated on the curves; thick solid curve connects the $Z=114$ isotopes): (open circles) results of the calculations from [10] and (closed circles) experimental values.


Fig. 2. (a) Scheme for producing transuranium elements via successive neutron-capture events in reactors and nuclear explosions. (b) Heavy-mass yields in pulsed high-density neutron fluxes from nuclear explosions (the fluences achieved in various experiments are indicated parenthetically).
within the Hartree-Fock-Bogolyubov method indicate, in addition to $Z=114$, some other possible candi-dates- $Z=120,122,126$, and even 138-depending on the choice of model parameters [14]. This does not change, however, the basic conclusion that, in the region of very heavy nuclei, there can arise stability islands significantly extending the limits within which superheavy elements may exist.

## 4. SYNTHESIS REACTIONS

It is well known that the first man-made elements heavier than uranium were synthesized in the reactions
of successive neutron captures during long-term exposures at high-flux nuclear reactors. The large lifetimes of new nuclides made it possible to separate and identify them by radiochemical methods followed by the measurements of their radioactive-decay properties. These pioneering studies performed by Professor Seaborg and his colleagues between 1940 and 1953 at the Lawrence Berkeley National Laboratory (for an overview, see, for example, [15]) resulted in the discovery of eight man-made elements with $Z=93-100$, that of the largest mass being ${ }^{257} \mathrm{Fm}\left(T_{1 / 2} \sim 100 \mathrm{~d}\right)$. A further advancement toward the region of heavier nuclei was hindered by the extremely small lifetime of ${ }^{258} \mathrm{Fm}$ ( $T_{\mathrm{SF}}=0.3 \mathrm{~ms}$ ). Attempts at overcoming this barrier in pulsed high-intensity neutron fluxes from underground nuclear explosions did not produce anything beyond ${ }^{257} \mathrm{Fm}$ (see Fig. 2).

Transfermium elements with masses $A>257$ were produced in heavy-ion reactions. In relation to what was achieved within the method based on successive neutron captures, heavy-ion reactions are advantageous in that the entire projectile mass is introduced in the target nucleus in the case of fusion with a heavy particle.

The excitation energy of the compound nucleus is given by

$$
E_{x}=E_{\mathrm{P}}-\left[M_{\mathrm{CN}}-\left(M_{\mathrm{T}}+M_{\mathrm{P}}\right)\right]=E_{\mathrm{P}}-Q,
$$

where $E_{\mathrm{P}}$ is the projectile energy, while $M_{\mathrm{CN}}, M_{\mathrm{T}}$, and $M_{\mathrm{P}}$ are the masses of the compound nucleus, the target nucleus, and the projectile ion, respectively. The minimal excitation energy will correspond to the threshold energy for the fusion reaction; for a first approximation, the latter in turn is associated with the Coulomb barrier: $E_{x}^{\min }=B_{c}-Q$. For heavy target nuclei, we have $B_{c} \sim$ $5 \mathrm{MeV} /$ nucleon.

In contrast to $(n, \gamma)$ reactions, where the excitation energy of the nucleus is $6-8 \mathrm{MeV}$, even a fusion process featuring the extremely light nucleus of ${ }^{4} \mathrm{He}$ is characterized by $E_{x}^{\min } \approx 20 \mathrm{MeV}$. With increasing projectileion mass, the excitation energy of the compound nucleus will increase owing to the growth of the Coulomb barrier. A deexcitation of a hot nucleus to the ground state $\left(E_{x}=0\right)$ will proceed predominantly through the emission of neutrons and gamma rays. The cross section for product formation upon the evaporation of neutrons can be represented as

$$
\sigma_{x n}\left(E_{x}\right)=\sigma_{\mathrm{CN}}\left(E_{x}\right) P_{x n} \prod_{i=1}^{x}\left[\frac{\Gamma_{n}}{\Gamma_{\mathrm{tot}}}\left(E_{x}\right)\right]_{i},
$$

where $\sigma_{\mathrm{CN}}\left(E_{x}\right)$ is the cross section for the production of a compound nucleus with energy $E_{x}, P_{x n}$ is the probability of its deexcitation (cooling) via neutron emission, and $\Gamma_{n} / \Gamma_{\text {tot }}$ is the ratio of the width (probability) with respect to neutron emission to the total decay width at each step of successive neutron-emission events.

The ratio $\Gamma_{n} / \Gamma_{\text {tot }}$ can be computed within statistical theory under certain assumptions on the thermodynamic properties of a hot nucleus. The quantity $\sigma_{x n}\left(E_{x}\right)$, which characterizes the survival ability of evaporation products decreases fast with increasing $E_{x}$ (this is equivalent to an increase in the number of neutronevaporation cascades). The situation is aggravated by the fact that the shell-correction amplitude, which suppresses the fission of a nucleus in the ground state, decreases fast with increasing excitation energy of the nucleus. Both of these factors lead to an extremely small survival probability for heavy compound nuclei.

In relation to $(n, \gamma)$ reactions that lead to the formation of actinide nuclei and which are characterized by cross sections on the order of $10^{1}$ or $10^{2}$ b, the cross sections for the formation of nuclei in heavy-ion reactions are as small as $10^{-6}-10^{-4} \mathrm{~b}$, exponentially decreasing as we move further into the region of heavier elements (see Fig. 3). Despite so strong a decrease in the yields of required nuclei, heavy-ion fusion reactions are, however, the only efficient way to synthesize transfermium elements $(Z>100)$. Since the relevant cross section is maximal at the lowest value of $E_{x}^{\mathrm{min}}$, the most asymmetric reactions, which correspond to the lowest Coulomb barrier, are preferable.

This circumstance played a decisive role over the next 25 -year period of synthesis of new elements. A great deal of effort went into producing, at high-flux reactors, sizable amounts of heavy isotopes of transuranium elements from Pu to Fm. They were used as a target material for obtaining new elements at heavy-ion accelerators. The work along these lines that was performed at the Lawrence Berkeley National Laboratory and at the Flerov Laboratory for Nuclear Reactions at JINR resulted in the discovery of additional six new elements with $Z=101-106$. Apart from this, many new isotopes of already known elements with $Z=92-100$ were synthesized in heavy-ion reactions far away from the beta-stability line.

As was indicated above and as will be explained below in greater detail, the properties of new nuclides changed substantially our ideas of stability of heavy nuclei and contributed substantially to the development of theoretical concepts in determining the boundaries of the existence of elements. Unfortunately, the low survival ability of highly heated heavy nuclei and difficulties associated with the production of a target material in high-flux reactors constrain severely the potential of the above reactions in the synthesis of $Z>106$ elements.

Below, we consider, however, some special features of the fusion of complex nuclei.

## 5. COLD FUSION OF MASSIVE NUCLEI

As the projectile-ion mass is increased, the minimal excitation energy of the compound nucleus, $E_{x}^{\min }=B_{c}-Q$,


Fig. 3. (a) Cross sections for the formation of $\mathrm{Cf}(Z=98)$ compound nuclei with various excitation energies in reactions induced by ${ }^{12} \mathrm{C}$ (closed circles) and cross sections for the formation of neutron-evaporation products in the same reactions (open circles). Data from [16] are used in this figure. (b) Cross sections for the formation of $Z=96-106$ isotopes at the peak of the $4 n$-evaporation channel of the reactions induced by various heavy ions (HI) whose masses are indicated in the figure.
grows up to a certain limit (see Fig. 4a). A further increase in the projectile-ion mass (and the corresponding decrease in the target nucleus mass) would result in the reduction of the excitation energy $E_{x}$ because of a


Fig. 4. (a) Minimal values of the excitation energies of Fm and No compound nuclei formed in fusion reactions induced by ions of various masses. (b) Cross sections for the formation of Fm isotopes versus the excitation energy $E_{x}$ of compound nuclei originating from reactions induced by ${ }^{16} \mathrm{O}$ and ${ }^{40} \mathrm{Ar}$ ions. (c) Cross sections for the formation of No isotopes versus the excitation energy $E_{x}$ of compound nuclei originating from reactions induced by ${ }^{12} \mathrm{C}$ and ${ }^{48} \mathrm{Ca}$ ions. The arrows indicate the nuclear excitation energies that correspond to the Coulomb barrier.
sizable increase in $Q$ for symmetric reactions. The greatest effect is achieved with targets from doubly magic nuclei ${ }^{208} \mathrm{~Pb}$, for which the mass defect and,
hence, the $Q$ value are maximal. A similar effect must be observed in synthesizing Fm isotopes in ${ }^{40} \mathrm{Ar}+{ }^{208} \mathrm{~Pb}$ interactions, provided that the fusion of such heavy nuclei is feasible. This reaction was chosen in 1973 by the present author [17] in order to verify the idea being discussed.

The cross sections for the production of Fm isotopes in ${ }^{40} \mathrm{Ar}+{ }^{208} \mathrm{~Pb}$ interactions are shown in Fig. $4 b$, along with the experimental results of Nurmia et al. [18] for the same product nuclei originating from the more asymmetric interactions between ${ }^{16} \mathrm{O}$ and ${ }^{233} \mathrm{U}$ nuclei. From the displayed data, it follows that the maximum yield of Fm isotopes from ${ }^{40} \mathrm{Ar}+{ }^{208} \mathrm{~Pb}$ interactions corresponds to the emission of only two or three neutrons from the compound nucleus ${ }^{248} \mathrm{Fm}\left(E_{x}^{\min }=30 \mathrm{MeV}\right)$. As to ${ }^{16} \mathrm{O}+{ }^{233} \mathrm{U}$ interactions, which involve a lighter projectile, final nuclei are formed as the result of the evaporation of four or five neutrons from the compound nucleus ${ }^{249} \mathrm{Fm}\left(E_{x}^{\min }=45 \mathrm{MeV}\right)$.

Paradoxical though it may seem, the cross section for the formation of evaporation products in interactions of the $\mathrm{HI}+{ }^{208} \mathrm{~Pb}$ type must increase with increasing mass of the projectile ion, provided that the reaction mechanism and, in particular, the probability of the fusion of such complex nuclei remain unchanged. The largest cross section (the lowest excitation energy $\left.E_{x}^{\min }\right)$ corresponds to the case where the target and the projectile are both magic nuclei. Indeed, the cross section for the production of the heavier isotopes of No $(Z=102)$ in ${ }^{48} \mathrm{Ca}+{ }^{208} \mathrm{~Pb}$ interactions $\left(E_{x}^{\text {min }}=20 \mathrm{MeV}\right)$ proved to be one order of magnitude larger than the cross section for the production of Fm isotopes [19]. The data in Fig. $4 c$ reveal that the channel featuring the emission of only one neutron is realized here with a sizable cross section. In further experiments performed at GSI, it was shown that, when heavier projectiles up to ${ }^{70} \mathrm{Zn}$ are used, the excitation energy of the compound nucleus decreases-as might have been expected-so that the one-neutron-emission channel proves to be dominant in the production of very heavy nuclei [20].

Thus, we can see that, while, in thermal-neutron capture by a ${ }^{235} \mathrm{U}$ nucleus, an excitation energy of $E_{x} \sim$ 6 MeV is introduced in a compound system, in the fusion of a ${ }^{208} \mathrm{~Pb}$ target nucleus with an ion of mass 5070 amu , the emerging compound nucleus has an excitation energy of only $10-15 \mathrm{MeV}$ ! In order to distinguish such reactions from asymmetric hot-fusion reactions that were used previously and which result in the formation of hotter nuclei, the former are referred to as cold-fusion reactions.

Cold-fusion reactions changed substantially the state of affairs in the problem of synthesizing new elements. Since stable isotopes, ${ }^{204-208} \mathrm{~Pb}$ or ${ }^{209} \mathrm{Bi}$, are used here for a target material, experimental studies in these realms have become accessible to many research
groups. At this stage, it has been advances in accelerator technologies for obtaining intense beams of $A>40$ ions that have determined the sensitivity of the relevant experiments. At the same time, compound nuclei originating from the fusion of ${ }^{208} \mathrm{~Pb}$ nuclei with the nuclei of the heaviest stable isotopes used for projectiles display large neutron deficiency. By virtue of this, eventual evaporation products are offset from the beta-stability line by $10-15 \mathrm{amu}$; this is the reason why their halflives decrease considerably.

The two factors underlying the method of cold fusion-the production of intense beams of $A \geq 50$ heavy ions and the need for express procedures to separate and detect new nuclear species ( $T_{1 / 2} \geq 1 \mu \mathrm{~s}$ )changed significantly the implementation of experiments devoted to synthesizing new elements.

A successful solution to the problem was found in 1975 at GSI. This solution involved developing the new-generation heavy-ion accelerator UNILAC and the SHIP facility, which permits an in-flight separation ( $t \sim 10 \mu \mathrm{~s}$ ) of atoms of new elements from the heavy background of side products from incomplete-fusion reactions. The six heaviest elements with $Z=107-112$ were synthesized in the cold fusion of ${ }^{208} \mathrm{~Pb}$ and ${ }^{209} \mathrm{Bi}$ nuclei with ions from ${ }^{54} \mathrm{Cr}$ to ${ }^{70} \mathrm{Zn}$. The relevant experiments and analyses of the results deduced from those experiments are comprehensively described in the review articles of Armbruster [21], Münzenberg [22], and Hofmann [23], which cover the 20-year period of work along these lines.

In cold-fusion reactions on targets from the same nuclear species of ${ }^{208} \mathrm{~Pb}$ or ${ }^{209} \mathrm{Bi}$, the increase in the atomic number and the mass of evaporation products of compound nuclei is determined exclusively by the projectile charge and mass. From experimental data, it follows that the cross section for the formation of nuclei of new elements decreases considerably with increasing atomic number of these nuclei (see Fig. 5). As was shown for the first time in [24], similar effects are due to a dynamical suppression of fusion because of an increase in Coulomb repulsive force when more symmetric combinations of the masses and charges of interacting nuclei are used. Here, two factors that determine the cross section for the formation of evaporation products oppose each other: with increasing projectile mass, the survival of compound nuclei increases by virtue of a decrease in $E_{x}^{\min }$, whereas the probability of com-pound-nucleus formation decreases fast.

Prior to addressing the problem of synthesizing spherical superheavy nuclei, it is advisable to summarize the above discussion.

Reactions where beta-stable and neutron-excess nuclei are formed via successive slow-neutron captures cannot yield masses in excess of $A=257$. In heavy-ion reactions, there are no similar limitations at a fundamental level. However, the cross sections for the formation of new elements decrease exponentially with


Fig. 5. Cross section for the formation of $Z=102-112$ isotopes in the cold fusion of ${ }^{208} \mathrm{~Pb}$ and ${ }^{209} \mathrm{Bi}$ with ions of various masses (which are indicated in the figure): (closed symbols) experimental values (left scale) for the reaction channel involving the evaporation of one neutron and (open symbols) probabilities of the fusion of various ion species with ${ }^{208} \mathrm{~Pb}$ nuclei (right scale) as rescaled from experimental cross sections.
increasing atomic number both in hot-fusion and in cold-fusion reactions. The reasons behind this are different in the two cases: while, in hot-fusion reactions, losses stem from the low survival of evaporation products, in cold-fusion reactions, this is due to the lowprobability of compound-nucleus formation.

## 6. SEARCHES FOR A COMPROMISE

In a similar situation, it is reasonable to seek a compromising solution and impose, in addition, the condition requiring that evaporation products possess a maximal neutron excess. It should be noted that no versions of fusion of stable or even long-lived isotopes can lead to nuclei on top of the stability island with $Z=114$ and $N=184$. One may only hope to approach the boundaries of this unknown region so closely as to enter the area affected by the $N=184$ spherical shell. But even this possibility is highly questionable.

From the data presented in Fig. 1, it follows that, in the transition region between deformed and spherical shells, nuclei become significantly less stable. This is due primarily to changes in the ground-state nuclear masses and shapes and in the structure of the corresponding fission barriers. Only for $N \geq 170$ does there arise a stable spherical configuration-as follows from macroscopic-microscopic calculations, a stabilizing effect of the $N=184$ spherical shell must already come


Fig. 6. Limits on the cross sections for the formation of isotopes of the $Z=116$ element in ${ }^{48} \mathrm{Ca}+{ }^{248} \mathrm{Cm}$ interactions according to data from various experiments (solid curve). The lower horizontal curve corresponds to the limiting sensitivity achieved to date.
into play in this region. Nuclides with so high a neutron deficit can in principle be obtained by using heavy actinide isotopes with $Z=94-98$ for a target material and nuclei of the rare isotope ${ }^{48} \mathrm{Ca}$ for projectiles.

A compromising solution here consists in that, while abandoning the idea of using magic target nuclei upon going over from ${ }^{208} \mathrm{~Pb}$ to neutron-excess isotopes of actinide elements, we regain magicity in a projectile ion.

Because of a considerable mass defect in the doubly magic nucleus ${ }^{48} \mathrm{Ca}$, the excitation energy of the compound nucleus above the Coulomb barrier is about 30 MeV . The cooling of the nucleus occurs via the emission of three neutrons and gamma rays. It can be expected that, at this excitation energy, shell effects are still noticeable in a hot nucleus, in which case the probability of survival of evaporation products must be larger than the analogous probabilities in hot-fusion reactions ( $E_{x} \geq 50 \mathrm{MeV}$ ). At the same time, the asymmetry of nuclear masses in the input channel ( $Z_{1} \times Z_{2} \leq$ 2000) must reduce a dynamical suppression of the fusion of the nuclei being considered and, hence, increase the cross section for compound-nucleus formation in relation to that in the case of cold fusion.

Despite these obvious advantages, all the preceding attempts made between 1977 and 1985 at various laboratories [25-27] to synthesize new elements yielded only upper limits on the cross sections for the formation of superheavy elements (see Fig. 6). At the same time, progress in experimental techniques over recent years and the possibility of obtaining intense beams of ${ }^{48} \mathrm{Ca}$
ions at new-generation heavy-ion accelerators make it possible improve the sensitivity of relevant experiments by two orders of magnitude. We have therefore chosen this way to advance toward the region of stability of superheavy elements.

## 7. STRATEGIES OF EXPERIMENTS AND EXPERIMENTAL EQUIPMENT

The strategy of experiments aimed at the synthesis of superheavy elements is determined to a considerable extent by their radioactive properties and, above all, by the lifetimes of the elements to be synthesized. As was indicated above, these lifetimes can vary within broad limits, their specific values being dependent on whether theoretical predictions concerning the effect of nuclear shells on the stability of heavy nuclides with various values of $Z$ and $N$ are in fact true. Because of this, the operation of the experimental facility to be used must be extremely fast. At the same time, neutron-evaporation products, whose yield is very small, must be separated within a short period of time from a formidable background of reaction by-products whose formation probability is higher by eight to ten orders of magnitude. These conditions can be satisfied in the case of inflight product separation (within a time interval of duration $10^{-6}-10^{-5} \mathrm{~s}$ ), allowances for the kinematical features of various reaction channels being required here.

It should be noted that, in a fusion reaction leading to compound-nucleus formation, the projectile momentum is fully transferred to the compound system; as a result, the energy of recoil nuclei and the direction of their motion are well defined. Therefore, the problem amounts to sorting recoil atoms, which are emitted in the narrow angular interval $\theta_{L}=0^{\circ} \pm 2.5^{\circ}$ with respect to the beam direction, according to their velocities (or energies). This function is performed by Wien velocity filters (SHIP separator at GSI) [28] or by an energy filter (VASSILISSA separator at JINR) [29], where reaction products are separated according to electric rigidities in transverse electric fields (see Fig. 7a). As a matter of fact, the same functions are fulfilled by facilities of a different type-gas-filled separators, where recoil nuclei are separated by magnetic rigidities in a hydrogen or a helium gas medium at a pressure of about 1 torr [30] (see Fig. 7b).

Upon escaping from the target, recoil and beam nuclei moving in a vacuum have identical momenta and close charges; for this reason, it is impossible to separate them by magnetic rigidities. However, they possess different electric rigidities because of distinctions between their kinetic energies and can therefore be separated while propagating in a transverse electric field. The pattern of motion in a gas medium is totally different. Within N. Bohr's theory, it can be shown that, upon undergoing multiple collisions, an atom moving in such a medium acquires the equilibrium charge [31]

$$
\bar{q} \sim\left(v / v_{\mathrm{B}}\right) Z^{1 / 3}
$$



Fig. 7. Layout of kinetic separators used for recoil nuclei in experiments performed at the Flerov Laboratory for Nuclear Reactions to synthesize new elements: $(a)$ VASSILISSA separator, $(b)$ gas-filled separator, and $(c)$ detector region used to record recoil nuclei and their decays.
where $Z$ is the atomic number of the ion being considered.

Since the heavy recoil nucleus and the projectile ion move at different velocities, their equilibrium charges differ significantly from each other. The most pronounced effect is observed at low recoil-atom velocities close to the Bohr velocity ( $\mathrm{V}_{\mathrm{B}}=2.19 \times 10^{8} \mathrm{~cm} / \mathrm{s}$ ). In this case, evaporation products can be separated from beam ions and other nuclei owing to a high magnetic rigidity of recoil atoms.

The efficiency of kinematical separators depends on the ratio of the masses of interacting nuclei. This efficiency is only a few percent for fusion reactions featuring relatively light projectile ions ( $A_{p} \leq 20$ ), but it becomes as high as $30-50 \%$ for projectile ions with mass numbers not less than 40 . The facilities used also possess a high selectivity: in the focal plane of the separators, the background from the primary ion beam is removed almost completely, and the yield of products from incomplete-fusion reactions is suppressed by four to seven orders of magnitude, specific values of the suppression factor being dependent on the kinematical features of various channels resulting in the formation of these products. This is, however, insufficient for identi-
fying extremely rare cases of the production of atoms of new elements. For this reason, a further selection of sought nuclei is accomplished with the aid of a complicated detecting device that is shown schematically in Fig. 7c.

Recoil atoms that have reached a focal plane are implanted into a multistrip semiconducting silicon detector of area about $40-50 \mathrm{~cm}^{2}$. The length and the width of the strips, as well as their number, are determined by the image of the object in the focal plane of the separator. The facilities displayed in Fig. 7 employ 12 and 16 strips of lengths 40 and 60 mm , respectively. Each strip possesses a longitudinal position sensitivity. The position resolution of each strip is determined experimentally. This is achieved by choosing reactions where known recoil atoms undergo successive alpha decays or spontaneous fission. The position resolution depends on the type of the recorded particle (recoil nuclei, alpha particles, or spontaneous-fission fragments). However, more than $95 \%$ of all charged particles accompanying the decay of the implanted object are resolved, as a rule, within the range $\Delta_{x} \sim 2 \mathrm{~mm}$.

Thus, the entire area of the frontal detector is effectively partitioned into approximately 500-1000 indi-
vidual cells, each carrying information about the time of arrival of recoil nuclei and about their energies, as well as about the time of subsequent decays accompanied by a change in their spectral properties. The frontal detector is surrounded by side detectors in such a way that the entire apparatus represents a well with an open front wall. This increases the efficiency of detection of particles from the decay of an implanted nucleus (alpha particles or fragments) up to $85-87 \%$. In order to separate signals associated with the recoil nucleus from those that are associated with particles from its decay, a time-of-flight (TOF) detector recording the velocity of implanted nuclei is arranged in front of the frontal detector. The background conditions are substantially improved by an event selection according to the chains of radioactive decay of these nuclei. A parent nucleus implanted in the detector can be reliably identified if the chain of its successive alpha or beta decays leads to nuclides with known properties. This method was used successfully in experiments devoted to the synthesis of the $Z=107-112$ new elements whose isotopes possess a modest neutron excess ( $N-Z \leq 53$ ). As we advance further into the region of spherical nuclei with a greater neutron excess, the above advantage is lost. Here, the decay of a parent nucleus leads to the formation of unknown isotopes, whose properties can only be predicted within a theoretical accuracy.

At the same time, we can state that, if the basic theoretical prediction that there exists the island of stability of superheavy elements is valid, the daughter nuclei recede ever further from closed shells within any chain of successive alpha or beta decays. This must lead to a considerable increase in the probability of their spontaneous fission in relation to other decay modes. Eventually, the decay chains would end in the formation of spontaneously fissile nuclei. In principle, such a decay pattern is compelling evidence for the formation of a superheavy nucleus. In the methodological aspect, such an event differs substantially from those of other possible correlated decays. Upon the emergence of a signal indicating the arrival of an implanted nucleus at a certain point of the frontal detector, with the time of its flight being measured in the TOF detector, signals from the emission of alpha particles with an amplitude corresponding to their energies of about $8.5-10 \mathrm{MeV}$ will arise, without a TOF attribute, in the same position window in definite time intervals. After that, a large-amplitude signal from spontaneous-fission fragments with total kinetic energy TKE of about 200 MeV will be recorded.

## 8. STABILIZATION OF DEFORMED NUCLEI NEAR $Z=108$ AND $N=162$ CLOSED SHELL

The synthesis of nuclides in this region and investigation of their properties provide a direct test of theoretical ideas of the role of shells in nuclei where there is virtually no liquid-drop fission barrier. Of greatest
interest in this respect are isotopes of the element with charge number $Z=106$.

According to the macroscopic-microscopic calculations of Patyk and Sobiczewski [9], the $Z=106$ eveneven nuclides have commensurate partial half-lives with respect alpha decay and spontaneous fission over a wide mass interval, the corresponding numbers of neutrons at the ends of this interval being $N=152$ and $N=164$. Irrespective of the decay type, an increase in the number of neutrons must stabilize nuclei to a considerable extent because of the growth of the shell-correction amplitude (see Fig. $8 b$ ). At the same time, the calculations of Möller and Nix [32], who considered the same nuclei within the same model, but who used somewhat different parameter values, led to a totally different pattern. It should be noted that either calculation describes well the decay properties of the ${ }^{260} \mathrm{Sg}$ ( $Z=106, N=154$ ) nucleus, for which experimental data yield $T_{\alpha} \approx T_{\mathrm{SF}}[33,34]$. According to [32], however, the half-lives $T_{\alpha}$ and $T_{\mathrm{SF}}$ begin to diverge strongly with increasing number of neutrons in the region $N>152$ : as we approach the $N=162$ shell, the half-life with respect to alpha decay, $T_{\alpha}$, increases, as might have been expected, while the half-life with respect to spontaneous fission, $T_{\mathrm{SF}}$, decreases significantly.

This effect results from a considerable change suffered by the deformation energy of a nucleus as its nascent fission fragments approach the $Z=50$ and $N=$ 82 closed shells. It was shown in $[35,36]$ that a new fission channel (mode) associated with the shortest path for the collective motion of a nucleus from the ground state to the point of scission into two fragments of approximately equal masses opens up in this case. It can be assumed with a great degree of confidence that, within a short period of time, the hypothetical nucleus ${ }^{264} \mathrm{Fm}$ will undergo strictly symmetric fission into two doubly magic nuclear fragments $\left({ }^{132} \mathrm{Sn}\right)$. In the experiments of Hulet et al. [37], it was shown that this phenomenon is observed even in the spontaneous fission of the $N=158-160$ heavy isotopes of $\mathrm{Fm}, \mathrm{Md}$, and No. In the probabilities of the spontaneous fission of heavy nuclei, it is in Fm isotopes where this effect manifests itself in the most spectacular way: as we go over from ${ }^{256} \mathrm{Fm}\left(T_{\mathrm{SF}}=2.9 \mathrm{~h}\right)$ to ${ }^{258} \mathrm{Fm}\left(T_{\mathrm{SF}}=0.3 \mathrm{~ms}\right)$, the half-life changes by a factor of $3 \times 10^{7}$.

For the problem being considered, this circumstance is of paramount importance. If stability with respect to spontaneous fission is expected to be higher near $Z=$ 108 and $N=162$, the ${ }^{266} S g$ isotope must have a half-life of a few tens of seconds. Otherwise, this nucleus would undergo spontaneous fission with a half-life of $T_{\mathrm{SF}}$ ~ $10^{-4} \mathrm{~s}$; here, the distinction between the $T_{\mathrm{SF}}$ values is five orders of magnitude or even greater. In this situation, an experimental determination of the decay properties of heavy isotopes of the $Z=106$ element could provide a direct criterion for testing various computational procedures, the results that these procedures yield being depicted in Fig. $8 b$.


Fig. 8. (a) Chains of the successive decays of the $N=154$ and $N=160$ isotopes of the $Z=106$ element that are synthesized in ${ }^{54} \mathrm{Cr}+$ ${ }^{207} \mathrm{~Pb}$ and ${ }^{22} \mathrm{Ne}+{ }^{248} \mathrm{Cm}$ interactions. (b) Experimental (closed boxes and circles) and calculated half-lives (with respect to alpha decay and spontaneous fission) of $\operatorname{Sg}$ isotopes $(Z=106)$. The solid and dashed curves represent the results of the calculations from [9], while the dotted curve depicts the data from [32], which suggest the fast fission mode.

With the aim of synthesizing heavy isotopes with $Z=106$, we decided to explore ${ }^{22} \mathrm{Ne}+{ }^{248} \mathrm{Cm}$ interactions at a beam energy in the vicinity of the Coulomb barrier, in which case it is natural to expect a maximum cross section for isotope production in reaction channels involving the evaporation of four or five neutrons. In an experiment where a ${ }^{248} \mathrm{Cm}$ target was exposed to a beam of ${ }^{22} \mathrm{Ne}$ ions for 360 h , so that the total dose of irradiation was about $1.6 \times 10^{19}$, two isotopes of $Z=106$ elements with mass numbers 265 and 266 were singled out with the aid of a gas-filled separator [38]. Each of the two nuclear species, ${ }^{265} \mathrm{Sg}(N=159)$ and ${ }^{266} \mathrm{Sg}(N=$ 160), undergoes predominantly alpha decay. The energy of the alpha decay of the even-even nuclide ${ }^{266} \mathrm{Sg}\left(Q_{\alpha}=8.76 \mathrm{MeV}\right)$ determines its half-life $\left(T_{1 / 2}=\right.$ $20 \pm 10 \mathrm{~s})$. The chains of the decay of the $N=152$ and $N=160$ even-even isotopes of the $Z=106$ element are displayed in Fig. 8a. On the basis of six alpha-SF correlations observed in the decay of the ${ }^{266} \mathrm{Sg}$ nucleus, it was possible to determine the half-life of the daughter nucleus- ${ }^{262} \operatorname{Rf}(Z=104, N=158)$ isotope. It undergoes spontaneous fission with a half-life of $T_{\mathrm{SF}} \simeq 1.2 \mathrm{~s}$.

The radioactive properties of the new nuclides indicate that, as these nuclides approach the $Z=108$ and $N=162$ closed shells, they become more stable with respect to spontaneous fission (see Fig. 8b). Indeed, the quantity $T_{\mathrm{SF}}$ grows by more than three orders of magnitude when the number of neutrons in the isotopes of the $Z=106$ element is changed by six units. At the same time, a transition from ${ }^{258} \mathrm{No}\left(T_{\mathrm{SF}}=1.2 \mathrm{~ms}\right)$ through ${ }^{262} \mathrm{Rf}$ to ${ }^{266} \mathrm{Sg}$ (addition of four protons) increases $T_{\mathrm{SF}}$ by more than four orders of magnitude. The data obtained in the aforementioned experiments are in qualitative agreement with the results of the macro-
scopic-microscopic calculations performed by Patyk and Sobiczewski [9]. From the experimental data, it follows that the spontaneous fission of the ${ }^{266} \mathrm{Sg}$ nucleus via the mode that corresponds to a short path of tunneling through the fission barrier is severely suppressed, the suppression factor being greater than $10^{4}$.

On the basis of data obtained for $Z=106$ nuclei, it can be assumed that, for still heavier nuclides (those with $Z>106$ ), fission modes are also unlikely to require revising the optimistic theoretical prediction that there exists a wide region where superheavy nuclei are stable. The $Z=106$ nuclides are expected to undergo predominantly alpha decay as long as the shell corrections in the deformation energy hinder their spontaneous fission. These conclusions are confirmed by the experiments performed at GSI, where many new alpha-radioactive isotopes with charge numbers up to $Z=112$ were synthesized and studied. To the same extent, this is true for the heaviest isotopes with $Z=106-110$ that were obtained in hot-fusion reactions at the Flerov Laboratory for Nuclear Reactions (JINR, Dubna) [38-40].

Changes in the number of neutrons across the $N=$ 162 closed neutron shell are expected to produce very specific effects. Here, the energy $Q_{\alpha}$ must undergo a jump reflecting the strength of the impact that this shell exerts on the properties of the relevant nuclides. Such an effect is observed in the isotopes of the $Z=110$ element: the difference of the values that $Q_{\alpha}$ takes for $N=$ 161 and $N=163$ nuclei is about 0.5 MeV , which is in satisfactory quantitative agreement with the theoretical results. This difference is approximately four times as great as the value that $\Delta Q_{\alpha}$ takes when the number of neutrons traverses the $N=152$ deformed shell in No isotopes, but it is considerably less than the correspond-
ing value for the spherical nucleus ${ }^{210} \mathrm{Po}\left(\Delta Q_{\alpha}=\right.$ 2.4 MeV).

## 9. TRANSITION TO THE REGION OF SPHERICAL NUCLEI

The probability of the formation of superheavy nuclei in reactions induced by ${ }^{48} \mathrm{Ca}$ ions is the most uncertain element in the problem being considered. It is very difficult to compute this quantity to an acceptable precision, because describing the dynamics of collective motion of a massive system comprising nearly three hundred nucleons presents a formidable challenge. On the other hand, various extrapolations of known data to the region of superheavy nuclei can hardly be reliable. We made an attempt at determining this probability experimentally by studying the fission of heavy compound nuclei as the main channel of their decay.

The features of the fission of $Z=102$ and $Z=112$ compound nuclei that are formed in the fusion of ${ }^{48} \mathrm{Ca}$ ions with ${ }^{208} \mathrm{~Pb}$ and ${ }^{238} \mathrm{U}$ nuclei, respectively, were measured in series of experiments employing the CORSET facility that recorded the masses, the energies, and the spatial distribution of pair fragments [41].

Figure $9 a$ displays the one-dimensional mass distributions of fragments originating from the above interactions. The symmetric mass distribution of fragments that is observed in ${ }^{48} \mathrm{Ca}+{ }^{208} \mathrm{~Pb}$ interactions over the entire energy range under study is associated with the fission of ${ }^{256}$ No compound nuclei. Simultaneously, the cross sections for ${ }^{256} \mathrm{No}$ decay through other channels featuring neutron evaporation were measured by using separators of recoil nuclei [42]. On the basis of these data, it is possible to determine the survival of evaporation products at various values of the excitation energy. This quantity can then be computed on the basis of the statistical model with the parameters fitted in such a way as to ensure the best agreement with the experimental values.

A strongly different pattern is observed in ${ }^{48} \mathrm{Ca}+$ ${ }^{238} \mathrm{U}$ interactions. Here, the yield of pair fragments is primarily due to an asymmetric disintegration of the compound system (quasifission). With the fission of the ${ }^{286} 112$ compound nucleus, we can associate only a small part of the symmetric mass distribution of fragments. It should be noted that the relative weight of this part decreases sharply at subbarrier energies.

From Fig. 9b, it can be seen that the maximum yield of isotopes of the $Z=112$ element is expected at energies of the ${ }^{48} \mathrm{Ca}$ ion beam in the vicinity of the Coulomb barrier. The cross section for their production is as small as a few $\mathrm{pb}\left(1 \mathrm{pb}=10^{-36} \mathrm{~cm}^{2}\right)$. Therefore, it comes as no surprise that all preceding attempts at synthesizing superheavy elements in reactions induced by ${ }^{48} \mathrm{Ca}$ ions, where limiting cross sections amount to a few hundred pb , could not lead to positive results. On the same basis, we can conclude, however, that, in order
to observe the formation of superheavy nuclei, the sensitivity of the experiments must be improved, in relation to previous experiments, at least by two orders of magnitude.

## 10. PRODUCING INTENSE BEAMS OF ${ }^{48} \mathrm{Ca}$ IONS

From the above, it follows that producing intense beams of the rare and very expensive isotope ${ }^{48} \mathrm{Ca}$ is a key problem in attempts at synthesizing superheavy elements. In order to achieve this goal, the U-400 heavy-ion accelerator was substantially upgraded. The upgrade included the creation of a new external source of multiply charged ions (ECR-4M) and a channel for injecting a low-energy beam of ${ }^{48} \mathrm{Ca}^{5+}$ ions $\left(E_{p}=\right.$ 60 keV ) at the center of the accelerator chamber.

Neutral atoms of ${ }^{48} \mathrm{Ca}$ were injected into the ionicsource plasma in the form of metal vapors at a controllable crucible temperature. Hot screens whose temperature could be monitored were used in order to avoid the condensation of metal vapors onto the walls of the chamber. The experiments in question employed metal calcium enriched in the required isotope to about $70 \%$. The choice of the optimum operation mode for the ECR source at a minimum consumption of ${ }^{48} \mathrm{Ca}$, as well as the amount of the substance that remains in the chamber, was monitored by the gamma radiation from the ${ }^{47} \mathrm{Ca}$ isotope $\left(T_{1 / 2}=4.5 \mathrm{~d}\right)$. The production of ${ }^{47} \mathrm{Ca}$ was accomplished by activating the original ${ }^{48} \mathrm{Ca}$ sample in the $(\gamma, n)$ reaction. The procedure developed for regenerating the substance from the chamber of the source after its long-term operation made it possible to increase the efficiency of utilization of the original substance up to $85 \%$. These refinements contributed substantially to producing an internal beam of ${ }^{48} \mathrm{Ca}$ ions that carries more than $10^{13}$ particles per second at a substance consumption of about $0.3 \mathrm{mg} / \mathrm{h}$.

The extraction of the beam from the chamber of the U-400 accelerator was implemented by means of ion charge exchange on carbon foil of thickness about $40 \mu \mathrm{~g} / \mathrm{cm}^{2}$. The mean intensity of the beam of ${ }^{48} \mathrm{Ca}$ ions on the target was about $4 \times 10^{12}$ particles per second. The ion-beam energy could be varied smoothly by shifting the charge-exchange foil in the radial direction. During exposures, this energy was determined and monitored to a precision not poorer than approximately 1 MeV . This was achieved by measuring the energy of scattered ions with the aid of a gold foil $200 \mu \mathrm{~g} / \mathrm{cm}^{2}$ thick and with the aid of the TOF technique.

## 11. SEARCHES FOR A NEW ISOTOPE OF THE $Z=112$ ELEMENT IN ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ INTERACTIONS

Experiments pursuing this goal were conducted in March 1998 with the VASSILISSA separator [43]. A rotating target from enriched ${ }^{238} \mathrm{U}$ in the form of a layer $0.3 \mathrm{mg} / \mathrm{cm}^{2}$ thick deposited on an aluminum substrate


Fig. 9. (a) Mass distributions of fragments for the case of the irradiation of ${ }^{208} \mathrm{~Pb}$ and ${ }^{238} \mathrm{U}$ nuclei with ${ }^{48} \mathrm{Ca}$ ions of various energies. The excitation energies of $Z=102$ and $Z=112$ compound nuclei are indicated in the figures. (b) Cross sections for the symmetric fission of $Z=102$ and $Z=112$ nuclei as functions of energy. Open circles (boxes) connected by a solid curve represent data for the reactions that occur on ${ }^{208} \mathrm{~Pb}\left({ }^{238} \mathrm{U}\right)$ nuclei. Closed symbols show the experimental cross sections for the formation of $Z=102$ evaporation products. Dashed curves depict the results of the calculations within the statistical model. The experimental cross sections for the formation of $Z=112$ isotopes in ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions are shown by closed boxes.
$1.6 \mathrm{mg} / \mathrm{cm}^{2}$ thick was used to receive an intense ion beam. Two long-term exposures were performed at the ion-beam energies of $E_{p}=231$ and 238 MeV , which corresponded to the compound-nucleus excitation energies of $E_{x}=33$ and 39 MeV . From the data in Fig. $9 b$, it follows that, under these conditions, it is natural to expect a maximum yield of isotopes originating from reactions involving the evaporation of three or four neutrons from the ${ }^{286} 112$ compound nucleus.

In the first experiment ( $E_{x}=33 \mathrm{MeV}$ ), two events of spontaneous fission in the form of two coincident fragments with energies of $(162+28) \mathrm{MeV}$ and $(191+$ 21) MeV in the frontal detector and in the side detectors, respectively, were recorded at a total irradiation dose of $3.5 \times 10^{18}$ ions. So pronounced a distinction between the signal amplitudes was due to a deep implantation of a recoil nucleus with the result that, upon its decay into two fragments, the entire energy of one fragment and part of the energy of second fragment were deposited in the frontal detector. The side detectors recorded only the amount of energy equal to the remaining part of the energy of the second fragment minus the energy loss in the insensitive surface layers of the detectors.

Neither of these events was accompanied by a signal in the TOF detector, whence it follows that the events in question originated from the decays of implanted nuclei. In each case, all signals were analyzed in the corresponding position windows over a broad time interval from $5 \mu$ s to 10000 s in order to find the recoil nucleus and to perform a search for alpha particles preceding spontaneous fission. Signals from the implanted ions, with the amplitudes in the frontal detector and the times of flight in the TOF detector that were expected for heavy nuclei, were recorded 52 and 182 s prior to the emergence of the fragments. Within these time intervals, there were no signals from alpha particles preceding spontaneous fission. Other successive-alpha-decay chains that do not end in spontaneous fission and which could be associated with the decay of superheavy nuclei (in the energy range $E_{\alpha}=$ $8-13 \mathrm{MeV}$ with a half-life of $T_{1 / 2} \leq 1000 \mathrm{~s}$ ) were not discovered in the experiment either.

Neither spontaneous fission nor alpha-particle chains that could be associated with the decay of a heavy nucleus were observed in the second exposure $\left(E_{x}=39 \mathrm{MeV}\right)$, where the irradiation dose was $2.2 \times 10^{18}$ ions.

The half-life determined for the new spontaneously fissile nuclide on the basis of the two aforementioned events is $T_{1 / 2}=81_{-35}^{+200} \mathrm{~s}$. At the excitation energy of $E_{x}=$ 33 MeV , it is formed with cross section $\sigma=5_{-3}^{+6} \mathrm{pb}$; at $E_{x}=39 \mathrm{MeV}$, the cross section for its formation was constrained as $\sigma \leq 7.5 \mathrm{pb}$. For each spontaneous-fission event, the total kinetic energy of the fragments was about 190 and 212 MeV , respectively. It was determined upon calibrating the detectors by using implanted nuclei ${ }^{252} \mathrm{No}\left(T_{1 / 2}=2.3 \mathrm{~s} ; \mathrm{SF} \approx 25 \%\right.$ ) originating from the reaction ${ }^{206} \mathrm{~Pb}\left({ }^{48} \mathrm{Ca}, 2 n\right)$.

It should be noted that the properties of nuclei around ${ }^{238} \mathrm{U}$ are well known. Only very heavy isotopes with $Z \geq 96$, which are offset from ${ }^{238}$ U by $12-16$ nucleons, undergo spontaneous fission. The formation of these or still heavier isotopes in ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions is energetically forbidden.

Most probably, the observed spontaneously fissile nuclei are formed in the fusion channel as the result of the decay of a compound system with excitation energy $E_{x}=33 \mathrm{MeV}$. Here, there are also only very few possibilities. The evaporation of charged particles from a slightly heated heavy nucleus is strongly suppressed by the Coulomb barrier; fusion-reaction products formed upon the emission of alpha particles and heavier nuclei are additionally suppressed during separation by more than two orders of magnitude. Since the effect was observed at $E_{x}=33 \mathrm{MeV}$ and since it did not become more pronounced at a higher energy, it is most probable that the observed spontaneous-fission events are associated with the decay of the ${ }^{283} 112(N=171)$ even-odd nucleus.

A comparative analysis of the decay properties of the new $Z=112$ isotope that are predicted by different theories is performed in [43]. However, the most important conclusion rather follows from the experimental observation that, upon going over from the ${ }^{277} 112$ isotope ( $T_{\alpha} \sim 0.24 \mathrm{~ms}$ ) to the ${ }^{283} 112$ isotope ( $T_{\text {SF }} \sim 100 \mathrm{~s}$ ), the half-life increases by more than five orders of magnitude.

## 12. EXPERIMENTS DEVOTED <br> TO THE SYNTHESIS OF SUPERHEAVY NUCLEI IN ${ }^{48} \mathrm{Ca}+{ }^{244} \mathrm{Pu}$ INTERACTIONS

Isotopes of the $Z=114$ element, which are the closest ones to the top of the stability island, can be synthesized in the fusion of ${ }^{48} \mathrm{Ca}$ and ${ }^{244} \mathrm{Pu}$ nuclei, which possess the maximum neutron excess. In this reaction, the maximum yield of isotopes formed in the channels involving the emission of three or four neutrons is expected at an energy of ${ }^{48} \mathrm{Ca}$ ions that is close to the Coulomb barrier. According to calculations performed within various theoretical models, the ground-state shapes of the $Z=114$ nuclei with $N=174$ and $N=175$ are expected to be spherical; the stabilizing effect of the strong neutron shell $N=184$ must manifest itself in them.

Experiments aimed at synthesizing these isotopes were performed by using a gas-filled separator of recoil nuclei [44].

A thin layer (of thickness about $0.4 \mathrm{mg} / \mathrm{cm}^{2}$ ) of a plutonium target material enriched in ${ }^{244} \mathrm{Pu}$ to $98.6 \%$ was deposited on a Ti foil $1.5 \mu \mathrm{~m}$ thick. Each of nine targets-it represented a $40^{\circ}$ segment of a circle and had an area of about $3.5 \mathrm{~cm}^{2}$-was mounted on a disk of radius $R=60 \mathrm{~mm}$ rotating with a speed of 2000 rpm about an axis orthogonal to the beam direction.

The energy of the ion beam directed at the middle of the target layer was chosen to be 236 MeV . With allow-


Fig. 10. Chains of successive decays in ${ }^{48} \mathrm{Ca}+{ }^{244} \mathrm{Pu}$ interactions. Energy depositions in the frontal and in the side detector are indicated for spontaneous-fission fragments. The position coordinate is shown for all detected signals.
ance for energy losses in the depth of the target layer and for slight changes in the beam energy during longterm exposures, the excitation energy of ${ }^{292} 114$ compound nuclei could be estimated to lie between 31.5 and 39 MeV . For each recoil nucleus recorded by the detector assemblage, it was possible to determine, however, a precise (instantaneous) beam-energy value and the target number corresponding to a given event.

Under these conditions, two virtually identical experiments were performed.

In the first experiment, which spanned a two-month period covering November and December 1998, three events of spontaneous fission were observed at a total irradiation dose of $5.2 \times 10^{18}$ ions.

Two spontaneous-fission events accompanied by the energy depositions of 149 and 153 MeV in the detectors were recorded 1.13 and 1.07 ms after the arrival of recoil nuclei in the corresponding position windows. At the detector counting rate for recoil nuclei about 2 events per hour, the observed short decays must be associated with the known spontaneously fissile isomer ${ }^{244 \mathrm{mf}} \mathrm{Am}\left(T_{\mathrm{SF}}=0.9 \mathrm{~ms}\right.$ ), which appears as the product of nucleon exchange with the target nucleus ${ }^{244} \mathrm{Pu}$. The third event was recorded as two time-coincident signals (two fission fragments) accompanied by the energy release of $172(120+52) \mathrm{MeV}$. According to detector
calibrations on the basis of known information about ${ }^{252}$ No spontaneous fission, the above energy release corresponds to a fragment TKE of about 190 MeV . By considering the signals that have been found previously and which could be generated by alpha particles with energies $E_{\alpha}>8 \mathrm{MeV}$ at the same positions, we discovered a chain of successive decays that is shown in Fig. 10a. Upon the implantation of a heavy nucleus (ER), with residual energy $E_{r}=6.1 \mathrm{MeV}$ and with a corresponding signal in the TOF detector, an $E_{\alpha 1}=$ 9.71 MeV alpha particle was emitted after a lapse of 30.4 s . After that, a second alpha particle, with energy $E_{\alpha 2}=8.67 \mathrm{MeV}$, was recorded 15.4 min later. A third alpha particle was emitted after 1.6 min into the backward hemisphere; having deposited an energy of 4.04 MeV in the frontal detector, it is absorbed in the side detector with an energy release of $4.79 \mathrm{MeV}\left(E_{\alpha 3}=\right.$ 8.83 MeV ). Finally, the aforementioned spontaneousfission event occurred 16.5 min later.

All five signals (ER, $\left.\alpha_{1}, \alpha_{2}, \alpha_{3}, S F\right)$ lie within a position interval of 1.5 mm , whence it follows that the observed decays are tightly correlated. The total time interval from arrival of the implanted ion to the sponta-neous-fission event is 34 min . The probability of random coincidences mimicking such a decay at any point of the detector working surface is below $0.6 \%$. For the
place where the decay event did actually occur (a given position window in a given strip), this probability is much lower (about $10^{-4}$ ).

The basic rule of alpha decay-that which determines a relationship between the decay energy $Q_{\alpha}$ and the decay probability (corresponding half-life $T_{\alpha}$ )-is fulfilled for all links of the decay chains. For even-even nuclei, $Q_{\alpha}$ is directly related to the mass difference between the parent and the daughter nucleus. According to the Geiger-Nutoll rule, the decay energy and half-life then determine the atomic number of the parent nucleus. In the calculations, it is possible to use the Viola-Seaborg formula with constant coefficients [10] that make it possible to describe data on the alpha decays of all known 58 even-even isotopes with $Z>82$ and $N>126$ for which the values of $Q_{\alpha}$ and $T_{\alpha}$ were measured [10] (see Fig. 11). For odd nuclei, where decays can proceed to low-lying states of the daughter nucleus that are characterized by various spin-parity values, additional selection rules that forbid some transitions may be operative, increasing $T_{\alpha}$, on average, by a factor ranging between 3 and 10 . Also, the expected half-lives as estimated with allowance for these selection rules at the measured alpha-particle energies in the chain are displayed in Fig. 10 parenthetically.

For the observed alpha transitions, the values of $T_{\alpha}\left(Q_{\alpha}\right)$ are greater than those for all known alpha-particle emitters, whence we can conclude that we are dealing here with the decay of a heavy nucleus. All events are correlated in time and in position. They are due to the alpha decay of the parent nucleus ( $E_{\alpha}=9.71 \mathrm{MeV}$ ) and end in spontaneous fission. It is precisely this scenario that is expected for the decay of superheavy isotopes of the $Z=114$ element.

On the basis of the decay features, we can conclude that, under the conditions prevalent in the experiment being discussed, the ${ }^{289} 114$ isotope, which is formed in the reaction channel involving the evaporation of three neutrons, is the progenitor of the chain. The observed event corresponds to a cross-section value of about 1 pb .

Of course, we cannot rule out the possibility that, in so long a chain of successive decays, one alpha particle has been lost. In this case, the spontaneous-fission event observed at the end of the chain must be associated with the decay of a ${ }^{273} 106$ nucleus. If we assume that the chain consists of five links (and not of four of them, as was observed experimentally), the probability of losing any alpha particle when the remaining four are recorded is about $34 \%$. The probability of losing the first alpha particle in the chain is about $8.5 \%$. With the probability of $91.5 \%$, the first transition that is characterized by the transition energy of $E_{\alpha 1}=9.71 \mathrm{MeV}$ and which was observed $t_{1}=30.4 \mathrm{~s}$ after the implantation is therefore associated with the decay of the parent nucleus ${ }^{289} 114$.

In the second experiment, which spanned the period between June and October 1999, the total irradiation dose was $1.0 \times 10^{19}$ ions. Yet two identical chains of


Fig. 11. Experimental values of $Q_{\alpha}$ and $T_{\alpha}$ (closed symbols) for all chains of successive alpha decays occurring in ${ }^{48} \mathrm{Ca}+$ ${ }^{242,}{ }^{244} \mathrm{Pu}$ interactions and ending in spontaneous fission. The lines represent the dependences $T_{\alpha}\left(Q_{\alpha}\right)$ computed by the Viola-Seaborg formula with the coefficients from [10]. Open symbols represent experimental values for all known nuclides with $Z \geq 106$.
successive alpha decays, each ending in a spontaneousfission event (see Fig. 10b), were observed here. Below, we consider these chains individually.

Upon the implantation of a $E_{r}=11.1 \mathrm{MeV}$ nucleus into strip no. 2, an $E_{\alpha 1}=9.87 \mathrm{MeV}$ alpha particle was recorded after a lapse of about 0.8 s . A second alpha particle, with energy $E_{\alpha 2}=9.21 \mathrm{MeV}$, was emitted 10.3 s later. Finally, spontaneous fission into two fragments that deposited the energies of $E_{f 1}=156 \mathrm{MeV}$ and $E_{f 2}=65 \mathrm{MeV}\left(E_{\text {tot }}=221 \mathrm{MeV}\right)$ in the frontal and the side detector, respectively, was observed after the next 14.3 s . According to data obtained as the result of calibrations, the above values correspond to TKE ~ 235 MeV . All four signals ( $\mathrm{ER}, \alpha_{1}, \alpha_{2}, \mathrm{SF}$ ) fall within a position interval of size 0.5 mm , a fact that suggests a tight correlation between the decays being discussed.

In the second chain, an $E_{\alpha 1}=9.80 \mathrm{MeV}$ alpha particle was recorded 4.6 s after the implantation of a $7.8-\mathrm{MeV}$ recoil nucleus into strip no. 8 (as in the first case, the energy of the recoil nucleus and its time of flight in the TOF detector are close to values expected for evaporation products with $Z=114$ ). A second alpha particle, with energy $E_{\alpha 2}=9.13 \mathrm{MeV}$, was emitted 18 s later. Finally, spontaneous fission into two fragments that deposited the energies of $E_{f 1}=171 \mathrm{MeV}$ and $E_{f 2}=$ $42 \mathrm{MeV}\left(E_{\text {tot }}=213 \mathrm{MeV}\right)$ in the frontal and the side detector, respectively, was observed after a lapse of the next 7.4 s . That all four signals (ER, $\alpha_{1}, \alpha_{2}, \mathrm{SF}$ ) were recorded within a position interval of size 0.4 mm again indicates that the observed decays are tightly corre-
lated. Within the detector resolution of $\Delta E \sim 0.05 \mathrm{MeV}$ and the statistical uncertainty in the decay times, the two events are consistent in all 11 parameters measured experimentally. The probability of random signal coincidences that could mimic recoil nuclei and their correlated decays is estimated at less than $5 \times 10^{-13}$. The probability of losing an alpha particle in the observed decays is less than 3\%.

It should be noted that only two spontaneous-fission events were recorded in this long-term experiment. They are characterized by large energy depositions from fission fragments and are preceded, in either case, by identical chains of successive alpha decays. The pro-jectile-ion energy measured at the instant when the events in question are detected corresponds to exciting a ${ }^{292} 114$ compound nucleus to energies $E_{x}$ of 36 to 37 MeV . The channel involving the evaporation of four neutrons and leading to the formation of the ${ }^{288} 114$ isotope in the ground state is the most probable one at this excitation energy. The parent nucleus ${ }^{288} 114$ undergoes alpha decay, the corresponding decay energy and halflife being $Q_{\alpha}=9.98 \pm 0.05 \mathrm{MeV}$ and $T_{\alpha}=1.9_{-0.8}^{+3.3} \mathrm{~s}$.

It should be recalled that, in the alpha decay of even-even nuclei, the atomic number of the initial nucleus can be determined to a high precision. By using the dependence $T_{\alpha}\left(Q_{\alpha}\right)$ presented in Fig. 11, it can be found from the measured values that it is the $Z=$ $114.4_{-0.8}^{+1.6}$ nucleus that decays. Its daughter product, a new even-even isotope of the $Z=112$ element ( $A=$ 284), undergoes alpha decay, the decay energy and the half-life being, respectively, $Q_{\alpha}=9.30 \pm 0.05 \mathrm{MeV}$ and $T_{\alpha}=9.8_{-3.8}^{+17.9} \mathrm{~s}$. From the relationship between $T_{\alpha}$ and $Q_{\alpha}$, the atomic number of this daughter product can be estimated at $Z=110.2_{-0.8}^{+1.5}$. Finally, the granddaughter nucleus ${ }^{280} 110$ undergoes spontaneous decay, the corresponding half-life being $T_{\mathrm{SF}}=7.5_{-2.9}^{+13.7} \mathrm{~s}$. For either of the two events, the energy deposited by the fragments in the detectors ( $E_{\text {tot }}=217 \mathrm{MeV}$ ) is 40 MeV greater than the value obtained for the known spontaneously fissile nucleus ${ }^{252} \mathrm{No}(Z=102)$. Although the distributions of the fragment TKE are rather broad, the above value also suggests that the granddaughter decay products in the chain are due to the fission of a sufficiently heavy nucleus ( $Z>106$ ).

According to the calculations presented in [36], the ${ }^{288} 114(N=174)$ nucleus is expected to undergo alpha decay rather than spontaneous fission since $T_{\alpha}=0.14 \mathrm{~s}$ ( $Q_{\alpha}=10.3 \mathrm{MeV}$ ), while $T_{\mathrm{SF}}=35 \mathrm{~min}$. The corresponding partial half-lives of the daughter nucleus ${ }^{284} 112$ ( $N=172$ ) are commensurate ( $T_{\alpha}=1.1 \mathrm{~s}, T_{\mathrm{SF}}=4 \mathrm{~s}$ ); therefore, it could suffer either alpha decay or spontaneous fission with comparable probabilities. However,
granddaughter nuclei ${ }^{280} 110(N=170)$ should decay via spontaneous fission into two fragments ( $T_{\mathrm{SF}} / T_{\alpha} \sim 0.1$ ).

The observed chain reproduces entirely the predicted decay scenario. The decay properties of the neighboring odd isotope ${ }^{289} 114$ comply well with the aforementioned radioactive properties of the even-even nucleus ${ }^{288} 114$. As might have been expected, an increase in the half-lives $T_{\alpha}$ and $T_{\mathrm{SF}}$ is observed for the former owing to the presence of an extra odd neutron in the nucleus.

## 13. EXPERIMENTS WITH ${ }^{242} \mathrm{Pu}$ TARGETS

If the identification of the superheavy nuclei obtained in the previous experiments with ${ }^{238} \mathrm{U}$ and ${ }^{244} \mathrm{Pu}$ targets is valid, we can easily predict the properties of yet another isotope, ${ }^{287} 114(N=173)$. It must undergo predominantly alpha decay into the daughter nucleus ${ }^{283} 112$, which was previously observed among the products of ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions. In the case being considered, we could expect a short decay chain ( $\alpha-\mathrm{SF}$ ) involving alpha decay characterized by a halflife of a few seconds and followed by spontaneous fission, whose half-life is much longer in the present case (a minute or a few minutes). This isotope of the $Z=114$ element can be synthesized in the channel of ${ }^{48} \mathrm{Ca}+$ ${ }^{242} \mathrm{Pu}$ interactions that involves the evaporation of three neutrons.

The implementation of the experiment conducted in March and April 1999 [45] was nearly identical to that described above in discussing the synthesis of the ${ }^{283} 112$ isotope in ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions.

A rotating target that was made from ${ }^{242} \mathrm{Pu}$ and which had a thickness of about $0.2 \mathrm{mg} / \mathrm{cm}^{2}$ was exposed to a beam of $235-\mathrm{MeV}^{48} \mathrm{Ca}$ ions; the total irradiation dose was $7.5 \times 10^{18}$ ions. The most probable channel of deexcitation of the compound nucleus ${ }^{290} 114\left(E_{x} \simeq 33.5 \mathrm{MeV}\right)$ involves the emission of three neutrons and must lead to the formation of the evenodd isotope ${ }^{287} 114(N=173)$.

Four events of spontaneous fission were observed in this experiment.

In two cases, spontaneous-fission fragments depositing the energies of $E_{\text {tot }}=144$ and 175 MeV in the detector assembly were recorded 59 and $20 \mu \mathrm{~s}$ after the implantation of recoil atoms into corresponding position windows. These events are associated with the decays of spontaneously fissile isomeric nuclei ${ }^{241 \mathrm{mf}} \mathrm{Pu}$ ( $T_{\mathrm{SF}}=24 \mu \mathrm{~s}$ ) formed upon the ejection of one neutron from the target nucleus ${ }^{242} \mathrm{Pu}$. Coincident signals from the two fragments were observed for the remaining two events with the energy depositions of $E_{f 1}=130 \mathrm{MeV}$ and $E_{f 2}=65 \mathrm{MeV}\left(E_{\text {tot }}=195 \mathrm{MeV}\right)$ in the frontal and the side detector, respectively, in one event and the total energy deposition of $E_{f 1}+E_{f 2}=165 \mathrm{MeV}$ in the other event.


Fig. 12. Chains of successive decays occurring in ${ }^{48} \mathrm{Ca}+{ }^{242} \mathrm{Pu}$ interactions.

Searches for alpha decays preceding spontaneous fission resulted in the discovery of two chains shown in Fig. 12.

In one of the chains, only one alpha particle ( $E_{\alpha}=$ 10.29 MeV ) was recorded by the frontal detector 1.32 s after the implantation of a heavy recoil atom with energy $E_{r}=10 \mathrm{MeV}$. The spontaneous-fission event was observed 559.6 s later. All three signals (ER, $\alpha$, SF) fall within the position interval of size 0.82 mm , whence we conclude that the observed decays are correlated.

In the second case, spontaneous fission was observed 243 s after the detection of the $E_{r}=13.5 \mathrm{MeV}$ recoil nucleus. Within this interval, the frontal detector recorded only part of the energy ( $E_{\alpha 1}=2.31 \mathrm{MeV}$ ) of the alpha particle emitted into the backward hemisphere (open window) after a lapse of 14.4 s from the implantation of the recoil nucleus. That all three signals ( $\mathrm{ER}, \alpha, \mathrm{SF}$ ) fall within the position interval of size 1.0 mm again evinces the correlation of the observed decays. The probability that both events are due to a random coincidence of signals that mimic the decay chains ( $\mathrm{ER}, \alpha, \mathrm{SF}$ ) in the above position intervals is less than $10^{-9}$.

In either event, the parent nucleus undergoes alpha decay. It should be noted that, for these events, the time intervals corresponding to alpha-particle emission differ by a factor of about 10 . At such low statistics of events, this comes as no surprise. Since the alpha-particle energy is not defined in the second case and since the daughter nuclei possess identical properties, we have to assume that, in the two cases, alpha decay proceeds from the same state of the parent nucleus. Its half-life as determined on the basis of the two cases in question is $T_{\alpha}=5.5_{-2}^{+10}$ s. The daughter nuclei undergo spontaneous fission. Their decay properties are close to those observed previously in ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions. All four spontaneous-fission events recorded in the two experiments are described, within the statistical uncertainties, by the same half-life of $T_{\mathrm{SF}}=3.0_{-1.0}^{+2.8} \mathrm{~min}$ and
are associated with the decay of the same nucleus. In ${ }^{48} \mathrm{Ca}+{ }^{238} \mathrm{U}$ interactions, this nuclide is formed as the evaporation product in the $3 n$ channel, whereas, in ${ }^{48} \mathrm{Ca}+{ }^{242} \mathrm{Pu}$ interactions, it appears as the daughter product of the alpha decay of the parent nucleus ${ }^{287} 114$ ( $E_{\alpha}=10.29 \mathrm{MeV}$ ).

The cross section for the production of the new isotope of the $Z=114$ element is about 2 pb . Its half-life is less than that of the heavier isotope ${ }^{289} 114$ formed in ${ }^{48} \mathrm{Ca}+{ }^{244} \mathrm{Pu}$ interactions, and the chain of the decays that follow it is shorter for the former than that for the latter (Fig. 10a). In accordance with theoretical predictions, such a trend is expected as the number of neutrons is decreased-that is, as the nuclear species being studied recedes from the $N=184$ closed shell.

## 14. COMPARISON WITH THEORETICAL PREDICTIONS

Unfortunately, many calculations have not gone beyond searches for the region of the highest stability of superheavy nuclides, paying no attention to a determination of the properties of nuclei that populate this region. Therefore, we consider only those few cases where it is possible to draw a direct comparison with experimental data.

The most consistent quantitative treatment of the properties of superheavy nuclides was given within the macroscopic-microscopic model. The properties of even-even nuclei-in particular, their masses and the alpha-decay and spontaneous-fission energies and probabilities-were calculated by Smolanczuk [10], as well as by the authors of earlier studies (see, for example, [9]). Möller et al. [46] obtained data on the alphadecay properties of odd nuclei, but they did not calculate the partial half-lives with respect to spontaneous fission.

First of all, we note that the heaviest isotopes of $Z=$ 110,112 , and 114 elements from reactions induced by ${ }^{48} \mathrm{Ca}$ projectiles undergo alpha decays. In this region of nuclei, spontaneous fission is observed only for
$(N-Z) \leq 61$. For the even-odd nuclei ${ }^{277} 108(N=169)$ and ${ }^{283} 112(N=171)$, the half-lives with respect to spontaneous fission proved to be, respectively, five and three orders of magnitude larger than the values predicted for the neighboring even-even isotopes. These distinctions may be due to the presence of an odd neutron, which reduces significantly the probability of the spontaneous fission of a heavy nucleus. For the eveneven nucleus ${ }^{280} 110(N=170)$, the experimental value ( $T_{\mathrm{SF}} \sim 10 \mathrm{~s}$ ) is also approximately three orders of magnitude larger than the value calculated in [36]. Although the calculations of the probability of spontaneous fission, which is associated with tunneling through a potential barrier, involves considerable uncertainties, the above distinctions may suggest a greater contribution of the shell structure to the deformation energy of the nucleus.

Some conclusions can be drawn from an analysis of the ground-state properties of superheavy nuclei.

For all known nuclides with $Z \geq 100$ and $N \geq 148$, Fig. 13 displays the experimental values of the alphadecay energy. The $Q_{\alpha}$ values calculated for all eveneven isotopes of these elements on the basis of the mac-roscopic-microscopic model $[9,10]$ are shown in the same figure. Obviously, the experimental data reflect well the changes in $Q_{\alpha}(N)$ that are expected in the theory for various values of $N$ and $Z$, including the region of superheavy elements, where a transition from deformed to spherical shells is predicted. Quantitatively, a small distinction of $\Delta Q_{\alpha} \leq 0.2 \mathrm{MeV}$ between the calculated and experimental values is observed for nuclei in the transition region between the $N=152$ and $N=162$ deformed neutron shells. When we go over to the spherical shell in the region $N=170-175$, this distinction increases to $\Delta Q_{\alpha} \leq 0.5 \mathrm{MeV}$. It should be noted, however, that most of experimental data refers to the decay of even-odd nuclei, for which the calculations take no account of the structure of low-lying states; moreover, the presence of an odd neutron in a nucleus can hinder alpha decay, as was indicated above. For the heaviest nuclides, the measured values of the decay energy $Q_{\alpha}$ and of the half-lives $T_{\alpha}$ proved to be less and greater, respectively, than the values predicted by the calculations from [9, 10]. The calculations performed by Möller et al. [46] yield deviations in the opposite direction: the computed values of $Q_{\alpha}$ are less than the measured values by about 0.7 MeV ; as a result, the predicted stability of these nuclides is three orders of magnitude higher than that which follows from experimental data.

The calculations of Cwiok, Nazarewicz, and Heenen [48], who relied on the Hartree-Fock-Bogolyubov method, choosing specific forces of interparticle interactions, were performed for the heavy nuclide ${ }^{289} 114$ produced in ${ }^{48} \mathrm{Ca}+{ }^{244} \mathrm{Pu}$ interactions. In this approach, which can also be extended to other nuclei, it is possible to calculate the ground and low-lying excited states of both even and odd nuclei. This permits


Fig. 13. Experimental values of alpha-decay energies for $Z=100-114$ isotopes involving various numbers of neutrons. Solid lines depict $Q_{\alpha}$ values computed on the basis of the macroscopic-microscopic model [9, 10]. Points represent data for (closed boxes) isotopes of the $Z=110,112$, and 114 elements from reactions induced by ${ }^{48} \mathrm{Ca}$ ions and (open circles) ${ }^{86} \mathrm{Kr}+{ }^{208} \mathrm{~Pb}$ interactions [47]. Dashed lines connecting experimental points are drawn to guide the eye.
determining the most probable transitions and the corresponding $Q_{\alpha}$ values for the entire chain of successive decays. Fairly good agreement between the results of the calculations and experimental data ( $\Delta Q_{\alpha} \leq 0.25 \mathrm{MeV}$ ) for the ${ }^{289} 114-^{285} 112-^{281} 110$ chain (Fig. 10a) seems astonishing at first glance, since the closed proton shell corresponds to $Z=126$ in the model being discussed.

For heavy nuclei, the alpha-decay energies calculated recently by Bender [49] on the basis of the relativistic self-consistent-mean-field model, which takes into account spin-orbit interaction more precisely (according to the opinion of this author), are displayed in Fig. 14. These results are in excellent agreement with experimental values of $Q_{\alpha}$ for the ${ }^{288} 114-^{284} 112$ chain of even-even nuclei. For the chain of successive decays of the even-odd nucleus ${ }^{289} 114\left({ }^{289} 114-{ }^{285} 112-{ }^{281} 110\right)$, the calculated values of $Q_{\alpha}$ differ from the experimental values by $\Delta Q_{\alpha} \leq 0.3 \mathrm{MeV}$. From the spectra of singleparticle proton and neutron levels and from the calculated quadrupole and hexadecapole moments of eveneven nuclei, it follows that the small values of $Q_{\alpha}$ and the corresponding large half-lives of the isotopes of the $Z=114$ element that are produced in ${ }^{48} \mathrm{Ca}+{ }^{244} \mathrm{Pu}$ interactions are due to the formation of local deformed subshells with $Z=114$ and $N=174$. This does not rule out,


Fig. 14. Alpha-decay energies for $Z=96-116$ isotopes containing various numbers of neutrons. In the upper panel, open circles connected by solid lines represent the $Q_{\alpha}$ values computed for even-even nuclides within the relativistic self-consistent-mean-field approximation, while closed diamonds connected by dashed lines correspond to experimental values. The lower panel displays the (open circles) computed and (closed diamonds) experimental values for the ${ }_{289}$ chains of decays of the even-odd nuclides ${ }^{277} 112$ and ${ }^{289} 114$.
however, the existence of spherical shells in nuclei with a higher neutron excess.

In all probability, the uncertainties in the predictions of various theoretical models are explained by the fact that the heaviest isotopes with $Z=108-114$ that were obtained in the experiments of our group are still at the outliers of the stability island that are far off its top.

Unfortunately, the possibilities for advancements into the region of still heavier isotopes with $Z \geq 114$ and $N>175$ are very limited. The $N=176,177$ isotopes of the $Z=116$ element can in principle be synthesized in
the fusion reaction induced by ${ }^{48} \mathrm{Ca}+{ }^{248} \mathrm{Cm}$ interactions. A further increase in the number of neutrons can be achieved by using beams of radioactive nuclei. This way is being presently discussed in connection with the creation of factories of such beams at some large accelerator centers.

## 15. CONCLUSION AND OUTLOOK

Experiments aimed at producing isotopes of the $Z=$ 108-114 elements in reactions induced by ${ }^{48} \mathrm{Ca}$ ions have been surveyed. That superheavy nuclides synthesized in this way proved to be comparatively long-lived opens the possibilities for studying the chemical properties of these elements. The problem of determining the extent to which they are homologs of the heavy metals from the $\mathrm{Os}-\mathrm{Pb}$ series and the problem of assessing the extent to which their chemical properties are influenced by the relativistic effect of the electron shells of a heavy atom are among key problems of contemporary chemistry. It should be noted that even-odd and oddodd isotopes that can be obtained in reactions on ${ }^{237} \mathrm{~N} p$, ${ }^{243} \mathrm{Am}$, and ${ }^{249} \mathrm{Bk}$ targets may prove to be still more long-lived.

Yet another question that remains open at present is associated with a determination of the proton shell and, hence, with a determination of the half-life of the most unstable nucleus.

On the basis of macroscopic-microscopic calculations, the beta-stable $N=182$ isotope of the $Z=110$ element is expected to have the longest half-life among all even-even nuclides, its half-life with respect to alpha decay being $T_{\alpha} \sim 10^{2}$ yr. For the neighboring even-odd or odd-odd nuclei, the analogous quantity can be greater: $T_{1 / 2} \sim 10^{3}-10^{4} \mathrm{yr}$. At the same time, all experimental values of $Q_{\alpha}$ that were obtained for the isotopes of the $Z=114$ element and for their daughter nuclei are somewhat less than the corresponding calculated values. Possibly, this can be explained by a stronger stabilizing effect of the $N=184$ neutron shell even when it is offset by $9-14$ atomic masses. The half-life of the superstable nucleus can then be much greater than $10^{2} \mathrm{yr}$.

Since advancements to the region $N>175$ present considerable difficulties, we can step backward to study the properties of nuclei containing a smaller number of neutrons, thereby filling the region of neu-tron-deficient superheavy nuclei. This attempt has recently been made in the study of Ninova et al. [47], who used, for this purpose, the cold-fusion reaction induced by ${ }^{86} \mathrm{Kr}+{ }^{208} \mathrm{~Pb}$ interactions; data from those experiments are also presented in Fig. 13. In reactions induced by ${ }^{48} \mathrm{Ca}$ projectiles, the aforementioned neu-tron-deficient isotopes can be synthesized by irradiating targets from lighter uranium and plutonium isotopes within the experimental setting described above. By correcting the parameters of the calculations, it would be possible to improve the accuracy of theoretical predictions.

If the half-lives of some superheavy elements prove to be longer than $10^{8} \mathrm{yr}$, it will be impossible to rule out their existence in nature. Skipping the discussion on the mechanism of the formation of superheavy elements in the nucleosynthesis process for the time being-this is a separate problem of interest in itself-we can consider various versions of such investigations.

Experiments that were conducted by Flerov and his colleagues between 1978 and 1988 and which were aimed at searches for spontaneously fissile nuclei in natural samples potentially containing the eka-plati-num-eka-bismuth isotopes ( $Z \geq 110$ ) only yielded upper limits on their concentrations at a level of $10^{-14}-$ $10^{-12} \mathrm{~g} / \mathrm{g}$ (at $T_{1 / 2} \sim 10^{8} \mathrm{yr}$ ) [50]. According to modern concepts, it is more probable that the atomic numbers of the nuclides showing the highest stability do not exceed 110. The choice of experimental strategies and especially the problem of producing enriched samples depends directly on the determination of the chemical properties of superheavy elements.

The above lines of investigations into superheavy nuclides do not exhaust the possibilities for the development of work in these realms. They will obviously become more clear-cut side by side with the accumulation of information in this still poorly explored field of physics.
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#### Abstract

Interference effects in the angular distributions of products originating from binary and ternary nuclear fission induced by slow neutrons are reviewed. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Investigation of fission processes, which differ substantially from other nuclear reactions, sometimes furnishes surprising results. That the angular distributions of products originating from nuclear-fission processes induced by photons and fast neutrons proved to be anisotropic was among the first surprises. This phenomenon, which was discovered in the early 1950s, could not be explained within the liquid-drop model of nuclear fission. A satisfactory description of experimental angular distributions was proposed by Strutinsky [1], who relied on A. Bohr's hypothesis [2] on transition quasistationary states of a cold severely deformed nucleus at the saddle point. These states are characterized by the quantum numbers $I, K$, and $\pi$, where $I$ is the total angular momentum of the nucleus, $K$ is its projection onto the axis of nuclear deformation, and $\pi$ is the parity of a given state. If the total angular momentum of the nucleus is oriented with respect to some quantization axis (in the fission of nonoriented nuclei that is induced by fast particles, the latter introduce their orbital angular momentum in the target nucleus, thereby orienting the nucleus with respect to their momentum), the deformation axis, which coincides with the axis of the emission of the would-be fission fragments, is also oriented with respect to the quantization axis, a specific shape of anisotropy being dependent here on the transition state (fission channel) through which the fission process proceeds. Of course, this scheme is substantially simplified. In fact, several fission channels are open completely or partly at virtually any energy inducing the fission process, so that the angular distributions of fission products have a rather complicated shape. It is common practice to characterize the angular distributions in question by a quantity that is defined as the ratio of the emission probabilities at angles of $0^{\circ}$ and $90^{\circ}$ with respect to the quantization axis and which is referred to as the degree of anisotropy (or merely anisotropy). Generally, the coincidence of anisotropies does not imply similarity of the corresponding angular distributions. This was demonstrated compellingly in [3], where a strong dependence of the angular distributions of fission fragments on their
masses was revealed in subbarrier uranium fission induced by $1-\mathrm{MeV}$ neutrons.

Considerable advances in describing the angular distributions of fragments originating from resonance-neutron-induced fission of oriented nuclei were recently made by Furman et al. [4], who relied on the microscopic theory of Barabanov and Furman and who were able to perform a channel analysis of ${ }^{235} \mathrm{U}$ fission in the neutron-energy range from 0.025 to 20 eV . However, a satisfactory fit to data on the anisotropy and partial spin cross sections required invoking 24 adjustable parameters. Among other things, it was established in [4]-and the authors of that study deem that this is an important conclusion-that, in describing the fine structure of the energy dependence of the anisotropy factor, the interference contribution of the $I=J \pm 1 / 2$ states proves to be sizable.

## 2. $P$-ODD CORRELATIONS IN BINARY FISSION

Intensive searches for the admixture of weak internucleon potential in nuclear forces were performed in the late 1950s and the early 1960s. In this connection, Vladimirsky and Andreev [6] proposed investigating a $P$-odd correlation in the spontaneous fission of polarized nuclei. They assumed that, owing to nucleons with high angular momenta, the nucleus on the verge of fission has a mirror-asymmetric (pearlike) deformation [7]; because of parity nonconservation, the momentum of either the light or the heavy fragment can be oriented along the spin of the fissile nucleus. That article stimulated experiments aimed at seeking and studying the following $P$-odd correlation in ${ }^{235} \mathrm{U}$ fission induced by polarized thermal neutrons:

$$
\begin{equation*}
W(\theta)=\text { const } \cdot\left(1+\alpha \mathbf{S} \cdot \mathbf{P}_{\mathrm{LF}}\right) \longrightarrow 1+\alpha \cos \theta . \tag{1}
\end{equation*}
$$

Here, $\mathbf{S}$ is a unit vector along the polarization of the neutrons, $\mathbf{P}_{\mathrm{LF}}$ is a unit vector along the momentum of the light fragment, $\theta$ is the angle between the above two unit vectors, and $\alpha$ is the correlation coefficient. By that time, Abov et al. [8] had already observed a $P$-odd correlation in the radiative capture of polarized thermal neutrons by ${ }^{113} \mathrm{Cd}$ nuclei. In view of the degree of parity nonconservation in the compound nucleus ${ }^{236} \mathrm{U}$, a still
greater effect was therefore expected in the fission process, provided that there was no suppression factor (for example, a barrier factor [6]) in this process.

Indeed, the effect was discovered [9]. The correlation coefficient $\alpha$ proved to be on the same order of magnitude as that in the radiative capture of polarized thermal neutrons [8, 10]. Before long, similar $P$-oddcorrelation effects were discovered in the fission of ${ }^{239} \mathrm{Pu}$ [11] and ${ }^{233} \mathrm{U}$ [12] nuclei. Thus, it turned out that the group of light (or heavy) fragments, which consists of many various nuclei formed in various final states of the fission process (the number of such states is estimated to be on the order of $10^{8}$ ), behaves in the angular correlations like photons of a certain nuclear transition. According to the theory of angular correlations, the coefficient $\alpha$ includes a factor whose sign and magnitude depends on the quantum numbers of the initial and the final state and on the characteristics of the particle itself. In applying this theory to the fission process, where it is necessary to perform summation over all final states, it is natural to expect a statistical suppression of the effect by a factor on order of $\sqrt{10^{8}}$. The observed effects could be explained within the unrealistic assumption of a $100 \%$ parity violation in the fission process, as this occurs in weak interaction. Upon statistical leveling, effects on the order of $10^{-4}$ could then be revealed.

However, an investigation of the neutron-energy dependence of the correlation coefficient in ${ }^{239} \mathrm{Pu}$ fission showed [13] that, in the neutron-energy interval as narrow as 0.3 eV , the correlation coefficient changed nearly by a factor of 3 . It is clear that so sharp a dependence of the effect on the neutron energy can result only from the weak-interaction-induced mixing of opposite-parity levels in compound nuclei.

The angular asymmetry (1) arises owing to the interference of orbital angular momenta that have opposite parities (in the case of electromagnetic transitions, it is the interference of electric and magnetic multipoles of the same order). This brings about the natural question of how a parity-mixed compound state can lead to the interference of orbital angular momenta of fragments characterized by opposite parities. The answer was provided by Sushkov and Flambaum [14]. In Bohr's concept of transition states in a severely deformed cold nucleus, they replaced the wave function of a symmetric dumbbell by the wave functions of a mirror-asymmetric nucleus (pearlike shape). The rotational levels of such a nucleus are parity-split into doublets, the intrinsic nuclear wave functions in the split states being iden-tical-the only difference is that the nucleus rotates in opposite directions in the doublet components. As a result, the transitions from opposite-parity states into the same final state proceed with equal amplitudes, but the orbital angular momenta of the fragments differ by unity. It is the interference of these amplitudes that leads to the angular asymmetry (1).

## 3. $P$-EVEN ANGULAR CORRELATIONS IN BINARY FISSION

Obviously, the above semiclassical mechanism of the interference between the orbital angular momenta of the fragments is applicable to the case where the par-ity-mixed states of a compound nucleus are formed as the result of the interference of $s$ and $p$ waves in neutron capture. Sushkov and Flambaum considered such correlations as well. In the capture of slow polarized neutrons by unpolarized nuclei, the interference of $s$ and $p$ waves in the input channel generates the following correlation in the output channel:

$$
\begin{gather*}
W=\text { const } \cdot\left\{1+\sum_{j=1 / 2,3 / 2} b\left(\mathbf{P}_{n} \cdot \mathbf{P}_{\mathrm{LF}} \cos \varphi\right.\right.  \tag{2}\\
\left.\left.-\mathbf{P}_{\mathrm{LF}} \cdot\left[\mathbf{P}_{n} \times \mathbf{S}\right] \beta_{j} \sin \varphi\right)\right\}
\end{gather*}
$$

Here, $b$ is a coefficient dependent on the quantum numbers of the levels of the compound nucleus that are involved in the interference, on their energies, on the partial neutron and fission widths, on the full widths, on the $K$ value and the spin of the target nucleus, and on the neutron energy; $\mathbf{P}_{n}$ is a unit vector in the neutronmomentum direction; $\varphi$ is the relative phase of the amplitudes of the fission processes occurring from the opposite-parity states; and $\beta_{j}=1$ for $j=1 / 2$ and $\beta_{j}=$ $-1 / 2$ for $j=3 / 2$. A similar correlation can arise in any other reaction of the $a+A \longrightarrow B+b$ type.

The first term in the summand on the right-hand side of (2) is the forward-backward asymmetry in the angular distribution of the light fragments with respect to the neutron momentum, while the second term is the leftright asymmetry with respect to the plane spanned by the vectors $\mathbf{S}$ and $\mathbf{P}_{n}$.

The effect of the left-right asymmetry in the angular distribution of particle $b$ with respect to the plane spanned by the vector of the polarization of particle $a$ and the vector of its momentum is well known in nuclear physics. Even in the first experiments that studied parity violation [8-12], special test measurements of angular correlations of the type (2) were performed to verify that the observed asymmetry is not an instrumental effect determined by such a correlation that is associated with an insufficiently precise symmetry of the facility used. Later on, special experiments performed by a group headed by Lobashev revealed leftright asymmetry in the angular distribution of the light fragments originating from ${ }^{233} \mathrm{U}$ and ${ }^{239} \mathrm{Pu}$ fission induced by polarized thermal neutrons [15]. The asymmetry coefficients proved to be on the order $10^{-4}$ ( 2 to 3 units). According to the theoretical estimates from [14], the coefficient $b$ is expected to be about $k R$, a quantity equal to $3 \times 10^{-4}$ for thermal neutrons. Thus, the excellent agreement between the theory and the data validates the Sushkov-Flambaum model. The first mea-
surement of the forward-backward asymmetry was reported in [16].

For the case where only two levels of opposite parities are mixed (two-level approximation), Bunakov and Gudkov [17] explicitly obtained the coefficients for the $P$-even and $P$-odd correlations as functions of the neutron energy. A global analysis of data on the energy dependences of the $P$-odd asymmetry, the left-right asymmetry, and the forward-backward asymmetry makes it possible, in principle, to determine the unknown parameters of participant resonances and the effective matrix element of the weak nucleon-nucleon interaction in the nucleus.

It is worth noting that the forward-backward asymmetry can of course appear in a nuclear-fission processes (or any other $2 \longrightarrow 2$ reaction) not only necessarily induced by thermal neutrons. Attempts at observing this effect (which distinguishes light and heavy fragments, because the coefficients for them must be of opposite signs) in the fission process induced by fast neutrons have been made since the early days of fission physics [18], but they have been futile. This comes as no surprise, because an almost complete set of partial waves interferes in the fission process induced by fast neutrons-the averaging of the effect over a large number of resonances with various spins in the input channel is expected to smooth it out for statistical reasons.

## 4. $P$-ODD ANGULAR CORRELATIONS IN TERNARY FISSION

By ternary nuclear fission, physicists do not usually imply true fission into three fragments of close masses. According to common consensus, it is a process where disintegration into two fragments is accompanied by the emission of a light charged particle. In $90 \%$ of cases, this is a long-range alpha particle, whose angular distribution (Gaussian distribution with a mean angle of $82^{\circ}$ with respect to the light-fragment momentum) suggests that it was produced in between the two fragments. The relative probability of ternary fission is about $0.2 \%$. There are many models describing ternary fission, but none of these relates this process to the properties of fission channels-within these models, it is assumed that alpha-particle emission occurs only at the stage of scission of the neck connecting the two would-be fragments. On this basis, it may seem that the Sushkov-Flambaum mechanism governing the formation of the angular distributions of fragments has nothing to do with the angular distributions of alpha particles from ternary fission. Indeed, measurements of the $P$-odd asymmetry in the emission of fragments of ${ }^{233} \mathrm{U}$ and ${ }^{239} \mathrm{Pu}$ ternary fission induced by cold polarized neutrons (see [19] and [20], respectively) showed no distinctions between the correlation coefficients (1) for ternary and binary fission processes. At the same time, measurement of the $P$-odd asymmetry in the angular distributions of alpha particles from ternary fission revealed [21] that such asymmetry, if any, is a few times
less than that for the fragments. Since alpha particles are emitted predominantly in the direction of the lightfragment momentum (Coulomb-focusing effect), their angular distribution is expected to feature pseudo- $P$ odd asymmetry, which is kinematically related to the $P$ odd asymmetry of the fragments. Obviously, this asymmetry must be less than the asymmetry of fragment emission by a factor of $\left(\cos 82^{\circ}\right)^{-1}$. The experimental accuracy is still insufficient for observing this effect.

## 5. $P$-EVEN ANGULAR CORRELATION IN TERNARY FISSION

Quite recently, a search experiment that employed a beam of cold polarized neutrons from the high-flux reactor installed at ILL (Grenoble) revealed a $P$-even, ${ }^{233}$-odd angular correlation in the ternary fission of the ${ }^{233} \mathrm{U}$ nucleus:

$$
\begin{equation*}
W=\text { const } \cdot\left(1+D \mathbf{S} \cdot\left[\mathbf{P}_{\mathrm{LF}} \times \mathbf{P}_{\alpha}\right]\right) \tag{3}
\end{equation*}
$$

Here, $D$ is a correlation coefficient, while $\mathbf{P}_{\alpha}$ is a unit vector along the direction of the alpha-particle momentum. The measured value of the correlation coefficient is $(2.34 \pm 0.07) \times 10^{-3}$ [22]. It is clear that the experiment has detected left-right asymmetry in the angular distribution of alpha particles with respect to the plane spanned by the vectors $\mathbf{S}$ and $\mathbf{P}_{\mathrm{LF}}$. The theory predicts the emergence of such a correlation owing to final-state interaction-for example, in the decay of a polarized neutron or in the reaction ( $n, \gamma_{1} \gamma_{2}$ ) with the detection of photons belonging to a specific cascade that accompanies the decay of a polarized compound nucleus. In the case of a correlation in ternary fission, however, the correlation coefficient must be summed over all final states; if there were no mechanism prohibiting the alternation of the signs of the correlation coefficients for various final states, the total correlation would vanish for statistical reasons. The data show that this is not the case, and this is a new challenge presented by the fission phenomenon.

## 6. CONCLUSION

The standard theory of angular correlations [23] has failed to describe the angular correlation of nuclear-fission fragments that is summed over many final statesit is next to impossible to isolate experimentally an individual final state. Bohr's idea that there exist a few transition states at the top of the fission barrier that govern angular correlations appeared to be seminal. This idea was put forth more than forty years ago, but nothing radically new has been invented since that time. Presently, the Bohr-Strutinsky-Sushkov-Flambaum (BSSF) mechanism makes it possible to reproduce almost the entire body of available data on angular correlations in binary fission. Since there must be no contradictions with quantum mechanics, it is mandatory to assume that the BSSF model determines, via some as-yet-unknown mechanism, the quantum numbers of all
final states of binary fission in such a way that the correlation coefficients prove to be of the same sign for all final states of the fragments. As to ternary fission, this process is much more involved than binary fission. Therefore, it is very unlikely that existing theoretical approaches (having to deal with the three-body problem in this case) could clarify, in the near future, the nature of the emergence and "survival" of three-vector correlations in ternary fission.
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#### Abstract

The current situation in experiments studying double-beta decay is surveyed. The amount of experimental information about the two-neutrino mode of the process has grown considerably over the last decade. The two-neutrino double-beta decay of ten nuclei $\left({ }^{48} \mathrm{Ca},{ }^{76} \mathrm{Ge},{ }^{82} \mathrm{Se},{ }^{9} \mathrm{Zr},{ }^{100} \mathrm{Mo},{ }^{116} \mathrm{Cd},{ }^{128} \mathrm{Te},{ }^{130} \mathrm{Te},{ }^{150} \mathrm{Nd}\right.$, and ${ }^{238} \mathrm{U}$ ) was observed in direct and geochemical experiments. However, the main fundamental question-that of neutrinoless double-beta decay, which has not yet been recorded, although the sensitivity of present-day facilities featuring germanium detectors is higher than $10^{25} \mathrm{yr}$-remains open. The constraint on the effective Majorana mass on the basis of these results is $\left\langle m_{v}\right\rangle<(0.4-1.1) \mathrm{eV}$. Further advancements in searches for neutrinoless double-beta decays must rely on developing fundamentally new experimental facilities, since the potential of those that already exist has been exhausted to a considerable extent. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

More than ten years ago, a group from the University of California at Irvine announced [1] a direct observation of two-neutrino double-beta decay-a process where the charge of the decaying nucleus increases by two units as the result of a simultaneous transformation of two neutrons into two protons that is accompanied by the emission of two electrons and two electron antineutrinos ( $2 \beta 2 \nu$ decay),

$$
\begin{equation*}
A(Z, N) \longrightarrow A(Z+2, N-2)+2 e^{-}+2 \overline{\mathrm{v}} . \tag{1}
\end{equation*}
$$

By using an ionization chamber that operated in a magnetic field and which made it possible to observe and measure the main features of the tracks of two electrons emitted simultaneously from one point of a thin solid target [so-called time-projection chamber (TPC)-see Fig. 1], those authors recorded the doublebeta decay process ${ }^{82} \mathrm{Se} \longrightarrow{ }^{82} \mathrm{Kr}+2 e^{-}+2 \overline{\mathrm{v}}$ [1]. The resulting half-life of $T_{1 / 2}=1.1 \times 10^{20} \mathrm{yr}$ proved to be in good agreement with the value of $T_{1 / 2}=1.4 \times 10^{20} \mathrm{yr}$ obtained previously [2] from an analysis of the relative abundances of Kr isotopes in selenium-containing ores (geochemical method).

In 1990, a joint group of researchers from the Institute of Theoretical and Experimental Physics (ITEP, Moscow) and Yerevan Physics Institute (YERPHI, Yerevan) discovered the two-neutrino double-beta decay of ${ }^{76} \mathrm{Ge}$ nuclei and found that the corresponding half-life is $T_{1 / 2} \approx 1 \times 10^{21} \mathrm{yr}$ [3]. That experiment employed an apparatus that was based on semiconductor detectors from enriched germanium and which was developed at ITEP for the first time ever (see Fig. 2) [4]. The sensitivity of the detector was improved in this way by two orders of magnitude, and this made it possible to observe the rarest radioactive decay discovered in direct measurements.

The possibility of two-neutrino double-beta decay was substantiated by Göppert-Mayer as far back as the mid-1930s [5]. From the outset, it was clear that the probability of this process is extremely low (GöppertMayer estimated the relevant half-life at $T_{1 / 2} \approx 10^{17} \mathrm{yr}$ ). According to modern concepts, the decay process in question is described in the second order of the Standard Model of weak interactions, so that the expected values of the relevant half-lives are not less than $10^{19}$ or $10^{20} \mathrm{yr}$. Therefore, it comes as no surprise that its discovery required many years of effort from experimental physicists (the first attempt at detecting double-beta decay was made in 1948 [6]).

Were it not for two additional circumstances, the predictions made in [5] could have remained without


Fig. 1. Facility of the group from the University of California at Irvine [1].


Fig. 2. Facility of the ITEP-YERPHI group.
experimental support so far. In 1939, Furry indicated [7] that, if the neutrino is a Majorana particle (its antiparticle is identical to the particle itself), double-beta decay can occur without neutrino emission:

$$
\begin{equation*}
A(Z, N) \longrightarrow A(Z+2, N-2)+2 e^{-} \tag{2}
\end{equation*}
$$

In this neutrinoless mode, double-beta decay can be visualized as a two-step process: the first neutron that has decayed in a nucleus emits a neutrino, which is absorbed by the second neutron, transforming thereby into a proton. The neutrino here appears to be a virtual particle-only two electrons are produced in the final state; the probability of such a reaction exceeds the probability of reaction (1) by six to seven orders of magnitude.

Experiments did not confirm the above possibility. The first piece of evidence that ${ }^{130} \mathrm{Te}$ may undergo dou-ble-beta decay was obtained from an analysis of geochemical data [8], but the corresponding half-life proved to be as great as $T_{1 / 2}=1.4 \times 10^{21} \mathrm{yr}$. Investigations along these lines gained additional momentum upon the discovery of maximal parity violation in weak decays [9]. It became clear that the small probability of neutrinoless double-beta decay may be explained by the opposite helicities of the emitted and the absorbed neutrino (a right-handed and a left-handed one, respec-
tively). The discovery of such a process and an inquiry into it would provide physicists with a unique possibility for going beyond the Standard Model of weak interactions. Somewhat later, the hypothesis was put forth [10, 11] that neutrinoless double-beta decay may proceed via yet another mode, that involving a neutral boson (Majoron),

$$
\begin{equation*}
A(Z, N) \longrightarrow A(Z+2, N-2)+2 e^{-}+\chi^{0} \tag{3}
\end{equation*}
$$

The discovery of neutrinoless double-beta decay would imply violation of the law of lepton-number conservation. This would require that the neutrino be a Majorana particle, have a nonzero rest mass, and possibly feature some amount of interaction via righthanded currents. The decay mode involving Majoron emission does not conserve the lepton charge, nor does it respect global $(B-L)$ symmetry (conservation of the difference of the numbers of baryons and leptons).

The possibility of estimating the rest mass of the neutrino as a candidate for particles constituting a significant part of dark matter in the Universe gave a strong incentive to searches for neutrinoless doublebeta decay.

From this point on, investigations into double-beta decay-and above all, searches for its neutrinoless mode-have been considered as a potential source of unique physical information. Despite this, virtually no evidence that double-beta decay does indeed occur was obtained beyond geochemical measurements over the following 30 years. Apart from experiments with the aforementioned isotopes ${ }^{82} \mathrm{Se}$ and ${ }^{130} \mathrm{Te}$, which were subjected to measurements many times [12], the detection of the double-beta decay of ${ }^{128} \mathrm{Te}$ [13-16] is worthy of note in this respect. However, the only positive result from direct measurements with ${ }^{82} \mathrm{Se}$ [17] was in a glaring contradiction with a geochemical analysis: the halflife of about $10^{19} \mathrm{yr}$ found in [17] differed by more than one order of magnitude from the result presented in [2] ( $T_{1 / 2}=1.4 \times 10^{20} \mathrm{yr}$ ).

The situation has been changing rapidly since the appearance of the studies reported in [1, 3]. Over a short period of time, direct experiments were able to detect the two-neutrino double-beta decay of ${ }^{48} \mathrm{Ca}$ [18], ${ }^{100} \mathrm{Mo}[19,20],{ }^{116} \mathrm{Cd}[21],{ }^{150} \mathrm{Nd}[22,23]$, and ${ }^{238} \mathrm{U}[24]$ (the last isotope was singled out by the radiochemical method). The double-beta decay of ${ }^{96} \mathrm{Zr}$ was discovered by the geochemical method [25] and was then confirmed by laboratory measurements [26]. Barabash et al. [27] reported on the observation of the two-neutrino double-beta decay of ${ }^{100}$ Mo into an excited state of the final nucleus ${ }^{100} \mathrm{Ru}$. Repeated measurements were performed with ${ }^{76} \mathrm{Ge}[28-30],{ }^{82} \mathrm{Se}[31],{ }^{100} \mathrm{Mo}[32,33]$, and ${ }^{116} \mathrm{Cd}[34]$. Presently, there are a few tens of experimental groups studying the problem of double-beta decay.

The accumulation of a vast body of experimental data referring to the two-neutrino mode of double-beta decay is the main outcome of the inquiries into the sub-


Fig. 3. Nuclei unstable with respect to $2 \beta^{-}$decay.
ject that have been performed over the last decade. No evidence for the neutrinoless mode has been revealed. An analysis of the results obtained in seeking this mode only yields constraints on constants that determine the probability of the process under various assumptions about its mechanisms-that is, on the Majorana mass of the neutrino, on right-handed admixtures, on the neutrino-Majoron coupling constants, and on some other relevant parameters.

The objective of the present article is to survey a general picture of the development of the problem and to highlight changes that have occurred over the past years in the mainstream lines of investigation in these realms. I am well aware that an unprecedentedly long history of the question, which has been studied over more than 60 years, resulted in the emergence of a number of review articles dealing with the general and particular issues of the theory of double-beta decay or with the current status of relevant experiments. The theoretical aspects of the problem have been repeatedly and thoroughly considered in the literature. There are also comprehensive studies covering almost all aspects of the modern theory on the subject [35-38]. Among the articles devoted to the experimental work in this field, the review article of Zdesenko [39], who provided rich information about the early stages of the development of the problem, and the more recent studies of Moe [40] and O.Ya. Zeldovich [41] are worthy of special note. Tretyak and Zdesenko [12] presented the most comprehensive compilation of tabular data from the studies that had been published by that time. The history of the problem was described in detail by Ya.B. Zeldovich [42] and Lazarenko [43].

Since only $2 \beta^{-}$decay has been recorded experimentally so far, the present article will deal with questions that are related to this version of the process in one way or another. There is, however, no fundamental differ-
ence between $2 \beta^{-}$and $2 \beta^{+}$decays. Some special features of the latter and prospects for inquiries into it will be considered separately.

## 2. GENERAL REGULARITIES

The energy deposited in $2 \beta^{-}$decay is equal to the atomic-mass difference between the initial and the final nucleus, $\Delta M=M(A, Z)-M(A, Z+2)$. Two-neutrino double-beta decay is allowed in any version of the the-ory-the only obvious condition that must be satisfied for such a decay process to occur is $\Delta M>0$. A second condition is dictated by the extremely small probability of the process: the beta decay of the parent nucleus must be forbidden or severely suppressed.

Thirty-five even-even "stable" isobars meeting the above two conditions are known [44] (see Fig. 3). The competing beta decays of these nuclei are forbidden because the ground states of the $A(Z+1)$ isobars occur higher on the energy scale. This is not so only for the ${ }^{48} \mathrm{Ca}$ nucleus, but its beta decay is suppressed because of the large difference of the angular momenta between the initial nucleus and the intermediate nucleus ${ }^{48} \mathrm{~S}$ $\left(J^{\pi}=6^{+}\right)$.

Two-neutrino double-beta ( $2 \beta-2 v$ ) decay. The relevant half-life can be represented as [36]

$$
\left(T_{1 / 2}^{2 v}\right)^{-1}=F^{2 v}\left|M^{2 v}\right|^{2} \cong F^{2 v}\left|M_{\mathrm{GT}}\right|^{2},
$$

where $F^{2 v}$ is the reaction phase space, while $M_{\mathrm{GT}}$ is the Gamow-Teller matrix element for the transition from the $0^{+}$state of the $A(Z, N)$ nucleus to one of the final states of the $A(Z+2)$ nucleus.

Neutrinoless double-beta decay. The most general expression for the probability of the neutrinoless mode of double-beta decay induced by a light neutrino with a

Table 1

| Nuc- <br> leus | $Q, \mathrm{keV}$ | $F^{2 v} \times 10^{21}$ <br> $\mathrm{yr}^{-1} \mathrm{MeV}^{2}$ | $F^{0 v} \times 10^{13}$, <br> $\mathrm{yr}^{-1} \mathrm{fm}^{2}$ | $F^{M} \times 10^{15}$, <br> $\mathrm{yr}^{-1} \mathrm{fm}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{48} \mathrm{Ca}$ | 4271 | 10490 | 49.06 | 303.1 |
| ${ }^{76} \mathrm{Ge}$ | 2041 | 34.70 | 6.697 | 12.60 |
| ${ }^{82} \mathrm{Se}$ | 2995 | 1151 | 30.63 | 108.8 |
| ${ }^{100} \mathrm{Mo}$ | 3034 | 2502 | 57.60 | 216.1 |
| ${ }^{128} \mathrm{Te}$ | 868 | 0.2245 | 2.701 | 1.451 |
| ${ }^{130} \mathrm{Te}$ | 2533 | 1270 | 66.40 | 194.0 |
| ${ }^{136} \mathrm{Xe}$ | 2479 | 1275 | 72.79 | 207.3 |
| ${ }^{150} \mathrm{Nd}$ | 3367 | 31370 | 345.2 | 1684 |

mass of up to a few MeV and by right-handed currents has the form

$$
\begin{gathered}
\left(T_{1 / 2}\right)^{-1}=C_{m m}\left(\left\langle m_{v}\right\rangle / m_{e}\right)^{2}+C_{\eta \eta}\langle\eta\rangle^{2}+C_{\lambda \lambda}\langle\lambda\rangle^{2} \\
\left.+C_{m \eta}\left(\left\langle m_{v}\right\rangle / m_{e}\right)\langle\eta\rangle+C_{m \lambda}\left\langle m_{v}\right\rangle / m_{e}\right)\langle\lambda\rangle \\
+C_{\eta \lambda}\left(\left\langle m_{v}\right\rangle / m_{e}\right)\langle\eta\rangle\langle\lambda\rangle,
\end{gathered}
$$

where $\left\langle m_{v}\right\rangle$ is the effective neutrino mass averaged over light neutrino states, $\langle\eta\rangle$ and $\langle\lambda\rangle$ are the effective values obtained by similarly averaging the coupling constants for right-handed currents, and the coefficients $C$ take into account matrix-element and phase-space contributions. In the majority of models that consider neutrinoless double-beta decay, the mass term is dominant. Setting $\langle\eta\rangle=\langle\lambda\rangle=0$, we obtain

$$
\begin{aligned}
\left(T_{1 / 2}\right)^{-1} & =\left(\left\langle m_{v}\right\rangle / m_{e}\right)^{2} F^{0 v}\left|M_{\mathrm{GT}}-M_{\mathrm{F}}\right|^{2} \\
& =\left(\left\langle m_{v}\right\rangle / m_{e}\right)^{2} F^{0 v}\left|M^{0 v}\right|^{2} .
\end{aligned}
$$

Neutrinoless double-beta decay involving Majoron emission. The half-life is given by

$$
\left(T_{1 / 2}\right)^{-1}=\left|\left\langle g_{v \chi}\right\rangle\right|^{2} F^{M}\left|M_{\mathrm{GT}}-M_{\mathrm{F}}\right|^{2}
$$



Fig. 4. Total-energy spectrum of electrons from $2 \beta^{-}$decay for various decay modes.
where $\left\langle g_{v \chi}\right\rangle$ is the averaged neutrino-Majoron coupling constant and where the matrix element has the same form as in the preceding case, provided that heavy-neutrino exchanges are disregarded.

The simplest (triplet) Majoron model was ruled out by a precise measurement of the $Z^{0}$-boson width [45]. In order to sidestep this constraint, Berezhiani et al. [46] and Burgess and Cline [47] considered more involved versions. A model featuring the emission of two or more Majorons was proposed by Mohapatra and Takasugi [11].

The phase-space volume can be calculated precisely. Table 1 presents the values of $F^{2 v}, F^{0 v}$, and $F^{M}$ from [37] for $0^{+} \longrightarrow 0^{+}$transitions.

It is worth noting that the different phase-space factors depend differently on the decay energy: $F^{2 v} \sim Q^{11}$, $F^{0 v} \sim Q^{5}$, and $F^{M} \sim Q^{7}$.

The spectrum of the total energy $E$ of two product electrons (see Fig. 4) provides the most important criterion for experimentally separating the different modes of double-beta decay. The $A(Z+2)$-isobar yield summed over all decay modes is determined on the basis of the geochemical method.

## 3. EXPERIMENTAL SITUATION

The two-neutrino double-beta decay of ten nuclei $\left({ }^{48} \mathrm{Ca},{ }^{76} \mathrm{Ge},{ }^{82} \mathrm{Se},{ }^{96} \mathrm{Zr},{ }^{100} \mathrm{Mo},{ }^{116} \mathrm{Cd},{ }^{128} \mathrm{Te},{ }^{130} \mathrm{Te},{ }^{150} \mathrm{Nd}\right.$, and ${ }^{238} \mathrm{U}$ ) was observed in direct and geochemical experiments.

Table 2 displays the results of the most important successful experiments. Information about those experiments that recorded the double-beta decay of a given isotope for the first time is boldfaced. Also presented for geochemical measurements is the maximal scatter of the results obtained by different authors (according to data from [12]).

Among the results coming from direct measurements, the longest half-life was recorded for the ${ }^{76} \mathrm{Ge}$ isotope ( $T_{1 / 2} \approx 10^{21} \mathrm{yr}$ ). For the other nuclei under discussions, the observed half-life values of $T_{1 / 2} \approx 10^{19}-$ $10^{20} \mathrm{yr}$ correspond to the actual sensitivity of the experimental facilities used. The ${ }^{128} \mathrm{Te}$ isotope, whose lifetime was estimated by the geochemical method ( $T_{1 / 2} \approx$ $10^{24} \mathrm{yr}$ ), is the most long-lived radioactive source discovered on the Earth.

The scatter of the results obtained by the geochemical method and in direct measurements is quite significant, which is associated both with the extreme smallness of the measured effect and with methodological difficulties peculiar to each of the experimental procedures in use. Special features of these procedures will be described below.

## 4. GEOCHEMICAL METHOD

The geochemical method consists in determining the abundances of beta-decay products accumulated

Table 2

| Nucleus | $T_{1 / 2}, \mathrm{yr}$ | Experimental group | Experimental procedure |
| :---: | :---: | :---: | :---: |
| ${ }^{48} \mathrm{Ca}$ | $\left(4.3_{-1.1-1.4}^{+2.4+1.4}\right) \times 10^{19}$ | UCI/IAE 1997 [18] | TPC |
| ${ }^{76} \mathrm{Ge}$ | $\left(9_{-1}^{+1}\right) \times 10^{20}$ | ITEP/YERPHI 1988/1990 [2] | Semiconductor germanium detector |
|  | $\left(9.2_{-0.5}^{+0.7}\right) \times 10^{20}$ | ITEP/PNL/USC/YERPHI 1991 \| [28] | Semiconductor germanium detector |
|  | $\left(1.42_{-0.03-0.13}^{+0.03+0.13}\right) \times 10^{21}$ | Heidelberg/Moscow 1995 [29] | Semiconductor germanium detector |
|  | $\left(1.77_{-0.01-0.12}^{+0.01+0.12}\right) \times 10^{21}$ | Heidelberg/Moscow 1997 [30] | Semiconductor germanium detector |
| ${ }^{82} \mathrm{Se}$ | $\left(1.4_{-0.2}^{+0.2}\right) \times 10^{20}$ | 1969 [3] | Geochemistry |
|  | $(1.0-2.8) \times 10^{20}$ | [12] | Geochemistry |
|  | $\left(1.08_{-0.06}^{+0.28}\right) \times 10^{20}$ | UCI/LLL 1987/1992 [1] | TPC |
|  | $\left(0.83_{-0.10-0.07}^{+0.10+0.07}\right) \times 10^{20}$ | NEMO 1998 [31] | Counting spectrometer |
| ${ }^{96} \mathrm{Zr}$ | $\left(3.9_{-0.9}^{+0.9}\right) \times 10^{19}$ | Tokyo 1993 [25] | Geochemistry |
|  | $\left(2.1_{-0.4}^{+0.8}\right) \times 10^{19}$ | NEMO 1998 [26] | Counting spectrometer |
| ${ }^{100} \mathrm{Mo}$ | $\left(1.15_{-0.20}^{+0.30}\right) \times 10^{19}$ | Osaka 1991 [19] | Counting spectrometer |
|  | $\left(1.15_{-0.08}^{+0.34}\right) \times 10^{19}$ | UCI/LLL 1991 [20] | TPC |
|  | $\left(0.95_{-0.04-0.09}^{+0.04+0.09}\right) \times 10^{19}$ | NEMO 1995 [32] | Counting spectrometer |
|  | $\left(0.68_{-0.05-0.07}^{+0.05+0.07}\right) \times 10^{19}$ | UCI 1997 [33] | TPC |
| ${ }^{116} \mathrm{Cd}$ | $\left(2.2_{-0.4}^{+0.7}\right) \times 10^{19}$ | Osaka 1994 [21] | Counting spectrometer |
|  | $\left(3.75_{-0.35-0.21}^{+0.35+0.21}\right) \times 10^{19}$ | NEMO 1995 [34] | Counting spectrometer |
| ${ }^{128} \mathrm{Te}$ | $\left(1.5_{-0.2}^{+0.2}\right) \times 10^{24}$ | 1975 [13] | Geochemistry |
|  | $(1.4-7.7) \times 10^{24}$ | [12] | Geochemistry |
| ${ }^{130} \mathrm{Te}$ | $1.4 \times 10^{21}$ | 1950 [8] | Geochemistry |
|  | $(0.6-3.1) \times 10^{21}$ | [12] | Geochemistry |
| ${ }^{150} \mathrm{Nd}$ | $\left(1.9_{-0.39-0.39}^{+0.66+0.39}\right) \times 10^{19}$ | ITEP/INR 1993/1994 [22] | TPC |
|  | $\left(0.68_{-0.04-0.07}^{+0.04+0.07}\right) \times 10^{19}$ | UCI/LLL 1997 [23] | TPC |
| ${ }^{238} \mathrm{U}$ | $\left(2.0_{-0.6}^{+0.6}\right) \times 10^{21}$ | Chicago/SFI/LANL 1991 [24] | Radiochemistry |

over a geological time in minerals containing potentially $2 \beta$-active elements. Basic results were obtained by determining the abundances of inert gases- $-{ }^{82} \mathrm{Kr}$, ${ }^{128} \mathrm{Xe}$, and ${ }^{130} \mathrm{Xe}$ isotopes-originating from the dou-ble-beta decay of ${ }^{82} \mathrm{Se},{ }^{128} \mathrm{Te}$, and ${ }^{130} \mathrm{Te}$ in minerals containing selenium and tellurium. When such mineral were formed from a melt or from a solution, inert gases were removed almost completely. In this way, there
arose necessary preconditions for discovering negligibly small amounts of decay products accumulated over the times of existence of the minerals.

For the first time, the geochemical method was successfully used in 1949 [8] to estimate the half-life of ${ }^{130} \mathrm{Te}$. The result, $T_{1 / 2}=1.4 \times 10^{21} \mathrm{yr}$, appeared to be the first evidence for the occurrence of the process. Many
subsequent measurements [12] did not change this estimate significantly. The $T_{1 / 2}$ values presented by different authors lie in the range between $6 \times 10^{20}$ and $3 \times$ $10^{21} \mathrm{yr}$. The mean values of the ${ }^{130} \mathrm{Te}$ half-life that were recommended on the basis of an analysis of the entire array of data are $(1.5-2.8) \times 10^{21} \mathrm{yr}$ [48] and $0.8 \times$ $10^{21} \mathrm{yr}$ [49]. The large scatter of the results may be due to an insufficiently accurate determination of poorly controllable parameters, variations in the time of gas accumulation, and the possible reduction of gas abundances in geological rearrangements within periods following mineral formation.

Of particular interest is the investigation of the dou-ble-beta decay of ${ }^{128} \mathrm{Te}$ because, in this case, the twoneutrino mode is suppressed in view of a small energy release ( 868 keV ). The recorded half-life values lie in the range $(1.4-7.7) \times 10^{24} \mathrm{yr}$ [13-16], so that the decay of ${ }^{128} \mathrm{Te}$ is the rarest process detected so far. The scatter of the results can be attributed to factors inherent in geochemistry and to significant systematic uncertainties that are difficult to take into account because of the extreme smallness of the effect.

The first measurements of the ${ }^{82} \mathrm{Se}$ half-life were performed in 1969 [2]. The resulting half-life value of $T_{1 / 2}=1.4 \times 10^{20} \mathrm{yr}$ was then confirmed in a number of later experiments [12], although the scatter of the results is great in this case as well $\left[(1.0-2.8) \times 10^{20} \mathrm{yr}\right]$. The recommended values of the ${ }^{82}$ Se half-life are $1.3 \times$ $10^{20} \mathrm{yr}$ [48] and $1.0 \times 10^{20} \mathrm{yr}$ [49].

In general, the geochemical method is insufficient for establishing the mechanism of double-beta decay, but the two tellurium isotopes in question stand out in this respect owing to noticeably different values of the energy release. The expected ratio of half-lives $\left({ }^{130} \mathrm{Te} /{ }^{128} \mathrm{Te}\right)$ is $(2-4) \times 10^{-4}$ for the two-neutrino mode and $(4-6) \times 10^{-2}$ for the neutrinoless mode, the phasespace ratios being $1.8 \times 10^{-4}$ and $4.1 \times 10^{-2}$, respectively. By measuring the yields of ${ }^{128} \mathrm{Xe}$ and ${ }^{130} \mathrm{Xe}$ in a single experiment, we can suppress the main uncertainty in the geochemical method, poor knowledge of time of accumulation of decay products and poor knowledge of the rate of gas escape. The most precise value of this ratio, $(3.52 \pm 0.11) \times 10^{-4}[15,50]$, is virtually coincident with the value computed for the twoneutrino mode. Thus, the observed effect can be associated with the two-neutrino mode of double-beta decay.

The only successful geochemical study that determined the abundance of a solid-state product of doublebeta decay $\left({ }^{96} \mathrm{Mo}\right)$ was that in which measurements were performed with a ${ }^{96} \mathrm{Zr}$ sample [25]. A high concentration of uranium in the ore used made it possible to determine its age $\left(1.7 \times 10^{9} \mathrm{yr}\right)$ to quite a high precision, but this simultaneously increased the abundance of ${ }^{96} \mathrm{Mo}$ because of spontaneous decay. The contribution of spontaneous fission was determined by means of measurements with a neutron source. The value of $T_{1 / 2}=(3.9 \pm 0.9) \times 10^{19} \mathrm{yr}$ obtained in this way for the ${ }^{96} \mathrm{Zr}$ half-life can be considered as a first approximation.

The discovery of the double-beta decay of ${ }^{238} \mathrm{U}$, with the relevant half-life being $(2.0 \pm 0.6) \times 10^{21} \mathrm{yr}$ [24], demonstrated the potential of the radiochemical method. As in a geochemical analysis, the method consists in determining the abundance of a decay product ( ${ }^{238} \mathrm{Pu}$ in the case being discussed) accumulated in an ore sample containing a $2 \beta$-active isotope. The daughter nucleus ${ }^{238} \mathrm{Pu}$ decays, with a half-life of 88 yr , emitting a $5.6-\mathrm{MeV}$ alpha particle. Owing to this, the number of product nuclei can be measured in the case of comparatively small accumulation times, provided that they are known to a high precision. Unfortunately, the possibilities for repeating an experiment are severely limited because of large amounts of ${ }^{238} \mathrm{Pu}$ in the atmosphere and on the Earth's surface due to atomic-weapon tests. Turkevich et al. [24] were able to perform measurements with 8.5 kg of uranyl nitrate that was stored underground for 33 years.

## 5. DIRECT MEASUREMENTS

Any facility intended for studying double-betadecay process must ensure extremely low levels of both intrinsic and extrinsic backgrounds. In designing such facilities, use is made of thoroughly selected materials characterized by as low a level of intrinsic radioactivity as possible (contamination with ${ }^{40} \mathrm{~K},{ }^{238} \mathrm{U}$, and ${ }^{232} \mathrm{Th}$ of no more than $10^{-8}-10^{-10} \mathrm{~g} / \mathrm{g}$ ). The facilities in question are surrounded by a strong passive shielding (10-40 cm of lead) and are equipped with a veto system for suppressing a cosmic background. Some facilities operate in low-background underground laboratories (Baksan, Gran Sasso, Saint Gothard, Cafranc), where the cosmic component of the background is reduced to a minimum.

A simultaneous emission of two electrons from one point of the target is a signature common to all modes of double-beta decay. This is used as a criterion in all the facilities, with the exception of germanium detectors. The total energy of these two electrons is the main measured quantity, the character of the total-energy spectrum being determined by a specific double-betadecay mode (see Fig. 4). The shape of the spectrum imposes additional constraints on the parameters of the experimental facility chosen to meet the needs of the main problem to be solved.

For example, searches for the two-neutrino decay mode require reducing the background level to the lowest possible extent over a wide energy range, since the total-energy spectrum of electrons represents a wide bell with a maximum at $E \approx Q / 3$. For the majority of nuclei whose two-neutrino double-beta decay was detected in direct experiments $\left({ }^{48} \mathrm{Ca},{ }^{82} \mathrm{Se},{ }^{96} \mathrm{Zr},{ }^{100} \mathrm{Mo}\right.$, ${ }^{150} \mathrm{Nd}$ ), the values of $Q$ lie between 3 and 4 MeV . Hence, it is necessary to perform a thorough analysis of the origin of backgrounds from energies not higher than $0.8-$ 1.0 MeV. In searches for two-neutrino double-beta decays in direct experiments, the greatest success was
achieved by the groups who used tracking detectors of various types.

The first observations of the decays of ${ }^{82} \mathrm{Se}[1],{ }^{48} \mathrm{Ca}$ [18], ${ }^{100} \mathrm{Mo}$ [20], and ${ }^{150} \mathrm{Nd}$ [22, 23] were made with the aid of a TPC (a drift ionization chamber in a magnetic field), which permits a full reconstruction of the geometry and kinematics of each event. For the first time, a TPC was successfully used in the study of UCI-LLL [1] to detect the two-neutrino double-beta decay of ${ }^{82} \mathrm{Se}$. Later on, the same facility and a TPC that was developed at ITEP [22] were successfully used in searches for the two-neutrino double-beta decay of ${ }^{48} \mathrm{Ca},{ }^{100} \mathrm{Mo}$, and ${ }^{150} \mathrm{Nd}$.

The principle of TPC operation can be illustrated by considering the example of the facility used by the UCI-LLL group (see Fig. 1). The hub of the apparatus is a cylindrical (octagonal) planar ionization chamber of mean diameter 85 cm and height about 25 cm , which operates in a magnetic field of strength 700 G (Fig. 5). The chamber is filled with a mixture of $93 \% \mathrm{He}$ and $7 \%$ $\mathrm{C}_{3} \mathrm{H}_{8}$ at atmospheric pressure. A film source having a thickness of $7 \mathrm{mg} / \mathrm{cm}^{2}$ and containing 14 g of $\mathrm{Se}(97 \%$ ${ }^{82} \mathrm{Se}$ ) divides the volume of the chamber in height into two equal parts, so that there arise two drift gaps. Over the entire areas of the two endfaces of the chamber, systems of parallelly stretched field wires of diameter 0.075 mm each are arranged at distances 10 cm from the source, the pitch between the wires being 2.5 mm . A voltage of -700 V with respect to this system is applied to the source, ensuring the velocity of ioniza-tion-track drift about $5 \mathrm{~mm} / \mu$ s over the entire volume of the chamber. Two planes of a coordinate wire cham-ber-the anode plane, with a pitch of 5 mm between the wires, and the cathode plane, with a pitch of 2.5 mm are mounted immediately behind the field wires, the wires of the cathode plane being stretched orthogonally to the anode and field wires. The voltage drop across the anode-cathode gap is 1500 V . Each wire of the anode system has its own amplifier and discriminator; the cathode wires are connected in pairs. The wire chambers determine the coordinates of the tracks in the ( $X, Y$ ) plane versus time, the accuracy of this determination being 5 mm in each coordinate. For the chosen drift velocity (see above), the total time it takes for the track to travel the distance from the source to the coordinate chamber is $20 \mu \mathrm{~s}$. This time interval is partitioned into 20 subintervals of duration $1 \mu \mathrm{~s}$ each, and 20 coordinates in the $Z$ axis are fixed for each track to the same accuracy of 5 mm . Thus, the spatial (helical) pattern of each track is fully reconstructed in the chamber to within 5 mm in each of the coordinates. It is worth noting that the term "time projection chamber" (recall that it is abbreviated by convention as TPC) reflects the method for determining the third coordinate of the tracks.

In order to single out the possible cases of doublebeta decays, the condition of a simultaneous emission of two electrons from one point of the source was


Fig. 5. Schematic view of the TPC from the facility of the experiment reported in [1].
imposed for each of the two drift gaps; after that, a full kinematical analysis of each event was performed. It was shown that the conventional beta decay of nuclei from the uranium and thorium families was the most hazardous source of background mimicking doublebeta decay. This background was efficiently suppressed, since the daughter nuclei from the decay of ${ }^{214} \mathrm{Bi}$ and ${ }^{212} \mathrm{Bi}$ isotopes belonging to these families produced beta-alpha chains that could easily be isolated by a TPC.

Owing to the possibility of a thorough event-byevent analysis and to a low level of the intrinsic background in the apparatus, the UCI-LLL group was able to achieve a sensitivity level of $10^{20} \mathrm{yr}$, which was necessary for disclosing the reasons behind the discrepancy between the results of the geochemical ([2]) and the direct ([17]) determination of the ${ }^{82}$ Se half-life. A similar sensitivity was achieved with the ITEP facility [22]. This created preconditions for a further successful application of TPCs in experiments that performed searches for the double-beta decays of ${ }^{48} \mathrm{Ca},{ }^{100} \mathrm{Mo}$, and ${ }^{150} \mathrm{Nd}$, whose half-lives proved to be somewhat shorter ( $10^{19}-4 \times 10^{19} \mathrm{yr}$ ).

The counting track detectors ELEGANT-5 and NEMO were successfully used to detect the two-neutrino double-beta decays of ${ }^{100} \mathrm{Mo}$ [19] (this was done simultaneously in [20]) ${ }^{116} \mathrm{Cd}$ [21], and ${ }^{96} \mathrm{Zr}$ [26] in direct measurements.

The operation of the last two detectors was based on the same principles. A thin source under investigation was placed in between two wire volume coordinate chambers, which fixed the tracks of two electrons that were ejected simultaneously from the same point of the source in opposite directions. The energy of each electron was measured by plastic scintillators. The measurements were performed simultaneously with two sources. Of these, one was manufactured from a material highly enriched in the isotope being investigated, while the other had a natural isotope content. The effect of two-neutrino double-beta decay was singled out by comparing the total-energy spectra of electrons for the
two sources. That the intrinsic-background level was low in either source was a crucial circumstance that rendered this procedure quite efficient.

Despite its obvious merits, a TPC facility is disadvantageous in that it is difficult to study large amounts of specific isotopes with such facilities. The same plagues the results of measurements with counting track detectors. A high-pressure TPC used to study the double-beta decay of ${ }^{136} \mathrm{Xe}$ [51] is free from this flaw. As a working gas, this facility employs Xe enriched in ${ }^{136} \mathrm{Xe}$ to $62.5 \%$ and pumped at a pressure of $5 \mathrm{~atm} ; 1801$ of the chamber useful volume contain 24.2 moles of the active isotope. Double-beta-decay tracks are selected by using their specific shape-namely, the shape that is characterized by a continuous trace with a sharp increase in ionization at both ends because of the moderation of the electrons. The sensitivity of the apparatus to two-neutrino double-beta decay is $4 \times 10^{20} \mathrm{yr}$, and Luescher et al. claim that a significant portion of the experimental spectrum is associated precisely with this process. This gives sufficient ground to believe that the observation of the two-neutrino double-beta decay of ${ }^{136} \mathrm{Xe}$ with a half-life of $T_{1 / 2} \approx 10^{21} \mathrm{yr}$ will be announced in the near future.

The semiconductor germanium detectors that were used in discovering and studying the two-neutrino dou-ble-beta decay of ${ }^{76} \mathrm{Ge}$ gave no way to analyze event kinematics. Nonetheless, the highest sensitivity among the results obtained in direct measurements, $T_{1 / 2} \approx$ $10^{21} \mathrm{yr}$, was achieved precisely for ${ }^{76} \mathrm{Ge}$. The use of detectors that had a weight of a few kilograms and which were manufactured from a highly enriched active isotope ( $87 \%{ }^{76} \mathrm{Ge}$ ), together with a nearly $100 \%$ event-detection efficiency, was the main factor that ensured this advantage. A high purity of semiconducting germanium was also of paramount importance for this.

A group of experimenters from ITEP and YERPHI that was the first to employ detectors from enriched germanium and which discovered in this way the twoneutrino double-beta decay of ${ }^{76} \mathrm{Ge}$ [3] separated the effect by comparing the spectra from detectors manufactured from enriched and natural germanium. Three germanium detectors-two from enriched germanium (of total weight 1.2 kg ) and one of natural germa-nium-were mounted within the same cryostat close to one another, which ensured identical levels of the extrinsic background for them (Fig. 2). This permitted avoiding a computational reconstruction of this background, whose main component in germanium detectors is gamma radiation from the structural materials of the apparatus.

The more recent studies reported in [28-30] relied on a computational procedure, because a considerable reduction of the absolute level of the radiation background rendered this procedure more secure.

To conclude this section, we recall that Barabash et al. [27] reported the observation of the $2 \beta 2 v$ process
${ }^{100} \mathrm{Mo} \longrightarrow{ }^{100} \mathrm{Ru}^{*}\left(0_{1}^{+}, 1130 \mathrm{keV}\right)$ followed by the emission of two cascade gamma rays of energies 539 and 591 keV . Those measurements were performed with powder ${ }^{100} \mathrm{Mo}$ by using several gamma-ray detectors made from germanium. A value of $T_{1 / 2} \approx 10^{21} \mathrm{yr}$ ( $10^{19} \mathrm{yr}$ for the transition to the ground state) was obtained there for the half-life.

The neutrinoless mode of double-beta decay was sought at the same facilities and with the aid of the same methods as those used in studying the processes of two-neutrino double-beta decay. Since the neutrinoless modes of double-beta decay have not yet been discovered, an analysis of the results obtained in seeking them only constrains the values of the parameters that determine the probability of the process in various theoretical models. The level of these constraints depends on the sensitivity of the experiments seeking the decay modes in question and on the accuracy in computing the relevant nuclear matrix elements. Prior to discussing available experimental data, it is therefore reasonable to assess the accuracy of the calculations performed for those matrix elements.

## 6. CALCULATION OF MATRIX ELEMENTS

The only indirect possibility for estimating the accuracy in computing relevant matrix elements consists in comparing experimental data with the results obtained by calculating the probability of two-neutrino doublebeta decay, since the methods used to evaluate $M^{0 v}$ and $M^{2 v}$ are quite similar.

Two basic models-the shell model of the nucleus [52-56] and various versions of the quasiparticle ran-dom-phase approximation (QRPA) [57-62]-were used in computing nuclear matrix elements. Over the past few years, the shell model has become more appropriate for such calculations owing to evolving codes that make it possible to use vast bases of wave functions and to invoking the Monte Carlo method in the case of heavy nuclei. Nevertheless, it is rather difficult to employ this model for a wide range of nuclei because the relevant calculations are very involved and cumbersome, so that QRPA calculations remain necessary.

The main difficulty in calculating the matrix elements for two-neutrino double-beta decay-both within the shell model and within the QRPA-stems from the fact that the $\left|M^{2 v}\right|$ value extracted from experimental data proved to be one to two orders of magnitude less than the single-particle estimates. The point is that the large components of the wave functions are canceled almost completely; as a result, slight modifications to the nuclear structure lead to considerable changes in the results of the calculations. Within the QRPA, this implies a strong dependence of $M^{2 v}$ on the quasiparticle coupling constant $g_{p p}$.

The predictive power of the original model versions [37,57,58] proved to be very poor. The matrix elements changed sign (see Fig. 6) at physically signifi-
cant coupling-constant values of $g_{p p} \approx 1$, which resulted in a sharp dependence of the decay probability on the adopted value of $g_{p p}$ ("collapse" effect). Later on, model versions were developed that made it possible to smooth out this dependence to some extent, but the problem has yet to be solved conclusively [61].

The results of the calculations performed within various approximations are presented in Table 3, along with the measured half-lives (the presumed half-life of ${ }^{136} \mathrm{Xe}$ was estimated on the basis of results reported in [51]).

The predictions of the latest versions of the shell model $[54,55]$ are close to the measured half-life values, but these predictions have been obtained only for a small number of nuclei. Calculations within the QRPA were performed for almost all nuclei that are expected to be $2 \beta$-active [ 58,59 ], but the agreement with experimental data is somewhat poorer (within a factor of about 3 for the matrix elements).

There is no direct correlation between the values of $M^{2 v}$ and $M^{0 v}$. The matrix element for two-neutrino dou-ble-beta decay is calculated by performing summation only over the virtual $J^{\pi}=1^{+}$states of the intermediate nucleus. In the neutrinoless mode of double-beta decay, summation must also be performed over states with different spin-parity values. Until recently, it was assumed that this smooths out the $g_{p p}$ dependence of $M^{0 v}$ and that the reliability of the calculation of $M^{0 v}$ is higher for this reason. It was shown in [63], however, that the inclusion of ground-state proton-neutron correlations is of paramount importance in this case. The problem is still far from being resolved completely, and the most secure criterion of the accuracy in calculating


Fig. 6. Gamow-Teller matrix element as a function of the coupling constant $g_{p p}$ [37].
$\left|M^{0 v}\right|$ is provided by the scatter of the resulting half-life values (see Table 4). It should be noted that, for the probability of neutrinoless double-beta decay, the calculations on the basis of the maximally full shell model $[55,56]$ predict values falling significantly short of the results of the previous studies.

Table 3. Experimental and calculated values of double-beta-decay half-lives ( $T_{1 / 2}, \mathrm{yr}$ )

| Nucleus | Experiment | Shell model |  | Quasiparticle random-phase approximation |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [53] | [54, 55]* | [58] | [59] |
| ${ }^{48} \mathrm{Ca}$ | $4.3 \times 10^{19}$ | $2.9 \times 10^{19}$ | $5.5 \times 10^{19}$ |  |  |
| ${ }^{76} \mathrm{Ge}$ | $(0.9-1.8) \times 10^{21}$ | $4.2 \times 10^{19}$ | $\begin{aligned} & 2.2 \times 10^{21} \\ & 3.6 \times 10^{21} \end{aligned}$ | $3.0 \times 10^{21}$ | $0.26 \times 10^{21}$ |
| ${ }^{82} \mathrm{Se}$ | $(0.8-1.4) \times 10^{20}$ | $2.6 \times 10^{19}$ | $\begin{aligned} & 5.0 \times 10^{19} \\ & 8.0 \times 10^{19} \end{aligned}$ | $1.1 \times 10^{20}$ | $0.85 \times 10^{20}$ |
| ${ }^{96} \mathrm{Zr}$ | $(2-4) \times 10^{19}$ |  |  |  | $2.0 \times 10^{20}$ |
| ${ }^{100} \mathrm{Mo}$ | $(0.7-1.2) \times 10^{19}$ |  |  | $0.13 \times 10^{19}$ | $3.6 \times 10^{19}$ |
| ${ }^{116} \mathrm{Cd}$ | $(2-4) \times 10^{19}$ |  |  |  | $1.5 \times 10^{20}$ |
| ${ }^{128} \mathrm{Te}$ | $(1.4-7.7) \times 10^{24}$ | $8.8 \times 10^{22}$ |  | $2.6 \times 10^{24}$ | $2.1 \times 10^{23}$ |
| ${ }^{130} \mathrm{Te}$ | $(0.8-3.1) \times 10^{21}$ | $1.7 \times 10^{19}$ |  | $0.18 \times 10^{21}$ | $7.9 \times 10^{19}$ |
| ${ }^{136} \mathrm{Xe}$ | $\sim 10^{21}$ ? |  | $\begin{aligned} & 1.7 \times 10^{21} \\ & 2.0 \times 10^{21} \end{aligned}$ | $4.6 \times 10^{21}$ | $1.0 \times 10^{21}$ |
| ${ }^{150} \mathrm{Nd}$ | $(0.7-1.9) \times 10^{19}$ |  |  | $0.74 \times 10^{19}$ | $1.7 \times 10^{19}$ |
| ${ }^{238} \mathrm{U}$ | $2.0 \times 10^{21}$ |  |  | $1.5 \times 10^{23}$ | $0.9 \times 10^{21}$ |

* Two estimates for the expected half-lives $T_{1 / 2}$ are presented in [55].

Table 4

| Nucleus | Shell model |  | Various versions of the quasiparticle random-phase approximation |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [52] | [55, 56] | [37] | [58] | [59] | [62] |
| ${ }^{48} \mathrm{Ca}$ | $8.8 \times 10^{23}$ | $\cong 10^{25}$ |  |  |  |  |
| ${ }^{76} \mathrm{Ge}$ | $1.4 \times 10^{24}$ | $1.8 \times 10^{25}$ | $1.9 \times 10^{24}$ | $2.3 \times 10^{24}$ | $2.7 \times 10^{24}$ | $9.5 \times 10^{24}$ |
| ${ }^{82} \mathrm{Se}$ | $2.1 \times 10^{23}$ | $2.4 \times 10^{24}$ | $6.1 \times 10^{23}$ | $6.0 \times 10^{23}$ | $1.9 \times 10^{24}$ |  |
| ${ }^{96} \mathrm{Zr}$ |  |  |  | $5.3 \times 10^{23}$ |  |  |
| ${ }^{100} \mathrm{Mo}$ |  |  | $2.3 \times 10^{23}$ | $1.3 \times 10^{24}$ |  | $2.6 \times 10^{23}$ |
| ${ }^{116} \mathrm{Cd}$ |  |  |  | $4.9 \times 10^{23}$ |  | $6.9 \times 10^{23}$ |
| ${ }^{128} \mathrm{Te}$ | $6.9 \times 10^{24}$ |  | $4.4 \times 10^{23}$ | $7.8 \times 10^{24}$ | $1.3 \times 10^{25}$ | $1.1 \times 10^{25}$ |
| ${ }^{130} \mathrm{Te}$ | $3.2 \times 10^{23}$ |  |  | $4.9 \times 10^{23}$ | $7.2 \times 10^{23}$ |  |
| ${ }^{136} \mathrm{Xe}$ |  | $1.2 \times 10^{25}$ |  | $2.2 \times 10^{24}$ | $4.3 \times 10^{24}$ | $3.4 \times 10^{24}$ |
| ${ }^{150} \mathrm{Nd}$ |  |  |  | $3.4 \times 10^{22}$ | $5.6 \times 10^{22}$ |  |

Neutrinoless double-beta decay. The problem of the Majorana neutrino mass is an intriguing puzzle, and it is in the pursuit of it that attempts at detecting the $2 \beta 0 v$ process have been made; therefore, it would be natural to classify various experiments according to the levels of constraints on $\left\langle m_{v}\right\rangle$.

Table 5 displays the most significant limits established experimentally for the half-lives in question and the resulting constraints on $\left\langle m_{v}\right\rangle$ (no right-handed currents are assumed). Three groups of constraints-one based on the latest version of the shell model [55] and two based on two QRPA versions [58, 62]-are singled out there.

Figure 7 gives a clear idea of the relative accuracy achieved in the measurements with the various nuclei $[15,16,51,64-72]$ and of the prospects for strengthening the constraints on $\left\langle m_{v}\right\rangle$ through the improvement of the experimental accuracy. There, the maximal scatter of the results of the calculations from [37,52-56, 58-$62,72-78$ ] was taken for a measure of the uncertainty in the theoretical estimates of $T_{1 / 2}^{0 v}$.

Table 5

| Nucleus | $T_{1 / 2}, \mathrm{yr}$ <br> (experiment) |  | Upper limit <br> $\left\langle m_{v}\right\rangle, \mathrm{eV}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $[55]$ | $[58]$ | $[62]$ |  |
| ${ }^{76} \mathrm{Ge}$ | $\geq 1.6 \times 10^{25}$ | $[64,65]$ | $\leq \leq 1.07$ | $\leq 0.38$ | $\leq 0.77$ |
| ${ }^{82} \mathrm{Se}$ | $\geq 2.7 \times 10^{22}$ | $[68]$ | $\leq 9.4$ | $\leq 4.7$ | - |
| ${ }^{100} \mathrm{Mo}$ | $\geq 5.2 \times 10^{22}$ | $[65]$ | - | $\leq 4.9$ | $\leq 2.2$ |
| ${ }^{116} \mathrm{Cd}$ | $\geq 3.2 \times 10^{22}$ | $[66]$ | - | $\leq 3.9$ | $\leq 4.6$ |
| ${ }^{128} \mathrm{Te}$ | $\geq 2.2 \times 10^{24}$ | $[16]$ | - | $\leq 1.9$ | $\leq 2.2$ |
|  | $\geq 7.7 \times 10^{24}$ | $[15]$ | - | $\leq 1.0$ | $\leq 1.2$ |
| ${ }^{130} \mathrm{Te}$ | $\geq 5,6 \times 10^{22}$ | $[67]$ | - | $\leq 2.9$ | - |
| ${ }^{136} \mathrm{Xe}$ | $\geq 4.3 \times 10^{23}$ | $[51]$ | $\leq 5.2$ | $\leq 2.2$ | $\leq 2.8$ |

The most stringent constraint on $\left\langle m_{v}\right\rangle$ from the measurements with germanium detectors is determined by the extremely high limit on the half-life from [64, 65]. The advantage of germanium detectors in searches for neutrinoless double-beta decay becomes obvious if we compare the sensitivities of the different experiments by using the simple relation

$$
\lim T_{1 / 2} \approx k(M \varepsilon t / B \Delta E)^{1 / 2}
$$

where $M$ is the target mass, $k$ is the abundance of the active isotope, $\varepsilon$ is the efficiency of the detector, $B$ is the background level [measured in event/(keV kg d)], $\Delta E$ is the detector resolution (in keV ), and $t$ is the time of measurements.

The high energy resolution of germanium detectors, $\Delta E=4 \mathrm{keV}(\mathrm{FWHM})$, even in the case of long-term data accumulation $(\Delta E / E=0.5 \%$ at $E=Q=2 \mathrm{MeV})$ is a circumstance of crucial importance. For the sake of comparison, it can be indicated that the energy resolution of the Xe chamber used in [51] is about $6.5 \%$ at $Q \approx 3 \mathrm{MeV}$ (that is, about 200 keV in absolute units). The possibility of using enriched germanium $(k=0.85)$ in amounts weighing a few kilograms at a $100 \%$ efficiency of event detection over an almost entire detector volume is also of importance.

The results of measurements with germanium detectors made it possible to obtain the most stringent constraints on the parameters of right-handed currents: $\langle\eta\rangle \leq 1.3 \times 10^{-8}$ and $\langle\lambda\rangle \leq 1.8 \times 10^{-6}$ (the matrix elements from [58] were used in deducing these estimates).

In conclusion, it is worth noting that the constraint $T_{1 / 2} \geq 1.6 \times 10^{25} \mathrm{yr}[64,65]$ for ${ }^{76} \mathrm{Ge}$ was obtained by means of a conventional statistical treatment of experimental data. Baudis et al. [64] also present the much more stringent constraint $T_{1 / 2} \geq 5.7 \times 10^{25} \mathrm{yr}$, which was obtained on the basis of a dedicated statistical approach, but the reliability of this result is question-
able [65]. For this reason, we display only the conservative estimate in Table 5.

Neutrinoless double-beta decay involving Majoron emission. Like the dominant neutrinoless mode of double-beta decay, its mode involving Majoron emission has not yet been discovered. In searches for $2 \beta 0 \mathrm{v}, \chi^{0}$ decay, the energy resolution of the detector is immaterial, and measurements with germanium detectors do have a crucial advantage. A number of experimental groups (see Table 6) obtained results that made it possible to set virtually identical constraints on the Majoron-neutrino coupling constant $\left\langle g_{v \chi}\right\rangle$.

The constraints on $\left\langle g_{v \gamma}\right\rangle$ that are listed in Table 6 were obtained by using the matrix elements from [58], since that article presents the most comprehensive results on the subject. Among these results, only limits obtained from geochemical data for ${ }^{128} \mathrm{Te}$ stand out, but it was mentioned above that the probability of large systematic errors is high in that case. As to direct measurements, the accuracy achieved in calculating the relevant matrix elements is insufficiently high for conclusively choosing one of the results displayed here: the upper bounds on $\left\langle g_{v \chi}\right\rangle$ can change within a factor of 2 to 3 in either direction.

## 7. OUTLOOK

Neutrinoless double-beta decay. The nearest prospects for studying neutrinoless double-beta decay are known. The commissioning of a large TPC of volume $13 \mathrm{~m}^{3}$ filled with Xe at atmospheric pressure, with the abundance of the ${ }^{136} \mathrm{Xe}$ isotope being 7.5 kg , is expected at ITEP in this very year [82]. The calculated sensitivity of the experiment to the neutrinoless mode is $T_{1 / 2}=(2-4) \times 10^{24} \mathrm{yr}$, which is an order of magnitude higher than the current level [51]. This will constrain the neutrino mass at the level of 1 eV . In the future, it is planned to use a ${ }^{150} \mathrm{Nd}$ target. At the same sensitivity of the apparatus, this will yield the constraint $\left\langle m_{v}\right\rangle \leq 0.2-$ 0.3 eV .


Fig. 7. Calculated values of the half-lives for neutrinoless double-beta decay (in the calculations, it was assumed that $\left\langle m_{\nu}\right\rangle=1.0 \mathrm{eV}$ and $\langle\eta\rangle=\langle\lambda\rangle=0$ ) and experimental limits on these half-lives: (asterisks) experimental data, (closed boxes) results of the calculations performed within various versions of the quasiparticle random-phase approximation, and (open circles) results of the calculations performed within the shell model of the nucleus.

The work on constructing the tracking facility NEMO-3 is nearing completion at present [83, 84]. The scales of the facility can be characterized by its following characteristics. The working chamber has a diameter of 2 m and a length of 3 m , the target area being $20 \mathrm{~m}^{2}$; this makes it possible to perform measurements with 10 kg of the isotope under investigation or with several samples simultaneously. The tracking detector contains 6180 Geiger cells of length 2.7 m each. The weight of plastic scintillators that are used to determine the electron energies and to perform time-of-flight measurements is 7 t . The apparatus employs 1960 photomultiplier tubes. The chamber is placed in a magnetic field of strength 30 G . The energy resolution is about $10 \%$ at 3 MeV , while the calculated detection efficiency is $28 \%$. Measurements at this facility will be per-

Table 6

| Nucleus | $T_{1 / 2}, \mathrm{yr}$ |  | $\left\langle\mathrm{g}_{v \chi}\right\rangle, \times 10^{-4}$ | Experimental procedure |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{76} \mathrm{Ge}$ | $>10^{22}(68 \%$ C. L. $)$ | [2] | <2.2 | Semiconductor germanium detector $\left({ }^{76} \mathrm{Ge}\right)$ |
|  | $>7.9 \times 10^{21}(90 \%$ C. L. $)$ | [79] | <2.6 | Semiconductor germanium detector $\left({ }^{76} \mathrm{Ge}\right)$ |
| ${ }^{82} \mathrm{Se}$ | $>2.4 \times 10^{21}(90 \%$ C. L. $)$ | [31] | <1.6 | Counting tracker detector |
| ${ }^{100} \mathrm{Mo}$ | $>3.1 \times 10^{21}(90 \%$ C. L. $)$ | [80] | <2.0 | Counting tracker detector |
| ${ }^{116} \mathrm{Cd}$ | $>1.2 \times 10^{21}(90 \%$ C. L. $)$ | [34] | <1.2 | Counting tracker detector |
| ${ }^{128} \mathrm{Te}$ | $>2 \times 10^{24}$ | [16] | $<0.7$ | Geochemistry |
|  | $>7.7 \times 10^{24}$ | [15] | <0.3 | Geochemistry |
| ${ }^{130} \mathrm{Te}$ | $>8 \times 10^{20}$ | [49] | <2.8 | Geochemistry |
| ${ }^{136} \mathrm{Xe}$ | $>7.2 \times 10^{21}(90 \%$ C. L. $)$ | [81] | <2.0 | TPC |
| ${ }^{150} \mathrm{Nd}$ | $>2.8 \times 10^{20}(90 \%$ C. L. $)$ | [23] | <1.0 | TPC |

formed, first of all, with molybdenum enriched in ${ }^{100} \mathrm{Mo}$ to $95 \%$. The announced accuracy of the measurements corresponds to a half-life level of $T_{1 / 2} \approx 10^{25} \mathrm{yr}$ under the assumption of zero background (this translates into the constraints $\left\langle m_{v}\right\rangle \leq 0.2-0.3 \mathrm{eV}$ on the neutrino mass). It should be borne in mind that irremovable background from the two-neutrino mode of doublebeta decay must be taken into account in measurements with molybdenum (this background can impair the sensitivity of the apparatus significantly).

It is planned that the first version of a facility featuring low-temperature bolometric $\mathrm{TeO}_{2}$ detectors [85, 86] will be put into operation in 2001. The apparatus is designed as a 14-floor tower with four $\mathrm{TeO}_{2}$ crystals on each floor. Each crystal has dimensions of $5 \times 5 \times 5 \mathrm{~m}^{3}$ and a mass of 760 g . The energy resolution of the first four crystals is within $5-10 \mathrm{keV}$ at a background level of 0.5 event/(keV kg yr). The presumed accuracy of the measurements after one year of operation with 56 detectors is $(3-4) \times 10^{24} \mathrm{yr}$, which corresponds to $\left\langle m_{v}\right\rangle \leq 0.3-0.4 \mathrm{eV}$.

The commissioning of these facilities will make it possible to advance the sensitivity to the Majorana neutrino mass up to a level presently ensured by measurements with germanium detectors. For the purposes of uniformity, all the above estimates are based on the matrix elements as calculated in [58]. If it turns out that the trend toward the reduction of $\left|M^{0 \vee}\right|$ when more advanced computational models are used is confirmed, the level of constraints on $\left\langle m_{v}\right\rangle$ may become lower by a factor of 2 to 3 (a limit of about $0.5-1.0 \mathrm{eV}$ ).

In turn, the work with ${ }^{76} \mathrm{Ge}$ detectors will be continued with the aim of achieving a level of $T_{1 / 2} \approx(5-10) \times$ $10^{25} \mathrm{yr}$. Here, however, there may appear the saturation effect associated with the presence of weak background gamma lines near the expected line at $E=2038.5 \mathrm{keV}$ from the neutrinoless transition ${ }^{76} \mathrm{Ge} \longrightarrow{ }^{76} \mathrm{Se}$.

Further significant advancements can be ensured by evolving new facilities that will make it possible to perform measurements with a few kilograms of an active isotope under much more favorable background conditions. Obviously, this can be possible only when the same unit plays the role of a target and a detector simultaneously. Presently, several versions of such facilities, which are capable of detecting neutrinoless doublebeta decay at the Majorana mass of $\left\langle m_{\nu}\right\rangle \approx 10^{-2} \mathrm{eV}$, are being discussed.

The GENIUS project [87] proposes using approximately 1 t of ${ }^{76} \mathrm{Ge}$ (300-400 detectors placed in a common tank filled with liquid nitrogen). It is expected that this will make it possible to reduce the background level by one to two orders of magnitude. The project foresees the possibility for detecting the double-betadecay transitions to the excited states of the final nucleus ${ }^{76} \mathrm{Se}$. This will ensure a further reduction of the background level.

The project CUORE [86] is being developed to perform measurements with 1000 bolometric detectors
$\left(\mathrm{TeO}_{2}\right)$ of total mass about 1 t as well. A facility featuring 56 detectors that is being put into operation at present is considered as the first stage of this project.

Finally, the project of a large liquid-xenon chamber that will simultaneously record electrons and a barium ion appearing as the product of Xe double-beta decay is under discussion now [88, 89]. At the mass of Xe in the chamber up to a few hundred kilograms, the background in such a facility may be nearly zero. However, the limitation associated with the presence of the twoneutrino mode still remains.

A practical implementation of all these projects requires solving a number of technological problems and formidable financial investments.

Two-neutrino double-beta decay. Investigation of this mode will be continued along three lines. At present, the decay of some nuclei with an energy release in excess of 2.5 MeV has been recorded in a number of direct experiments $\left({ }^{48} \mathrm{Ca},{ }^{82} \mathrm{Se},{ }^{96} \mathrm{Zr},{ }^{100} \mathrm{Mo}\right.$, ${ }^{116} \mathrm{Cd}$, and ${ }^{150} \mathrm{Nd}$; only ${ }^{76} \mathrm{Ge}$ stands out in this respect). Obviously, the search for double-beta-active nuclei will be extended to isotopes with smaller decay energies and, accordingly, with longer half-lives.

Attempts at discovering double-beta-decay transitions to the excited states of final nuclei will be continued. Transitions to $0_{1}^{+}$and $0_{2}^{+}$levels are suppressed only because of smaller transition energies and, in just the same way as the two-neutrino double-beta decay into the ground state, are allowed by all versions of the theory. Measurements of the probabilities for several such transitions, in addition to the decay process ${ }^{100} \mathrm{Mo} \longrightarrow{ }^{100} \mathrm{Ru}^{*}\left(0_{1}^{+}\right)$, which has already been discovered, may prove to be useful in discussing the reliability of the calculated matrix elements both for the two-neutrino and for the neutrinoless decay mode [90]. On the other hand, it is important from the experimental point of view that a simultaneous detection of two electrons and a photon will make it possible to reduce the background level considerably, thereby compensating in part a decrease in the decay probability.

Finally, it is natural to expect that more attention will be given to searches for $2 \beta^{+}$-decay processes. In just the same way as the two-neutrino mode of $2 \beta^{-}$ decay, the $2 \beta^{+}$process accompanied by the emission of two neutrinos is allowed in all versions of the theory. Here, however, the decays via the emission of two positrons do not exhaust all possibilities: the capture of one or two internal electrons is possible ( $K$ capture and double $K$ capture, respectively):

$$
\begin{aligned}
& A(Z, N) \longrightarrow A(Z-2, N+2)+2 e^{+}+2 v, \quad 2 \beta^{+} 2 v \text { decay; } \\
& e^{-}+A(Z, N) \longrightarrow A(Z-2, N+2)+e^{+}+2 v, \\
& K \beta^{+} 2 v \text { decay; } \\
& 2 e^{-}+A(Z, N) \longrightarrow A(Z-2, N+2)+2 v, \quad 2 K 2 v \text { decay. }
\end{aligned}
$$

Table 7

| Isotope | $Q, \mathrm{MeV}$ | Decay mode | $T_{1 / 2}^{2 v}$, yr [91] | $T_{1 / 2}^{2 v}, \mathrm{yr}[92]$ | $T_{1 / 2}^{0 \mathrm{v}}$, yr [92] |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{78} \mathrm{Kr}$ | 0.833 | $2 \beta^{+}$ | $3.7 \times 10^{25}$ | $2.3 \times 10^{26}$ | $1.6 \times 10^{27}$ |
|  |  | $K \beta^{+}$ | $2.2 \times 10^{23}$ | $5.3 \times 10^{22}$ | $6.5 \times 10^{26}$ |
|  |  | $2 K$ | $1.4 \times 10^{23}$ | $3.7 \times 10^{22}$ |  |
| ${ }^{106} \mathrm{Cd}$ | 0.734 | $2 \beta^{+}$ | $6.1 \times 10^{26}$ | $4.2 \times 10^{26}$ | $4.8 \times 10^{27}$ |
|  |  | $K \beta^{+}$ | $5.2 \times 10^{23}$ | $4.1 \times 10^{21}$ | $3.4 \times 10^{26}$ |
|  |  | $2 K$ | $7.5 \times 10^{22}$ | $8.7 \times 10^{20}$ |  |
| ${ }^{124} \mathrm{Xe}$ | 0.822 | $2 \beta^{+}$ | $1.6 \times 10^{25}$ | $1.4 \times 10^{27}$ | $3.0 \times 10^{27}$ |
|  |  | $K \beta^{+}$ | $4.3 \times 10^{22}$ | $3.0 \times 10^{22}$ | $1.6 \times 10^{26}$ |
|  |  | $2 K$ | $6.4 \times 10^{21}$ | $2.9 \times 10^{21}$ |  |

The same versions exist for the neutrinoless mode of $2 \beta^{+}$decay.

Because of the Coulomb barrier for a positron and because of smaller decay energies, the expected probabilities of all modes of the $2 \beta^{+}$-decay process are much less than the probabilities of all cases of the $2 \beta^{-}$-decay process that have already been detected (with the exception of ${ }^{128} \mathrm{Te} 2 \beta^{-}$decay). In the case of $2 \beta^{-}$decay, the energy release is equal to the mass difference $\Delta M$ between the initial and the final atom. In the case of $2 \beta^{+}$ decay, the transition energy $Q$ is

$$
\begin{gathered}
Q=\Delta M-4 m_{e} \text { for } 2 \beta^{+} \text {decay, } \\
Q=\Delta M-2 m_{e}-E_{\mathrm{b}} \text { for } K \beta^{+} \text {decay, } \\
Q=\Delta M-2 E_{\mathrm{b}} \text { for } 2 K \text { decay, }
\end{gathered}
$$

where $E_{\mathrm{b}}$ is the electron binding energy in the $K$ orbit.
For this reason, isobars with $\Delta M<2 \mathrm{MeV}$ cannot decay via the emission of two positrons-only the $K$ and the 2 K -capture modes are possible in this case; for $\Delta M<1 \mathrm{MeV}, 2 \beta^{+}$decay can occur only via $2 K$ capture.

In all, 33 isotopes are known for which $2 \beta^{+}$decay is possible [44]. Of these, only seven nuclear species can decay via the emission of two positrons $\left({ }^{78} \mathrm{Kr},{ }^{96} \mathrm{Ru}\right.$, $\left.{ }^{106} \mathrm{Cd},{ }^{124} \mathrm{Xe},{ }^{130} \mathrm{Ba},{ }^{136} \mathrm{Ce},{ }^{148} \mathrm{Gd}\right)$. A direct detection of such processes is impossible at present, since the estimated half-lives of even the most short-lived nuclei (see Table 7) lie in the range $T_{1 / 2}^{2 v} \approx 10^{25}-10^{26} \mathrm{yr}$.

Prospects for detecting $K \beta^{+}$decay are somewhat better ( $T_{1 / 2} \approx 10^{22}-10^{23} \mathrm{yr}$ ). However, the sensitivity of current experiments is at a level of $10^{19}-10^{20}$ yr [9396], which is obviously insufficient for recording the process. The observation of the neutrinoless modes of $2 \beta^{+}$decay is still less probable, since the most optimistic estimates for the corresponding half-lives exceed $10^{26}-10^{27}$ yr $\left(\left\langle m_{v}\right\rangle=1 \mathrm{eV}\right)$.

## 8. CONCLUSION

The outcome from the last ten years of investigations into the double-beta-decay process is quite ambiguous. On one hand, there has arisen a new realm in nuclear spectroscopy, the spectroscopy of two-neutrino double-beta decay, and this field of investigation is rapidly developing. The range of activity is virtually unlimited both for theorists and for experimentalists. The periodic table of elements displays 35 pairs of "quasistable" nuclear species for which $2 \beta-2 \nu$ decays must occur and 33 nuclear species for which the various versions of $2 \beta^{+} 2 \nu$ decay are possible (in all, there are more than 60 such nuclei, including those that may decay via $K$ capture and double $K$ capture).

The emergence of a vast array of new experimental data has revealed the poor predictive power of theoretical models that were previously used to calculate the relevant nuclear matrix elements. New models proposed in recent years have made it possible to improve somewhat the situation, but their predictions are still unable to describe experimental data very well.

All the above, refers, however, solely to two-neutrino double-beta decay, which is allowed by all versions of the theory. The main fundamental question remains open-the neutrinoless mode of double beta decay has not yet been observed, although the sensitivity of modern experimental facilities featuring germanium detectors (that of the Heidelberg-Moscow collaboration and IGEX) has increased considerably over the last decade and now exceeds $10^{25} \mathrm{yr}$. The constraint on the Majorana neutrino mass from this results is $\left\langle m_{v}\right\rangle<$ $0.4-1.1 \mathrm{eV}$.

Further considerable advancements in searches for neutrinoless double-beta decay requires creating radically new experimental facilities, since the potential of the existing devices has been exhausted to a considerable extent.
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#### Abstract

The current status of experimental results on the beta decay of the free neutron is described. An analysis of these data shows that, within the present-day accuracy, the data are fully consistent with the Standard Model of electroweak interaction. At the same time, there exists the possibility of deviations from the Standard Model at a level of $1 \%$. The possible violations due to the contributions of right-handed $\left(W_{R}\right)$ bosons, as well as of leptoquark mechanisms introducing anomalous scalar and tensor terms in the effective weak-interaction Hamiltonian, which include the right-handed neutrinos, are estimated. In the last case, the analysis is performed by an analytic method that makes it possible to take into account, for the first time, the possibility of $C P$ violation. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The approaching 85th anniversary of the birth of V.V. Vladimirsky, an influential scientist of great originality and high creative power, who has been working in the realms of nuclear and elementary-particle physics in Laboratory no. 3 (TTL-ITEP)-presently, Institute of Theoretical and Experimental Physics (ITEP, Moscow)-since the emergence of this institution, furnishes a strong motivation for addressing retrospectively the late 1950s, when he participated actively in laying the fundamentals for the modern standard theory of the beta decay of nuclei. Immediately following the pioneering study of Lee and Yang [1] on parity violation, the physicists from ITEP (known at that time as TTL), who had been completing at that time their investigations into the physics of heavy-water reactors, embarked enthusiastically on new research work, plowing into this nascent realm of fundamental physics [2], proposing experimental methods of their own for studying the beta decay of the free neutron and nuclei [3], and evolving the theory of processes governed by weak interactions [4]. The discovery of parity violation and the creation of new methods of investigations on this basis resulted in a complete rearrangement of the groundwork-the structure of weak interactionwithin only two years: the scalar-tensor form of the nucleon-lepton Hamiltonian, a form that was recognized almost universally in the early 1950s, gave way to the modern $V-A$ form, which was commonly adopted in the early 1960s. This new turn in elemen-tary-particle theory was stimulated, to a great extent, by experimental studies devoted to measuring the elec-tron-neutrino correlation in free-neutron decay that

[^0]were performed for the first time ever by an ITEP group with an active participation of Vladimirsky [3, 5, 6]. As a matter of fact, these experiments initiated investigations of correlation parameters in free-neutron decay. Nowadays, such investigations play a key role in studying decays of the lepton-hadron type. The results obtained in this way greatly contributed to establishing, by the mid-1960s, those experimental facts that presently underlie the Standard Model of weak interaction [7], a classical scheme adopted in contemporary physics.

In physics, however-in just the same way as in art-evolution proceeds from classicism to modernism, and the past few years have seen many attempts at going beyond the classical schemes. Although the success of the Standard Model in describing a wide variety of experimental facts has become ever more impressive, the problem of the actual structure of the effective Hamiltonian of weak nucleon-lepton interaction has unceasingly attracted the attention of theorists, both in the period of consolidation of the Standard Model of weak interactions and after its universal recognition. While, in the first period (from the 1960s to the early 1980s), investigations were aimed primarily at seeking facts that support the Standard Model and at refining some of its details, including special features of nuclear processes, in recent years-from the late 1980ssearches for possible effects beyond the Standard Model have gradually come to the fore (for an overview, see [8-11]). On one hand, this proceeds via the development of experimental facilities, which creates preconditions for harnessing new procedures: for example, the technique of ultracold neutrons or precision measurements of angular and polarization features. As a result, the neutron lifetime can be determined more precisely, and the beta-decay spectra and
the correlation parameters of the neutron and nuclei can be refined. On the other hand, the investigation of freeneutron beta decay, a fundamental process of nucleon decay in this respect, as contrasted against the $\mu-e$ decay of the purely leptonic type, has ever been gaining in importance. In this special case, where the effect of the nuclear structure is absent, it is possible to compute, to a high precision, radiative corrections of the exchange type [12]. In principle, this would make it possible to probe the $W$-boson contribution in the region of low energies [13, 14] (usually, this contribution is accessible only in the region of high energies) and to perform searches for nonstandard contributions at a level of extremely high precision.

The use of neutron beta decay for seeking effects beyond the Standard Model is based on the fact that the standard form of the Hamiltonian for the weak hadronlepton interactions is reduced with respect to the most general Lorentz invariant form. As is well known, the general form of the effective weak-interaction Hamiltonian is [1,2]

$$
\begin{equation*}
H_{\beta}=\left(G_{\mathrm{F} \beta} / \sqrt{2}\right) \sum_{i}\left(\overline{\Psi_{p}} O_{i} \Psi_{n}\right)\left(\overline{\Psi_{e}} O^{i}\left(C_{i}+C_{i}^{\prime} \gamma_{5}\right) \Psi_{\mathrm{ve}}\right), \tag{1}
\end{equation*}
$$

where $G_{\mathrm{F} \beta}$ is the universal constant of weak hadronlepton interaction of the Fermi type (all the remaining constants are usually normalized to it), while the index $i$ labels five possible versions of weak interactions. These are the scalar $(S)$, vector $(V)$, tensor $(T)$, axialtensor $(A)$, and pseudoscalar $(P S)$ versions. The quantities $O_{i}$ can be written as

$$
\begin{gather*}
O_{i}=1(S), \gamma_{\mu}(V), \sigma_{\mu \nu}=1 /(2 i)\left(\gamma_{\mu} \gamma_{v}-\gamma_{v} \gamma_{\mu}\right)(T) \\
i \gamma_{\mu} \gamma_{5}(A), \gamma_{5}(P S) \tag{2}
\end{gather*}
$$

The $P S$ version does not contribute to allowed beta transitions; hence, the general Hamiltonian (1) describing free-neutron decay can depend on no more than eight complex constants $C_{i}$ and $C_{i}^{\prime}$. Under the assumption that weak interaction respects $C P$ invariance, these eight constants are real-valued.

In contrast to the general form, the effective Hamiltonian (1) is reduced in the Standard Model, having the form [15]

$$
\begin{align*}
H_{\mathrm{eff}}= & \left(G_{V \beta} / \sqrt{2}\right)\left(\overline{\Psi_{p}} \gamma_{\mu}\left(1-\lambda \gamma_{5}\right) \Psi_{n}\right) \\
& \times\left(\overline{\Psi_{e}} \gamma^{\mu}\left(1+\gamma_{5}\right) \Psi_{v e}\right) \tag{3}
\end{align*}
$$

This reduction stems from the fact that, in relation to the general form, the Standard Model invokes three additional theoretical hypotheses:
(i) It is assumed that $C P$ is not violated in strange-ness-conserving decays. This reduces general complexvalued constants $C_{i}$ and $C_{i}^{\prime}$ to a real form.
(ii) The $V-A$ form of weak interaction is treated as a consequence of the assumption that the heavy $W$ boson
mediating weak interaction between nucleons (quarks) and leptons is a vector particle. This implies that

$$
\begin{equation*}
C_{S}=C_{T}=C_{S}^{\prime}=C_{T}^{\prime}=C_{P S}=C_{P S}^{\prime}=0 \tag{4}
\end{equation*}
$$

(iii) The physical neutrinos participating in weakinteraction processes at low energies and, accordingly, the $W_{L}$ bosons mediating weak interactions are lefthanded particles. For the vector and the axial-vector version, this leads to the equalities

$$
\begin{equation*}
C_{V}=C_{V}^{\prime}, \quad C_{A}=C_{A}^{\prime} \tag{5}
\end{equation*}
$$

Thus, we can see that, for neutron and nuclear beta decays described by strangeness-conserving hadronlepton interaction, the general Hamiltonian (1) reduces in the Standard Model to a two-parameter form depending on two fundamental real-valued constants $G_{V \beta}$ and $C_{A} / C_{V}=\lambda$, the Fermi constant $G_{\mathrm{F} \beta}$ of the general form being coincident with the constant $G_{V \beta}$ of the Standard Model. The currently adopted experimental values of the Standard Model parameters are the following (for details, see below) [16]:

$$
\begin{gather*}
G_{V \beta}=1.4183(18) \times 10^{-62} \mathrm{~J} \mathrm{~m}^{3}  \tag{6}\\
\lambda=-1.2673(10)
\end{gather*}
$$

Below, we will show that all modern neutron experiments are by and large consistent with the Standard Model, but they still leave room for small (at a level of a few percent and below) effects beyond it. From this point of view, the Standard Model dictates the dominant part of the Hamiltonian, whereas observation of experimental deviations from the two-parameter form is interpreted as manifestations of phenomena beyond it. Thus, there arises the problem of seeking nonstandard contributions; here, some versions of the deviations from the standard Hamiltonian can be associated with specific physical mechanisms introduced via additional hypotheses.

Presently, there exist several hypotheses that introduce variations of the standard form of the weak-interaction Hamiltonian and which are widely discussed in the literature and are subjected to various tests in investigations into neutron and nuclei beta decays. Listed below are the most viable of these hypotheses.

## A. CP-Violation Hypothesis

Well-known experiments that observed $C P$ violation in $K$-meson decays naturally raise the question of whether similar violations are possible in strangenessconserving beta-decay processes. No such violations have been observed so far, but their existence at a level of a few tenths of a percent is not ruled out by experiments; therefore, the introduction of $C P$ violation is admissible. It was indicated above that, if $C P$ violation occurs, the parameters of the Hamiltonian become complex. In the simplest case, it is assumed that the parameter $\lambda$ is complex (the phase of the constant $G_{V}$
does not manifest itself in processes that are due entirely to weak interaction) if we introduce $C P$ violation in the Standard Model. In models featuring a more general form of the Hamiltonian, such violations result in that the number of real parameters of the model is nearly doubled (in fact, only the relative phases manifest themselves in purely weak interaction processesthe absolute value of a phase can be determined only in experiments measuring the interference of weak and strong (or electromagnetic) interactions.

## B. Hypothesis of Right-Handed Lepton Currents-Right-Handed Neutrinos

In the simplest version of this hypothesis, the righthanded form of neutrinos that is associated with the heavy right-handed $W_{R}$ boson is introduced along with the left-handed form [17, 18]. This leads to the violation of equality (5). This possibility has been intensively studied in recent years (see, for example, [9, 1921]). In the beta-decay case, these studies were stimulated to a considerable extent by the experimental neutron anomaly-a mismatch between the results of dif-ferent-type experiments that measured neutron-decay features (see [20, 22]).

## C. Hypothesis of Leptoquark Contribution

According to this hypothesis, weak interaction can be due not only to the standard mechanism associated with the exchange of a color-singlet $W$ boson between a lepton and a quark but also to the additional mechanism associated with the exchange of a heavy leptoquark boson $(L Q)$ having color and a fractional charge [23-27]. Such bosons can be emitted in the weak transition of a quark into a lepton. In some cases, the latter mechanism can generate small scalar (pseudoscalar) or tensor terms (or both) in the nucleon-lepton Hamiltonian (1). The general form of such terms can be found, for example, in [24]. Dedicated searches for such contributions in the beta decay of nuclei and in muon capture by nuclei have begun in recent years [28-33]. It should be noted that, in such schemes, the leptoquark contributions may involve both standard (left-handed) and nonstandard (right-handed) neutrinos. In the former case, this implies violation of (4), simultaneously requiring fulfillment of the relations

$$
\begin{equation*}
C_{S}=C_{S}^{\prime}, \quad C_{T}=C_{T}^{\prime} . \tag{7}
\end{equation*}
$$

If the right-handed neutrino is included, the relations

$$
\begin{equation*}
C_{S}=-C_{S}^{\prime}, C_{T}=-C_{T}^{\prime}, C_{V}=-C_{V}^{\prime}, C_{A}=-C_{A}^{\prime} \tag{8}
\end{equation*}
$$

will be satisfied for the corresponding additional terms in the Hamiltonian. A mixed case is also possible. Of considerable interest is the version of this hypothesis where left-handed neutrinos are emitted in the vector and axial-vector versions, while right-handed neutrinos are emitted in the additional scalar and tensor versions. For the first time, this version was analyzed in detail
phenomenologically in [34]; later, it was considered in [35-40]. This case is characterized by the relations
$C_{V}=C_{V}^{\prime}, \quad C_{A}=C_{A}^{\prime}, \quad C_{S}=-C_{S}^{\prime}, \quad C_{T}=-C_{T}^{\prime}$.
The hypothesis being considered leads to some interesting implications whose investigation is still in its infancy [39, 40]. For this reason, we will comprehensively discuss the possibilities of its verification below (Section 4).

Free-neutron beta decay is the simplest elementary process of the hadron-lepton type; therefore, it is especially appealing for analysis (see above). This process is described in terms of the following experimental characteristics: the neutron lifetime; the electron decay spectrum; and correlation and polarization parameters that describe the probabilities of the emission of decay products, including electrons and neutrinos (or recoil nuclei), as functions of the angles and polarizations of these products. In the case of allowed beta transitions of nuclei and the free neutron, the decay probability is given by

$$
\begin{gathered}
d W\left(E_{e}, Z, \Omega_{e}, \Omega_{\mathrm{v}}\right) \\
=G_{\mathrm{F} \mathrm{\beta}}^{2} /(2 \pi)^{5} F\left( \pm Z, E_{e}\right)\left(E_{e}-E_{e 0}\right)^{2} E_{e} p_{e} d E_{e} d \Omega_{e} d \Omega_{\mathrm{v}} \\
\times\left(1+\left(b m_{e} / E_{e}\right) \sqrt{1-\alpha Z^{2}}+a\left(\mathbf{p}_{e} \cdot \mathbf{p}_{v}\right) /\left(E_{e} E_{\mathrm{v}}\right)\right. \\
\left.+A\left(\mathbf{J} \cdot \mathbf{p}_{e}\right) / E_{e}+B\left(\mathbf{J} \cdot \mathbf{p}_{v}\right) / E_{\mathrm{v}}+D\left(\mathbf{J} \cdot\left[\mathbf{p}_{e} \times \mathbf{p}_{v}\right]\right) /\left(E_{e} E_{\mathrm{v}}\right)\right),
\end{gathered}
$$

where $\mathbf{J}$ is the polarization of the decaying nucleus; $E_{e}$ and $\mathbf{p}_{e}$ are the electron energy and momentum, respectively; $E_{v}$ and $\mathbf{p}_{v}$ are the neutrino energy and momentum, respectively; and $F\left( \pm Z, E_{e}\right)$ is the Coulomb Fermi function. The quantities $a, A, B$, and $D$ are the correlation characteristics of the decay process being considered, while $b$ is a parameter that describes the energy dependence that deviates from the standard Fermi form. Free-neutron beta decay can be investigated in experiments of various types. Of these, five have already been implemented. These are (i) measurement of the neutron lifetime; (ii) measurement of the angular electron-neutrino correlation; (iii) measurement of the correlation between the spin of a polarized decaying neutron and the electron momentum; (iv) measurement of the correlation between the neutron spin and the neutrino momentum; and (v) measurement of the triple correlation between the polarized-neutron spin, the electron momentum, and the neutrino momentum. The parameters that are determined in experiments of these types are (i) $(f \tau)_{n}$, (ii) $a$, (iii) $A$, (iv) $B$, and (v) $D$.

In standard analyses of data on neutron decay, it is usually assumed in addition (often without any discussion) that the spectrum of decay electrons features no contributions inversely proportional to the electron energy-so-called Fierz terms that are determined in the Fermi and Gamow-Teller components by the parameters $b_{\mathrm{F}}$ and $b_{\mathrm{GT}}$, respectively.

Apart from experiments studying neutron beta decay, there are also complementary experiments dealing with nuclear beta decays and playing an important role in determining the basic properties of weak interaction. These are first of all experiments studying $0^{+}-0^{+}$ nuclear beta transitions between different components of isotriplets, where there occurs a Fermi-type transition conserving the total nuclear spin equal to unity. According to modern concepts, the vector current-an isotopic analog of the electromagnetic current-must be conserved in such beta transitions (conservation of the vector current, also known as the CVC hypothesis). This conservation law is violated by Coulomb corrections, and this makes it possible to estimate the matrix elements of this transition to a high precision [41-43]. At the same time, the main characteristic of such a transition in the Standard Model-the coupling constant $G_{V \beta}$-together with the constant $G_{\mu e}$ for leptonic $(\mu-e)$ decay, determines one of the important characteristics of particle physics, the cosine of the Cabibbo angle $\left(\cos \theta_{\mathrm{C}}\right)$; further, this makes it possible to estimate the element $V_{u d}$ of the Kobayashi-Maskawa matrix without radiative corrections [43]. The latter in turn is related to other elements of this matrix, which are determined on the basis of data on strange- and beauty-particle decays by using the unitarity condition

$$
\begin{equation*}
V_{u d}^{2}+V_{u s}^{2}+V_{u b}^{2}=1, \quad V_{u d}=\cos \theta_{\mathrm{C}} \tag{11}
\end{equation*}
$$

This enables one to check the value of the neutron constant $G_{V \beta}$ by invoking independent experimental data from particle physics.

For purely technical reasons, other experiments used in a detailed analysis of data on beta decay have been implemented only for nuclei. These are experiments measuring the electron and neutrino polarizations and correlation experiments dealing with these quantities. One has to use the data from these experiments because an implementation of analogous experiments with neutrons is questionable at present for one reason or another.

From the above listing alone, it can be seen that the variety of independent data that can in principal be used in analyzing free-neutron-beta-decay experiments is sufficiently wide. The amount of these data is such that a detailed analysis makes it possible not only to confirm the validity of the two-parameter Standard Model in different ways but also to perform, on this basis, an investigation of the applicability range of some hypotheses beyond the Standard Model. This emphasizes a special role of neutron experiments. It is main objective of our study to perform of such an analysis.

The ensuing exposition is organized as follows. In Section 2, we present the current status of the Standard Model. After that, we investigate the boundaries of admissible deviations from the Standard Model within the aforementioned hypotheses: the hypothesis of right-handed currents (Section 3) and leptoquark hypothesis (Section 4). In the Conclusion (Section 5),
we summarize the results of our analysis from the viewpoint of prospects for further neutron investigations. Here, in particular, we would like to attract the attention of researchers to the need for addressing the second mode of neutron decay-that is, the need for launching experiments devoted to radiative beta decay, which have never been performed.

## 2. ASSESSING REALIZATION OF THE STANDARD MODEL

Let us discuss basic experimental facts used to confirm that the Standard Model is realized in beta decay. We note that, while, in the period of consolidation of the Standard Model, relevant investigations were planned in such a way as to demonstrate the validity of basic principles underlying this model and were therefore full-scale, presently-when there is no doubt about its validity at the dominant-contribution levelthe focus of attention is often on proving the consistency of the standard two-component form of the weakinteraction Hamiltonian. Historically, two alternative approaches to analysis were used in studies devoted to beta decay: before the late 1980s, great emphasis was placed on data concerning $0^{+}-0^{+}$nuclear transitions, along with neutron data; from the early 1990s, however, the priority in analysis has been given to neutron data, whereas nuclear data were only invoked to check the results. The latter version of analysis seems preferable because, in the former, it is tacitly assumed that the vector constant of weak interaction takes the same value in nuclear and in elementary beta decay, but this follows only from the additional use of the conservation of the vector current (CVC hypothesis, which requires confirmation itself).

We begin by giving an account of the approach relying on information about $0-0$ nuclear transitions. Allowed $0^{+}-0^{+}$transitions in isotopic triplets of nuclei present a very convenient object for a precision investigation of beta decay; for this reason, experiments in this field reached a high level of precision earlier than other relevant experiments. Two properties of $0-0$ transitions set them apart from others: (i) only the Fermi ( $S$ and $V$ ) versions of interaction are realized in them; (ii) nuclear matrix elements for such beta transitions between the neighboring components of isotopic triplets have the simple form

$$
\begin{equation*}
M_{\mathrm{F}}^{2}=T(T+1)-T_{z}\left(T_{z}+1\right) \tag{12}
\end{equation*}
$$

where $T$ and $T_{z}=(N-Z) / 2$ are, respectively, the total isospin and its projection in the final state of a given beta transition. In particular, $M_{\mathrm{F}}^{2}=2$ for the group of the transitions in question with $T=1$ and $T_{z}=0$. An analysis of specific experimental data involves introducing corrections of the Coulomb and the nuclear type, these corrections being dependent on the structure of the chosen nucleus [41-43]. Presently, such experiments have been performed for the beta transitions in


Fig. 1. Experimental values of the quantities ( $F t$ ) versus the nuclear charge $Z$ and their mean value $\overline{F t}$ (hatched band) with the uncertainty value adopted in the present analysis (borrowed from [43]).
the following nine nuclei: ${ }^{10} \mathrm{C},{ }^{14} \mathrm{O},{ }^{26 m} \mathrm{Al},{ }^{34} \mathrm{Cl},{ }^{38 m} \mathrm{~K}$, ${ }^{42} \mathrm{Sc},{ }^{46} \mathrm{~V},{ }^{50} \mathrm{Mn}$, and ${ }^{54} \mathrm{Co}$. An analysis of the experimental data for these nuclei leads to the following results [43].

Let us introduce quantities $(F t)$ that are directly related to the fundamental weak-interaction constant $G_{V 0-0}$ and which already include the calculated Coulomb corrections $\delta_{\text {Coul }}$ and the calculated structural corrections $\delta_{R}$, which depend on a specific nucleus. These quantities and the vector constant of weak interaction for $0-0$ transitions are related to the experimental values $(f t)$ as follows:

$$
\begin{gather*}
(F t)=K \ln 2 /\left(2 G_{V \beta}^{2}\right)=(f t)\left(1+\delta_{R}\right)\left(1-\delta_{\mathrm{C}}\right) \\
K=2 \pi^{3} \hbar^{7} c^{6} /\left(m_{e} c^{2}\right)^{5}  \tag{13}\\
=8120.271(12) \times 10^{-10} \mathrm{GeV}^{-4} \mathrm{~s}
\end{gather*}
$$

The results of the calculations for $(F t)$ are displayed in Fig. 1 [43]. It can be seen from this figure that the experimental values are concentrated around some mean value $\overline{F t}$. Concurrently, it turns out that the statistical scatter is less than the uncertainties in the theoretical corrections. According to those experimental data, the mean values of $F t$ and $G_{V 0-0}$ are the following:

$$
\begin{gather*}
\overline{F t}=3072.3 \pm 0.9(\text { stat } .) \pm 1.1(\text { syst. }) \\
\bar{G}_{V 0-0}=1.4173(11) \times 10^{-62} \mathrm{~J} \mathrm{~m}^{3} \tag{14}
\end{gather*}
$$

The quantity $\bar{G}_{V 0-0}$ can be compared with the muondecay constant $G_{\mu}$; their ratio, taken with allowance for the internal radiative corrections $\Delta_{R}$ in the decays of the muon and the neutron [11, 13, 43], determines the element $V_{u d}$ of the Kobayashi-Maskawa matrix [that this matrix element enters into the unitarity relation (11) makes it possible to check independently the value $\left.G_{V 0-0}\right]$ :

$$
\begin{gathered}
V_{u d}^{2}=K \ln 2 /\left(2 G_{V \beta}^{2}\right)\left(1+\Delta_{R}\right) \overline{F t} \\
\Delta_{R}=0.0240(8), \quad\left|V_{u d}\right|=0.9740(5)
\end{gathered}
$$

$$
\begin{gather*}
\left|V_{u s}\right|=0.2196(23), \quad\left|V_{u b}\right|=0.0032(8) \\
V_{u d}^{2}+V_{u s}^{2}+V_{u b}^{2}=0.9968(14) \tag{15}
\end{gather*}
$$

It can be seen from the unitarity relation that, by and large, the constant $G_{V 0-0}$ as determined from the up-todate data on $0-0$ transitions agrees with data on elementary particles, but the possibility of nonstandard contributions cannot be ruled out completely at a level of $2.5 \sigma$. If we disregard this discrepancy, assuming the strict conservation of the vector current in accordance with the CVC hypothesis, data on $0-0$ transitions determine the weak-interaction constant $G_{V \beta}$.

Given the constant $G_{V \beta}$, a full description of neutron beta decay within the Standard Model requires fixing the second fundamental parameter of the theory, the constant $\lambda$. For this, we can invoke data from one additional experiment. This can be either measurement of the neutron lifetime or measurement of any of the neutron correlation parameters $(a, A$, and $B)$. Within the Standard Model, these parameters are given by

$$
\begin{gather*}
\left(f_{n} \tau_{n}\right)=K /\left(G_{V \beta}^{2}\right)\left(1+3 \lambda^{2}\right)^{-1} \\
a=\left(1-\lambda^{2}\right) /\left(1+3 \lambda^{2}\right), A=-2 \lambda(1+\lambda) /\left(1+3 \lambda^{2}\right)  \tag{16}\\
B=-2 \lambda(1-\lambda) /\left(1+3 \lambda^{2}\right), \quad f_{n}=1.71465(14)
\end{gather*}
$$

In the last study of Towner and Hardy [43], the value of $f_{n}$ was refined, $f_{n}=1.71489(2)$; however, we will use the commonly accepted value. It is obvious that, for analysis, it is convenient to use those parameters that are characterized by the highest experimental accuracy achieved so far and by the highest sensitivity to variations in $\lambda$. Detailed surveys of the current experimental situation concerning the measurements of the above parameters are given in [8-10]. In the present article, we restrict ourselves to brief comments on those experiments, paying special attention to the points that are of importance for our analysis.

At present, the measurements of the neutron lifetime are characterized by the highest relative accuracy. Such measurements have been conducted many times, with an ever improved accuracy, since the early 1950s [44, 45], but the most impressive advances were made in the late 1980s, when the experimental errors reached the level below 10 s and when the modern methods for the storage of ultracold neutrons began to be developed. Presently, seven experiments of this class have been performed [46-52]. According to the procedures used, they can be partitioned into two groups: beam experiments $[46,51]$ and experiments with ultracold neutrons [47-50, 52]. In the majority of the experiments from the second group, the simplest properties of ultracoldneutron interaction with the surface of the neutron-containing vessel were assumed a priori, which made it possible to extrapolate the resulting data to the limit where the escape of ultracold neutrons from the vessel due to surface effects can be disregarded. In recent years, however, several independent groups discovered
a new mechanism of such effects, which was neglected in the above studies (see, for example, [52]). This casts some doubt on the values presented previously for systematic effects. This criticism does not refer only to the results reported in [50,52], where the flux of neutrons leaving the vessel was monitored from outside independently. For this reason, our further analysis relies on the results from [52]; in support of this choice, we also recall that, owing to the high accuracy of those results, their contribution to the world-average value (weighted mean over all data) of the neutron lifetime is dominant at present. The list of experiments that measured the neutron lifetime and which achieved accuracy higher than 10 s is displayed in Table 1. For the world-average value of the neutron lifetime and for the constant $\lambda$ obtained from it by using data on $0^{+}-0^{+}$nuclear transitions, the results of these experiments yield

$$
\begin{equation*}
\tau_{n}=885.7 \pm 1.0 \mathrm{~s}, \quad \lambda=-1.2675(10) \tag{17}
\end{equation*}
$$

Let us briefly comment on the results obtained by studying the correlation between the neutron spin and the electron momentum (spin-electron correlation) in neutron decay. Only two experiments of this type had been performed before the mid-1990s [53-55]. The mean value of the parameter $A$ as extracted from those experiments differed significantly from the value obtained by rescaling the neutron lifetime into this correlation through the constant $\lambda$. An analysis of this situation, which is known as the experimental neutron anomaly [20], revealed that it was necessary to perform additional experiments of this type. This was recently done by two independent methods [56, 57]. (We restricted our analysis to the results obtained prior to 1998 and did not include, at this stage, the results reported in [58].) However, the results of these new experiments, which removed, by and large, the above anomaly, still lead to ambiguous conclusions, because the extremes of the experimental values from [55] and [57] differ by more than three experimental errors (see Table 2). If we nevertheless assume that this discrepancy is of a purely statistical origin, the mean experimental value of the parameter $A$ (corrections apart) and the value of $\lambda$ extracted from it are

$$
\begin{equation*}
A=-0.1161 \pm 0.0007, \quad \lambda=-1.2664(19) . \tag{18}
\end{equation*}
$$

We note that, among the neutron correlation parameters, $A$ is characterized by the highest sensitivity to variations in the constant $\lambda$. The parameter specifying this sensitivity is $d A / d \lambda=0.38$.

The high accuracy of the results of new measurements of the parameter of the spin-electron correlation in neutron decay made it possible, in the early 1990s, to propose and implement an alternative method for determining the parameters of weak interaction within the Standard Model. This method is based on the analysis of purely neutron results without resort to data on $0^{+}-0^{+}$ nuclear transitions [8]. Indeed, a set of data on the neutron lifetime, which is determined by two independent basic weak-interaction constants $G_{V \beta}$ and $G_{A \beta}=\lambda G_{V \beta}$,

Table 1. Display of experiments that measured the neutron lifetime

| Year | Institute | $\begin{array}{l}\text { Proce- } \\ \text { dure }\end{array}$ | $\tau_{n}, \mathrm{~s}$ | $\begin{array}{c}\text { Refe- } \\ \text { rences }\end{array}$ |
| :--- | :--- | :--- | :---: | :---: |
| 1988 | Kurchatov Institute | $\begin{array}{l}n \text { beam } \\ 1989 \\ \text { Bonn-ILL }\end{array}$ | $\begin{array}{l}\text { Ultra- } \\ \text { cold } \\ \text { neutrons }\end{array}$ | $891 \pm 9$ |
| 1989 | $\begin{array}{l}\text { ILL-Sussex Univ.- } \\ \text { Rhode Island Univ. }\end{array}$ | $\begin{array}{l}\text { Ultra- } \\ \text { cold } \\ \text { neutrons }\end{array}$ | $887.6 \pm 3$ | $[47]$ |
| 1992 | PNPI-JINR | $\begin{array}{l}\text { Ultra- } \\ \text { cold } \\ \text { neutrons }\end{array}$ | $888.4 \pm 4.3$ | $[49]$ |
| 1993 | $\begin{array}{l}\text { Kurchatov Institute-- } \\ \text { ILL }\end{array}$ | $\begin{array}{l}\text { Ultra- } \\ \text { cold } \\ \text { neutrons }\end{array}$ | $882.6 \pm 2.7$ | $[50]$ |
| 1996 | $\begin{array}{l}\text { Sussex Univ.-ILL } \\ n \text { beam } \\ 1997\end{array}$ | $\begin{array}{l}\text { Kurchatov Institute- } \\ \text { ILL }\end{array}$ | $\begin{array}{l}\text { Ultra- } \\ \text { cold } \\ \text { neutrons }\end{array}$ | $889.2 \pm 4.8$ |$][551]$

Table 2. Display of experiments that measured the spin-electron correlation

| Year | Institute | Procedure | $A$ | Refe- <br> rences |
| :--- | :--- | :--- | :--- | :--- |
| 1986 | ILL | PERKEO-I | $-0.1146 \pm 19$ | $[53]$ |
| 1991 | PNPI-Kur- <br> chatov Insti- <br> tute | $e p$ coinci- <br> dences | -0.1116 (first <br> publication) <br> $-0.135 \pm 14$ <br> (correction <br> and adden- <br> dum) | $[554]$ |
| 1995 | ILL | drift chamber | $-0.1160 \pm 15$ | [56] |
| 1996 | ILL | PERKEO-II | $-0.1190 \pm 13$ | [57] |

and data on the spin-electron correlation, which is dependent on the ratio of these constants, makes it possible to deduce their experimental values directly without invoking data on nuclear transitions. These values can then be used to check the results if we additionally assume fulfillment of the CVC hypothesis (conservation of weak vector current), which was in fact assumed to be valid in analyzing data on $0^{+}-0^{+}$nuclear transition.

In a specific implementation of this method for data analysis, two bands of the values of $G_{V \beta}$ and $G_{A \beta}$ that are allowed by experimental data on $f_{n} \tau_{n}$ and on the ratio $G_{A \beta} / G_{V \beta}$ as rescaled from the values of the correlation parameter $A$ in accordance with (16) are constructed in the plane spanned by these variables. The intersection of these bands determines the region of allowed values of the fundamental constants $G_{V \beta}$ and $G_{A \beta}$ according to data on neutron decay that are treated


Fig. 2. Regions of allowed values of the beta-decay constants $G_{V \beta}$ and $G_{A \beta}$ as obtained from a global analysis of data on the neutron lifetime (world-average value) and data on the coefficient $A$ of the spin-electron correlation from [55] $[A=-0.1135(14)]$ and [57] $[A=-0.1190(13)]$, as well as from the weighted mean value $\bar{A}=-0.1161(7)$ (see Table 2) at the same neutron-lifetime value.
on the basis of the basis of the Standard Model. Figure 2 shows three such regions corresponding to the worldaverage value of the neutron lifetime from (17) at three values of the parameter $A$ : the average value from (18) and two extreme experimental values obtained in [55] and in [57], respectively. In addition, this figure displays the values of the constant $G_{V 0-0}$ according to data on $0^{+}-0^{+}$nuclear transitions and the values of the analogous constant that were extracted from data on ele-mentary-particle decays by using the sum rule (11) for the Kobayashi-Maskawa matrix element. From Fig. 2, it can be seen that the world-average value of the parameter $A$ leads to the region of $G_{V \beta}$ values that is virtually coincident with the region of the allowed values of $G_{V 0-0}$. However, the result of a global analysis of data on the neutron lifetime and data from [55] differs considerably from the $G_{V 0-0}$ value as obtained from data on $0-0$ transitions. A similar discrepancy, but in the region of smaller values of $G_{V \beta}$, is observed when the results from [57] are included in the analysis. By and large, the above analysis confirms the agreement of modern data with the Standard Model, but it indicates that new precision measurements of the parameter $A$ are required for removing the existing discrepancies. \{We recall that such experiments are being performed at the LaueLangevin Institute (Grenoble) [58] and are planned in Los Alamos at a higher level of precision [59]. \}

Experiments to measure correlations of the spinneutrino type are much more difficult in implementation than experiments studying the spin-electron correlation. This is the reason why only in recent years were experiments of the former type performed at a precision level $[60,61]$. The accuracy achieved there made it possible to obtain the following independent estimate of $\lambda$ (we emphasize that the uncertainty is large in that case):

$$
\begin{equation*}
B=+0.9820 \pm 0.0040, \quad \lambda=-1.3388(479) \tag{19}
\end{equation*}
$$

In relation to the other correlation parameters, the quantity $B$ is less sensitive to variations in the constant $\lambda$. The parameter determining this sensitivity is $d B / d \lambda=0.084$, which is much less than the above value of $d A / d \lambda$.

Finally, experimental data on the electron-neutrino correlation in free-neutron decay can also be used for the purposes of independent analysis. We have already indicated that, for the first time, such experiments were successfully performed by an ITEP group with the participation of Vladimirsky in the 1960s [3-5]. Unfortunately, their implementation proved to be extremely difficult, and only one such experiment has been performed so far at a level of precision better than $10 \%$ [62]. It should be emphasized that this experiment dates as far back as the 1970s. Since it was naturally based on the facilities and procedures of that time, it is highly desirable to repeat it at a new level. The value of the parameter $a$ as determined by employing the data from that experiment and the corresponding value of $\lambda$ are

$$
\begin{equation*}
a=-0.1017 \pm 0.0051, \quad \lambda=-1.2591(168) \tag{20}
\end{equation*}
$$

We would also like to indicate the sensitivity of this experiment to variations in the constant $\lambda$. The parameter specifying this sensitivity has a value close to the corresponding value for $A$ : $d a / d \lambda=0.30$.

In order to determine the weak-interaction constants from experimental data on the beta decay of the free neutron, we have so far analyzed data of independent experiments, paying no attention to the interplay of the different experimental parameters. However, such an analysis can be performed with allowance for this interplay in accordance with equations (16) [63]. Assuming independent Gaussian distributions in each of the above-type experiments, we can determine the most probable value of the constant $\lambda(\bar{\lambda})$ that is consistent with data from the entire set of neutron experiments; by using this value, we can then again construct the expected, most probable, values of the neutron parameters. Such an analysis was performed in [63]. The results are

$$
\begin{gather*}
\bar{\lambda}=-1.2673(10), \quad \tau_{n}=885.9 \mathrm{~s}  \tag{21}\\
a=-0.1042, \quad A=-0.1165, \quad B=0.9877
\end{gather*}
$$

From a comparison of these results with experimental values of the corresponding parameters, it follows that almost all of them are consistent with experimental data within one standard deviation. The greatest discrepancy of $1.5 \sigma$ is observed for the parameter $B$. This highlights once again the need for independent experiments for verifying its experimental value.

The results for $\bar{\lambda}$ can in principle be used again in an independent analysis of neutron data to extract the values of $G_{V \beta}$ and $G_{A \beta}$ by the method described above (see Fig. 2). Such an analysis was recently performed by Towner and Hardy in the report presented at the
symposium WEIN-98 [43]. They used the above data on the neutron lifetime and on the coefficient $A$ and invoked additional data on $A$ from a new experiment performed at the Laue-Langevin Institute [58]. These new data on $A[A=-0.1187(8)]$ shift the mean value $\bar{A}$ to the region of larger absolute values and correspond to the mean value of $\bar{\lambda}=-1.2735(21)$. Let us now determine the value of the matrix element $V_{u d}$ by combining this extreme value and the data on the neutron lifetime and calculate its contribution to the sum rule in (11). The results are [43]

$$
\begin{gather*}
\left|V_{u d}\right|=0.9714(15) \\
V_{u d}^{2}+V_{u s}^{2}+V_{u b}^{2}=0.9919(30) . \tag{22}
\end{gather*}
$$

Thus, the inclusion of new data on $A$ leads to the further violation of the sum rule for the KobayashiMaskawa matrix up to a level of three standard deviations. This conclusion should be taken to be preliminary. It obviously requires confirmation-for example, in the experiments planned in Los Alamos.

Thus, we see that, by and large, the Standard Model describes well the entire set of current data on neutron decay. Within this description, further experiments are required, however, for confirming the self-consistency of these data and their consistency with independent experiments studying $0-0$ transitions and strange-particle decays at a precision level. On the other hand, the above data leave room for deviations from the Standard Model at a level of $1 \%$. This enables us to consider now the problem of quantitatively estimating the possibility for such violations under specific assumptions about their form prescribed by the hypothesis under investigation.

## 3. ESTIMATES FOR THE HYPOTHESIS OF RIGHT-HANDED CURRENTS

Let us investigate constraints imposed by available neutron data on the possible admixture of the contributions from right-handed lepton currents to the Standard Model. According to modern theoretical concepts, the right-handed neutrinos exist in the schemes where heavy right-handed $W_{R}$ bosons are introduced along with the standard left-handed $W_{L}$ bosons. The simplest model featuring right-handed currents, the so-called explicitly symmetric model [17, 18], corresponds to $S U(2)_{L} \times S U(2)_{R} \times U(1)$ symmetry. In this model, two additional parameters-the mass of the right-handed boson (it is the ratio $\eta$ of the squared masses of the leftand right-handed bosons that is actually used) and the angle of mixing between the left- and right-handed bosons, $\xi$-are introduced along with the parameters of the Standard Model. In this scheme, the general Hamiltonian of the weak nucleon-lepton interaction is given by

$$
H_{R C}=\left[a J_{L \mu} j_{L}^{\mu}+b J_{R \mu} j_{R}^{\mu}+c J_{L \mu} j_{R}^{\mu}+d J_{R \mu} j_{L}^{\mu}\right] ;
$$

$$
\begin{align*}
\left(j_{L}\right)_{\mu} & =\left(\overline{\Psi_{e}} \gamma_{\mu}\left(1+\gamma_{5}\right) \Psi_{\mathrm{ve}}\right), \\
\left(j_{R}\right)_{\mu} & =\left(\overline{\Psi_{e}} \gamma_{\mu}\left(1-\gamma_{5}\right) \Psi_{\mathrm{ve}}\right),  \tag{23}\\
\left(J_{L}\right)_{\mu} & =\left(\overline{\Psi_{p}} \gamma_{\mu}\left(1-\lambda_{N} \gamma_{5}\right) \Psi_{n}\right), \\
\left(J_{R}\right)_{\mu} & =\left(\overline{\Psi_{p}} \gamma_{\mu}\left(1+\lambda_{N} \gamma_{5}\right) \Psi_{n}\right) .
\end{align*}
$$

We note that the universality of the bare axial-current constant $\lambda_{N}$, which can a priori be different from the well-known experimental value $\lambda$, is assumed here. In the explicitly symmetric model conserving $C P$ invariance, the constants $a, b, c$, and $d$ of the Hamiltonian $H_{R C}$ are related to the basic parameters of the model by the equations

$$
\begin{gather*}
a=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}}\left((\cos \xi)^{2} / m_{1}^{2}+(\sin \xi)^{2} / m_{2}^{2}\right), \\
b=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}}\left((\sin \xi)^{2} / m_{1}^{2}+(\cos \xi)^{2} / m_{2}^{2}\right),  \tag{24}\\
c=d=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}} \sin \xi \cos \xi\left(1 / m_{2}^{2}-1 / m_{1}^{2}\right),
\end{gather*}
$$

where $g$ is the coupling constant for the basic interaction of leptons and quarks with $W$ bosons, while $\cos \theta_{\text {C }}$ is the cosine of the Cabibbo angle. Exchange weak interaction is mediated by the physical bosons $W_{1}$ and $W_{2}$, which are represented by mixed states of masses $m_{1}$ and $m_{2}$, the mixing of the left- and right-handed bosons that results in the formation of the $W_{1}$ and $W_{2}$ bosons being specified by the scheme

$$
\begin{align*}
& W_{1}=W_{L} \cos \xi+W_{R} \sin \xi,  \tag{25}\\
& W_{2}=W_{R} \cos \xi-W_{L} \sin \xi .
\end{align*}
$$

The parameters $a, b, c$, and $d$ and the phenomenological constants of the Hamiltonian in (1) are related by the equations

$$
\begin{gather*}
\left(G_{\mathrm{F} \mathrm{\beta}} / \sqrt{2}\right) C_{V}=a+b+c+d \\
=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}}\left[(1-\sin 2 \xi) / m_{1}^{2}+(1+\sin 2 \xi) / m_{2}^{2}\right], \\
\left(G_{\mathrm{F} \mathrm{\beta}} / \sqrt{2}\right) C_{V}^{\prime}=a-b-c+d \\
=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}} \cos 2 \xi\left[1 / m_{1}^{2}-1 / m_{2}^{2}\right], \\
\left(G_{\mathrm{F} \beta} / \sqrt{2}\right) C_{A}=\lambda_{N}(a+b-c-d)  \tag{26}\\
=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}}\left[(1+\sin 2 \xi) / m_{1}^{2}+(1-\sin 2 \xi) / m_{2}^{2}\right], \\
\left(G_{\mathrm{F} \mathrm{\beta}} / \sqrt{2}\right) C_{A}^{\prime}=\left(G_{\mathrm{F} \beta} / \sqrt{2}\right) C_{V}^{\prime} \lambda_{N}=\lambda(a-b+c-d) \\
=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}} \cos 2 \xi \cdot \lambda\left[1 / m_{1}^{2}-1 / m_{2}^{2}\right], \\
\left(G_{V \beta} / \sqrt{2}\right)=\left(g^{2} / 8\right) \cos \theta_{\mathrm{C}} / m_{1}^{2} .
\end{gather*}
$$

(In the scheme featuring right-handed currents, it is assumed that $G_{\mathrm{F} \beta}=G_{V \beta}$. It should be noted that, in the specific model being considered, there is the additional
condition $c=d$, whence it follows that $C_{A}^{\prime}=C_{V}^{\prime} \lambda_{N}$. The Standard Model is obtained in the limit where $\xi \longrightarrow 0$ and $m_{2} \longrightarrow \infty$. It should be emphasized that, in the scheme involving right-handed currents, the universal constant $G_{V \beta}$ is determined as the coupling constant for $W_{1}$-boson weak interaction, so that $C_{V} \longrightarrow 1$ only if the right-handed currents are suppressed.

In general, the Hamiltonian of the model being investigated depends on four parameters- $G_{V \beta}, \lambda_{N}, \xi$, and $\eta=m_{1}^{2} / m_{2}^{2}$-which must be determined from experimental data. For this reason, a full analysis requires at least four independent experiments: of these, one specifies the absolute scale-that is, the constant $G_{V \beta}$-while the three others determine the relative quantities. Our objective is to obtain experimental constraints on these parameters by using data on neutron beta decay and, if those are insufficient, by invoking supplementary data, thereby estimating the possible contribution of right-handed currents to the effective weak-interaction Hamiltonian. Here, we deliberately restrict ourselves to the simplest version of the model featuring right-handed currents since, in more complicated versions, the number of model parameters is greater, so that the resulting constraints become less reliable.

Let us establish relations between the experimental characteristics of neutron beta decay and the aforementioned four parameters. We begin by discussing relative measurements that determine the right-handed-current parameters proper, postponing the estimation of the absolute value of the constant $G_{V \beta}$ to the end of the section.

Let us first consider data on the neutron lifetime. In the explicitly symmetric model involving right-handed currents, the ratio of the quantity $(F t)_{0-0}$ for Fermi $0-0$ transitions to $f_{n} \tau_{n}$ including the neutron lifetime is determined by the relation

$$
\begin{gather*}
2(F t)_{0-0} \ln 2 /\left(f_{n} \tau_{n}\right)=1+3 \lambda^{2} \\
=1+3\left(\left|C_{A}\right|^{2}+\left|C_{A}^{\prime}\right|^{2}\right) /\left(\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}\right)  \tag{27}\\
=1+3 \lambda_{N}^{2}\left[\left(1+\eta^{2}\right)+\left(1-\eta^{2}\right) \sin 2 \xi\right] /\left[\left(1+\eta^{2}\right)\right. \\
\left.-\left(1-\eta^{2}\right) \sin 2 \xi\right]
\end{gather*}
$$

(Here and below, we first present the general expression for the relevant quantity and then its representation within the explicitly symmetric model.) It can be seen that, in the scheme featuring right-handed currents, the above ratio, which is determined by the experimental constant $\lambda$, depends on the bare coupling constant $\lambda_{N}$ for the axial-vector interaction and on the model parameters $\eta$ and $\xi$ in a complicated way; it should be borne in mind here that the bare constant can differ significantly from the relevant experimental value. In the absence of right-handed currents, these constants coincide $\left(\lambda=\lambda_{N}\right)$. By assuming that the weighted mean of
the experimental value $\lambda$ is $\bar{\lambda}=-1.2673(10)$, we find a first equation relating the parameters of the righthanded currents:

$$
\begin{gather*}
\lambda^{2}=\lambda_{N}^{2}\left[1+\eta^{2}+\left(1-\eta^{2}\right) \sin 2 \xi\right] /\left[1+\eta^{2}\right.  \tag{28}\\
\left.-\left(1-\eta^{2}\right) \sin 2 \xi\right]=(1.2673(10))^{2}=1.6060(25)
\end{gather*}
$$

In contrast to other correlation experiments, measurement of the electron-neutron correlation in neutron decay furnishes no new information in relation to the neutron lifetime. In order to demonstrate this explicitly, we note that, with allowance for right-handed currents, the correlation coefficient $a$ has the form

$$
\begin{gather*}
a=\left(\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}-\left|C_{A}\right|^{2}-\left|C_{A}^{\prime}\right|^{2}\right) /\left(\left|C_{V}\right|^{2}\right.  \tag{29}\\
\left.+\left|C_{V}^{\prime}\right|^{2}+3\left|C_{A}\right|^{2}+3\left|C_{A}^{\prime}\right|^{2}\right)=\left(1-\lambda^{2}\right) /\left(1+3 \lambda^{2}\right),
\end{gather*}
$$

where $\lambda^{2}$ is determined by equation (28), as before. This situation arises when we assume that the $W$ boson is a vector particle, in which case only the vector and axial-vector versions contribute to the weak-interaction Hamiltonian. It will be seen below that the discrepancy of $0.5 \sigma$ between data on the electron-neutrino correlation and the mean neutron lifetime-previously, we revealed this discrepancy in analyzing the Standard Model—may suggest leptoquark-mechanism-induced violation of this aspect of the Standard Model. In this case, the electron-neutrino correlation provides new information. In analyzing the hypothesis of righthanded currents, experiments studying this correlation can at best serve as a test of data on the lifetime-unfortunately, the accuracy of the former is presently much poorer than the accuracy of the latter.

Let us analyze the experiments devoted to correlations of the spin-electron and spin-neutrino types. Upon taking into account right-handed currents, the relevant coefficients take the form

$$
\begin{gather*}
A=\frac{-4 \operatorname{Re}\left(C_{A} C_{A}^{\prime *}\right)-2 \operatorname{Re}\left(C_{V} C_{A}^{*}+C_{V}^{\prime} C_{A}^{*}\right)}{\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}+3\left|C_{A}\right|^{2}+3\left|C_{A}^{\prime}\right|^{2}} \\
=\frac{-2(1-\eta) \cos 2 \xi}{1+\eta^{2}-\left(1-\eta^{2}\right) \sin 2 \xi} \\
\times \frac{(1+\eta)\left(\lambda_{N}^{2}+\lambda_{N}\right)+(1-\eta) \sin 2 \xi \cdot \lambda_{N}^{2}}{1+3 \lambda^{2}} \\
B=\frac{4 \operatorname{Re}\left(C_{A} C_{A}^{*}\right)-2 \operatorname{Re}\left(C_{V} C_{A}^{*}+C_{V}^{\prime} C_{A}^{*}\right)}{\left|C_{V}^{2}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}+3\left|C_{A}\right|^{2}+3\left|C_{A}^{\prime}\right|^{2}}  \tag{30}\\
=\frac{2(1-\eta) \cos 2 \xi}{1+\eta^{2}-\left(1-\eta^{2}\right) \sin 2 \xi}
\end{gather*}
$$

$$
\times \frac{(1+\eta)\left(\lambda_{N}^{2}-\lambda_{N}\right)+(1-\eta) \sin 2 \xi \cdot \lambda_{N}^{2}}{1+3 \lambda^{2}}
$$

In the ensuing analysis, we use both of these relations, taking the current experimental values of $A=$ $-0.1161(7)$ and $B=+0.9820(40)$ for the correlation coefficients.

In analyzing the hypothesis of right-handed currents, we will need, in addition to data from correlation experiments for neutron beta decay, data extracted from polarization experiments. The polarizations of the electron and the neutrino originating from neutron beta decay are determined by the experimental parameter

$$
\begin{gather*}
H_{n}=\frac{6 \operatorname{Re}\left(C_{A} C_{A}^{\prime *}\right)+2 \operatorname{Re}\left(C_{V} C_{V}^{\prime *}\right)}{\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}+3\left|C_{A}\right|^{2}+3\left|C_{A}^{\prime}\right|^{2}} \\
=\frac{(1-\eta) \cos 2 \xi}{1+\eta^{2}-\left(1-\eta^{2}\right) \sin 2 \xi}  \tag{31}\\
\times \frac{(1+\eta)\left(1+3 \lambda_{N}^{2}\right)+(1-\eta) \sin 2 \xi\left(3 \lambda_{N}^{2}-1\right)}{1+3 \lambda^{2}},
\end{gather*}
$$

which takes the value of $H_{n}=1$ when there are no righthanded currents. It is interesting to note that, within the explicitly symmetric model featuring right-handed currents, there exists a correlation between the parameters $A, B, H_{n}$, and $\lambda_{N}$ :

$$
\begin{equation*}
(A+B) / 2+\lambda_{N} H_{n}+\left(1-3 \lambda_{N}^{2}\right)(B-A) /\left(4 \lambda_{N}\right)=0 . \tag{32}
\end{equation*}
$$

Experimental constraints on $H_{n}$ could be deduced from direct measurements of the polarization of the electron from neutron beta decay. Unfortunately, no such experiments have been performed so far; for estimates, we can therefore use only indirect data that make it possible to extract the parameter $H_{n}$ for neutrino polarization from experiments aimed at determining the cross section for inverse-beta decay on a proton for reactor antineutrinos. Indeed, it was first indicated in [64] that the experimental cross section $\sigma$ is approximately related to $H_{n}$ by the equation

$$
\begin{equation*}
\sigma=\sigma_{0}\left(1+H_{n}^{2}\right) / 2 \tag{33}
\end{equation*}
$$

where $\sigma_{0}$ is the cross section in the Standard Model (that is, without right-handed currents) as determined, for example, from the neutron lifetime by using the quantity $\lambda$. According to the latest data from reactor experiments measuring the cross section for antineutrino-proton interactions, $H_{n}$ is estimated as [65]

$$
\begin{equation*}
H_{n} \geq 0.96 \text { ( } 67 \% \text { C. L.). } \tag{34}
\end{equation*}
$$

Unfortunately, this estimate is not optimalbecause of the large error, it does not lead to constraints on the right-handed-current parameters better than a few percent; for this reason, we will not use it in the ensuing analysis. From the viewpoint of our purposes,
data on the cross sections are disadvantageous in that the parameter $H_{n}$ appears in the experimental quantity quadratically, whence it follows that, in order to obtain the value of $H_{n}$ with a precision higher than $1 \%$, it is necessary to measure the cross section with an experimental uncertainty that is an order of magnitude less than that in the best currently available cross-section measurements, where this uncertainty is between 2 and $3 \%$. In the experiments being discussed, so high a precision is not attainable at present. This makes us seek an alternative in polarization experiments on nuclei where some parameter similar to $H_{n}$ would enter into the measured quantity linearly.

As such an alternative, we invoke data on the polarization of positrons from nuclear beta transitions. Specifically, we make use of precision measurements of the longitudinal polarization of positrons from purely Fermi and purely Gamow-Teller nuclear transitions, where the polarization coefficients are independent of nuclear matrix elements. Indeed, the polarization of decay electrons (positrons) that originate from Fermi $0^{+}-0^{+}$transitions occurring in the presence of righthanded currents is determined by the quantity

$$
\begin{gather*}
H_{\mathrm{F}}=\mp \frac{2 \operatorname{Re}\left(C_{V} C_{V}^{\prime *}\right)}{\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}}  \tag{35}\\
=\mp \frac{(1-\eta) \cos 2 \xi(1+\eta-(1-\eta) \sin 2 \xi)}{1+\eta^{2}-\left(1-\eta^{2}\right) \sin 2 \xi} .
\end{gather*}
$$

The analogous quantity for Gamow-Teller transitions has the form

$$
\begin{gather*}
H_{\mathrm{GT}}=\mp \frac{2 \operatorname{Re}\left(C_{A} C_{A}^{\prime *}\right)}{\left|C_{A}\right|^{2}+\left|C_{A}^{\prime}\right|^{2}}  \tag{36}\\
=\mp \frac{(1-\eta) \cos 2 \xi(1+\eta+(1-\eta) \sin 2 \xi)}{1+\eta^{2}+\left(1-\eta^{2}\right) \sin 2 \xi} .
\end{gather*}
$$

In a number of studies, the ratio of positron polarizations in Fermi and Gamow-Teller beta transitions for close pairs of nuclei was measured to a high precision. By way of example, we indicate that such measurements were performed in [66] for ${ }^{14} \mathrm{O} \longrightarrow$ ${ }^{14} \mathrm{~N} /{ }^{10} \mathrm{C} \longrightarrow{ }^{10} \mathrm{~B}$ and in [67] for ${ }^{26 m} \mathrm{Al} \longrightarrow$ ${ }^{26} \mathrm{Mg} /{ }^{30} \mathrm{P} \longrightarrow{ }^{30} \mathrm{Si}$. From (35) and (36), it follows that this ratio can be written as

$$
\begin{gather*}
P=\frac{H_{\mathrm{F}}}{H_{\mathrm{GT}}} \\
=\frac{(1+\eta-(1-\eta) \sin 2 \xi)\left(1+\eta^{2}+\left(1-\eta^{2}\right) \sin 2 \xi\right)}{(1+\eta+(1-\eta) \sin 2 \xi)\left(1+\eta^{2}-\left(1-\eta^{2}\right) \sin 2 \xi\right)} \\
=\frac{\lambda^{2}(1+\eta-(1-\eta) \sin 2 \xi)}{\lambda_{N}^{2}(1+\eta+(1-\eta) \sin 2 \xi)} . \tag{37}
\end{gather*}
$$

The experimental values obtained for $P$ in $[66,67]$ and the mean value of this quantity are

$$
\begin{gather*}
H_{\mathrm{F}} / H_{\mathrm{GT}}=1.003(4)[66], \\
H_{\mathrm{F}} / H_{\mathrm{GT}}=0.9996(37)[67],  \tag{38}\\
\overline{\left(H_{\mathrm{F}} / H_{\mathrm{GT}}\right)}=\bar{P}=1.0012(27) .
\end{gather*}
$$

In our analysis, we will use the last value.
Thus, we have specified the range of experimental data that will be used to extract the parameters $\lambda_{N}, \xi$, and $\eta$, which characterize right-handed currents. Proceeding to analyze them directly, we note that, from the previous experience, it follows that the approximations $\eta^{2} \ll 1, \sin 2 \xi \approx 2 \xi$, and $\cos 2 \xi \approx 1$ are quite legitimate. In this case, the set of equations for determining the parameters of right-handed currents in terms of the experimental characteristics has the form

$$
\begin{gather*}
\lambda^{2}=\lambda_{N}^{2}(1+2 \xi) /(1-2 \xi), \\
\left(1+3 \lambda^{2}\right) A=2 \lambda\left(-1-\lambda_{N}(1+X)\right), \\
\left(1+3 \lambda^{2}\right) B=2 \lambda\left(-1+\lambda_{N}(1+X)\right),  \tag{39}\\
\lambda^{2} /\left(P \lambda_{N}^{2}\right)=(1+X) /(1-X) \\
(X=2 \xi(1-\eta) /(1+\eta)) .
\end{gather*}
$$

Since $\eta \ll 1$, the signs of $X$ and $\xi$ coincide, and two types of solutions are possible:

$$
\begin{array}{ll}
\xi \geq 0, & X \geq 0, \quad \lambda_{N}^{2} \leq \lambda^{2}  \tag{40}\\
\xi \leq 0, & X \leq 0, \quad \lambda_{N}^{2} \geq \lambda^{2} .
\end{array}
$$

Hence, $\left|\lambda_{N}\right|$ is always less than the experimental value $|\lambda|$ at positive mixing angles and is greater than it at negative mixing angles (the equality of these two quantities corresponds to the absence of right-handed currents). At small mixing angles, the difference $\lambda_{N}-\lambda$ is proportional to the mixing angle $\xi$.

The set of equations (39) includes four equations for three unknowns, but it can easily be shown that there is the relation

$$
\begin{equation*}
\left(1+3 \lambda^{2}\right)(A+B)=-4 \lambda \tag{41}
\end{equation*}
$$

It will be seen below that this relation plays an important role in a specific analysis. The inclusion of relation (41) makes it possible to confine our consideration in the following to a set of three equations. It is convenient to recast these three equations into the form

$$
\begin{gather*}
\lambda^{2}=\lambda_{N}^{2}(1+2 \xi) /(1-2 \xi) \\
(B-A) /(B+A)=-\lambda_{N}(1+X)  \tag{42}\\
\lambda^{2} /\left(P \lambda_{N}^{2}\right)=(1+X) /(1-X)
\end{gather*}
$$

By performing a global analysis of this set of equations with allowance for the scatter of experimental characteristics, it is possible to determine, within fixed errors,
the region of values of the right-handed-current parameters $\lambda_{N}, \xi$, and $\eta$ that is compatible with modern experimental data. For example, it can be constructed by performing a step-by-step sampling of triples of these parameters and by selecting those for which the values of $\lambda,(B-A) /(B+A)$, and $P$ determined by (42) are compatible with data within the chosen error corridors. This would yield a three-dimensional region in the space of the above parameters that is analogous to that obtained previously by one of the present authors (Yu.V. Gaponov) in [68], but which is reduced somewhat by taking into account more recent data. However, we take another way, using the scheme adopted in the literature. We begin by making an important comment that establishes the relationship between the two approaches in question.

In all studies published so far that are devoted to the problem of right-handed currents (with the exception of [68]), the authors generally restricted themselves to constructing the experimentally allowed region of two parameters, $\xi$ and $\eta$, and to estimating, on this basis, the lower limit on the admissible mass of the right-handed boson, paying no attention to estimates of the parameter $\lambda_{N}$. This situation is natural if one uses only part of data determining the total set of the parameters of righthanded currents-for example, if an analysis employs only data on the neutron lifetime and the correlation coefficient $B$ or $A$ (or both of these coefficients), or if one assumes a priori that $\lambda_{N}=\lambda$. In principle, relations (42) make it possible to eliminate the parameter $\lambda_{N}$ in such a way that only the unknown parameters $\xi$ and $\eta$ will appear in the reduced set of equations. We then obtain

$$
\begin{gather*}
(B-A) /((B+A) \lambda)=\sqrt{(1+2 \xi) /(1-2 \xi)}(1+X), \\
(1+2 \xi) /((1-2 \xi) P)=(1+X) /(1-X),  \tag{43}\\
X=2 \xi(1-\eta) /(1+\eta)
\end{gather*}
$$

This set of equations, together with the additional condition (41), is usually investigated in the literature devoted to evaluating the hypothesis of right-handed currents in neutron and nuclear beta decay $[9,11,19-$ 22]. It was emphasized above, however, that, in a full pattern that is described by the Hamiltonian in (23), the contribution of right-handed currents depends on all three parameters. Restricting our consideration to two of them, we actually pay no attention to the quantity $\lambda_{N}$, an analog of the axial-vector constant in the case of right-handed currents. However, this elimination of the bare constant from the analysis can hardly be justified. For this reason, we deem it necessary to present the results of a full analysis including constraints on $\lambda_{N}$, which have not yet been considered in the literature. It is obvious that our results for the parameters $\xi$ and $\eta$ do not differ from the most recent bounds of these parameters (see, for example, [69]). For this reason, we merely present the resulting bounds of $\xi$ and $\eta$, restricting ourselves to a brief discussion on them supplemented with the relevant references. At the same time,
we quote the result of our analysis concerning essentially new information about the possible value of the bare coupling constant for the axial-vector weak interaction, a quantity that we believe to be of paramount importance for theoretical constructions, but which has not yet been analyzed.

With allowance for the most recent data on neutron decay and data from nuclear polarization experiments, the admissible region of the right-handed-current parameters $\xi$ and $\eta$ at a $90 \%$ C.L. was presented by Deutsch at the Symposium WEIN-98 in Santa Fe [69]. This region is demonstrated in Fig. 3. As can be seen, it includes the origin of coordinates corresponding to the Standard Model, so that there is no reliable evidence for the existence of right-handed currents. The maximum values allowed by experiments for the mixing parameter $\xi$ occur near $\eta \approx 0$ and, at a C.L. of $1.5 \sigma$, fall within the interval

$$
\begin{equation*}
-0.037 \leq \xi \leq+0.035 . \tag{44}
\end{equation*}
$$

For the parameter $\eta$, which determines the mass of the right-handed boson, the maximal value is achieved at $\xi=0$, amounting to $\eta \approx 0.067$; for the lower limit on the mass of the right-handed boson, this yields

$$
\begin{equation*}
M_{R} \geq 310 \mathrm{GeV} \tag{45}
\end{equation*}
$$

By using the first relation from (42), we can now estimate the values of the parameter $\lambda_{N}$ that are consistent with data in the allowed region of the other parameters. At a $90 \%$ C.L., this result is

$$
\begin{equation*}
-1.335 \leq \lambda_{N} \leq-1.175 \tag{46}
\end{equation*}
$$

at an experimental value of $\bar{\lambda}=-1.2673(10)$. Thus, we conclude that, in the case of right-handed admixtures, the bare constant for the ratio of the vector and axialvector versions of weak interaction can differ noticeably (by $5-7 \%$ ) from the experimental value even at moderately small mixing angles ( $\xi \approx 0.035$ ). The allowed values of $\lambda_{N}$ for smaller $\xi$ can also be derived from the first relation in (42) by using the fact that the difference $\left|\lambda-\lambda_{N}\right|$ in the allowed region is proportional to $|\xi|$.

It should be noted here that, in the calculation of the admissible upper bound on $\eta$, an important role is played by relation (41), which must be satisfied in the Standard Model as well and which includes only experimental data, not involving the parameters of righthanded currents, since this relation, which must be met for data sets subjected to analysis, significantly restricts the allowed region of these parameters.

Thus, we have determined the region of values admissible for the relative parameters of right-handed currents. Let us now consider the parameter $G_{V \beta}$; in the case of right-handed currents, it specifies their absolute scale. Let us estimate it by using data on $0-0$ transitions. With allowance for right-handed currents, the ratio of the values of $(F t)_{0-0}$ in the Standard Model and


Fig. 3. Region of allowed values of the right-handed-current parameters $\xi$ and $\eta$ at a $90 \%$ C.L. (unhatched). Plotted along the right ordinate are the corresponding values of the mass of the right-handed $W_{R}$ boson (borrowed from [69]).
in the scheme involving right-handed currents, $(F t)_{\mathrm{St}} /(F t)_{R}$, is given by

$$
\begin{align*}
& (F t)_{\mathrm{St}} /(F t)_{R}=\left(\left|C_{V}^{2}\right|+\left|C_{V}^{\prime}\right|^{2}\right) / 2  \tag{47}\\
= & \left(|a+d|^{2}+|b+c|^{2}\right) / G_{V \beta} \approx 1+2 \xi .
\end{align*}
$$

Hence, a comparison of the experimental value of this quantity with the value expected in the Standard Model will give a direct estimate of the parameter $\xi$. If we adopt the validity of the CVC hypothesis and of the unitarity condition for the elements of the KobayashiMaskawa matrix, we can estimate these matrix elements with the aid of data on strange-particle decays. In this case, the deviation of the value of $(F t)_{R}$ from the that in the Standard Model would be associated with the violation of the sum rules (11) for the matrix elements. An analysis of the possible sum-rule violation was recently performed by Towner. If his result is interpreted as the contribution of right-handed currents, there arises an independent estimate of the mixing angle for right-handed currents [43]:

$$
\begin{equation*}
\xi \approx 0.0015(7) . \tag{48}
\end{equation*}
$$

This result, which corresponds to a deviation from zero at a level of two standard deviations, is compatible with the results of the above analysis. The estimate in (48) is one order of magnitude more stringent than that in (44), but it introduces the CVC hypothesis in the analysis and unfortunately does not rely on neutron data.

It is useful to compare the constraints on the parameters $\xi$ and $\eta$ that were obtained from data on neutron


Fig. 4. Region of allowed values of the right-handed-current parameters $\xi$ and $\eta$ (internal regions of semiellipses) as obtained from data on $\mu-e$ decay on the basis of constraints on the Michel coefficients $P_{\mu} \xi \delta / \rho$ (diamonds) and $\rho$ (crosses) [70], as well as from the possible measurement of the longitudinal polarization of electrons in neutron decay to within $0.1 \%$ (squares) [71].
beta decay with the corresponding constraints on the right-handed currents from the analysis of data on $\mu-e$ decay [70]. Experiments of the latter type measure the polarization of decay positrons. These measurements make it possible to estimate the Michel coefficients $\rho$ and $P_{\mu} \xi \delta / \rho$, which are presently measured at a precision of $0.3 \%$ (Fig. 4). The resulting constraints on the parameters of the right-handed currents, $-0.04 \leq \xi \leq$ +0.04 and $\eta \leq 0.04$, do not contradict the constraints obtained from neutron data for the mixing angle [see (44)] and are somewhat more stringent than those for the ratio of the squared masses [see (45)], but they are by and large at the same level of precision. At present, a new series of $\mu-e$ experiments is under preparation that are expected to improve the accuracy in the limits on the various Michel parameters by more than one order of magnitude [69]. The results of these experiments must strengthen the constraints on the parameters of right-handed currents. However, it should be emphasized here that, in principle, the contributions of the right-handed currents to the purely leptonic decay of the muon and those to the hadron-lepton decay of the neutron can differ, although they are interrelated in the simplest models involving right-handed $W_{R}$ bosons.

In comparing experiments studying neutron and muon decays, there arise the interesting question of what the fundamental distinction between these types of experiments is for the analysis of the right-handedcurrent hypothesis and the question of whether it is possible to obtain, from data on beta decay, constraints analogous to those coming from muon-decay data [71]. It appears that this difference is a direct consequence of the fact that muon experiments study the polarization of decay electrons (positrons), whereas such purposes have not yet been pursued in neutron experiments. At the same time, such experiments in a direct implementation or in its modified version aimed at measuring the degree of polarization of bremsstrahlung photons in radiative neutron decay or in beta transitions between
the mirror pairs of nuclei would be extremely interesting, because the constraints that they can set on the right-handed currents differ qualitatively from those that exist at present. Predictions of such experiments at the required level of precision and the corresponding constraints for the case of a neutron are displayed in Fig. 4 [71], along with the constraints from $\mu-e$ decay at a $0.1 \%$ precision of electron-polarization measurements.

## 4. ESTIMATING SCALAR AND TENSOR CONTRIBUTIONS

Along with the hypothesis of right-handed currents, the possibility of violation of the Standard Model due to the leptoquark-interaction mechanism, which modifies the standard Hamiltonian by generating corrections associated with the scalar and tensor versions of interaction, is being actively discussed at present. The general theory of leptoquark contributions was given, for example, in [23-28]. Within a phenomenological description of the effective weak-interaction Hamiltonian (1), whose dominant part corresponds to the standard theory, there can exist two types of such models: (i) that in which scalar and tensor corrections involve the left-handed (standard) neutrino [condition (7)] and (ii) that in which the relevant corrections contain terms featuring the right-handed neutrino. The latter are mixed-type models, where the vector and axial-vector terms of the Hamiltonian describe the physical branch of the process with the emission of neutrinos having left-handed helicity and where the scalar and tensor terms are responsible for the emission of neutrinos having right-handed helicity [condition (9)]. The entire set of experiments devoted to neutron beta decay that have been performed by now makes it possible to obtain specific constraints on the structure of such models involving four phenomenological parameters. A more complicated case where leptoquark corrections involve the right-handed neutrino both in the vector and axial-vector parts and in the tensor and scalar parts [relation (8)] can be interpreted as a modified version in which the model involving right-handed currents (Section 3) is supplemented with corrections of the second type. In this case, the total number of phenomenological parameters is as great as eight. Since neutron experiments of only four or five types have been implemented so far, a precision analysis of such models on the basis of purely neutron data is impossible at present; for this reason, we will not discuss this point any more.

The question of whether the scalar or the tensor contributions (or both of them) can appear in the Hamiltonian of beta decay has a long history. Since the studies performed in the 1950s, it has been well known that precision constraints on these corrections can be obtained from the estimates of the Fierz terms, which are proportional to the parameter $b$ in the electron spectrum of allowed beta transitions [equation (10)]. In the general case of the phenomenological Hamiltonian (1),
the parameters $b$ for Fermi and Gamow-Teller transitions are given by [2,34]

$$
\begin{align*}
b_{\mathrm{F}} & =\operatorname{Re}\left(C_{S} C_{V}^{*}+C_{S}^{\prime} C_{V}^{\prime *}\right) /\left|C_{\mathrm{F}}\right|^{2}, \\
b_{\mathrm{GT}} & =\operatorname{Re}\left(C_{T} C_{A}^{*}+C_{T}^{\prime} C_{A}^{\prime *}\right) /\left|G_{\mathrm{GT}}\right|^{2},  \tag{49}\\
\left|C_{\mathrm{F}}\right|^{2} & =\left|C_{S}\right|^{2}+\left|C_{S}^{\prime}\right|^{2}+\left|C_{V}\right|^{2}+\left|C_{V}^{\prime}\right|^{2}, \\
\left|C_{\mathrm{GT}}\right|^{2} & =\left|C_{T}\right|^{2}+\left|C_{T}^{\prime}\right|^{2}+\left|C_{A}\right|^{2}+\left|C_{A}^{\prime}\right|^{2} .
\end{align*}
$$

It was emphasized above that, in the absence of right-handed currents, we can make two basic assumptions concerning the physical pattern of additional scalar and tensor contributions. Assuming that these contributions are associated with the left-handed neutrino and that $C P$ invariance is conserved and using equation (7), we obtain

$$
\begin{align*}
b_{\mathrm{F}} & =C_{S} C_{V} /\left|C_{\mathrm{F}}\right|^{2}, \\
b_{\mathrm{GT}} & =C_{T} C_{A} /\left|C_{\mathrm{GT}}\right|^{2},  \tag{50}\\
\left|C_{\mathrm{F}}\right|^{2} & =\left|C_{S}\right|^{2}+\left|C_{V}\right|^{2}, \\
\left|C_{\mathrm{GT}}\right|^{2} & =\left|C_{T}\right|^{2}+\left|C_{A}\right|^{2} .
\end{align*}
$$

These relations make it possible to estimate directly the admixture of the scalar version. But if we assume that the scalar and tensor contributions are associated with the right-handed neutrino, then the use of (9) enables us to demonstrate that, irrespective of the $C_{S}$ and $C_{T}$ values, the Fierz parameters vanish automatically; that is,

$$
\begin{equation*}
b_{\mathrm{F}}=b_{\mathrm{GT}}=0 . \tag{51}
\end{equation*}
$$

We emphasize the special character of this case, which will be considered below at some length.

We are now going to derive a quantitative estimate associated with the contributions of left-handed neutrinos. Since no special estimates for the possible value of the Fierz term have been obtained for neutron beta decay, they will be deduced here from data on nuclear $0^{+}-0^{+}$transitions and from data on purely GamowTeller transitions. The first estimates of this kind were obtained in [43], where they were established by using admissible deviations of the shape of spectra for these transitions from the Fermi shape owing to additional terms of the $E_{e}^{-1}$ type. We note that the inclusion of such terms shifts somewhat the adopted values of $\overline{F t}$ for 0-0 transitions and affects the sum rule for the elements of the Kobayashi-Maskawa matrix. The estimates of Towner yield

$$
\begin{gather*}
\left|b_{\mathrm{F}}\right| \leq 0.0077(90 \% \text { C.L. }), \\
\overline{F t}=3066.4 \pm 3.1, \quad\left|V_{u d}\right|=0.9749(6),  \tag{52}\\
V_{u d}^{2}+V_{u s}^{2}+V_{u b}^{2}=0.9986(16),
\end{gather*}
$$

whence, for the additional scalar contributions featuring left-handed neutrinos [see equation (7)], we obtain

$$
\begin{gather*}
\left|b_{\mathrm{F}}\right|=\left|C_{S}\right|\left|C_{V}\right| /\left(\left|C_{S}\right|^{2}+\left|C_{V}\right|^{2}\right) \leq 0.0077,  \tag{53}\\
\left|C_{S}\right| /\left|C_{V}\right| \leq 0.0077 \text { (90\% C.L.). }
\end{gather*}
$$

We note that, in relation to the data from the Standard Model, where the sum rule for the elements of the Kobayashi-Maskawa matrix deviates somewhat from the rigorous unitarity condition [see equation (11)], allowances for the possible scalar contributions reduce the amount of violation of this condition.

The estimates of the Fierz terms in nuclear GamowTeller beta transitions from [9,27] lead to

$$
\begin{equation*}
b_{\mathrm{GT}}=-0.0056(51) . \tag{54}
\end{equation*}
$$

For additional tensor contributions involving lefthanded neutrinos [see equation (7)], we obtain

$$
\begin{gather*}
b_{\mathrm{GT}}=C_{T} C_{A} /\left(\left|C_{T}\right|^{2}+\left|C_{A}\right|^{2}\right)=-0.0056(51),  \tag{55}\\
C_{T} /\left|C_{A}\right| \approx-0.0056(51) .
\end{gather*}
$$

Thus, the constraints on the Fierz terms allow us to obtain precision estimates for scalar and tensor contributions featuring left-handed neutrinos. Here, however, no attention is given to the case where the additional terms in the Hamiltonian describe a process that involves the emission of neutrinos having right-handed helicity.

Let us dwell at some length on this case, which is of interest from the viewpoint of new physics possibly involving heavy leptoquark bosons [40]. Physically, it corresponds to the production of left-handed neutrinos (right-handed antineutrinos) in the $V, A$ interaction modes and the production of right-handed neutrinos (left-handed antineutrinos) in the $S, T$ modes. The main feature of this case is that, owing to the special condition (9), the constraints on these contributions are the weakest, which was demonstrated for the first time within the phenomenological approach by one of the present authors (Yu.V. Gaponov) in the review article [34], published as far back as the early 1960s. Later, this case was analyzed is a series of studies performed by the second author (Yu.A. Mostovoy) [35-37], who proposed an original analytic method valid under the assumption of $C P$ conservation. Within this method, admissible scalar and tensor contributions to neutron decay were constrained in [37] on the basis of experimental data available at that time.

In this section, we develop this method and extend our analysis to a more general case where the $C P$-conservation hypothesis is not introduced from outset.

By taking into account relation (9), the expression for the experimental parameters in terms of the constants of Hamiltonian (1) can be represented, in this case, as

$$
f_{n} \tau_{n}\left(\left|G_{\mathrm{F}}\right|^{2}+3\left|G_{\mathrm{GT}}\right|^{2}\right)=K,
$$

$$
\begin{align*}
& a\left(\left|C_{\mathrm{F}}\right|^{2}+3\left|C_{\mathrm{GT}}\right|^{2}\right)=\left|C_{V}\right|^{2}+\left|C_{T}\right|^{2}-\left|C_{S}\right|^{2}-\left|C_{A}\right|^{2}, \\
& A\left(\left|C_{\mathrm{F}}\right|^{2}\right.\left.+3\left|C_{\mathrm{GT}}\right|^{2}\right)=-2 \operatorname{Re}\left(C_{V} C_{A}^{*}+C_{S} C_{T}^{*}\right) \\
&-2 \operatorname{Re}\left(C_{T} C_{T}^{*}+C_{A} C_{A}^{*}\right), \\
& B\left(\left|C_{\mathrm{F}}\right|^{2}+3\left|C_{\mathrm{GT}}\right|^{2}\right)=-2 \operatorname{Re}\left(C_{V} C_{A}^{*}-C_{S} C_{T}^{*}\right)  \tag{56}\\
&-2 \operatorname{Re}\left(C_{T} C_{T}^{*}-C_{A} C_{A}^{*}\right), \\
&\left|G_{\mathrm{F}}\right|^{2}= G_{\mathrm{F} \beta}^{2}\left|C_{\mathrm{F}}\right|^{2}=G_{\mathrm{FB}}^{2}\left(\left|C_{S}\right|^{2}+\left|C_{V}\right|^{2}\right), \\
&\left|G_{\mathrm{GT}}\right|^{2}= G_{\mathrm{FB}}^{2}\left|C_{\mathrm{GT}}\right|^{2}=G_{\mathrm{FB}}^{2}\left(\left|C_{T}\right|^{2}+\left|C_{A}\right|^{2}\right) .
\end{align*}
$$

(Here, we use the constant $G_{\mathrm{F} \mathrm{\beta}}$ as a normalization factor, so that $C_{V}=1$ in the limit $\left|C_{S}\right| \longrightarrow 0$.)

By applying the analytic approach developed in [37] and considering that, in general case, the constants $C_{i}$ are complex-valued, we derive relations between the Hamiltonian parameters and the experimental coefficients $\tau_{n}, a, A$, and $B$. From (56), we can easily obtain (as before, we assume that $G_{\mathrm{F} \beta}=G_{V \beta}$ )

$$
\begin{gather*}
(1+A) N=\left(C_{S}-C_{T}\right)\left(C_{S}-C_{T}\right)^{*} \\
+\left(C_{V}-C_{A}\right)\left(C_{V}-C_{A}\right)^{*}, \\
(B+a) N=-\left(C_{S}-C_{T}\right)\left(C_{S}-C_{T}\right)^{*} \\
+\left(C_{V}-C_{A}\right)\left(C_{V}-C_{A}\right)^{*}, \\
(1-A) N=\left(C_{S}+C_{T}\right)\left(C_{S}+C_{T}\right)^{*} \\
+\left(C_{V}+C_{A}\right)\left(C_{V}+C_{A}\right) *+4\left|C_{T}\right|^{2}+4\left|C_{A}\right|^{2},  \tag{57}\\
(B-a) N=\left(C_{S}+C_{T}\right)\left(C_{S}+C_{T}\right)^{*} \\
-\left(C_{V}+C_{A}\right)\left(C_{V}+C_{A}\right)^{*}-4\left|C_{T}\right|^{2}+4\left|C_{A}\right|^{2}, \\
N=\left(\left|C_{S}\right|^{2}+\left|C_{V}\right|^{2}\right)+3\left(\left|C_{T}\right|^{2}+\left|C_{A}\right|^{2}\right) \\
=K /\left(G_{\mathrm{FB}}^{2}\left(f_{n} \tau_{n}\right)\right) .
\end{gather*}
$$

From (57), we can deduce two pairs of equations:

$$
\begin{gather*}
(1+A+B+a) N / 2=\left|C_{V}-C_{A}\right|^{2}, \\
(1+A-B-a) N / 2=\left|C_{S}-C_{T}\right|^{2} ;  \tag{58}\\
(1-A-B+a) N / 2=\left|C_{V}+C_{A}\right|^{2}+4\left|C_{T}\right|^{2}, \\
(1-A+B-a) N / 2=\left|C_{S}+C_{T}\right|^{2}+4\left|C_{A}\right|^{2} .
\end{gather*}
$$

From the second and the third equation in (58), it follows that

$$
\begin{equation*}
(1+A) \geq(B+a), \quad(1-A) \geq(B-a) . \tag{59}
\end{equation*}
$$

These inequalities are very important because, within the theoretical scheme being investigated, the experimental parameters $A, B$, and $a$ must satisfy them.

For the case of real-valued $C_{i}$, an analytic solution to equations (58) was found in [37]. It can easily be seen that, in this case, equations (58) determine completely
$C_{i}$. However, this is not so if $C_{i}$ can take complex values. We must then additionally include two experimental parameters in our analysis that emerge in studying triple correlations in allowed beta transitions. These are the well-known parameter $D$, which characterizes the electron-neutrino correlation in the beta decay of polarized neutrons (or in allowed nuclear beta transi-tions)-it was first estimated in [72] and was measured at a precision level in two independent experiments reported in [73] and in [74] (see Table 3)-and the parameter $E$, which is used to describe a $J_{1}-e-J_{2}$ correlation (a correlation between the electron momentum and the final-nucleus polarization $J_{2}$ in the decay of nuclei whose polarization is $J_{1}$-see [34]). The parameters $D$ and $E$ are defined by the relations

$$
\begin{gather*}
D\left(\left|C_{\mathrm{F}}\right|^{2}+3\left|C_{\mathrm{GT}}\right|^{2}\right) \\
=2 \operatorname{Im}\left(-C_{V} C_{A}^{*}-C_{V}^{\prime} C_{A}^{\prime *}+C_{S} C_{T}^{*}+C_{S}^{\prime} C_{T}^{\prime *}\right) \\
E\left(\left|C_{\mathrm{F}}\right|^{2}+3\left|C_{\mathrm{GT}}\right|^{2}\right)  \tag{60}\\
=2 \operatorname{Im}\left(C_{V} C_{A}^{\prime *}+C_{V}^{\prime} C_{A}^{*}-C_{S} C_{T}^{\prime *}-C_{S}^{\prime} C_{T}^{*}\right)
\end{gather*}
$$

whence we obtain two additional constraints:

$$
\begin{gather*}
i(D+E) N=\left(C_{S}-C_{T}\right)\left(C_{S}+C_{T}\right)^{*} \\
-\left(C_{S}+C_{T}\right)\left(C_{S}-C_{T}\right)^{*}, \\
i(-D+E) N=\left(C_{V}-C_{A}\right)\left(C_{V}+C_{A}\right)^{*}  \tag{61}\\
-\left(C_{V}+C_{A}\right)\left(C_{V}-C_{A}\right)^{*} .
\end{gather*}
$$

It follows from the first pair of equations in (58) that the absolute values of the differences of $C_{i}$ for the $V, A$ and $S, T$ versions can be determined as simple combinations of the experimental parameters. By analogy with [37], it is therefore convenient to perform the ensuing analysis in terms of the differences

$$
\begin{gather*}
C_{V}-C_{A}=N^{1 / 2} v=\sqrt{N}|v| e^{i \theta_{v}}, \\
|v|^{2}=(1+A+B+a) / 2,  \tag{62}\\
C_{S}-C_{T}=N^{1 / 2} u=\sqrt{N}|u| e^{i \theta_{u}}, \\
|u|^{2}=(1+A-B-a) / 2 .
\end{gather*}
$$

For the sums of these coefficients, we introduce the notation

$$
\begin{align*}
& C_{V}+C_{A}=N^{1 / 2} x=\sqrt{N}|x| e^{i \theta_{x}},  \tag{63}\\
& C_{S}+C_{T}=N^{1 / 2} y=\sqrt{N}|y| e^{i \theta_{y}} .
\end{align*}
$$

Further, we can construct a set of equations for $x$ and $y$.

The result is

$$
\begin{gather*}
|x|^{2}+|x-v|^{2}+|v|^{2}+|y|^{2}+|y-u|^{2}+|u|^{2}=2 \\
|x|^{2}-|x-v|^{2}+|v|^{2}-|y|^{2}+|y-u|^{2}-|u|^{2}=2 a \\
(-D+E) / 2=\operatorname{Im} v \operatorname{Re} x-\operatorname{Im} x \operatorname{Re} v  \tag{64}\\
=|v||x| \sin \left(\theta_{v}-\theta_{x}\right) \\
(D+E) / 2=\operatorname{Im} u \operatorname{Re} y-\operatorname{Im} y \operatorname{Re} u \\
=|u||y| \sin \left(\theta_{u}-\theta_{y}\right)
\end{gather*}
$$

By using this set of equations, we can find that the phases are related as

$$
\begin{align*}
& \tan \left(\theta_{v}-\theta_{x}\right)=(E-D) /\left(|x|^{2}+|y|^{2}+A+a\right) \\
& \tan \left(\theta_{u}-\theta_{y}\right)=(E+D) /\left(|x|^{2}+|y|^{2}+A-a\right) \tag{65}
\end{align*}
$$

By eliminating the dependence on the difference of the angles from (64), we obtain a set of equations for the absolute values $|x|$ and $|y|$ :

$$
\begin{gather*}
\left(|x|^{2}+|y|^{2}+A\right)^{2}+a^{2}+D^{2}+E^{2}=2|x|^{2}|v|^{2}+2|y|^{2}|u|^{2} \\
|x|^{2}\left(|v|^{2}-a\right)-|y|^{2}\left(|u|^{2}+a\right)=A a-D E . \tag{66}
\end{gather*}
$$

We note that, when the parameters $D$ and $E$ vanish and when $x, y, u$, and $v$ are real, the set of equations (66) reduces to that studied in [37].

After straightforward but cumbersome transformations, we can find that $|x|^{2}$ and $|y|^{2}$ satisfy the equations (which involve the parameters $|u|$ and $|v|$ )

$$
\begin{gather*}
|x|^{4}\left(|u|^{2}+|v|^{2}\right)^{2}-2|x|^{2}\left[2|v|^{2}\left(|u|^{2}+a\right)^{2}\right. \\
\left.-\left(|u|^{2}+|v|^{2}\right)\left(A|u|^{2}+a\left(|u|^{2}+a\right)+D E\right)\right] \\
+\left(A|u|^{2}+a\left(|u|^{2}+a\right)+D E\right)^{2} \\
+\left(|u|^{2}+a\right)^{2}(D-E)^{2}=0,  \tag{67}\\
|y|^{4}\left(|u|^{2}+|v|^{2}\right)^{2}-2|y|^{2}\left[2|u|^{2}\left(|v|^{2}-a\right)^{2}\right. \\
\left.-\left(|u|^{2}+|v|^{2}\right)\left(A|v|^{2}-a\left(|v|^{2}-a\right)-D E\right)\right] \\
+ \\
+\left(A|v|^{2}-a\left(|v|^{2}-a\right)-D E\right)^{2} \\
+\left(|v|^{2}-a\right)^{2}(D+E)^{2}=0 .
\end{gather*}
$$

Solutions to these equations can be represented in the compact form

$$
\begin{align*}
& |x|^{2}\left(|u|^{2}+|v|^{2}\right)^{2}=\left[|v|\left(|u|^{2}+a\right) \pm \sqrt{\Delta} /(2|v|)\right]^{2} \\
& \quad+(D-E)^{2}\left(|u|^{2}+|v|^{2}\right)^{2} /\left(4|v|^{2}\right) \\
& |y|^{2}\left(|u|^{2}+|v|^{2}\right)^{2}=\left[|u|\left(|v|^{2}-a\right) \pm \sqrt{\Delta} /(2|u|)\right]^{2} \\
& \quad+(D+E)^{2}\left(|u|^{2}+|v|^{2}\right)^{2} /\left(4|u|^{2}\right) \tag{68}
\end{align*}
$$

Table 3. Display of experiments that measured the spin-electron-neutrino correlation

| Year | Institute <br> (State) | Procedure | $D$ | Refe- <br> rences |
| :---: | :---: | :---: | :---: | :---: |
| 1976 | ILL (USA- <br> France) | double facility | $-0.0011(17)$ | $[73]$ |
| 1978 | Kurchatov <br> Institute <br> (Russia) | double facility | $+0.0022(30)$ | $[74]$ |

$$
\begin{gathered}
\Delta=4|u|^{2}|v|^{2}\left(|u|^{2}|v|^{2}-a|u|^{2}\right. \\
\left.+a|v|^{2}-a^{2}-A\left(|u|^{2}+|v|^{2}\right)\right) \\
-2 D E\left(|v|^{4}-|u|^{4}\right)-\left(D^{2}+E^{2}\right)\left(|u|^{2}+|v|^{2}\right)^{2}
\end{gathered}
$$

For the coefficients $C_{i}$ in the Hamiltonian, we obtain

$$
\begin{align*}
2 C_{V} & =\sqrt{N}\left(|v|+|x| e^{i\left(\theta_{x}-\theta_{v}\right)}\right) e^{i \theta_{v}} \\
2 C_{A} & =\sqrt{N}\left(-|v|+|x| e^{i\left(\theta_{x}-\theta_{v}\right)}\right) e^{i \theta_{v}}  \tag{69}\\
2 C_{S} & =\sqrt{N}\left(|u|+|y| e^{i\left(\theta_{y}-\theta_{u}\right)}\right) e^{i \theta_{u}} \\
2 C_{T} & =\sqrt{N}\left(-|u|+|y| e^{i\left(\theta_{y}-\theta_{u}\right)}\right) e^{i \theta_{u}}
\end{align*}
$$

Here, the relative phase of the pair of the $V, A$ versions and the pair of the $S, T$ versions are not fixed. Substituting the quantities $|x|,|y|,|u|$, and $|v|$ as expressed in terms of the experimental parameters into (69), we eventually find that the absolute values of these coefficients are given by

$$
\begin{gather*}
8\left|C_{V}\right|^{2}=N /\left(4(1+A)^{2}\right) \times[\sqrt{1+A+B+a} \\
\times(3+3 A-B+a) \pm \sqrt{4 \Delta /(1+A+B+a)}]^{2} \\
+N(D-E)^{2} /(1+A+B+a), \\
8\left|C_{A}\right|^{2}=N /\left(4(1+A)^{2}\right) \times[\sqrt{1+A+B+a} \\
\times(1+A+B-a) \mp \sqrt{4 \Delta /(1+A+B+a)}]^{2} \\
+N(D-E)^{2} /(1+A+B+a), \\
8\left|C_{S}\right|^{2}= \\
\times\left(3+\left(4(1+A)^{2}\right) \times[\sqrt{1+A-B-a}\right.  \tag{70}\\
+3 A+B-a) \pm \sqrt{4 \Delta /(1+A-B-a)}]^{2} \\
+ \\
8\left|C_{T}\right|^{2}= \\
\times(D+E)^{2} /\left(1+A(1+A)^{2}\right) \times[\sqrt{1+A-B-a} \\
\times(1+A-B+a) \mp \sqrt{4 \Delta /(1+A-B-a)}]^{2} \\
+
\end{gather*}
$$



Fig. 5. Probability-density distribution $W=d n_{i} / \sum n_{i}$ for specific values of $G_{\mathrm{F}}$ over small intervals for two sets of solutions to the basic set of equations (70) (illustration of the arguments behind the choice between these solutions that is made for the present analysis and which leads to the value of $G_{\mathrm{F}}$ close to the independent estimate on the basis of data on 0-0 transitions).


Fig. 6. Probability-density distribution $W=d n_{i} / \sum n_{1}$ for the expected values of the scalar-interaction constant $G_{S}=$ $G_{V \beta}\left|C_{S}\right|$ and the tensor-interaction constant $G_{T}=G_{V \beta}\left|C_{T}\right|$ in the Hamiltonian of beta decay over small intervals at the mean value of the experimental correlation coefficient, $\bar{D}=$ $0.0003(15)$, and the values of the coefficient $E$ that are chosen by convention $[E=0, \pm 0.0030(15)]$. The number of solutions $d n_{i}$ is normalized to $\sum n_{1}$ [that is, to the total number of events subjected to a Monte Carlo simulation for the tensor version of interaction at $E=+0.0030(15)]$.

$$
\begin{gathered}
\times\left[(1-A)^{2}-(B-a)^{2}-4 A^{2}\right] \\
-8 D E(1+A)(B+a)-4\left(D^{2}+E^{2}\right)(1+A)^{2} \\
N=K /\left(G_{V \beta}^{2}\left(f_{n} \tau_{n}\right)\right)
\end{gathered}
$$

By way of example, we indicate that, at $E=D=0$, the above expressions reduce to those presented in [37]. It should be emphasized that, if we require that the absolute values of $\left|C_{V}\right|,\left|C_{A}\right|,\left|C_{S}\right|$, and $\left|C_{T}\right|$ be real, this imposes some additional constraints on the experimental parameters,

$$
\begin{equation*}
1+A+B+a \geq 0, \quad(1+A) \geq(B+a), \quad \Delta \geq 0 \tag{71}
\end{equation*}
$$

and the requirement that all values of the squares of the coefficients $C_{i}$ determined by formulas (70) be positive. Within the theoretical scheme under investigation and at known values of the correlation coefficients $a, A, B$, and $D$, this leads to constraints on the experimental values of the correlation parameter $E$, which are presented below.

We solved the set of equations (70) by the Monte Carlo method for the experimental coefficients chosen to be

$$
\begin{gather*}
\tau=885.7(9) \mathrm{s}, \quad A=-0.1161(7) \\
B=+0.9820(40), \quad a=-0.1017(51)  \tag{72}\\
D=-0.0003(15)
\end{gather*}
$$

Within this method, we sampled 100000 combinations for a normal distribution of experimental data with quoted errors. As a result, we obtained a set of values for the Hamiltonian parameters $\left|C_{A}\right|,\left|C_{V}\right|,\left|C_{S}\right|$, and $\left|C_{T}\right|$, as well as of $\left|C_{\mathrm{F}}\right|$ and $\left|C_{\mathrm{GT}}\right|$, which determines the probability density for specific values of a given parameter within some range. The set of the allowed combinations of the signs of square roots appearing in (70) leads to two possible sets of solutions for the absolute values of these parameters. Bearing in mind that the expected value $\left|G_{\mathrm{F}}\right|=G_{V \beta}\left|C_{\mathrm{F}}\right|$ must be close to the independent estimate that was established on the basis of data on nuclear $0^{+}-0^{+}$transitions and data on the strange decays of elementary particles and must be consistent with the unitarity condition for the elements of the Kobayashi-Maskawa matrix, we can restrict our consideration to one set of solutions:

$$
\begin{equation*}
G_{\mathrm{F}} \simeq G_{V 0-0}=1.4173 \times 10^{-62} \mathrm{~J} \mathrm{~m}^{3} \tag{73}
\end{equation*}
$$

To illustrate the selection criterion used, two spectra of $G_{\mathrm{F}}$ values associated with two sets of solutions are displayed in Fig. 5. Figures 6 and 7 present the calculated probability densities for the values of the parameters $G_{S}=G_{V \beta}\left|C_{S}\right|$ and $G_{T}=G_{V \beta}\left|C_{T}\right|$ at various values of the coefficients $D$ and $E$. For $D$, we chose the mean value of $\bar{D}=0.0003(15)$ (Fig. 6) or the value of $D=$ $0.0022(30)$ (Fig. 7) from [74]. Since the coefficient $E$ has not yet been measured experimentally, the results in Fig. 6 are given for some possible values of this param-
eter, its sign and absolute value both being varied around the mean value of the experimental coefficient $D$ with an error at a level of the mean error in $D$. The behavior of the solution for the scalar contribution in response to the reversal of the sign of $E$ is illustrated in Fig. 7 for the case of nonzero $D$. The most important result of this analysis is that a nonzero value of the constant $C_{T}$ (appearing in the Hamiltonian), which has a virtually stable value at a level of $6 \%$ of $\lambda$ for all cases investigated here, cannot be ruled out by current experimental data. Specifically, our result is

$$
\begin{gather*}
G_{T}=G_{V \beta} C_{T} \approx 0.12(4) \times 10^{-62} \mathrm{~J} \mathrm{~m}^{3},  \tag{74}\\
\left|C_{T}\right| / C_{\mathrm{GT}} \approx\left|C_{T}\right| /|\lambda|=0.065(22) .
\end{gather*}
$$

As to the constant $C_{S}$, its value depends pronouncedly on the unknown experimental coefficient $E$ of triple correlation. This constant is minimal when the coefficients $D$ and $E$ are both close to zero, the deviation of the latter from zero being due, in this case, to the statistical scatter introduced for these coefficients. At nonzero $E$, the constant $G_{S}=G_{V \beta}\left|C_{S}\right|$ grows, approaching $G_{S} \approx(0.10-0.14) \times 10^{-62} \mathrm{~J} \mathrm{~m}^{3}$, its specific value being dictated by the relative sign of $D$ and $E$. On the whole, the situation concerning the possible scalar contribution is, however, more uncertain, especially as the statistical scatter for it is greater than that for the tensor contribution by a factor of 2 to 3 .

In what is concerned with the results presented in Figs. 5-7, it is reasonable to make the following comment on the method for calculating the probability density for specific values of the constants $G_{i}$ within the Monte Carlo procedure. For the basic parameters of the problem, we employed the currently adopted data on the neutron lifetime and the correlation coefficients $a$, $A$, and $B$ with their experimental uncertainties, so that they were assigned various values in the sampling process that correspond to a Gaussian distribution for each of them. In doing this, we determined the values of $G_{i}=$ $G_{V \beta}\left|C_{i}\right|$ by formula (70) and, for them, constructed the probability distribution for specific values of this quantity in some range-that is, the probability density $W_{i}=$ $d n_{i} /\left(\sum n_{i}\right)$, where $d n_{i}$ is the number of relevant solutions falling within a small range, while $\sum n_{i}$ is the total number of solutions for the quantity in question. It should be noted that, by virtue of conditions (71), the total number of solutions for the scalar and tensor versions does not always coincide with the total number of events in the simulation. By way of example, we indicate that, for the quantity $G_{\mathrm{F}}$ (Fig. 5), the area under the probability-distribution curve is equal to unity and has a Gaussian shape, while, for $\left|G_{T}\right|$ and $\left|G_{S}\right|$, this may not be so. For such distributions, we normalized $d n_{i}$ to the total number of solutions for the case where this number was maximal and obeyed a distribution close to a Gaussian one. This corresponds to the distribution for the tensor version in the upper panels in Figs. 6 and 7


Fig. 7. As in Fig. 6, but at $D=0.0022(30)$ [74] and $E=$ $\pm 0.0030$ (15).
(denoted by $\sum n_{1}$ ). The resulting graphs of the proba-bility-density distributions for the Hamiltonian parameters make it possible to determine their expected value and the statistical error and to reveal cases where the reduction of the probability distribution occurs owing to the additional conditions (71).

Thus, it follows from the above analysis that, within the hypothesis of additional tensor and scalar contributions that admits the production of right-handed neutrinos, available experimental data on neutron decay do not rule out the existence of tensor contributions at a level of $6 \%$ of the axial-vector contribution. This evinces the need for remeasuring the coefficient of the electron-neutrino correlation and of the triple correlation of the $J_{1}-e-J_{2}$ type (that is, a correlation between the electron momentum and the final-nucleus polarization $J_{2}$ in the decay of nuclei with polarization $J_{1}$ ) in order to estimate the possible scalar contribution. Unfortunately, a direct implementation of such an experiment for neutron beta decay is hardly possible. Measurement of the transverse polarization of electrons from polarized-neutron decay could be another possible method for experimentally estimating the coefficient $E$ in neutron decay, but it would be rather hard to perform such a subtle experiment in the current situation where the polarization of electrons from neutron decay has not yet been measured.

## 5. PROSPECTS FOR NEUTRON EXPERIMENTS

A thorough experimental investigation of free-neutron decay-presently, a prominent line in beta-decay studies, which was initiated by experiments performed at ITEP with a direct participation of Vladimirsky-is now gaining new momentum after a few decades of a latent development. Novel methods in dealing with ultracold neutrons and improvements in the technique
of polarized beams give sufficient grounds to believe that further advances will soon be made in the entire variety of such experiments approaching now a precision level of a few tenths of a percent or even higher. So high a precision and a comparatively simple theoretical interpretation of results render neutron decay very appealing from the viewpoint of searches for nonstandard physics (physics beyond the Standard Model of weak interaction). As has been shown above, a precision analysis of neutron experiments demonstrates that, at the current level of accuracies, a dominant contribution to the process is determined by the Standard Model. Within the classical two-parameter Hamiltonian of weak interaction, free-neutron decay can be described at present to within a few percent, which makes it possible to study, within low-energy physics, the contributions of virtual processes involving a $W_{L}$ boson of mass 80 GeV , a circumstance that evinces a very interesting potential of neutron physics in this respect. For further advancements along these lines, it is necessary, however, to implement, at the same level of precision, some other experiments-above all, those that measure a spin-electron correlation in the decays of polarized neutrons (that is, the coefficient $A$ ). In experiments of this type, data presented by different groups are still inconsistent.

At the same time, going beyond the standard form of weak interaction opens new fields for neutron studies. So far, attention has been given here primarily to searches for contributions from right-handed currents. Of particular interest within these lines are new independent experiments studying a spin-neutrino correlation in the decays of polarized neutrons. In particular, a version of experiments with polarized neutrons that measures directly the combination $(B-A) /(B+A)$ of the correlation coefficients that enter into the formulas used in the analysis for the presence of right-handed currents [see equations (42)] may prove to be of importance. This modification of the experimental setting is advantageous in that it enables measurement of the above ratio in one experiment at the same facility and in that the sensitivity to the absolute polarization of the neutron beam is low in this case. Yet another new way in the same direction may consist in directly measuring the polarization of electrons in free-neutron decay at a precision level of a few tenths of a percent. We emphasize once again that such experiments have not yet been performed in neutron decay. However, the character of information to be extracted from them would be analogous to that from $\mu-e$ decay and would lead to constraints of a qualitatively new type in relation to those that already exist [71]. Moreover, an implementation of such an experiment in polarized-neutron beams for measuring the triple $J-e-\sigma$ correlation and the transverse polarization of electrons in polarized-neutron decay would make it possible to determine, for the first time, the extremely important coefficient $E$, which leads to $C P$ violation (the important role of this coefficient in searches for scalar and tensor contributions in
the case of $C P$ violation was highlighted in Section 4). Measurements of the polarization of photons accompanying electron emission in the radiative mode of neutron beta decay-interest in this mode was provoked in recent years by the studies of one of the present authors (Yu.V. Gaponov) and R.U. Khafizov [75]-could be an analog to the measurement of electron polarization.

Searches for effects beyond the Standard Model that are associated with leptoquark degrees of freedom represent another important line of such investigations. Here, it seems necessary to perform, at the present-day methodological level, a precision measurement of the electron-neutrino correlation in free-neutron decay (a remake of the ITEP experiments of the 1960s). Such experiments exhibit the highest sensitivity to anomalous contributions of the scalar and tensor types-in particular, to a special version of leptoquark contributions where the emission of right-handed neutrinos is associated with these contributions [40]. That the present-day accuracy of these experiments is insufficient complicates considerably the analysis of the possible presence of such contributions, so that advances in this direction would be highly desirable. In the above discussion, we have presented a direct analytic method for analyzing these contributions that requires performing at least three independent precision measurements of the correlation type (five such experiments in the case where the analysis is performed with allowance for $C P$ violation). This analysis has revealed the possible existence of tensor contributions at a level of $6 \%$. In order to test these results, it is necessary to perform precision experiments measuring both the $e-v$ correlation and the two correlations in polarized-neutron decay. This highlights once again the need for performing further studies in these important realms.

Yet another possibility for developing studies of free-neutron decay is also worthy of note. The radiative mode of neutron beta decay-for photons with energies in excess of 50 keV , its probability must be between 0.1 and $0.2 \%$ of the total decay probability [75]-has not yet been observed experimentally. A direct observation of this mode of neutron decay would be of interest both from the viewpoint of experimentally testing the magnitude of radiative corrections in determining the true coupling constant $G_{V \beta}$ and comparing it with the muondecay constant and the Kobayashi-Maskawa unitarity condition and from the viewpoint of developing new experimental procedures for studying neutron decay. To explain this point in greater detail, we note that, in observing the radiative mode of neutron beta decay, there does indeed arise the possibility of studying radically new correlation and polarization features, additionally including the momentum or the polarization of the emitted photon. It should be emphasized that the radiative-decay process can be observed both in the region of hard emitted photons with energies of a few keV and in the case of detection of light photons, a region where procedures for measuring light polarization are totally different. The observation of the radia-
tive mode of neutron beta decay is topical now; as far as we know, it is planned by a number of experimental groups.

The process of neutron beta decay has always been very appealing for fundamental investigations into the physics of weak interactions. The work along these lines will continue to be among investigations that are, because of the relative simplicity of the object under study, of paramount importance for obtaining deeper insights into the basic laws of physics. It is a pleasure for us to remind the reader that V.V. Vladimirsky, who celebrates the 85th anniversary of his birth this summer, was among those who initiated the first steps along these lines. On behalf of the physicists from the Kurchatov Institute, we wish him good health and many years of creative activity.
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#### Abstract

The effective pairing interaction in the ${ }^{1} S_{0}$ channel as calculated microscopically within the Brueckner method for a planar slab of nuclear matter by using the separable version of the Paris nucleon-nucleon potential is investigated. The effective interaction is determined for the model space including all negativeenergy single-particle states. An analysis is performed for two values of the chemical potential, $\mu=-8$ and -4 MeV . It is shown that, to a high precision, the effective interaction can be approximated by the off-shell $T$ matrix for free nucleon-nucleon interaction, the $T$ matrix in question being taken at a negative value of the total energy of two nucleons $E=2 \mu$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In [1, 2], a method was proposed for numerically solving the Bethe-Goldstone equation in nonhomogeneous nuclear systems for separable interaction without recourse to any form of local approximation. With the aid of this method, an effective pairing interaction $\mathscr{V}_{\mathrm{eff}}^{p}$ was found in the ${ }^{1} S_{0}$ channel for semi-infinite nuclear matter placed in the one-dimensional Woods-Saxon potential well $V(x)$. The model space was taken there in a form conventional for nuclear physics, so that it included all negative-energy single-particle states. The specific calculations were performed for the separable $3 \times 3$ form [3, 4] of the Paris potential [5]. In that case, the effective interaction $\mathscr{V}_{\text {eff }}^{p}$ is also a $3 \times 3$ matrix, whose coefficients $\Lambda_{i j}\left(X, X^{\prime}\right)$ depend on the center-ofmass (c.m.) coordinates of two nucleons prior to and after the interaction event. A determination of $\mathscr{V}_{\text {eff }}^{p}$ was reduced to solving a set of six one-dimensional integral equations for the coefficients $\Lambda_{i j}\left(X, X^{\prime}\right)$ (the matrix $\Lambda_{i j}$ is symmetric; hence, only six coefficients are independent). In principle, it is not hard to solve this set of equations, but the main computational difficulty consists in calculating their kernels, which represent the convolution of the two-particle propagator $B_{i j}$ with the form factors $g_{i}$ and $g_{j}$ of the nucleon-nucleon potential (for the sake of brevity, we will refer to it as merely the propagator). In order to determine such propagators, it is necessary to calculate a large number of multidimensional integrals, but this consumes a lot of machine time even if sufficiently fast computers are used. A solution to the equation for the effective interaction is

[^1]represented in the form of some large matrices, which is not convenient for practical applications.

In order to simplify the calculation of the propagator $B_{i j}$, a version of the local approximation was proposed in [2]. This method, which was dubbed a local-potential approximation (LPA), consists in the following. At a fixed mean value $X_{0}=\left(X+X^{\prime}\right) / 2$ of the c.m. coordinates of the interacting nucleons, the exact value of $B_{i j}\left(X_{0}, t\right)$ ( $t=X-X^{\prime}$ ) in the nonhomogeneous system under study is replaced by the approximate value $B_{i j}^{\mathrm{LPA}}\left(X_{0}, t\right)$ that coincides with the corresponding value for infinite nuclear matter placed in the potential well $V_{0}=V\left(X_{0}\right)$. The LPA and the standard local-density approximation (LDA) are virtually equivalent within nuclear matter, but they differ substantially in the surface region, where there is no direct local relation between the density and the potential. In the surface region, the LDA is inapplicable almost completely, if for no other reason than the violation of the Pomeranchuk stability condition [6]; at the same time, the accuracy of the LPA in semi-infinite nuclear matter is at a level of a few percent even at the point where the potential $V(x)$ decreases at a maximum rate [1]. In practice, an LPA calculation at a fixed value of the chemical potential $\mu$ is performed in the following way. First, a fixed step $\delta V$ in the magnitude of the potential-well depth is specified, and a set of two-particle propagators $B_{\text {inf }}\left(\left[V_{m}\right], t\right)$ for infinite nuclear matter in the potential $V_{m}=\delta V(m-1)$ is computed. For each point $X$ of the nonhomogeneous system being considered, the propagator $B^{\mathrm{LPA}}(X, t)$ is found after that by interpolating $B_{\text {inf }}\left(\left[V_{m}\right], t\right)$ corresponding to the $V_{m}$ values closest to $V(X)$. The kernels obtained in this way for the integral equations describing the components $\Lambda_{i j}\left(X, X^{\prime}\right)$ of the effective interaction-and, hence, the effective interaction itself-retain information about the geometry of the problem. The use of the LPA simplifies con-
siderably the determination of the effective interaction in relation to the method for constructing a precise solution, but the computational scheme is very involved even in this case.

In this study, we use the LPA to calculate $\mathscr{V}_{\text {eff }}^{\text {LPA }}$ for the case of planar-slab geometry and find that there is yet another approximation for the effective interaction, a very simple one indeed. It turns out that, to a high precision, $\mathscr{V}_{\text {eff }}^{\text {LPA }}$ coincides with the off-shell $T$ matrix for free nucleon-nucleon scattering at the total energy $E$ of two nucleons that is equal to $2 \mu$ (recall that is a negative value). Even within the LPA, the computation of this quantity is much simpler than the calculation of the effective interaction.

The ensuing exposition is organized as follows. In Section 2, we present general formulas relating the effective interaction $\mathscr{V}_{\text {eff }}^{p}$ to the $T$ matrix. In Section 3, we develop a simple and highly accurate method for calculating the $T$ matrix in the coordinate representation. In Section 4, we give an account of the results obtained by calculating the effective interaction $\mathscr{V}_{\text {eff }}^{p}$ and analyze the possibility of approximating it by the $T$ matrix. The results are summarized and discussed in Section 5.

## 2. GENERAL RELATIONS FOR $\mathcal{V}_{\mathrm{eff}}^{p}$

Following [1, 2], we employ the pairing-gap equation in the form

$$
\begin{equation*}
\Delta=\mathscr{V} A^{s} \Delta \tag{1}
\end{equation*}
$$

which is commonly accepted in many-body theory [6, 7] and which involves explicitly the two-particle propagator $A^{s}=G G^{s}$ in a superfluid system ( $G$ and $G^{s}$ are single-particle Green's functions for, respectively, a normal and a superfluid system). In Bethe-Brueckner theory, the interaction block $\mathscr{V}$ irreducible in the parti-cle-particle channel is approximated by the free nucleon-nucleon potential. As usual, an effective interaction is introduced via partitioning the full Hilbert space into the model subspace $S_{0}$ and the complementary subspace $S^{\prime}$. As a result, the two-particle propagator $A^{s}$ can be represented as the $\operatorname{sum} A^{s}=A_{0}^{s}+A^{\prime}$. In the second term on the right-hand side, we suppress the subscript $s$, because it is assumed that the effects of superfluidity can be disregarded in the subspace $S^{\prime}$.

In the model space, equation (1) can be represented as

$$
\begin{equation*}
\Delta=\mathscr{V}_{\mathrm{eff}}^{p} A_{0}^{s} \Delta \tag{2}
\end{equation*}
$$

where $\mathscr{V}_{\text {eff }}^{p}$ obeys the equation

$$
\begin{equation*}
\mathscr{V}_{\mathrm{eff}}^{p}=\mathscr{V}+\mathscr{V} A^{\prime} \mathscr{V}_{\mathrm{eff}}^{p} \tag{3}
\end{equation*}
$$

It was noted above that, in [2], the model subspace $S_{0}$ includes all two-particle states ( $\lambda, \lambda^{\prime}$ ) whose energies $\left(\varepsilon_{\lambda}, \varepsilon_{\lambda^{\prime}}\right)$ are both negative. In this case, the complementary subspace $S^{\prime}$ includes not only two-particle states characterized by two positive energies but also states for which one of the energy values ( $\varepsilon_{\lambda}$ or $\varepsilon_{\lambda^{\prime}}$ ) is positive, while the other is negative (but it is higher than the chemical potential $\mu$ ).

We consider a planar nuclear-matter slab of thickness $2 L$ placed in the one-dimensional Woods-Saxon potential well $V(x)$ symmetric with respect to the point $x=0$ :

$$
\begin{equation*}
V(x)=\frac{V_{0}}{1+\exp ((x-L) / d)+\exp (-(x+L) / d)} \tag{4}
\end{equation*}
$$

The parameter values-the depth of $V_{0}=50 \mathrm{MeV}$, the diffuseness of $d=0.65 \mathrm{fm}$, and the slab half-width of $L=8 \mathrm{fm}$-are taken to be close to the corresponding values for heavy nuclei. In the case of planar-slab geometry, all relations for the effective interaction are similar to those that are known for the semi-infinite system. For this reason, we present here only those that are necessary for understanding the computational scheme, referring the reader to $[1,2]$ for details. The separable form [3, 4] of the Paris potential is given by

$$
\begin{equation*}
\mathscr{V}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=\sum_{i j} \lambda_{i j} g_{i}\left(k^{2}\right) g_{i}\left(k^{\prime 2}\right) \tag{5}
\end{equation*}
$$

where $\mathbf{k}$ ( $\mathbf{k}^{\prime}$ ) is the relative momentum of the nucleons prior to (after) the scattering event. This form was tested earlier in the calculations within Brueckner theory for infinite $[8,9]$ and semi-infinite $[1,2]$ nuclear matter. In expansion (5), the original normalization from [3, 4] was modified in a such a way that the condition $g_{i}(0)=1$ is satisfied. The absolute values of the coefficients $\lambda_{i j}$ then furnish direct information about the strength of the corresponding components of the nucleon-nucleon interaction. These values (in MeV $\mathrm{fm}^{3}$ units) are $\lambda_{11}=-3659, \lambda_{12}=2169, \lambda_{22}=-1485$, $\lambda_{13}=-23.6, \lambda_{23}=57.6$, and $\lambda_{33}=17.2$. As can be seen, the last three components, which carry the subscript $j=$ 3 , are approximately two orders of magnitude smaller than the first three components, which feature only the subscripts $j=1,2$. The small components are operative only at high momenta, since the form factor $g_{3}(k)$ increases with increasing $k$, in contrast to the form factors $g_{1}(k)$ and $g_{2}(k)$, which decrease fast (see Fig. 1). But at momentum values around $k \simeq 1.5 \mathrm{fm}^{-1}$, which are important in the pairing problem, the contribution of the small component does not exceed $10 \%$ of the contribution of the dominant components. Because of this, only the three large components can be taken into consideration in the ensuing qualitative analysis of the effective interaction. Of course, the calculations include all the terms.

The effective interaction for the nucleon-nucleon potential (5) also has a separable form. In the notation
adopted in [2], it is given by

$$
\begin{gather*}
\mathscr{V}_{\mathrm{eff}}^{p}\left(k_{\perp}^{2}, k_{\perp}^{\prime 2} ; x_{1}, x_{2}, x_{3}, x_{4} ; E\right) \\
=\sum_{i j} \Lambda_{i j}\left(X_{12}, X_{34} ; E\right) g_{i}\left(k_{\perp}^{2}, x_{12}\right) g_{j}\left(k_{\perp}^{\prime 2}, x_{34}\right) . \tag{6}
\end{gather*}
$$

Here, we have introduced the c.m. coordinates and the relative coordinates in the $x$ direction $\left[X_{12}=\left(x_{1}+x_{2}\right) / 2\right.$, $x_{12}=x_{1}-x_{2}$, and so on]; $\mathbf{k}_{\perp}$ is the two-dimensional momentum vector in the plane orthogonal to the $x$ axis; and $g_{i}\left(k_{\perp}^{2}, x\right)$ is determined by the inverse Fourier transformation of the form factor $g_{i}\left(k_{\perp}^{2}+k_{x}^{2}\right)$ with respect to the variable $k_{x}$.

The coefficients $\Lambda_{i j}$ in this expansion obey the set of integral equations

$$
\begin{gather*}
\Lambda_{i j}\left(X_{12}, X_{34} ; E\right)=\lambda_{i j} \delta\left(X_{12}-X_{34}\right) \\
+\sum_{l m} \lambda_{i l} \int d X_{56} B_{l m}\left(X_{12}, X_{56} ; E\right) \Lambda_{m j}\left(X_{56}, X_{34} ; E\right), \tag{7}
\end{gather*}
$$

where the quantities $B_{l m}$ are determined by the convolutions of the propagator $A^{\prime}$ with two form factors:

$$
\begin{gather*}
B_{l m}\left(X_{12}, X_{34} ; E\right) \\
=\sum_{n n^{\prime}}^{\prime} \int \frac{d^{2} \mathbf{k}_{\perp}}{(2 \pi)^{2}} \frac{G_{n n^{\prime}}^{l}\left(k_{\perp}^{2}, X_{12}\right) G_{n^{\prime} n}^{m *}\left(k_{\perp}^{2}, X_{34}\right)}{E-\varepsilon_{\lambda}-\varepsilon_{\lambda^{\prime}}},  \tag{8}\\
=\int d x_{12} g_{l}\left(k_{\perp}^{2}, x_{12}\right) y_{n}\left(X_{12}+x_{12} / 2\right) y_{n^{\prime}}\left(X_{12}-x_{12} / 2\right) .
\end{gather*}
$$

Here, $\lambda=\left(n, \mathbf{k}_{\perp}\right) ; \varepsilon_{\lambda}=\varepsilon_{n}+k_{\perp}^{2} / 2 m ;$ and $\varepsilon_{n}$ and $y_{n}$ are, respectively, the eigenenergies and the wave functions for the one-dimensional Schrödinger equation with the potential (4). The primed sum in (8) is taken over those $\lambda, \lambda^{\prime}$ states that are not included in the model subspace. Hence, summation over $n$ and $n^{\prime}$ actually includes summation over discrete states and integration over the continuous spectrum with the obvious substitution $\sum_{n} \longrightarrow \int d p_{x} / 2 \pi$. If, we set $\varepsilon_{n}<\varepsilon_{n^{\prime}}$ (accordingly, $\varepsilon_{\lambda}<$ $\varepsilon_{\lambda^{\prime}}$ ) in (8), for the sake of convenience, multiplying the result by a factor of 2 , summation over $n$ and $n^{\prime}$ and integration with respect to $\mathbf{k}_{\perp}$ will be constrained by the conditions $\varepsilon_{\lambda}>\mu$ and $\varepsilon_{\lambda^{\prime}}>0$.

As is well known, the strong repulsion core of the nucleon-nucleon interaction (in particular, this characterizes the Paris potential) leads to a very slow convergence of the integrals with respect to the momenta in (8). In order to improve convergence, it is convenient to renormalize equation (3) by expressing the effective interaction in terms of the off-shell $T$ matrix for free nucleon-nucleon scattering at energy $E=2 \mu$ :

$$
\begin{equation*}
T(E)=\mathscr{V}+\mathscr{V} A^{0}(E) T(E) \tag{10}
\end{equation*}
$$



Fig. 1. Form factors $g_{i}(k)$. Figures on the curves correspond to the form-factor indices.

Here, $A^{0}(E)$ is the propagator for two free nucleons with total energy $E$.

Obviously, the $T$ matrix admits a separable expansion of the form (6) with the coefficients $T_{i j}(t ; E)$ depending only on the difference $t=X-X^{\prime}$. These coefficients obey an equation that coincides in form with (7), but which differs from it by the substitutions $\Lambda \longrightarrow$ $T$ and $B\left(X, X^{\prime} ; E\right) \longrightarrow B^{0}(t ; E)$ :

$$
\begin{gather*}
T_{i j}(t ; E)=\lambda_{i j} \delta(t) \\
+\sum_{l m} \lambda_{i l} \int d t^{\prime} B_{l m}^{0}\left(t-t^{\prime} ; E\right) T_{m j}\left(t^{\prime} ; E\right) \tag{11}
\end{gather*}
$$

In a compact form, the renormalized equation for the effective interaction can be represented as

$$
\begin{equation*}
\Lambda_{i j}=T_{i j}+\sum_{l m} T_{i l}\left(B_{l m}-B_{l m}^{0}\right) \Lambda_{m j} \tag{12}
\end{equation*}
$$

The difference kernel of this equation possesses a much better convergence than that in the original equation (7). The problem of slow convergence reappears now in the equation for the $T$ matrix, but it can be solved there much more simply. Let us explain this point in some detail. First, we are dealing in that equation with the vector $T_{i j}(t)$, which is one-dimensional in the coordinate space, instead of the two-dimensional matrix $\Lambda_{i j}\left(X, X^{\prime}\right)$. Second, the law of momentum conservation in the case of free scattering simplifies significantly the problem, enabling us to find $T_{i j}(t)$ by means of the inverse Fourier transformation of the $T$ matrix $T\left(P_{x}\right)$ calculated in the momentum representation.

As will be demonstrated below, the difference ( $B_{l m}-$ $B_{l m}^{0}$ ) in equation (12) for dominant $l m$ components is small, so that its solution differs insignificantly from the free off-shell $T$ matrix. Therefore, this quantity appears to be of paramount importance for the theory of pairing in nuclear systems. For this reason, we describe in detail a method for calculating it in the coordinate representation.

## 3. CALCULATION OF THE OFF-SHELL $T$ MATRIX FOR FREE NUCLEON-NUCLEON SCATTERING

The off-shell $T$ matrix taken at negative energy $E=$ $2 \mu$ can easily be determined in the momentum representation by solving the algebraic set of equations

$$
\begin{equation*}
T_{i j}\left(P_{x} ; E\right)=\lambda_{i j}+\sum_{l m} \lambda_{i l} B_{l m}^{0}\left(P_{x} ; E\right) T_{m j}\left(P_{x} ; E\right), \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{l m}^{0}\left(P_{x} ; E\right)=\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{g_{l}\left(k^{2}\right) g_{m}\left(k^{2}\right)}{E-P_{x}^{2} / 4 m-k^{2} / m} . \tag{14}
\end{equation*}
$$

The scattering matrix in the coordinate representation, $T_{i j}(t)$, can be expressed in terms of $T_{i j}\left(P_{x}\right)$ by means of the inverse Fourier transformation

$$
\begin{equation*}
T_{i j}(t ; E)=\int_{-\infty}^{\infty} \frac{d P_{x}}{2 \pi} T_{i j}\left(P_{x} ; E\right) \exp \left(-i P_{x} t\right) \tag{15}
\end{equation*}
$$

The form factors $g_{i}$ in the integral in (14) are rational functions of $k^{2}[3,4]$-specifically, they are combinations of the Fourier transforms $1 /\left(k^{2}+\beta^{2}\right)$ of some Yukawa functions and their derivatives for various mass values $\beta_{\text {in }}(n=1, \ldots, 4)$. This integral can be calculated analytically, but this calculation is very cumbersome because there are very many individual terms in the integrand (about 70 for each lm ). It is much more convenient to calculate it numerically, in which case the cutoff parameter of $k_{c}=60 \mathrm{fm}^{-1}$ [a value that is chosen in accordance with the cutoff parameter in (8)] ensures a precision higher than $1 \%$.

Upon isolating the constant $\lambda_{i j}$, the Fourier integral in (15) was computed in [2] by means of a direct integration along the real axis $P_{x}$. This method provides accurate results at small $t$; for $t$ in excess of 2 to 3 fm , the integrand involves the quickly oscillating factor $\exp \left(-i P_{x} t\right)$ multiplied by the slowly decreasing function $\left(T_{i j}\left(P_{x}^{2}\right)-\lambda_{i j}\right) \simeq 1 / P_{x}^{2}$; as a result, the integral in (15) becomes poorly convergent. In order to achieve a sufficient precision at $t$ values between 4 and 5 fm , a huge cutoff-momentum value of $P_{x}^{c}=3000 \mathrm{fm}^{-1}$ had to be used in [2] at a very small step of integration. But even at so large a cutoff parameter, the behavior of $T_{i j}(t)$ for $t>5 \mathrm{fm}$ proves to be incorrect-there arise spurious aperiodic oscillations.

An attempt can be made to improve the convergence of the integral in (15) by isolating the asymptotic term in the $T$ matrix. In order to establish the asymptotic form, we will first consider the free propagator $B^{0}$. It can easily be seen that, for $P_{x} \longrightarrow \infty$, the asymptotic behavior in question is given by

$$
\begin{equation*}
B_{l m}^{0}\left(P_{x}\right) \longrightarrow-b_{l m} / P_{x}^{2}, \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{l m}=4 m \int \frac{d^{3} p}{(2 \pi)^{3}} g_{l}\left(p^{2}\right) g_{m}\left(p^{2}\right) \tag{17}
\end{equation*}
$$

In order to regularize the asymptotic term at the point $P_{x}=0$, we redefine it as

$$
\begin{equation*}
B_{l m}^{a}=-\frac{b_{l m}}{P_{x}^{2}+\gamma^{2}}, \tag{18}
\end{equation*}
$$

where $\gamma$ is an arbitrary constant. We then have

$$
\begin{equation*}
B_{l m}^{0}=B_{l m}^{a}+B_{l m}^{\prime} . \tag{19}
\end{equation*}
$$

The inverse Fourier transformation of expression (18) can be performed straightforwardly. The result is

$$
\begin{equation*}
B_{l m}^{a}(t)=-\frac{b_{l m}}{2 \gamma} \exp (-\gamma|t|) \tag{20}
\end{equation*}
$$

Upon the subtraction of the asymptotic term, the propagator assumes the form

$$
\begin{align*}
& B_{l m}^{\prime}\left(P_{x}\right)=-4 m \int \frac{d^{3} p}{(2 \pi)^{3}} g_{l}\left(p^{2}\right) g_{m}\left(p^{2}\right)  \tag{21}\\
& \quad \times\left[\frac{1}{P_{x}^{2}+4 p^{2}+\gamma_{0}^{2}}-\frac{1}{P_{x}^{2}+\gamma^{2}}\right]
\end{align*}
$$

where $\gamma_{0}^{2}=-8 m \mu$. This difference converges for $P_{x} \longrightarrow$ $\infty$ faster than $B_{l m}^{0}\left(\right.$ namely, $\left.B_{l m}^{\prime} \simeq 1 / P_{x}^{4}\right)$.

Let us now address directly the $T$ matrix. It can be seen from (13) that, for $P_{x} \longrightarrow \infty$, it involves the constant $\lambda_{i j}$ corresponding to a delta function in the $x$ space. It is reasonable to subtract it from the outset and to analyze the quantity

$$
\begin{equation*}
\delta T_{i j}\left(P_{x} ; E\right)=T_{i j}\left(P_{x} ; E\right)-\lambda_{i j} . \tag{22}
\end{equation*}
$$

It can easily be seen from (11) that, for $P_{x} \longrightarrow \infty$, we have

$$
\begin{equation*}
\delta T_{i j}\left(P_{x}\right) \longrightarrow \delta T_{i j}^{a}\left(P_{x}\right)=-\frac{\alpha_{i j}}{P_{x}^{2}+\gamma^{2}}, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i j}=\sum_{l m} \lambda_{i l} b_{l m}^{0} \lambda_{m j} . \tag{24}
\end{equation*}
$$

We again obtain

$$
\begin{equation*}
\delta T_{i j}=\delta T_{i j}^{a}+\delta T_{i j}^{\prime}, \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta T_{i j}^{a}(t)=-\frac{\alpha_{i j}}{2 \gamma} \exp (-\gamma|t|) \tag{26}
\end{equation*}
$$

For $P_{x} \longrightarrow \infty$, the convergence of $\delta T_{i j}^{\prime}$ is again much faster than the convergence of $\delta T_{i j}\left(1 / P_{x}^{4}\right.$ instead of
$1 / P_{x}^{2}$ ). In this case, the calculation of the integral in (15) along the real axis $P_{x}$ with the same cutoff parameter and the same step of integration as previously leads to a correct behavior of $\delta T_{i j}^{\prime}(X)$ at $X \simeq 5 \mathrm{fm}$, but unphysical oscillations again arise from $X \simeq 6 \mathrm{fm}$. In order to get rid of them completely, it would be better, in accordance with the general prescription for integrating quickly oscillating functions [10], to go over to integration in the complex plane of $P_{x}$ in (15).

In modifying the integration contour to arrive at a form convenient for the calculations, we must take into consideration the singularities of the integrand. As was indicated above, the form factors $g_{i}\left(k^{2}\right)$ in the integral in (14) are rational functions of $k^{2}$; therefore, the entire integrand is also a rational function of $k^{2}$. We will show that, in this case, the free propagator $B_{i j}^{0}\left(P_{x} ; E\right)$ at negative energy $E$ has no singularities other than two cuts going along the imaginary axis symmetrically with respect to the origin and issuing from the branching points $P_{x}= \pm i \gamma_{0}$, where $\gamma_{0}=\sqrt{-8 m \mu}$. For this purpose, we first consider the explicit form of one of the typical terms in the sum that arises upon substituting into (14) the rational form factors [3, 4]

$$
\begin{equation*}
I_{1}=\int_{0}^{\infty} k^{2} d k \frac{1}{k^{2}+\alpha^{2}} \frac{1}{k^{2}+\beta_{1}^{2}} \frac{1}{k^{2}+\beta_{2}^{2}}, \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{2}=\left(P_{x}^{2}+\gamma_{0}^{2}\right) / 4 \tag{28}
\end{equation*}
$$

while $\beta_{1}$ and $\beta_{2}$ are the masses of the corresponding form-factor terms. Expression (27) emerges from those form-factor terms that are Fourier transforms of the Yukawa functions.

Upon some simple algebra, we obtain

$$
\begin{equation*}
I_{1}=\frac{\pi}{2\left(\beta_{1}+\beta_{2}\right)} \frac{1}{\left(\alpha+\beta_{1}\right)\left(\alpha+\beta_{2}\right)} \tag{29}
\end{equation*}
$$

By $\alpha$, we mean here the arithmetic value of the square root of expression (28). It can be seen that the above branching points are the only singularities of expression (29) considered as a function of the complex variable $P_{x}$.

Let us now consider the term that is next in the order of complexity and which arises upon taking the derivative of the Fourier transform of the Yukawa function in one of the form factors:

$$
\begin{equation*}
I_{2}=\int_{0}^{\infty} k^{2} d k \frac{1}{k^{2}+\alpha^{2}} \frac{k^{2}}{\left(k^{2}+\beta_{1}^{2}\right)^{2}} \frac{1}{k^{2}+\beta_{2}^{2}} . \tag{30}
\end{equation*}
$$

This integral can easily be expressed in terms of the integral in (27) as

$$
\begin{equation*}
I_{2}=I_{1}+\frac{\beta_{1}}{2} \frac{\partial I_{1}}{\partial \beta_{1}} . \tag{31}
\end{equation*}
$$



Fig. 2. Contour of integration in the complex plane of $P_{x}$ for the inverse Fourier transformation (15).

From here, it becomes clear what is to be done to construct the algorithm for determining other terms in the integral in (14), which involve higher derivatives of the Yukawa function. It can also be seen that, in just the same way as the integral in (31), these terms do not have singularities other than those of expression (29). Thus, we have shown that the two cuts going along the imaginary axis symmetrically with respect to the origin (see Fig. 2) exhaust the list of singularities of the functions $B_{l m}^{0}\left(P_{x} ; E<0\right)$ in the complex plane of $P_{x}$. It is convenient to deform the integration contour in such a way that it embraces the upper cut (in Fig. $2, b \longrightarrow \infty$ ). The convergence of the integral in the parameter $b$ is much faster than the convergence in the parameter $P_{x}^{c}$ in the case of integration along the real axis. In practice, we have used the contour depicted in Fig. 2 with the following values of the parameters: $a=2 \mathrm{fm}^{-1}$ and $b=$ $130 \mathrm{fm}^{-1}$. In this case, it lies sufficiently far off the cut, and the integral in (15) is calculated numerically with without any difficulties; this leads to a nearly precise exponentially decaying result at any $t$ values of interest. As can be seen from (13), the singularities of the propagator $B^{0}$ are present in the $T$ matrix. Apart from this, the $T$ matrix can develop new poles on the imaginary axis that correspond to a real or a virtual level. In the case of the $S=0$ singlet channel being considered, this level is virtual, and the relevant poles occur on the cuts. In order to calculate the $T$ matrix, we can therefore use the same contour as that for the propagator $B^{0}$.

## 4. RESULTS OF THE CALCULATIONS: COMPARISON OF $\mathscr{V}_{\text {eff }}^{p}$ WITH THE $T$ MATRIX

Although all equations of Section 2 for planar-slab geometry coincide formally with the equations for the semi-infinite system, mirror symmetry in the $x$ direction results in some obvious simplifications in the former case. First, the eigenfunctions $y_{n}$ in the potential


Fig. 3. Calculated dominant components of (solid curves) the free propagator $B_{l m}^{0}$ taken with the inverted sign and of (dashed curves) the difference ( $B_{l m}^{\mathrm{inf}}[V=50 \mathrm{MeV}]-B_{l m}^{0}$ ) as functions of the relative coordinate $t=X-X^{\prime}$ at $\mu=$ -8 MeV .
(4) are characterized by parity [there are even $\left(y_{n}^{+}\right)$and odd $\left(y_{n}^{-}\right)$functions]. The full propagator $A^{s}=G G^{s}$ in equation (1) is the sum $A^{s}=A_{\text {even }}^{s}+A_{\text {odd }}^{s}$ of the components preserving and reversing parity (that is, the even and the odd component- $A_{\text {even }}^{s}$ and $A_{\text {odd }}^{s}$, respectively). The same is true for the kernels of equation (7). As a result, all equations can be reduced to the form that involves only positive $x$. They are presented in the Appendix.

Instead of a direct evaluation of the propagator in (12) for the system being considered, we calculate it within the LPA. The scheme of this calculation was briefly described in the Introduction. In practice, we changed the potential-well depth from zero to 50 MeV with a step of $\delta V=2 \mathrm{MeV}$. At a fixed value of the chemical potential $\mu$, we first computed a set of two-particle propagators $B_{\mathrm{inf}}\left(\left[V_{m}\right], t ; E=2 \mu\right)$ for infinite nuclear matter in the potential $V_{m}=\delta V(m-1)$. This calculation was performed on a fixed mesh of values $t_{k}=h(k-1)$ with $h=0.1 \mathrm{fm}$ and $k=1, \ldots, 61$ (for $t>6 \mathrm{fm}$, all the propagators being investigated are negligibly small). It is obvious that the free propagator $B^{0}(t)$ coincides with $B_{\text {inf }}\left(\left[V_{m=1}\right], t ; E=2 \mu\right)$. After that, we fixed a mesh of $X_{k}$ values with a step $h$ in the range $(0, L+a)$. The parameter $a$ must be taken to be sufficiently large (in the present calculation, we used the value of $a=6 \mathrm{fm}$ ). On this mesh, we constructed the matrix $B^{\mathrm{LPA}}\left(X_{i}, X_{k}\right)$ for the nonhomogeneous system under consideration. It was
calculated in the following way. At fixed $X_{i}$ and $X_{k}[X=$ $\left(X_{i}+X_{k}\right) / 2, t=X_{i}-X_{k}$ ], we computed the potential-well depth by using equation (4) and determined the required LPA by performing a linear interpolation between two neighboring values $B_{\text {inf }}\left(\left[V_{m}\right], t ; E\right)$ and $B_{\text {inf }}\left(\left[V_{m+1}\right], t ; E\right)$ so that the condition $V_{m}<V(X)<V_{m+1}$ was satisfied. In order to calculate the kernel for equation (13), the difference of the resulting propagator $B^{\mathrm{LPA}}\left(X_{i}, X_{k} ; E\right)$ and the free propagator $B^{0}$ was integrated with the free $T$ matrix; after that, this equation was solved by the same method as that used for semiinfinite nuclear matter [1, 2].

Let us first consider the value of $\mu=-8 \mathrm{MeV}$, which characterizes beta-stable nuclei and analyze the differences $\left(B_{l m}^{\mathrm{inf}}\left(V_{0}\right)-B_{l m}^{0}\right)$ for three dominant $l m$ components at the maximal potential-well depth of $V=V_{0}=$ 50 MeV . They are displayed in Fig. 3, along with the free propagator $B_{l m}^{0}$. As can be seen, all propagators $B_{l m}^{0}$ have a sharp maximum at small $t$; in this region, each difference is considerably smaller than the corresponding free propagator. The propagators under consideration differ significantly only in that region of $t$ where they are both small. For smaller values of $V$, the differences $\left(B-B^{0}\right)$ are obviously still smaller. In order to analyze the reason behind this smallness, we break down the sum in (8) into two parts. In the first, we include terms corresponding to such states $\lambda$ and $\lambda^{\prime}$ whose energies $\varepsilon_{\lambda}$ and $\varepsilon_{\lambda^{\prime}}$ are both positive; in the second, we include terms for which one of these energies is positive, while the other is negative (but it is higher than $\mu$ ). Each part of the sum is then compared with the corresponding sum in the free propagator. Within the LPA, it is easy to draw such a comparison because, in this case, expression (8) is very similar to the corresponding sum for $B_{l m}^{0}$. The functions $y_{n}$ can then indeed be replaced by plane waves in the constant potential $V_{0}=V(X)$. Let us now compare directly each term in the first part of the sum in (8) for $B_{l m}^{\mathrm{inf}}$ with that term in $B_{l m}^{0}$ which has the same denominator. It can easily be seen that the numerator of the propagator in nuclear matter is smaller than that of the free propagator because it involves the matrix element of the form factor at higher momentum values of $q=\sqrt{k^{2}+2 m V_{0}}$ in a medium instead of $k$ in the free case. The form factors $g_{i}\left(k^{2}\right)$ for $i=1,2$, which are of interest for the present purposes, decrease with increasing $k$ (see Fig. 1), so that the first part of $B_{l m}^{\mathrm{inf}}$ is smaller in absolute value than $B_{l m}^{0}$. We note that it is this part of the propagator $B_{l m}$ that was calculated in [1], where it was shown that the difference under investigation amounts to $20-30 \%$ of $B_{l m}^{0}$. The second part of the sum has no analog in the free propagator. At first glance, it must be much smaller than the first part because of a substantial reduction of the phase
space. However, its contribution is considerably enhanced owing to small values of the energy denominators. As a result, the absolute value of this part of $B_{l m}^{\mathrm{inf}}$ proves to be on the same order of magnitude as the difference of the first part and $B_{l m}^{0}$. This means that the full propagator $B_{l m}^{\mathrm{inf}}\left(\left[V_{0}\right], t\right)$ in nuclear matter and the free propagator $B_{l m}^{0}(t)$ at small $t$ (that is, in the region where both of them are large) appear to be very close to each other.

The dominant components of the effective interaction $\mathscr{V}_{\text {eff }}^{\text {inf }}(X=0, t)$ inside the slab are displayed in Fig. 4, along with the corresponding components of the free $T$ matrix. Of course, we eliminated here the deltafunction terms $\lambda_{i j} \delta(t)$ from both amplitudes [see equations (7) and (11)]. Here, the situation for various $i j$ is similar to that for the corresponding components of the propagator-that is, they are very close to each other at small $t$, where the quantities under investigation are both large. In order to draw a more detailed quantitative comparison between the "precise" effective interaction (that is, that which was calculated within the LPA) and the free $T$ matrix, the zeroth moments of their individual components-these zeroth moments measure the corresponding mean intensities-are depicted in Figs. 5 and 6. For the effective interaction, they are defined as

$$
\begin{equation*}
\bar{\Lambda}_{i j}(X)=\int d t \Lambda_{i j}(X-t / 2, X+t / 2) \tag{32}
\end{equation*}
$$

Obviously, the analogous moments of the $T$ matrix are independent of $X$ :

$$
\begin{equation*}
\bar{T}_{i j}=\int d t T_{i j}(t) \tag{33}
\end{equation*}
$$

Figure 5 demonstrates that, for dominant components, the zeroth moments of the effective interaction [equation (32)] are very close to those of the $T$ matrix [equation (33). The analogous comparison for the small component is illustrated in Fig. 6. Here, the distinction between the effective interaction and the $T$ matrix is much greater, but it should be recalled that, in absolute values, these components are much smaller than those that are shown in Fig. 5. In the calculation of the gap $\Delta$, a role more important than that of the individual components $\Lambda_{i j}$ is played by their combinations that appear in the interaction averaged near the Fermi surface [2]. For this interaction, we have

$$
\begin{equation*}
\overline{\mathscr{V}}_{\mathrm{eff}}^{\mathrm{F}}(X)=\sum_{i j} \bar{\Lambda}_{i j}(X) g_{i}\left(k_{\mathrm{F}}^{2}(X)\right) g_{j}\left(k_{\mathrm{F}}^{2}(X)\right) \tag{34}
\end{equation*}
$$

where we have introduced the local Fermi momentum that is defined as $k_{\mathrm{F}}(X)=\sqrt{2 m(\mu-V(X))}$ for $\mu-V(X)$ $>0$ and which otherwise takes zero value. The interaction in (34) is displayed in Fig. 7, along with the corre-


Fig. 4. Calculated dominant components of (solid curves) the effective interaction $\mathscr{V}_{\text {eff }}^{\mathrm{inf}}[V=50 \mathrm{MeV}]$ and (dashed curves) the free $T$ matrix as functions of the relative coordinate $t=X-X^{\prime}$ at $\mu=-8 \mathrm{MeV}$. The sign was reversed for $l m=$ 11 and 22.


Fig. 5. Zero moments of the dominant components of (solid curves) the effective interaction $\bar{\Lambda}_{i j}(X)$ and (dashed curves) the free $T$ matrix $\left(\bar{T}_{i j}\right)$ at $\mu=-8 \mathrm{MeV}$.
sponding local form of the $T$ matrix,

$$
\begin{equation*}
\bar{T}^{\mathrm{F}}(X)=\sum_{i j} \bar{T}_{i j} g_{i}\left(k_{\mathrm{F}}^{2}(X)\right) g_{j}\left(k_{\mathrm{F}}^{2}(X)\right) \tag{35}
\end{equation*}
$$

It can be seen that these mean values differ more pronouncedly than the dominant components shown in Fig. 5. This is due to the effect of the small components. As was indicated above, the third form factor $g_{3}(k)$, in contrast to the first two, grows with increasing momentum (see Fig. 1) and, at momentum values about the Fermi momentum of $k_{\mathrm{F}} \simeq 1.4 \mathrm{fm}^{-1}$, exceeds them nearly by an order of magnitude. Although the constant $\lambda_{13}$, for example, is less than the constant $\lambda_{11}$ by two orders


Fig. 6. As in Fig. 5, but for the small components with $i j=$ 13,23 , and 33.


Fig. 7. Averaged effective interaction $\overline{\mathscr{V}}_{\text {eff }}^{\mathrm{F}}(X)$ at the Fermi surface (solid curves) and similar averaged value $\bar{T}_{\text {eff }}^{\mathrm{F}}(X)$ of the $T$ matrix (dashed curves) at $\mu=-8 \mathrm{MeV}$.


Fig. 8. As in Fig. 3, but for $\mu=-4 \mathrm{MeV}$.
of magnitude, the contribution of the 13 component to the sums in (34) and (35) will therefore be about $10 \%$, so that this contribution must be taken into account. The same is true for the remaining small components. However, the relevant average values at the Fermi surface are also rather close to one another. Indeed, the maximal difference of about $15 \%$ between two curves is achieved within the slab, where the average values being considered are one order of magnitude less than their maximal values (in modulus) attained at the surface. But in the surface region, this difference is as small as some $5 \%$. In the case of the application of the effective interaction that we obtained to calculations for finite nuclei, the matrix elements of this interaction between the states lying near the Fermi surface will of course be determined primarily by the surface layer. The point is that, while, in planar geometry, a tenfold excess of the surface value of the interaction over its volume value is compensated to a considerable extent by the smallness of the surface-to-volume ratio, in the case of spherical geometry, the contribution of the surface is enhanced by the factor $r^{2}$, which appears in the volume element in the integrand of the matrix element. Therefore, the difference between the effective pairing interaction and the free $T$ matrix must inevitably be less than $10 \%$ for the matrix elements in question.

In order to assess the extent to which the resulting proximity of the effective pairing interaction to the free off-shell $T$ matrix is universal, we performed anew all the calculations for the smaller (in modulus) chemicalpotential value of $\mu=-4 \mathrm{MeV}$, which is peculiar to nuclei lying away from the beta-stability region. A comparison of the individual components of the averaged and the free propagator, as well as of the effective interaction and the $T$ matrix, is illustrated in Figs. 8-11. We can see that, qualitatively, the situation is close to that which we observed at $\mu=-8 \mathrm{MeV}$. Thus, the approximation of $\mathscr{V}_{\text {eff }}^{p}$ by the free off-shell $T$ matrix


Fig. 9. As in Fig. 4, but for $\mu=-4 \mathrm{MeV}$.


Fig. 10. As in Fig. 5, but for $\mu=-4 \mathrm{MeV}$.


Fig. 11. As in Fig. 7, but for $\mu=-4 \mathrm{MeV}$.
remains quite accurate even upon the reduction of the absolute value of the chemical potential.

## 5. CONCLUSION

The microscopic effective pairing interaction for the slab of nuclear matter placed in the Woods-Saxon potential well has been calculated within Brueckner theory by using the separable $3 \times 3$ version of the Paris potential. The effective interaction has been determined for the model subspace including all negative-energy single-particle states. The calculations have been performed within the local-potential approximation, whose accuracy for semi-infinite nuclear matter was earlier demonstrated in [2]. The results of the calculations have been presented for two values of the chemical potential, the value of $\mu=-8 \mathrm{MeV}$ characteristic of stable atomic nuclei and the value of $\mu=-4 \mathrm{MeV}$ mimicking the approach to the nucleon drip line. It was shown that, in both cases, the effective interaction agrees, to within $10 \%$, with the off-shell $T$ matrix for free nucleon-nucleon scattering at the total energy of two nucleons that is equal to $E=2 \mu$ (recall that this is a negative value). We have constructed a simple and efficient method for calculating the $T$ matrix in the coordinate representation. This method is based on cal-
culating the inverse Fourier integral in the complex plane of the total two-nucleon momentum. The above approximation is convenient for calculating the superfluidity features of atomic nuclei, including those that occur far off the beta-stability region.
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## APPENDIX

## Simplified Form of the Gap Equation in the Case of Planar-Slab Geometry

In the case of the separable interaction being considered, the gap $\Delta$ has also the separable form [1,2]

$$
\begin{equation*}
\Delta\left(\mathbf{k}_{\perp}, x_{1}, x_{2}\right)=\sum_{i} \Delta_{i}(X) g_{i}\left(k_{\perp}^{2}, x\right) . \tag{A.1}
\end{equation*}
$$

The gap equation (2) written for the component $\Delta_{i}$ has the form

$$
=\sum_{j l} \int_{-\infty}^{\infty} d X_{1} \int_{-\infty}^{\infty} d X_{2} \Lambda_{i j}\left(X, X_{1}\right) B_{j l}^{0}\left(X_{1}, X_{2}\right) \Delta_{l}\left(X_{2}\right) .
$$

The superscript " 0 " on the two-particle propagator $B_{j l}^{0}\left(X_{1}, X_{2}\right)$ in (A.2) means that it is calculated in the model subspace $S_{0}$. For a planar slab symmetric with respect to the plane $x=0$, the components $\Delta_{i}(X)$ are obviously even functions of $X$. Therefore, equation (A.2) can be simplified by reducing it to the form involving only integrals over positive $X$. Specifically, we arrive at

$$
=\sum_{j l} \int_{0}^{\infty} d X_{1} \int_{0}^{\infty} d X_{2} \Lambda_{i j}^{+}\left(X, X_{1}\right) B_{j l}^{0+}\left(X_{1}, X_{2}\right) \Delta_{l}\left(X_{2}\right),
$$

where

$$
\begin{align*}
\Lambda_{i j}^{+}\left(X_{1}, X_{2}\right) & =\Lambda_{i j}\left(X_{1}, X_{2}\right)+\Lambda_{i j}\left(X_{1},-X_{2}\right)  \tag{A.4}\\
B_{j l}^{0+}\left(X_{1}, X_{2}\right) & =B_{j l}^{0}\left(X_{1}, X_{2}\right)+B_{j l}^{0}\left(X_{1},-X_{2}\right) \tag{A.5}
\end{align*}
$$

By analogy with (A.5), we further introduce the symmetrized two-particle propagator $B_{j l}^{+}\left(X_{1}, X_{2}\right)$ for the complementary subspace $S^{\prime}$. It obviously satisfies the identities

$$
\begin{equation*}
B_{j l}^{+}\left(X_{1}, X_{2}\right)=B_{j l}^{+}\left(X_{1},-X_{2}\right)=B_{j l}^{+}\left(-X_{1}, X_{2}\right) \tag{A.6}
\end{equation*}
$$

By using (A.6), we can easily reduce equation (7) to the form

$$
\begin{align*}
& \Lambda_{i j}^{+}\left(X, X^{\prime}\right)=\lambda_{i j} \delta\left(X-X^{\prime}\right)+\lambda_{i j} \delta\left(X+X^{\prime}\right) \\
& \quad+\sum_{l m} \lambda_{i l} \int_{0}^{\infty} d X_{1} B_{l m}^{+}\left(X, X_{1}\right) \Lambda_{m j}^{+}\left(X_{1}, X^{\prime}\right) \tag{A.7}
\end{align*}
$$

A solution to equation (A.7) can be considered to be defined only for $X, X^{\prime} \geq 0$; hence, the second nonhomogeneous term in this equation is nonzero only at $X=X^{\prime}=0$.

In the same way, we transform the renormalized equation (10). The result is

$$
\begin{gathered}
\Lambda_{i j}^{+}\left(X, X^{\prime}\right)=T_{i j}^{+}\left(X, X^{\prime}\right) \\
+\sum_{l m}^{\infty} \int_{0}^{\infty} d X_{1} \int_{0}^{\infty} d X_{2} T_{i l}^{+}\left(X, X_{1}\right) B_{l m}^{+}\left(X_{1}, X_{2}\right) \Lambda_{m j}^{+}\left(X_{2}, X^{\prime}\right),
\end{gathered}
$$

where

$$
\begin{equation*}
T_{i j}^{+}\left(X, X^{\prime}\right)=T_{i j}\left(\left|X-X^{\prime}\right|\right)+T_{i j}\left(X+X^{\prime}\right) \tag{A.9}
\end{equation*}
$$
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#### Abstract

On the basis of an analysis of experimental data, it is shown that a subthreshold (negative) $p$-wave resonance can exist in the ${ }^{204} \mathrm{~Pb}$ isotope at $E_{p}=-16 \mathrm{eV}$. The presence of this resonance may explain unexpectedly large values observed experimentally for the $P$-odd angle of the rotation of the spin of transversely polarized neutrons about their momentum that are scattered on a natural mixture of lead isotopes. No available data are at odds with the existence of the $E_{p}=-16 \mathrm{eV}$ subthreshold resonance in ${ }^{204} \mathrm{~Pb}$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Parity-violation effects in neutron scattering on nuclei provide a rare example of physical phenomena whose theory was developed [1] long before their experimental discovery [2] (see also [3]). In this theory, $P$-odd effects in complex nuclei are considerably enhanced owing to a dynamical enhancement of level mixing in compound nuclei and to special features of scattering kinematics. The enhancement of parity nonconservation in neutron scattering near $p$-wave resonances in compound nuclei was predicted theoretically for the first time in [1]. Resonance states in compound nuclei have a complicated multiparticle structure involving products of a large number $N$ of the wave functions of excited particles and holes. In the statistical model of the nucleus, typical values of $N$ are determined by the strength of strong nucleon-nucleon interaction. If we denote by $\omega$ the scale of this interaction (spacing between single-particle energy levels) and by $D$ the spacing between the energy levels of the compound nucleus, then an order-of-magnitude estimate for $N$ can be represented as

$$
\begin{equation*}
N \sim \omega / D \tag{1}
\end{equation*}
$$

This estimate can be obtained, for example, within the black-nucleus model. The quantity $D$ decreases exponentially with increasing number of excited particles (increasing mass number $A$ of the nucleus):

$$
\begin{aligned}
& \text { for } A \sim 100, \quad D \sim 1-10 \mathrm{eV}, \\
& \text { for } A \sim 240, \quad D \sim 1 \mathrm{eV} .
\end{aligned}
$$

Bearing in mind that the typical spacing between single-particle energy levels is $\omega \sim 1 \mathrm{MeV}$, we then obtain

$$
N \sim 10^{5}-10^{6} .
$$

Let us consider low-energy neutron scattering on nuclei via a compound-nucleus state for the case where $P$-odd effects are enhanced. When the neutron energy is closer to $p$ - than to $s$-wave resonances in compound
nuclei, $P$-odd effects are enhanced [4]. The enhancement factor for single-particle $P$-odd effects estimated at $F=10^{-5}\left(m_{\pi} / m\right)^{2} \sim 10^{-7}\left(m_{\pi}\right.$ and $m$ are, respectively, the pion and the nucleon mass) is determined by $N$ values as given by (1) and is equal to

$$
\begin{equation*}
\sqrt{N} \sim 10^{2}-10^{3} \tag{2}
\end{equation*}
$$

In polarized-neutron scattering on nuclei, there are two parity-violating effects: the cross-section asymme$\operatorname{try} A_{n}$ in the scattering of longitudinally polarized neutrons on nuclei and the angle $\varphi$ of the rotation of the spin of neutrons transversely polarized to their momentum. These quantities are both determined by the interference of the $P$-even and the $P$-odd Breit-Wigner scattering amplitude. The $P$-even amplitude describes neutron scattering from an initial $p$-wave state into the same final $p$-wave state through a resonance $p$-wave state of the compound nucleus. The $P$-odd amplitude describes neutron scattering from an initial $s$-wave state into a final $p$-wave state. The transition from the $s$ - to the $p$-wave state is induced by weak nucleon-nucleon interaction in the compound nucleus. The expressions for $A_{n}$ and $\varphi$ are given by

$$
\begin{gather*}
A_{n}=-2 \sqrt{\Gamma_{s}(E) / \Gamma_{p}(E)}\langle P| V^{\mathrm{sp}}|S\rangle / E_{s},  \tag{3}\\
\varphi=\{2 \sqrt{2} \pi n / \sqrt{m E}\}\left\{\langle P| V^{\mathrm{sp}}|S\rangle / E_{s} E_{p}\right\}  \tag{4}\\
\times \sqrt{\Gamma_{s}(E) / \Gamma_{p}(E)} .
\end{gather*}
$$

In expressions (3) and (4), $E$ is the neutron energy; $E_{s}$ and $E_{p}$ are the energies of, respectively, the $s$ - and the $p$-wave resonance in the compound nucleus; $n$ is the number of nuclei in $1 \mathrm{~cm}^{3}$ of the target; $\langle P| V^{\mathrm{sp}}|S\rangle$ is the matrix element of the weak-interaction operator between the single-particle states of the compound nucleus; and $\Gamma_{s}(E)$ and $\Gamma_{p}(E)$ are the quantities obtained by rescaling the partial neutron widths of the $s$ - and $p$-wave resonances to the neutron energy $E$ as

$$
\begin{equation*}
\Gamma_{l}(E)=\Gamma_{l}^{0}\left(E / E_{l}\right)^{l+1 / 2} \tag{5}
\end{equation*}
$$

where $l$ is the orbital angular momentum of the neutrons. In order to avoid encumbering the presentation, expressions (3) and (4) were written in the approximation $E \ll E_{s, p}$, which is usually valid for thermal and cold neutrons. The neutron-spin-rotation angle (4) (in radians) refers to a unit length of the target. From expressions (3)-(5), it follows that

$$
\begin{align*}
& A_{n}(E) \propto 1 / \sqrt{E}  \tag{6}\\
& \varphi(E)=\text { const. } \tag{7}
\end{align*}
$$

From (3)-(5), it additionally follows that the crosssection asymmetry $A_{n}$ in neutron scattering has, in contrast to the spin-rotation angle $\varphi$, an extra [in relation to (2)] enhancement factor (which is especially pronounced in the ${ }^{139}$ La nucleus)

$$
\sqrt{\Gamma_{s} / \Gamma_{p}} \sim(p R)^{-1} \sim 10^{1}-10^{3}
$$

where $p$ is the neutron momentum, while $R$ is the nuclear radius. For the weak-interaction matrix element appearing in (3) and (4), we can use the phenomenological expression

$$
\begin{equation*}
\langle P| V^{\mathrm{sp}}|S\rangle=2 \times 10^{-4} \sqrt{\bar{D}}(\mathrm{eV}) \tag{8}
\end{equation*}
$$

where $\bar{D}$ is the mean spacing between the resonances in a specific compound nucleus. In deriving expression (8), it is advisable to make use of the fact that the weakinteraction matrix elements are formally similar to the partial widths with respect to electromagnetic transitions (giant resonance of the $M 0$ type) between the compound-nucleus states. The phenomenological expression (8) describes quite accurately parity-nonconservation effects for all nuclei where the effects in question were observed experimentally.

## 2. PROBLEM OF $P$-ODD EFFECTS IN LEAD ISOTOPES

Natural lead is a mixture of four isotopes with mass numbers of 204, 207, 206, and 208, their fractions being $1.43,24.15,22.4$, and $52.4 \%$, respectively. The ${ }^{208} \mathrm{~Pb}$ isotope is a doubly magic nucleus-that is, a nucleus having magic numbers of both protons and neutrons. For this reason, the level density is not great in all four isotopes. Moreover, it is well known that, for these isotopes, compound nuclei have no appropriate low-energy $s$ - and $p$-wave resonance states that could be responsible for parity-nonconservation effects in neutron scattering. Nevertheless, experiments revealed a comparatively large value for the angle (4) of the rotation of the spin of transversely polarized neutrons about their momentum:

$$
\begin{align*}
\varphi & =(2.24 \pm 0.33) \times 10^{-6}  \tag{9}\\
\varphi & =(3.53 \pm 0.79) \times 10^{-6}[6] \tag{10}
\end{align*}
$$

A direct measurement of the angle $\varphi$ for a lead target enriched in ${ }^{207} \mathrm{~Pb}$ to $87 \%$ resulted in

$$
\begin{equation*}
\varphi<4.3 \times 10^{-6} \tag{11}
\end{equation*}
$$

at a $90 \%$ C.L. [6]. Once the last experimental result had appeared, it became clear that, in contrast to the statement of the authors of the so-called valence model [7], the rotation angles (9) and (10) in natural lead are not associated with the ${ }^{207} \mathrm{~Pb}$ isotope. If, in the experiments reported in $[5,6]$, this isotope had been responsible for the neutron-spin rotation in natural lead, then the effect in the target enriched in ${ }^{207} \mathrm{~Pb}$ to $87 \%$ would have exceeded the values in (9) and (10) approximately by a factor of four, amounting to $10^{-5}$. In contrast to the model featuring the weak-interaction-induced mixing of opposite-parity compound-nucleus states, the valence model aims at explaining $P$-odd effects by the interference of the $p$-wave resonance in the compound nucleus with the $s$-wave potential scattering. The experimental constraint in (11) seems to disprove the valence model of $P$-odd effects.

For lead isotopes, present-day experimental data [8] show no evidence for $s$ - and $p$-wave resonances that could explain the $P$-odd values in (9) and (10) by the mixing of compound-nucleus states. This is not so only for the ${ }^{204} \mathrm{~Pb}$ isotope, which has a broad subthreshold $s$ wave resonance at -2.98 keV and the nearest $p$-wave resonance at 0.48 keV , their widths being, respectively, $\Gamma_{s}^{0}=72 \mathrm{eV}$ and $\Gamma_{p}^{0}=3 \times 10^{-3} \mathrm{eV}$. For these resonance features, known from experiments, the value of the $P$ odd angle (4) is $\varphi \approx 5 \times 10^{-9}$, which is much smaller than the observed values from (9) and (10). Those experimental values can be explained under the assumption that there exists an as-yet-unobserved neutron $p$-wave resonance that has a width of $\Gamma_{p}^{0} \approx 3 \times$ $10^{-3} \mathrm{eV}$, typical of ${ }^{204} \mathrm{~Pb}$, and which is mixed, by weak interaction, with the aforementioned broad $s$-wave resonance. With allowance for the abundance of ${ }^{204} \mathrm{~Pb}$ in natural mixtures, expression (4), together with the experimental values from (9) or (10), then yields an equation for determining the energy $E_{p}$ of the resonance in question. Solving this equation, we obtain

$$
\begin{equation*}
E_{p} \approx-16 \mathrm{eV} \tag{12}
\end{equation*}
$$

Thus, the hypothetical $p$-wave resonance is subthreshold, in the same way as the $s$-wave resonance. Our result agrees with data of experimentalists from the Joint Institute for Nuclear Research (JINR, Dubna) [9], who were unable to find any $p$-wave resonance in a natural mixture of lead isotopes at energies in the energy region $E_{p} \approx 0-100 \mathrm{eV}$. I do not think that the existence of a subthreshold neutron resonance in ${ }^{204} \mathrm{~Pb}$ at the energy quoted in (12) is unnatural. First, its existence naturally breaks the hierarchy of many known subthreshold $s$-wave resonances. Second, there are no obvious reasons for subthreshold $p$-wave resonances to
be strongly forbidden, and it should be borne in mind that everything is allowed, unless it is forbidden.

A measurement of the spin-rotation angle for the scattering of transversely polarized neutrons on a sample enriched in the ${ }^{204} \mathrm{~Pb}$ isotope could be a test of the existence of a $p$-wave resonance at the energy presented in (12). By way of example, we indicate that, for a sample 1.5 cm long and enrichment of $36.6 \%$, the spin-rotation-angle value rescaled from (9) or (10) is

$$
\begin{equation*}
\varphi \approx 8 \times 10^{-5} . \tag{13}
\end{equation*}
$$

The expected value in (13) corresponds to the conditions of the experiments that are being currently performed at the reactor of the Berlin Neutron Scattering Center (BENSC).

## 3. OTHER EFFECTS IN NEUTRON SCATTERING ON ${ }^{204} \mathrm{~Pb}$ NUCLEI

In this section, we will study the contribution of the subthreshold $p$-wave resonance in ${ }^{204} \mathrm{~Pb}$ to effects other than those considered in the preceding section.

For the case of thermal neutrons, the contribution of this $p$-wave resonance to the cross section for $n \gamma$ scattering is

$$
\begin{equation*}
\sigma_{n \gamma}=\pi \Gamma_{p}(E) \Gamma_{\gamma} / 2 m E \times E_{p}^{2}=22 \mathrm{mb} \times \Gamma_{\gamma}, \tag{14}
\end{equation*}
$$

where $\Gamma_{\gamma}$ is the radiative width of the $p$-wave resonance. Assuming a realistic value in the region $\Gamma_{\gamma} \ll 0.1 \mathrm{eV}$, we find that the cross section in (14) is much smaller than 2 mb , a value well below the experimental error in determining the total cross section for radiative-ther-mal-neutron capture by ${ }^{204} \mathrm{~Pb}$ nuclei ( $661 \pm 70 \mathrm{mb}$ ). Thus, the contribution of the $p$-wave resonance in question to the cross section (14) is negligibly small.

The cross-section asymmetry (3) and the spin-rotation angle (4) are proportional, respectively, to the imaginary and to the real part of the difference of the Breit-Wigner scattering amplitudes corresponding to opposite neutron helicities [4]. This difference of the amplitudes is an analytic function that has no singularities in the upper complex half-plane of the neutron energy. By virtue of this, the quantities in (3) and (4) are related by the equation

$$
\begin{equation*}
\varphi=n\left\{\left(E-E_{p}\right) / \Gamma_{p}\right\} \Delta \sigma, \tag{15}
\end{equation*}
$$

where $n$ is the number of nuclei in $1 \mathrm{~cm}^{3}$ of the target, $\Gamma_{p}$ is the total width of the $p$-wave resonance, and

$$
\begin{equation*}
\Delta \sigma=2 A_{n}(E) \sigma_{0} . \tag{16}
\end{equation*}
$$

Here, $\sigma_{0}$ is the total cross section for neutron absorption at a specific energy $E[10]$. The cross-section asymmetry in the scattering of longitudinally polarized thermal neutrons on a natural mixture of lead isotopes was studied by Abov et al. [11], who found that

$$
\begin{equation*}
A_{n}=(-0.7 \pm 0.8) \times 10^{-6} \tag{17}
\end{equation*}
$$

Substituting the experimental values of $\varphi$ from (9) and (10), which correspond to the neutron energy of $E=1.75 \times 10^{-3} \mathrm{eV}(\lambda=6.8 \AA)$; the values of $\sigma_{0}=2.25 \mathrm{~b}$ and $\Gamma_{p}=3 \times 10^{-3} \mathrm{eV}$; the abundance of ${ }^{204} \mathrm{~Pb}$ in a natural mixture of isotopes ( $1.43 \%$ ); and the $p$-resonance position at $E_{p}=-16 \mathrm{eV}$ into relations (15) and (16) and solving them for $A_{n}$, we obtain

$$
\begin{equation*}
A_{n}=2 \times 10^{-7} \tag{18}
\end{equation*}
$$

This result is close to the single-particle value. By rescaling the value in (18) to the thermal point ( $E=$ 0.025 eV , which corresponds to $\lambda=1.8 \AA$ ) with $\sigma_{0}=$ 0.65 b at this neutron energy, we obtain

$$
\begin{equation*}
A_{n}=10^{-9} . \tag{19}
\end{equation*}
$$

Thus, the assumption that there exists a subthreshold $p$-wave resonance in ${ }^{204} \mathrm{~Pb}$ does not contradict available experimental data.

## 4. CONCLUSION

Unexpectedly large experimental values in (9) and (10) for the angle of the rotation of the spin of transversely polarized neutrons about their momentum that are scattered on a natural mixture of lead isotopes have given impetus to searches for reasons behind this phenomenon. An analysis of experimental data has led to the conclusion that the effect may be due to the existence of an as-yet-unobserved subthreshold (negative) $p$-wave resonance in ${ }^{204} \mathrm{~Pb}$. This resonance, whose features naturally follow from (9) and (10), makes a negligibly small contribution to the total cross section for the radiative capture of thermal neutrons, and its existence does not contradict available experimental data.
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Note added. The width of the negative $p$-wave neutron resonance can be estimated by using the relevant strength function and the mean spacing between the $p$-wave neutron resonances [8, 9]. The result proves to be 0.03 eV , which is one order of magnitude greater than the value used in the present study. A $p$-wave resonance of width 0.03 eV corresponds to an energy of -29 eV . Thus, the occurrence of a $p$-wave resonance in the energy range $-(16-29) \mathrm{eV}$ seems to be admissible theoretically.
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#### Abstract

The diffractive reaction $p+N \longrightarrow\left[\Sigma^{+} K^{0}\right]+N$ induced by $70-\mathrm{GeV}$ protons is investigated at the SPHINX facility. The measured mass spectrum of the $\Sigma^{+} K^{0}$ system originating from this reaction shows a resonance structure with a mass of $M=1995 \pm 18 \mathrm{MeV}$ and a width of $\Gamma=90 \pm 32 \mathrm{MeV}$. The cross section for the formation of this structure is found to be $\sigma=182 \pm 38 \mathrm{nb}$ per target nucleon. These data comply well with the results that we obtained previously in studying the reaction $p+N \longrightarrow\left[\Sigma^{0} K^{+}\right]+N$, where we observed the formation of the $X(2000) \longrightarrow \Sigma^{0} K^{+}$state, a candidate for an exotic baryon with hidden strangeness. The measured ratio $R$ of the two branching fractions, $R=\operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{+} K^{0}\right] / \operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{0} K^{+}\right]=1.91 \pm 0.38$, is consistent with the value of $R=2$ expected for an isospin-1/2 baryon. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The experiments of the SPHINX collaboration have been implementing a broad program of searches for exotic hadronic states in diffractive proton-induced reactions and in transitions characterized by high momentum transfers. The major results of these investigations have been reported in [1-11] and summarized in the review articles [12-15].

The SPHINX facility used in the measurements being discussed included a wide-aperture magnetic spectrometer equipped with proportional and drift chambers, drift tubes, and scintillation hodoscopes; a $\gamma$ spectrometer composed of lead-glass counters; and a system of Cherenkov detectors, including a RICH device, for identifying charged secondaries. For further details on the apparatus, the reader is referred to [1, 10] (the latter reference describes the partially upgraded apparatus with a new $\gamma$ spectrometer ensuring a more efficient detection of the decay processes $\Lambda \longrightarrow p \pi^{-}$and $\Sigma^{0} \longrightarrow \Lambda \gamma$ ). Some (2-4) $\times 10^{6} 70-\mathrm{GeV}$ protons were delivered to the apparatus per accelerator cycle.

Reported in $[4-7,10,11]$ are our previous investiga-

[^2]tions of the diffractive reaction
\[

$$
\begin{align*}
& p+N {\left[\Sigma^{0} K^{+}\right]+N, }  \tag{1}\\
& \longleftrightarrow \Lambda \gamma \\
& \longleftrightarrow
\end{align*}
$$ \pi^{-}
\]

where $N$ denotes either a nucleon or a carbon nucleus as a discrete unit (for a coherent process). The effec-tive-mass spectrum of the $\Sigma^{0} K^{+}$system originating from this reaction is dominated by a resonance enhancement with a mass of $M=1986 \pm 6 \mathrm{MeV}$ and a width of $\Gamma=98 \pm 20 \mathrm{MeV}$. The statistical significance of the enhancement, referred to as $X(2000)$, exceeds ten standard deviations. The product of the formation cross section and the relevant branching fraction was estimated as

$$
\begin{gather*}
\sigma=[p+N \longrightarrow X(2000)+N] \\
\times \operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{0} K^{+}\right]=95 \pm 20 \mathrm{nb} / \text { nucleon } . \tag{2}
\end{gather*}
$$

Apart from having a relatively small width, the $X(2000)$ state is anomalous in that it predominantly decays through channels involving the emission of strange particles: specifically, we found that

$$
\begin{gather*}
R=\operatorname{Br}[X(2000) \longrightarrow \Sigma K] \\
\times(\operatorname{Br}[X(2000) \longrightarrow \Delta(1232) \pi ; p \pi \pi] \geq 1)^{-1} ; \tag{3}
\end{gather*}
$$

recall that, for ordinary three-quark isobars, this ratio does not exceed a few percent $[15,16]$. On this basis,


Fig. 1. Effective-mass spectrum of the $\pi^{+} \pi^{-}$system for events selected to isolate reaction (4) (see main body of the text). We can see here a distinct peak due to the decay

$$
K_{S}^{0} \longrightarrow \pi^{+} \pi^{-}
$$

we tentatively interpret the $X(2000)$ state as an exotic pentaquark baryon with hidden strangeness ( $\mid u u d \bar{s} s>$ ).

In the near-threshold region, the mass spectrum of the $\Sigma^{0} K^{+}$system emitted in the coherent reaction (1) shows yet another enhancement at $M=1807 \pm 7 \mathrm{MeV}$, $X(1810)$, its width being $\Gamma=62 \pm 19 \mathrm{MeV}$. That this state is formed at very low transverse momenta $\left(P_{T}^{2}<\right.$ $0.01 \mathrm{GeV}^{2}$ ) may suggest the Coulomb production mechanism [11, 17].

The present article reports on our first results for the diffractive reaction

$$
\begin{equation*}
 \tag{4}
\end{equation*}
$$

which features a $\Sigma^{0} K^{+}$system in an isospin state different from that in reaction (1). Analyzed are the same data as in our latest investigation of reaction (1) with the partially upgraded apparatus (see [10, 11]).

## 2. INVESTIGATION OF THE REACTION <br> $$
p+N \longrightarrow\left[\Sigma^{+} K^{0}\right]+N
$$

Among all final states of the transition

$$
\begin{array}{r}
p+N \longrightarrow p \pi^{+} \pi^{-} \pi^{0}+N  \tag{5}\\
\longrightarrow 2 \gamma
\end{array}
$$

we sought events of reaction (4), which features two unstable particles. For this, we adopted a special procedure consisting of the following successive stages:
(i) Events involving three charged secondaries in the final state and two photon showers detected by the $\gamma$ spectrometer were selected. It was required that the three charged secondaries be identified as $p, \pi^{+}$, and $\pi^{-}$ by the system of Cherenkov counters and that the measured energy of each photon exceed a lower threshold of 1 GeV ; the latter was necessary for the soft background in the $\gamma$ spectrometer to be suppressed.
(ii) The position of the primary vertex was determined for a first approximation as a fitted point of intersection of all three charged tracks, which was then used to reconstruct the photon 3 -momenta. The effective mass of two photons was required to lie within the $\pi^{0}$ window $110<M_{\gamma \gamma}<160 \mathrm{MeV}$. In choosing the width of the $\pi^{0}$ window, it was considered that the final-state $\pi^{0}$ meson originates from the secondary vertex of the decay $\Sigma^{+} \longrightarrow p \pi^{0}$ rather than from the primary vertex, whereby $M_{\gamma}$ is effectively reduced by a value not greater than some 10 MeV .
(iii) The estimate of the $\pi^{0}$ momentum was refined by kinematically constraining the two photons to correspond to the decay $\pi^{0} \longrightarrow \gamma \gamma$.
(iv) A selected event was required to satisfy the elasticity condition $65<E_{p}+E_{\pi^{+}}+E_{\pi^{-}}+E_{\pi^{0}}<75 \mathrm{GeV}$.
(v) The point of intersection of the trajectories of the final-state $\pi^{+}$and $\pi^{-}$mesons and their total momentum (referred to by convention as the $K^{0}$-meson momentum) were found. The longitudinal coordinate of this secondary decay vertex, $Z 1$, was determined.
(vi) Likewise, the vertex of $\Sigma^{+}$decay was found as the point of intersection of the trajectories of the finalstate proton and $\pi^{0}$ meson, and the momentum of the $\Sigma^{+}$ candidate was estimated as the sum of their momenta.
(vii) The momenta of the proton and the $\pi^{0}$ meson were refined by refitting the trajectories of these particles to the estimated vertex of $\Sigma^{+}$-hyperon decay.
(viii) The position of the primary vertex was determined more precisely by intersecting the refined $\Sigma^{+}$trajectory with the $K^{0}$ and the primary-proton trajectory. The longitudinal coordinate of the primary vertex estimated in this way was denoted by $Z$.
(ix) We further studied the effective mass distribution of the $\pi^{+} \pi^{-}$system versus $d=(Z 1-Z) /((D(Z 1)+$ $D(Z))^{1 / 2}$, where $D(Z)$ and $D(Z 1)$ are the uncertainties in determining the coordinates $Z$ and $Z 1$, respectively. The condition $d>0$ selects the $K_{S}^{0}$-decay vertex downstream of the primary vertex; a further increase in the lower cut on $d$ improves the purity of the selected event sample, but this is accompanied by a reduction of relevant statistics. Our analysis revealed that the condition $d>1.0$ is optimal. For this selection, Fig. 1 shows the effective-mass distribution of the $\pi^{+} \pi^{-}$system; there, we can see a prominent peak associated with the $K^{0}$ meson: in the mass window $0.486-0.510 \mathrm{GeV}$, there
is a signal of some 271 events above a smooth background.
(x) For events that contained $K^{0}$ candidates selected in the way outlined above, we then plotted the effec-tive-mass spectrum of the $p \pi^{0}$ system (see Fig. 2). That this spectrum features a distinct signal due to the decay process $\Sigma^{+} \longrightarrow p \pi^{0}$ makes it possible to isolate reliably reaction (4). In the mass window $1.174-1.204 \mathrm{GeV}$, there are 194 events above a smooth background, with the signal-to-background ratio being close to four.

We can conclude that the above procedure has enabled us to isolate reliably reaction (4), which features two unstable secondaries, and to analyze its kinematics.

Figure 3 displays the effective-mass spectrum of the $\Sigma^{+} K^{0}$ system for events of reaction (4) that were selected from the $\Sigma^{+}$-hyperon mass window in Fig. 2. Despite comparatively low statistics, we can state that, qualitatively, this distribution is consistent with the analogous data obtained in previous SPHINX experiments for reaction (1) $[10,11]$. The $\Sigma^{+} K^{0}$ spectrum in Fig. 3 shows two resonance enhancements whose parameters are
$M=1812 \pm 7 \mathrm{MeV}, \quad \Gamma=41 \pm 30 \mathrm{MeV}, \quad N=26 \pm 13$;
$M=1995 \pm 18 \mathrm{MeV}, \quad \Gamma=90 \pm 32 \mathrm{MeV}, \quad N=68 \pm 12$.
The first enhancement, which needs to be confirmed at a higher level of statistics (which are being collected at present), is not discussed here (see [11]). The parameters of the second enhancement suggest that it arises from $\Sigma^{+} K^{0}$ decays of the baryon state $X(2000)$, which we detected earlier in the $\Sigma^{+} K^{0}$ decay channel.

In order to compare quantitatively the results of the present study with those for reaction (1), we estimated the detection efficiency for events of reaction (4), taking into account the above selection criteria (see Fig. 4). In determining the cross section for $X(2000)$ formation, information about statistics and the efficiency was supplemented with the following inputs:
(a) The total number of primary protons delivered to the target was $4.3 \times 10^{10}$.
(b) Under the assumption that, for one $\mathrm{CH}_{2}$ molecule, the effective number of nucleons was $2+A^{2 / 3}=$ 7.24, the effective thickness of the polyethylene target was estimated at $3.46 \times 10^{24}$ nucleon $/ \mathrm{cm}^{2}$.
(c) The $\Sigma^{+} \longrightarrow p \pi^{0}$ branching fraction was set to 51.6\%.
(d) Fifty percent of all $K^{0}$ mesons were assumed to be emitted in the form of $K_{S}^{0}$.
(e) The $K_{S}^{0} \longrightarrow \pi^{+} \pi^{-}$branching fraction was set to 68.6\%.

Taking all the above into account, we estimated the product of the cross section for the formation of $X(2000)$ in reaction (4) and the corresponding branch-


Fig. 2. Effective-mass distribution of the $p \pi^{0}$ system for events selected in the $K_{S}^{0}$ window (see Fig. 1). That this distribution features a distinct peak due to the decay $\Sigma^{+} \longrightarrow$ $p \pi^{0}$ allowed us to select events of reaction (4).


Fig. 3. Effective-mass distribution of the $\Sigma^{+} K^{0}$ system emitted in reaction (4). The solid curve represents the results of a fit in terms of two Breit-Wigner distributions and a regular polynomial background illustrated by the dashed curve (in all, ten adjustable parameters were used). The fitted parameter values are quoted in the main body of the text.
ing ratio at

$$
\begin{align*}
\sigma[p+N \longrightarrow & X(2000)+N] \operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{+} K^{0}\right] \\
& =182 \pm 32 \mathrm{nb} / \text { nucleon. } \tag{6}
\end{align*}
$$

Dividing this by the analogous estimate for reaction (2) from [11], we obtain

$$
\begin{gather*}
R=\operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{+} K^{0}\right] \\
\times\left(\operatorname{Br}\left[X(2000) \longrightarrow \Sigma^{0} K^{+}\right]\right)^{-1}=1.91 \pm 0.38 . \tag{7}
\end{gather*}
$$



Fig. 4. Estimated detection efficiency for reaction (4) as a function of the effective mass of the $\Sigma^{+} K^{0}$ system.

We also have

$$
\begin{align*}
\sigma[p+N \longrightarrow & X(2000)+N] \operatorname{Br}\left[X(2000) \longrightarrow \Sigma K^{+}\right] \\
& =277 \pm 72 \mathrm{nb} / \text { nucleon. } \tag{8}
\end{align*}
$$

Only statistical errors are quoted in the above results. The systematic uncertainties in estimating the detection efficiency, the absolute normalization, and the $A$ dependence are about $\pm 20$ and $\pm 15 \%$ for, respectively, the absolute cross section and the ratio of the branching fractions.

Since the $X(2000)^{+}$baryon is formed via the diffractive dissociation of a proton, its isospin must be $1 / 2$. The expected value of the ratio of the branching fractions must then be

$$
R\left(X_{I=1 / 2}^{+}\right)=2 .
$$

This agrees well with the experimental value in (7).

## 3. CONCLUSION

In summary, we have isolated, for the first time, the diffractive reaction (4) and observed the formation of the $X(2000)^{+}$state decaying into $\Sigma^{+} K^{0}$; originally, the SPHINX collaboration detected this state in its decay through another isotopic channel, $X(2000)^{+} \longrightarrow \Sigma^{0} K^{+}$. The results of the new measurements comply well with previous data on process (1) (see [11]), independently confirming the existence of the $X(2000)$ state, which is interpreted as a candidate for an exotic pentaquark baryon with hidden strangeness.

Preliminary results of the present experiment were reported at a symposium in Tbilisi [18].

The analysis of reaction (4) will benefit from a tenfold increase in statistics that is foreseen in the near future.
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#### Abstract

The electromagnetic form factors for pions and nucleons are considered within the model of quarkgluon strings, where the momentum-transfer dependence of hadronic form factors is determined by the intercepts of the corresponding Regge trajectories and by the Sudakov form factor. Analytic expressions found for form factors in the timelike region admit an analytic continuation to the spacelike region. The resulting form factors for pions and nucleons comply well with experimental data both for positive and for negative values of the squared momentum transfer $q^{2}$. It is shown that the distinctions between the absolute values of the pion and nucleon form factors $F_{\pi}\left(q^{2}\right), G_{m}\left(q^{2}\right)$, and $F_{2}\left(q^{2}\right)$ at positive values of $q^{2}$ and those at negative values of this variable are associated with the analytic properties of the double-logarithmic term in the exponent of the Sudakov form factor. The spin structure of the amplitudes for quark transitions into hadrons that is proposed in the present study makes it possible to describe fairly well available experimental data on the Pauli form factor $F_{2}$ and on the ratio $G_{e} / G_{m}$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

It is well known that, at high momentum transfers ( $\left|q^{2}\right| \gg M^{2}$, where $M$ is nucleon mass), the charge and the magnetic form factor for nucleons can be closely approximated by the dipole formula $\left|G_{e, m}\left(q^{2}\right)\right| \sim 1 /\left|q^{2}\right|^{2}$ (for an overview, see [1]). For the Pauli form factors, this dependence becomes $\left|F_{1}\left(q^{2}\right)\right| \sim 1 /\left|q^{2}\right|^{2}$ and $\left|F_{2}\left(q^{2}\right)\right| \sim$ $1 /\left|q^{2}\right|^{3}$. The experimental data from $[2,3]$ also indicate that, at high $\left|q^{2}\right|$, the absolute value of the nucleon form factor $G_{m}\left(q^{2}\right)$ in the timelike region is approximately twice as great as that in the spacelike region-specifically, we have $\left|G_{m}\left(q^{2}\right)\right| \sim c_{1} /\left|q^{2}\right|^{2}$ for $q^{2}>0$ and $\left|G_{m}\left(q^{2}\right)\right| \sim$ $c_{2} /\left|q^{2}\right|^{2}$ for $q^{2}<0$ with $c_{1} \simeq 2 c_{2}$ (see, for example, the review article of Gauzzi [3] and references therein).

Available experimental data on the pion form factor can be similarly described by the power-law expression $F_{\pi}\left(q^{2}\right) \sim c_{\pi} / q^{2}$. In all probability, the absolute value of the pion form factor, $\left|F_{\pi}\left(q^{2}\right)\right|$, is also greater in the timelike region than in the spacelike region, their ratio being again equal to two (see [3]).

As to theoretical studies, they agree in that, at asymptotically high momentum transfers, a correct description of the form factors in question is provided by the hard-scattering model, which is based on the assumption that soft and hard contributions factorize (see, for example, [4] and references therein). Nonetheless, there is the question of whether it is possible to apply this approach (which relies on perturbative QCD) in the region $q^{2} \leq 30 \mathrm{GeV}^{2}$ ) (see, for example, [5-8]), where experimental data are available. In the past few years, the hard-scattering model has been modified to

[^3]take into account the $\mathbf{k}_{\perp}$ dependence of the hadron wave function and to include various parametrizations of the Sudakov form factor [9-12]. Within this modified approach, it is possible to perform a self-consistent calculation of perturbative contributions to the form factors even at comparatively low squares of the momentum transfers (between about 2 and $3 \mathrm{GeV}^{2}$ ). Among other things, such calculations revealed that, in this region, the perturbative contribution to the form factors is overly small to describe experimental data [13-15]. An analysis of the latest studies devoted to computing electromagnetic form factors on the basis of perturbative QCD showed (see, for example, the survey of Jain et al. [16]) that the absolute form-factor values cannot be predicted by calculations in the leading order in the strong-interaction coupling constant $\alpha_{s}$. This result implies that nonperturbative (soft) contributions are of importance in calculating form factors.

A nonperturbative approach to describing hadronic form factors at finite $q^{2}$ on the basis of the model of quark-gluon strings (QGS model, also known as QGSM) [17] was proposed in [18]. Previously, the QGSM was used to describe soft hadron interactions at high energies [19, 20]. The QGSM is based on the ideas of a topological $1 / N$ expansion [21-24] and on the color-tube model [25-28]. The QGSM can be considered as a microscopic model describing Regge phenomenology in terms of quark degrees of freedom; with the aid of this model, it proves to be possible to establish links between many soft hadronic reactions. Within the QGSM, the $q^{2}$ dependence of hadronic form factors is determined by [18] the intercepts of the Regge trajectories of mesons and baryons and by the Sudakov form factor.


Fig. 1. Planar diagrams corresponding to the binary reactions $(a) \pi^{+} \pi^{-} \longrightarrow \pi^{0} \pi^{0}$, (b) $\pi \bar{\pi} \longrightarrow N \bar{N}$, and (c) $N \bar{N} \longrightarrow N \bar{N}$.

In the present study, it is shown that, within the QGSM, the distinction between the absolute values of hadronic form factors at positive $q^{2}$ and those at negative values of this variable is naturally explained by the analytic dependence of the Sudakov form factor on $q^{2}$. The model is generalized to take into account spin variables. This is done by introducing the amplitudes for quark transitions into hadrons, $T^{q \bar{q} \rightarrow h \bar{h}}$, and for hadron transitions into quarks, $T^{h \bar{h} \rightarrow q \bar{q}}$. Previously, spin effects within the QGSM were discussed in [18, 29]. The method proposed here differs substantially from the approach used in [29]. The introduction of spin variables makes it possible to separate the nucleon form factors $F_{1}$ and $F_{2}$ and to prove that, at high $q^{2}$, the pion form factor is additionally suppressed within the QGSM because of helicity conservation.

Relevant formulas are derived in the timelike region. Since the results are obtained in the form of analytic expressions, our formulas for the form factors in question can be continued analytically to the spacelike region. In the model used here, the distinction between the absolute values of the form factors at positive $q^{2}$ and those at negative $q^{2}$ are explained by the analytic dependence of the double-logarithmic term in the exponent of the Sudakov form factor.

The ensuing exposition is organized as follows. In Section 2, we present the fundamentals of the QGSM. We consider the amplitudes for the transitions of a quark-antiquark pair into a nucleon-antinucleon pair, $A^{q \bar{q} \rightarrow N \bar{N}}(s, t)$, and into a $\pi^{+} \pi^{-}$pair, $A^{q \bar{q} \rightarrow \pi^{+} \pi^{-}}(s, t)$, and find the asymptotic behavior of these amplitudes for large $s$ and finite $t$. For the transitions $\gamma \longrightarrow N \bar{N}$ and $\gamma \longrightarrow \pi^{+} \pi^{-}$, the matrix elements, which are defined as
the convolution of the amplitudes for the transitions $\gamma \longrightarrow q \bar{q}$ and $q \bar{q} \longrightarrow h \bar{h}$ in the momentum representation or as the product of these amplitudes in the impact-parameter representation, are obtained analytically for $|s| \gg M^{2}$ and $|t| \leq M^{2}$. In Section 3, we determine the spin structure of the amplitudes $T^{q \bar{q} \rightarrow N \bar{N}}$ and $T^{q \bar{q} \rightarrow \pi^{+} \pi^{-}}$and derive expressions for the pion form factor $F_{\pi}(s)$, as well as for the nucleon charge and magnetic form factors [ $G_{e}(s)$ and $G_{m}(s)$, respectively]. In Section 4, we consider the suppression of the amplitudes for the transitions $\gamma \longrightarrow N \bar{N}$ and $\gamma \longrightarrow \pi^{+} \pi^{-}$that is described by the Sudakov form factor. In Section 5, we present numerical results for the form factors $G_{m}(s)$, $G_{e}(s)$, and $F_{\pi}(s)$ and compare these results with experimental data. A brief summary of the results obtained in this study is given in Section 6.

## 2. MODEL OF QUARK-GLUON STRINGS:

## AMPLITUDE FOR THE TRANSITION $q \bar{q} \longrightarrow h \bar{h}$

 IN THE LIMIT OF LARGE $s$ AND FINITE $t$Let us consider the binary reactions $\pi^{+} \pi^{-} \longrightarrow \pi^{0} \pi^{0}$, $\pi^{+} \pi^{-} \longrightarrow N \bar{N}$, and $p \bar{p} \longrightarrow N \bar{N}$. At large values of $s$ and finite values of $t$, these reactions can be described in terms of planar diagrams featuring $t$-channel valence-quark exchanges. In the diagrams presented in Fig. 1, single and double solid lines represent valence quarks and diquarks, respectively; no exchanges of soft gluons are shown there. In accordance with the topological $1 / N_{f}$ expansion [18, 22], these planar diagrams are dominant at $N_{f} \gg 1$ and $N_{c} / N_{f} \sim 1$. In the case of nucleonic and pionic reactions, the main contribution comes from the exchanges of light $u, d$, and $s$ quarks, and the expansion parameter is not very small: $1 / N_{f}=$ $1 / 3$. Nonetheless, it is $1 / N_{f}^{2} \approx 1 / 10$, rather than $1 / N_{f}$ [22], that appears to be an actual expansion parameter for the amplitudes of exclusive reactions featuring specific quantum numbers in the $t$ channel. With each planar diagram of the topological expansion, we can associate a spacetime pattern formulated in terms of the string model or a color-tube model [17].

By way of example, we will consider the spacetime pattern of the binary reaction $\pi^{+} \pi^{-} \longrightarrow \pi^{0} \pi^{0}$ (see Fig. 1a). At a high c.m. energy $\sqrt{s}$, the reaction occurs if, in each pion, there arises a rare quark configuration such that one quark (antiquark), which plays the role of a spectator, carries almost the entire hadron momentum, while the valence antiquark (quark) in this system is slow. In this configuration, the difference of the rapidities $y$ between the active and the spectator quark (between the quark and the antiquark) in each hadron is

$$
\begin{equation*}
y_{q}-y_{\bar{q}} \simeq \frac{1}{2} \ln \left(\frac{s}{s_{0}}\right), \tag{1}
\end{equation*}
$$

where $s_{0} \sim 1 \mathrm{GeV}^{2}$.
After that, two slow valence partons-the quark and the antiquark-from each pion ( $\pi^{+}$and $\pi^{-}$) annihilate, whereas the fast spectator quark and antiquark continue moving. As the fast quarks move apart, a gluon string is stretched between them. The string in question may rupture, whereby a two-particle hadronic state is formed via the process in which the generation of a quark-antiquark pair $q \bar{q}$ from a vacuum is followed by the recombination of the quarks from this pair with the corresponding spectator quarks. In the specific case being considered, this leads to the formation of a $\pi^{0} \pi^{0}$ system. The same spacetime pattern describes the process depicted in Fig. 1b. The only difference is that the rupture of the string leads, in the latter case, to the production of a diquark-antidiquark pair from a vacuum with the subsequent formation of a nucleon-antinucleon system in the final state.

In perfect analogy with the above, the diagram in Fig. $1 c$ describes the process where a valence diquark $(q q)$ and a valence antidiquark ( $\overline{q q}$ ) annihilate, which results in the formation of a quark-gluon string in the intermediate state. The string then ruptures, producing a quark-antidiquark pair in the final state. The primary $q \bar{q}[$ or $(q q)(\overline{q q})]$ structures annihilate if the rapidity difference between the valence quark $q$ and the valence antiquark $\bar{q}$ [or between $(q q)$ and $(\overline{q q})$ ] is small, $y_{i} \approx 0$ (either of the two interacting partons is nearly at rest in the c.m. frame), and if the relative impact parameter $\left|\mathbf{b}_{\perp}-\mathbf{b}_{0 \perp}\right|$ is less than the interaction range. The probability of finding a valence quark with a rapidity $y_{q}$ and with an impact parameter $\mathbf{b}_{\perp}$ in a hadron has the form [18]

$$
\begin{gather*}
w\left(y_{q}-y_{0}, \mathbf{b}_{\perp}-\mathbf{b}_{0 \perp}\right) \\
=\frac{c}{4 \pi R^{2}(s)} \exp \left[-\beta\left(y_{q}-y_{0}\right)-\frac{\left(\mathbf{b}_{\perp}-\mathbf{b}_{0 \perp}\right)^{2}}{4 R^{2}(s)}\right], \tag{2}
\end{gather*}
$$

where $R^{2}(s)$ is the square of the effective range of interaction, $y_{0}$ is the hadron rapidity in the reaction c.m. frame, $\mathbf{b}_{\perp}$ is the coordinate of the valence quark in the impact-parameter representation, and $\beta$ is a parameter. As was shown in [18], the parameters $\beta$ and $R^{2}(s)$, which determine the density of quark distribution in a hadron, can be expressed in terms of the phenomenological parameters of the Regge trajectory $\alpha_{R}(t)$ that makes the dominant contribution to a given planar diagram. Specifically, the parameter $\beta$ is related to the intercept of the Regge trajectory as $\beta=1-\alpha_{R}(0)$, while $R^{2}(s)=R_{0}^{2}+\alpha^{\prime}\left(y_{q}-y_{0}\right)$, where $\alpha^{\prime}=\alpha_{R}^{\prime}(0)$ is the slope of the dominant Regge trajectory.

For an $a b \longrightarrow c d$ binary reaction involving the formation of a quark-gluon string (or a color tube) in the intermediate state, the above spacetime pattern leads to the factorization of the amplitudes in the $s$ channel.

Since the product color tube does not preserve information about the properties of the initial state, the probability of the formation of an arbitrary state depends neither on the type of the annihilated quarks nor on the structure of the initial state; it is determined exclusively by the type of quarks produced upon the rupture of the string.

Generalizing the approach developed in [19, 20], we introduce the amplitudes $\tilde{T}^{a b \rightarrow q \bar{q}}\left(s, \mathbf{b}_{\perp}\right)$ and $\tilde{T}^{q \bar{q} \rightarrow c d}(s$, $\mathbf{b}_{\perp}$ ) that describe, respectively, the formation and the rupture of a quark-gluon tube. For an $a b \longrightarrow c d$ binary reaction, the amplitude that corresponds to the diagram in Fig. $1 a, 1 b$, or $1 c$ can be represented as the product of the amplitudes in the impact-parameter representation,

$$
\begin{equation*}
\tilde{A}^{a b \rightarrow c d}\left(s, \mathbf{b}_{\perp}\right)=\frac{i}{2 s} \tilde{T}^{a b \rightarrow q \bar{q}}\left(s, \mathbf{b}_{\perp}\right) \tilde{T}^{q \bar{q} \rightarrow c d}\left(s, \mathbf{b}_{\perp}\right), \tag{3}
\end{equation*}
$$

or as the convolution of the two amplitudes in the momentum representation,

$$
\begin{gather*}
A^{a b \rightarrow c d}\left(s, \mathbf{q}_{\perp}\right) \\
=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} T^{a b \rightarrow q \bar{q}}\left(s, \mathbf{k}_{\perp}\right) T^{q \bar{q} \rightarrow c d}\left(s, \mathbf{q}_{\perp}-\mathbf{k}_{\perp}\right) . \tag{4}
\end{gather*}
$$

Let us now find the parameters appearing in the amplitudes $T^{\pi^{+} \pi^{-} \rightarrow q \bar{q}}\left(s, \mathbf{k}_{\perp}\right)$ and $T^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{k}_{\perp}\right)$ at asymptotically large values of $s$. This corresponds to the Regge parametrization of the amplitudes $A^{\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}}$, $A^{\pi \bar{\pi} \rightarrow N \bar{N}}$, and $A^{N \bar{N} \rightarrow N \bar{N}}$; that is,

$$
\begin{align*}
A^{\pi^{+} \pi^{-} \rightarrow \pi^{0} \pi^{0}}(s, t) & =N_{M}\left(-\frac{s}{s_{0}}\right)^{\alpha_{M}(t)} \exp \left(R_{0 M}^{2} t\right), \\
A^{\pi \bar{\pi} \rightarrow N \bar{N}}(s, t) & =N_{B}\left(-\frac{s}{s_{0}}\right)^{\alpha_{B}(t)} \exp \left(R_{0 B}^{2} t\right),  \tag{5}\\
A^{N \bar{N} \rightarrow N \bar{N}}(s, t) & =N_{D}\left(-\frac{s}{s_{0}}\right)^{\alpha_{D}(t)} \exp \left(R_{0 D}^{2} t\right),
\end{align*}
$$

where $\alpha_{M}(t), \alpha_{B}(t)$, and $\alpha_{D}(t)$ are the dominant meson, baryon, and quark-diquark Regge trajectories, respectively, while $N_{M}, N_{B}$, and $N_{D}$ are the corresponding normalization constants. For the dominant Regge poles, we have

$$
\begin{gather*}
\alpha_{M}(0) \simeq 0.5, \quad \alpha_{B}(0) \simeq-0.5 \\
\alpha_{D}(0) \simeq 2 \alpha_{B}(0)-\alpha_{M}(0) \simeq-1.5 . \tag{6}
\end{gather*}
$$

For the case of light constituent quarks, the relevant slopes of the Regge trajectories are

$$
\begin{equation*}
\alpha_{M}^{\prime}(0) \simeq \alpha_{B}^{\prime}(0) \simeq \alpha_{D}^{\prime}(0) \simeq 1.0 \mathrm{GeV}^{-2} . \tag{7}
\end{equation*}
$$



Fig. 2. Planar diagrams corresponding to the processes (a) $\gamma \longrightarrow \pi^{+} \pi^{-}$and $(b) \gamma \longrightarrow N \bar{N}$.

Taking into account the factorization equations (3) and (4), we can represent the amplitudes $\tilde{T}^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{b}_{\perp}\right)$ and $\tilde{T}^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}\right)$ as

$$
\begin{gather*}
\tilde{T}^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{b}_{\perp}\right) \\
=N_{M}^{1 / 2} \frac{1}{2 \sqrt{\pi} R_{M}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{M}(0)+1\right) / 2} \exp \left(-\frac{\mathbf{b}_{\perp}^{2}}{8 R_{M}^{2}(s)}\right), \\
\tilde{T}^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}\right)  \tag{8}\\
=N_{D}^{1 / 2} \frac{1}{2 \sqrt{\pi} R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)+1\right) / 2} \exp \left(-\frac{\mathbf{b}_{\perp}^{2}}{8 R_{D}^{2}(s)}\right)
\end{gather*}
$$

where the quantities $R_{M}(s)$ and $R_{D}(s)$ defined by the relations

$$
\begin{align*}
R_{M}^{2}(s) & =R_{0 M}^{2}+\alpha_{M}^{\prime}(0) \ln \left(-\frac{s}{s_{0}}\right) \\
R_{D}^{2}(s) & =R_{0 D}^{2}+\alpha_{D}^{\prime}(0) \ln \left(-\frac{s}{s_{0}}\right) \tag{9}
\end{align*}
$$

have the meaning of the effective ranges of interaction.
Substituting the amplitudes specified by equations (8) into (3), we obtain

$$
\begin{gather*}
\tilde{A}^{\pi \bar{\pi} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}\right)=\left(N_{M} N_{D}\right)^{1 / 2} \frac{1}{4 \pi R_{D}(s) R_{M}(s)} \\
\times\left(-\frac{s}{s_{0}}\right)^{\frac{1}{2}\left(\alpha_{D}(0)+\alpha_{M}(0)\right)} \exp \left[-\mathbf{b}_{\perp}^{2}\left(\frac{1}{8 R_{M}^{2}(s)}+\frac{1}{8 R_{D}^{2}(s)}\right)\right] \tag{10}
\end{gather*}
$$

For the equalities in (5) and (10) to be consistent, it is necessary to require that the parameters of the Regge trajectories [18] and the normalization constants satisfy the relations

$$
\begin{gather*}
2 \frac{1}{R_{B}^{2}(s)}=\frac{1}{R_{M}^{2}(s)}+\frac{1}{R_{D}^{2}(s)}  \tag{11}\\
2 \alpha(0)_{B}=\alpha_{D}(0)+\alpha_{M}(0) \\
\left(N_{M} N_{D}\right)^{1 / 2} \frac{1}{R_{D}(s) R_{M}(s)}=N_{B} \frac{1}{R_{B}^{2}(s)} \tag{12}
\end{gather*}
$$

Assuming that only light $u, d$, and $s$ quarks participate in the above reactions, we arrive at [18]

$$
\begin{gather*}
\alpha_{M}^{\prime}(0)=\alpha_{B}^{\prime}(0)=\alpha_{D}^{\prime}(0) \equiv \alpha^{\prime}(0) \\
R_{0 M}^{2}(0)=R_{0 B}^{2}(0)=R_{0 D}^{2}(0) \equiv R_{0}^{2}(0),  \tag{13}\\
\left(N_{M} N_{D}\right)^{1 / 2}=N_{B} .
\end{gather*}
$$

In this case, relations (11) and (12) hold for all values of $s$. Otherwise, these relations are satisfied at sufficiently large values of $s$ (see also [18]).

Within this approach, we can also consider the reaction of electron-positron annihilation into hadrons (see Fig. 2). In the case of $\gamma \longrightarrow N \bar{N}$ (Fig. 2b), a virtual photon produces a quark-antiquark pair. As the components of the pair move apart, a color tube is stretched between the fast quarks. The rupture of the tube with the formation of a final-state hadron pair is governed by the same mechanism as that in the processes illustrated in Fig. 2b. The string ruptures, generating a diquarkantidiquark pair, which subsequently forms a final nucleon-antinucleon state via the interaction with spectator quarks. The corresponding transition form factors can be expressed in terms of the amplitudes $T^{\gamma \rightarrow q \bar{q}}\left(s, \mathbf{b}_{\perp}\right)$ and $\tilde{T}^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}\right)$ as

$$
\begin{equation*}
A^{\gamma \rightarrow N \bar{N}}(s)=\frac{i}{2 s} T^{\gamma \rightarrow q \bar{q}}(s) \tilde{T}^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}=0\right) \tag{14}
\end{equation*}
$$

Thus, we find that, at large $s$, the nucleon form factors are given by

$$
\begin{align*}
\left|G_{m, e}(s)\right| & \sim|s|^{-1}\left|\tilde{T}^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{b}_{\perp}=0\right)\right| \\
& \sim \frac{1}{R_{D}(s)}|s|^{\left(\alpha_{D}(0)-1\right) / 2} \tag{15}
\end{align*}
$$

In the case where a $\pi^{+} \pi^{-}$pair is formed in the final state (see Fig. 2a), the relevant expressions for the amplitudes and for the form factor can be represented as

$$
\begin{align*}
A^{\gamma \rightarrow \pi \bar{\pi}}(s) & =\frac{i}{2 s} T^{\gamma \rightarrow q \bar{q}}(s) \tilde{T}^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{b}_{\perp}=0\right)  \tag{16}\\
\left|F_{\pi}(s)\right| & \sim|s|^{-1}\left|\tilde{T}^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{b}_{\perp}=0\right)\right| \\
& \sim \frac{1}{R_{M}(s)}|s|^{\left(\alpha_{M}(0)-1\right) / 2} \tag{17}
\end{align*}
$$

Taking into account the intercept values specified by (6), we find that the asymptotic behavior of the form factors is described by the expressions

$$
\begin{gathered}
F_{\pi}(s) \sim\left|s / s_{0}\right|^{-1 / 4} \\
\left|G_{m, e}(s)\right| \sim\left|s / s_{0}\right|^{-5 / 4}
\end{gathered}
$$

This asymptotic behavior of the form factors differs from that which is predicted by the quark-counting
rules [30] and from that which follows from the calculations based on perturbative QCD [4]. Moreover, the asymptotic behavior that we obtained is at odds with experimental data on the pion and nucleon form factors, which vary, in experiments, in inverse proportion to the total c.m. energy and its square, respectively; that is, $F_{\pi}(s) \sim s^{-1}$ and $G_{m, e}(s) \sim s^{-2}$. The reason behind this discrepancy is that we took no account of the suppression of the amplitudes that is due to the Sudakov form factor. In Sections 3 and 4, it will be shown that, as soon as the Sudakov form factor is included in our theoretical scheme, a correct $q^{2}$ dependence of the hadron form factors is recovered both in the time- and in the spacelike region; moreover, the ratios of the absolute values of the form factors at positive and negative values of $q^{2} \equiv s$ take proper values thereupon. Prior to proceeding to derive the expression for the Sudakov form factor, we will consider the spin structure of the amplitudes for quark transitions into hadrons in order to be able to take into account spin effects in various hadronic reactions and to separate the form factors $G_{e}$ and $G_{m}$. It will also be shown that helicity conservation leads to an additional suppression of the pion form factor in proportion to $1 / \sqrt{s}$ at large $s$.

## 3. SPIN STRUCTURE OF AMPLITUDES AND DETERMINATION OF FORM FACTORS

Let us begin by introducing the required notation. The pion and nucleon form factors are defined as

$$
\begin{gather*}
A_{\mu}^{\gamma \rightarrow \pi^{+} \pi^{-}}\left(q^{2}\right)=F_{\pi}\left(q^{2}\right)\left(p_{h}-p_{\bar{h}}\right)_{\mu},  \tag{18}\\
A_{\mu}^{\gamma \rightarrow N \bar{N}}\left(q^{2}\right)=\bar{u}_{\lambda_{N}}\left[G_{m}\left(q^{2}\right) \gamma_{\mu}+2 M\left(G_{e}\left(q^{2}\right)\right.\right. \\
\left.\left.-G_{m}\left(q^{2}\right)\right) \frac{\left(p_{h}-p_{\bar{h}}\right)_{\mu}}{\left(p_{h}-p_{\bar{h}}\right)^{2}}\right] v_{\lambda_{\bar{N}}}  \tag{19}\\
=\bar{u}_{\lambda_{N}}\left[F_{1}\left(q^{2}\right) \gamma_{\mu}-\frac{\kappa_{p} F_{2}\left(q^{2}\right)}{2 M_{h}} \sigma_{\mu v} q_{v}\right] v_{\lambda_{\bar{N}}},
\end{gather*}
$$

where $p_{h}$ and $p_{\bar{h}}$ are the 4-momenta of final-state hadrons, while $\kappa_{p}=\mu_{p}-1, \mu_{p}=2.793$ being the proton magnetic moment.

Let us now proceed to construct the spin structure of the amplitudes $T^{q \bar{q} \rightarrow \pi \bar{\pi}}$ and $T^{q \bar{q} \rightarrow N \bar{N}}$. We define the invariants $s$ and $t$ in the standard way as

$$
\begin{align*}
& s=\left(p_{q}+p_{\bar{q}}\right)^{2}=\left(p_{h}+p_{\bar{h}}\right)^{2},  \tag{20}\\
& t=\left(p_{q}-p_{h}\right)^{2}=\left(p_{\bar{q}}-p_{\bar{h}}\right)^{2}
\end{align*}
$$

and introduce the relative momenta $p_{\mu}=\frac{1}{2}\left(p_{q \mu}-p_{\bar{q} \mu}\right)$, $P_{\mu}=\frac{1}{2}\left(p_{h \mu}-p_{\bar{h} \mu}\right)$, and $k_{\mu}=P_{\mu}-p_{\mu}$, where $p_{q \mu}$ and $k_{\mu}$ are the 4 -momenta of, respectively, the fast quark and the slow antiquark (or diquark).

In the region of large $s$ and finite $t$, we have $\left\{\mathbf{P}^{2}, \mathbf{p}^{2}\right\} \geqslant$ $\left\{M^{2}, m^{2}\right\}$, where $m$ is the light-quark mass and $\mathbf{P}=$ $\left\{\mathbf{P}_{\perp}=0, P_{z}\right\}$. For the variables introduced immediately above, we have

$$
\begin{gather*}
k_{z}=P_{z}-p_{z} \approx \frac{\sqrt{s}}{2}-\frac{M^{2}}{\sqrt{s}} \\
-\left(\frac{\sqrt{s}}{2}-\frac{m^{2}+\mathbf{k}_{\perp}^{2}}{\sqrt{s}}\right) \sim\left(\frac{M^{2}}{\sqrt{s}}-\frac{m^{2}+\mathbf{k}_{\perp}^{2}}{\sqrt{s}}\right) . \tag{21}
\end{gather*}
$$

As can be seen from (21), the component $k_{z}$ is asymptotically small in relation to $\left|\mathbf{k}_{\perp}\right|$ : $k_{z}=O(1 / s)$.

Let us now consider the pion form factor. The amplitude $T^{q \bar{q} \rightarrow \pi \bar{\pi}}$ can be expressed in terms of two invariant amplitudes $\tilde{B}_{1}$ and $\tilde{B}_{2}$ as

$$
\begin{gather*}
T_{\lambda_{q} \lambda_{\bar{q}}}^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{k}_{\perp}^{2}\right)  \tag{22}\\
=\left(\chi_{\lambda_{\bar{q}}}^{*} \sigma_{i} \chi_{\lambda_{q}}\right)\left[\tilde{B}_{1}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i}+\tilde{B}_{2}\left(s, \mathbf{k}_{\perp}^{2}\right) p_{i}\right] .
\end{gather*}
$$

We assume that the amplitudes $\tilde{B}_{1}$ and $\tilde{B}_{2}$ are characterized by the same asymptotic behavior. Their $s$ dependence can then be represented as

$$
\begin{gather*}
\tilde{B}_{\{1,2\}}(s, t) \\
=\beta_{\{1,2\}}^{0}\left(-\frac{s}{s_{0}}\right)^{\alpha_{M M}(0) / 2} \frac{1}{R_{M}(s)} \exp \left[\frac{1}{2} R_{M}^{2}(s) t\right] . \tag{23}
\end{gather*}
$$

We note that, in contrast to the expressions in (8), these amplitudes feature no extra power of $s^{1 / 2}$, which has been taken into account in the momenta $|\mathbf{P}|,|\mathbf{p}| \sim s^{1 / 2}$.

It is convenient to recast expression (22) into the form

$$
\begin{gather*}
T_{\lambda_{q} \lambda_{\bar{q}}}^{q \bar{\pi} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{k}_{\perp}^{2}\right)  \tag{24}\\
=\left(\chi_{\lambda_{\bar{q}}}^{*} \sigma_{i} \chi_{\lambda_{q}}\right)\left[B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i}+B_{2}\left(s, \mathbf{k}_{\perp}^{2}\right) k_{i}\right] .
\end{gather*}
$$

Since $\left|\mathbf{k}_{\perp}\right| /|\mathbf{P}| \sim s^{-1 / 2}$, the contribution of the second term from (24) to the form factors features a small parameter and can therefore be disregarded, as will be seen from the formulas given below.

The amplitude $A_{\mu}^{\gamma \rightarrow \pi^{+} \pi^{-}}$can be written as the convolution of the quark-current amplitude and the amplitude
for the quark transition into pions [see equations (8)]:

$$
\begin{gather*}
A_{\mu}^{\gamma \rightarrow \pi^{+} \pi^{-}}(s) \\
=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} T_{\mu}^{\gamma \rightarrow q \bar{q}}\left(s, \mathbf{k}_{\perp}^{2}\right) T^{q \bar{q} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{k}_{\perp}^{2}\right) . \tag{25}
\end{gather*}
$$

The quark-current operator $A_{i}^{\gamma \rightarrow q \bar{q}}=\bar{u}\left(p_{q}, \lambda_{q}\right) \times$ $\gamma_{i} v\left(p_{\bar{q}}, \lambda_{\bar{q}}\right)$ as expressed in terms of two-component spinors in the c.m. frame, where $\mathbf{p}_{q}=-\mathbf{p}_{\bar{q}}=\mathbf{p}$, has the form

$$
\begin{equation*}
A_{i}^{\gamma \rightarrow q \bar{q}}=2(\varepsilon+m)^{-1} \chi_{\lambda_{q}}^{*}\left[\varepsilon(\varepsilon+m) \sigma_{i}-p_{i}(\mathbf{p} \cdot \boldsymbol{\sigma})\right] \chi_{\lambda_{\bar{q}}}, \tag{26}
\end{equation*}
$$

where $\varepsilon$ is the total quark energy. For convenience of the ensuing transformations, we break down the quarkcurrent operator into the transverse and longitudinal components as

$$
\begin{equation*}
A_{i}^{\gamma \rightarrow \pi^{+} \pi^{-}}=2\left[\varepsilon\left(\delta_{i j}-\frac{p_{i} p_{j}}{\mathbf{p}^{2}}\right)+m \frac{p_{i} p_{j}}{\mathbf{p}^{2}}\right]\left(\chi_{\lambda_{q}}^{*} \sigma_{j} \chi_{\lambda_{\bar{q}}}\right) . \tag{27}
\end{equation*}
$$

In taking into account spin variables in (25), the transition amplitude $A^{\gamma \rightarrow \pi^{+} \pi^{-}}$can be represented as

$$
\begin{gather*}
A_{i}^{\gamma \rightarrow \pi^{+} \pi^{-}}(s)=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} \cdot 2 \operatorname{tr}\left[\sigma_{j} \sigma_{l}\right] \\
\times\left[\left(\varepsilon-(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{2 \mathbf{p}^{2}}\right) \delta_{i j}^{\perp}+\left(m+(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{\mathbf{p}^{2}}\right) \frac{P_{i} P_{j}}{\mathbf{P}^{2}}\right]  \tag{28}\\
\times\left[B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{l}+B_{2}\left(s, \mathbf{k}_{\perp}^{2}\right) k_{l}\right]
\end{gather*}
$$

where $\delta_{i j}^{\perp}=\delta_{i j}-P_{i} P_{j} / \mathbf{P}^{2}$. It can easily be shown that, with respect to $B_{2}\left(s, \mathbf{k}_{\perp}^{2}\right)$, the relative contribution of the term proportional to $B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$ is of order $\left(m^{2}+\right.$ $\left.\mathbf{k}_{\perp}^{2}\right) / s$. Therefore, we obtain

$$
\begin{gather*}
A_{i}^{\gamma \rightarrow \pi^{+} \pi^{-}(s)} \\
=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} \cdot 2\left[m+(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{\mathbf{p}^{2}}\right] B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i}  \tag{29}\\
\approx \frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} \cdot 2 m B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i},
\end{gather*}
$$

where, in the last expression, we have discarded all preasymptotic terms of orders $s^{-1 / 2}, s^{-1}$, etc.

Here, it is important to note that the transverse and the longitudinal components of the $\gamma \longrightarrow q \bar{q}$ quark current behave differently at large $s$ :

$$
\begin{gather*}
A_{\perp}^{\gamma \rightarrow q \bar{q}} \sim \varepsilon \boldsymbol{\sigma}_{\perp} \sim s^{1 / 2} \boldsymbol{\sigma}_{\perp},  \tag{30}\\
A_{z}^{\gamma \rightarrow q \bar{q}} \sim m \sigma_{z} .
\end{gather*}
$$

The above smallness of the longitudinal component is due to helicity conservation. This component vanishes in the limit $m \longrightarrow 0$.

In the case of the transition $\gamma \longrightarrow \pi^{+} \pi^{-}$, only the longitudinal component is operative at large $s$, while the transverse component does not contribute in this limit. This is the reason why the pion form factor involves an additional suppression in proportion to $s^{-1 / 2}$ in relation to the estimate in (17), which was presented in the preceding section and which was obtained without allowing for spin effects. We note that this behavior of the pion form factor was predicted in [31] on the basis of the parton model. No such suppression is expected for the transitions $\gamma \longrightarrow \pi \rho$ and $\gamma \longrightarrow \pi \omega$. It follows that the QGSM predicts that the form-factor ratios $F_{\pi \pi} / F_{\pi \rho}$ and $F_{\pi \pi} / F_{\pi \omega}$ must decrease in proportion to $1 / \sqrt{s}$. The situation is different in perturbative QCD (pQCD), where the helicity of quarks must be conserved, which would yield $\left(F_{\pi \pi} / F_{\pi \rho}\right)_{\mathrm{pQCD}} \sim\left(F_{\pi \pi} / F_{\pi \omega}\right)_{\mathrm{pQCD}} \sim s$. Thus, we can see that the QGSM predictions for $\gamma \longrightarrow \pi \pi$ and $\gamma \longrightarrow \pi \rho(\omega)$ form factors at large $s$ differ drastically from the corresponding predictions of perturbative QCD. We note that, in the case of nucleons, where both contributions, $A_{\perp}$ and $A_{2}$, are operative, there arises no additional suppression of the magnetic form factor [see equation (38)].

We will now show that, of the two invariant amplitudes defined above, $B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$ and $B_{2}\left(s, \mathbf{k}_{\perp}^{2}\right)$, it is the amplitude $B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$ that makes the main contribution to the planar pion diagram; that is,

$$
\begin{align*}
& A^{\pi \bar{\pi} \rightarrow \pi \bar{\pi}}\left(s, \mathbf{q}_{\perp}^{2}\right)=\frac{i}{\left(8 \pi^{2} s\right)_{\lambda_{q} \lambda_{\bar{q}}}} \int_{\lambda_{\perp}} d^{2} \mathbf{k}_{\perp}\left(\chi_{\lambda_{q}}^{*} \sigma_{i} \chi_{\lambda_{\bar{q}}}\right)\left(\chi_{\lambda_{\bar{q}}}^{*} \sigma_{j} \chi_{\lambda_{q}}\right) \\
& \times\left[B_{1}^{*}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i}+B_{2}^{*}\left(s, \mathbf{k}_{\perp}^{2}\right) k_{i}\right] \\
& \times\left[B_{1}\left(s,(\mathbf{q}-\mathbf{k})_{\perp}^{2}\right) P_{j}+B_{2}\left(s,(\mathbf{q}-\mathbf{k})_{\perp}^{2}\right) k_{j}\right] \\
& =\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp}\left[B_{1}^{*}\left(s, \mathbf{k}_{\perp}^{2}\right) P_{i}+B_{2}^{*}\left(s, \mathbf{k}_{\perp}^{2}\right) k_{i}\right]  \tag{31}\\
& \times\left[B_{1}\left(s,(\mathbf{q}-\mathbf{k})_{\perp}^{2}\right) P_{i}+B_{2}\left(s,(\mathbf{q}-\mathbf{k})_{\perp}^{2}\right) k_{i}\right] \\
& =\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} B_{1}^{*}\left(s, \mathbf{k}_{\perp}^{2}\right) B_{1}\left(s,(\mathbf{q}-\mathbf{k})_{\perp}^{2}\right) s+O\left(\frac{\mathbf{k}_{\perp}^{2}}{s}, \frac{m_{q}^{2}}{s}\right) .
\end{align*}
$$

Since $B_{1} \sim\left(-s / s_{0}\right)^{\alpha_{M}(0) / 2}$, equation (31) yields a correct $s$ dependence for the amplitude being considered:
$A^{\pi \bar{\pi} \rightarrow \pi \bar{\pi}} \sim\left(-s / s_{0}\right)^{\alpha_{M}(0)}$. Equation (31) can be used to fix the normalization of the amplitude $B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$.

Thus, the pion form factor $F_{\pi}$ is directly expressed in terms of the amplitude $B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$ as

$$
\begin{align*}
F_{\pi}(s) & \simeq m \frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} B_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)  \tag{32}\\
& =\frac{N_{\pi}}{R_{M}(s)}\left(-\frac{s}{s_{0}}\right)^{\alpha_{M}(0) / 2-1}
\end{align*}
$$

where $N_{\pi}$ is a normalization factor, which is taken here to be a free parameter.

Let us now proceed to consider the nucleon form factor. The spin structure of the amplitude for the transition $q \bar{q} \longrightarrow N \bar{N}$ can generally be represented in the form

$$
\begin{gather*}
T^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{k}_{\perp}\right)=\chi_{\lambda_{N}}^{*} \chi_{\lambda_{\bar{N}}}^{(c) *} \hat{U}_{\left(\lambda_{N} \lambda_{\bar{N}} ; \lambda_{q} \lambda_{\bar{q}}\right)} \chi_{\lambda_{q}} \chi_{\lambda_{\bar{q}}}^{(c)}  \tag{33}\\
\chi_{\lambda}^{(c)}=i \sigma_{y} \chi_{\lambda}^{*(T)}
\end{gather*}
$$

where $\hat{U}$ is a spin operator that acts on the spin variables of the nucleons and quarks involved and which can be expressed in terms of eight invariant amplitudes as

$$
\begin{align*}
\hat{U} & =D_{1}\left(s, \mathbf{q}_{\perp}\right) 1 \cdot 1+D_{2}\left(s, \mathbf{k}_{\perp}\right)(\boldsymbol{\sigma} \cdot \mathbf{n}) \cdot 1 \\
+ & D_{3}\left(s, \mathbf{k}_{\perp}\right) 1 \cdot\left(\boldsymbol{\sigma}^{\prime} \cdot \mathbf{n}\right)+D_{4}\left(s, \mathbf{k}_{\perp}\right) \sigma_{x} \cdot \sigma_{x}^{\prime} \\
& +D_{5}\left(s, \mathbf{k}_{\perp}\right) \sigma_{y} \cdot \sigma_{y}^{\prime}+D_{6}\left(s, \mathbf{k}_{\perp}\right) \sigma_{z} \cdot \sigma_{z}^{\prime}  \tag{34}\\
& +D_{7}\left(s, \mathbf{k}_{\perp}\right) \sigma_{x} \cdot \sigma_{z}^{\prime}+D_{8}\left(s, \mathbf{k}_{\perp}\right) \sigma_{z} \cdot \sigma_{x}^{\prime}
\end{align*}
$$

where the matrices $\sigma_{i}$ and $\sigma_{i}^{\prime}$ act on the spin variables of the nucleon and the quark (antinucleon and antiquark), respectively, while the unit vector $\mathbf{n}$ is defined as

$$
\begin{equation*}
\mathbf{n}=\frac{\mathbf{P} \times \mathbf{p}}{|\mathbf{P} \times \mathbf{p}|} \tag{35}
\end{equation*}
$$

Let us first consider the case where none of the amplitudes $D_{i}\left(s, \mathbf{k}_{\perp}\right)$ is suppressed and where all of them have the same asymptotic behavior

$$
\begin{equation*}
D_{i}(s, t)=\gamma_{i}^{0}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)+1\right) / 2} \frac{1}{R_{D}(s)} \exp \left[\frac{1}{2} R_{D}(s)^{2} t\right] \tag{36}
\end{equation*}
$$

In taking into account spin variables, the amplitude for the transition $\gamma \longrightarrow N \bar{N}$ will then assume the form

$$
\begin{gathered}
A_{i}^{\gamma \rightarrow N \bar{N}}(s)=\frac{i}{\left(8 \pi^{2} s\right)} \\
\times \int d^{2} \mathbf{k}_{\perp} T_{i}^{\gamma \rightarrow q \bar{q}}\left(s, \mathbf{k}_{\perp}\right) T^{q \bar{q} \rightarrow N \bar{N}}\left(s, \mathbf{k}_{\perp}\right)
\end{gathered}
$$

$$
\begin{align*}
& =\frac{i}{\left(8 \pi^{2} s\right)} \sum_{\lambda_{q} \lambda_{\bar{q}}} \int d^{2} \mathbf{k}_{\perp} \times 2\left[\left(\varepsilon-(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{2 \mathbf{p}^{2}}\right) \delta_{i j}^{\perp}\right.  \tag{37}\\
& \left.+\left(m+(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{\mathbf{p}^{2}}\right) \frac{P_{i} P_{j}}{\mathbf{P}^{2}}\right] \\
& \times\left(\chi_{\lambda_{q}}^{*} \sigma_{j} \chi_{\lambda_{\bar{q}}}^{(c)}\right) \chi_{\lambda_{N}}^{*} \chi_{\lambda_{\bar{q}}}^{(c) *} \hat{U}_{\left(\lambda_{N} \lambda_{\bar{N}} ; \lambda_{q} \lambda_{\bar{q}}\right)} \chi_{\lambda_{q}} \chi_{\lambda_{\bar{N}}}^{(c)} \\
& \quad=2\left[\varepsilon G_{m} \delta_{i j}^{\perp}+M G_{e} \frac{P_{i} P_{j}}{\mathbf{P}^{2}}\right]\left(\chi_{\lambda_{N}}^{*} \sigma_{j} \chi_{\lambda_{\bar{N}}}^{(c)}\right)
\end{align*}
$$

Let us now present expressions for the longitudinal and transverse components of the matrix elements of the relevant current. It can be seen from (37) that, here, the Sachs form factors are separated-that is, $G_{e}$ contributes only to the longitudinal current component, while $G_{m}$ contributes only to the transverse component. From (30), it follows that the leading terms in the asymptotic expression for the quark current are independent of $\mathbf{k}_{\perp}$. Considering that, upon integration with respect to this two-dimensional vector, terms that are not invariant under rotations about the $z$ axis must vanish, we can represent the transverse and the longitudinal component of the current operator as

$$
\begin{align*}
& A_{\perp}^{\gamma \rightarrow N \bar{N}}=\frac{i}{\left(8 \pi^{2} s\right)} \sum_{\lambda_{q} \lambda_{\bar{q}}} \sum_{l} \int d^{2} \mathbf{k}_{\perp} D_{l}\left(s, \mathbf{k}_{\perp}^{2}\right) \\
& \times(2 \varepsilon) \chi_{\lambda_{N}}^{*} \sigma_{n_{l}} \chi_{\lambda_{\bar{q}}}^{(c) *}\left(\chi_{\lambda_{q}}^{*} \sigma_{\perp} \chi_{\lambda_{\bar{q}}}^{(c)}\right) \chi_{\lambda_{q}} \sigma_{n_{l}} \chi_{\lambda_{\bar{N}}}^{(c)} \\
& =2 \varepsilon G_{m}\left(\chi_{\lambda_{N}}^{*} \sigma_{\perp} \chi_{\lambda_{\bar{N}}}^{(c)}\right),  \tag{38}\\
& A_{z}^{\gamma \rightarrow N \bar{N}}=\frac{i}{\left(8 \pi^{2} s\right)} \sum_{\lambda_{q} \lambda_{\bar{q}}} \sum_{l} \int d^{2} \mathbf{k}_{\perp} D_{l}\left(s, \mathbf{k}_{\perp}^{2}\right) \\
& \times 2 m \chi_{\lambda_{N}}^{*} \sigma_{n_{l}} \chi_{\lambda_{\bar{q}}}^{(c) *}\left(\chi_{\lambda_{q}}^{*} \sigma_{z} \chi_{\lambda_{\bar{q}}}^{(c)}\right) \chi_{\lambda_{\bar{q}}} \sigma_{n_{l}} \chi_{\lambda_{\bar{N}}}^{(c)} \\
& =2 M G_{e}\left(\chi_{\lambda_{N}}^{*} \sigma_{z} \chi_{\lambda_{\bar{N}}}^{(c)}\right),
\end{align*}
$$

where $l=1,4,5$, and 6 . As a result, the form factors $G_{e}$ and $G_{m}$ will be expressed in terms of different linear combinations of the amplitudes $D_{1}, D_{4}, D_{5}$, and $D_{6}$. If all these amplitudes have the same asymptotic behavior, the form factors $G_{e}$ and $G_{m}$ will also have the same asymptotic behavior:

$$
\begin{equation*}
G_{m}(s), G_{e}(s) \sim\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2} \tag{39}
\end{equation*}
$$

However, the ratio $G_{e} / G_{m}$ may depend on the choice of specific model for the invariant amplitudes.

Equations (38) also guarantee that the Pauli form factor $F_{2}$ has an additional degree of suppression, $s^{-1}$, in
relation to $G_{m}$ and $G_{e}$. This suppression is of a purely kinematical origin and follows from the definition of $F_{2}$ :

$$
\begin{gather*}
F_{2}(s)=\left(\frac{q^{2}}{4 M^{2}}-1\right)^{-1}\left[G_{e}(s)-G_{m}(s)\right]  \tag{40}\\
\\
F_{2}(s) \sim\left(-\frac{s}{s_{0}}\right)^{\alpha_{D}(0) / 2-1.5} .
\end{gather*}
$$

Since specific relations between the amplitudes $D_{1}$, $D_{4}, D_{5}$, and $D_{6}$ are not known, we will perform our calculations for two simple cases: (i) the case where the amplitude $D_{1}$, which preserves the helicity of the particles participating in the reaction, is dominant [model (i)] and (ii) the case where the amplitude $T^{q \bar{q} \rightarrow N \bar{N}}$ can be described in terms of $t$-channel scalar-diquark exchange [model (ii)].

In case (i), we have

$$
\begin{equation*}
T_{\lambda_{N} \lambda_{\bar{N}} \lambda_{q} \lambda_{\bar{q}}}^{q \overline{\bar{q}} \rightarrow N \bar{u}} \longrightarrow D_{1}\left(s, \mathbf{k}_{\perp}\right) 1 \cdot 1 \equiv D_{1}\left(s, \mathbf{k}_{\perp}\right) \delta_{\lambda_{N} \lambda_{q}} \delta_{\lambda_{\bar{N}} \lambda_{\bar{q}}}, \tag{41}
\end{equation*}
$$

and the expression for the amplitude $A_{i}^{\gamma \rightarrow N \bar{N}}$ is simplified significantly to become

$$
\begin{align*}
& A_{i}^{\gamma \rightarrow N \bar{N}}(s)=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} D_{1}\left(s, \mathbf{k}_{\perp}\right)\left(\chi_{\lambda_{N}}^{*} \sigma_{j} \chi_{\lambda_{\bar{N}}}^{(c)}\right) \\
\times & 2\left[\left(\varepsilon-(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{2 \mathbf{p}^{2}}\right) \delta_{i j}^{\perp}+\left(m+(\varepsilon-m) \frac{\mathbf{k}_{\perp}^{2}}{\mathbf{p}^{2}}\right) \frac{P_{i} P_{j}}{\mathbf{P}^{2}}\right] \tag{42}
\end{align*}
$$

In the leading order in $s$, we can disregard terms proportional to $\mathbf{k}_{\perp}^{2} / \mathbf{p}^{2}$ and represent the amplitude $A_{i}^{\gamma \rightarrow N \bar{N}}$ in the form

$$
\begin{gather*}
A_{i}^{\gamma \rightarrow N \bar{N}}(s)=\frac{i}{\left(8 \pi^{2} s\right)} \\
\times \int d^{2} \mathbf{k}_{\perp} D_{1}\left(s, \mathbf{k}_{\perp}\right)\left(\chi_{\lambda_{N}}^{*} \sigma_{j} \chi_{\lambda_{\bar{N}}}^{(c)}\right) \times 2\left[\varepsilon \delta_{i j}^{\perp}+m \frac{P_{i} P_{j}}{\mathbf{P}^{2}}\right] \tag{43}
\end{gather*}
$$

For the Sachs form factors, it follows from the above that

$$
\begin{align*}
G_{m}(s) & =\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} D_{1}\left(s, \mathbf{k}_{\perp}\right) \\
= & \frac{C}{R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2} \\
G_{e}(s) & =\frac{m}{M} \frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} D_{1}\left(s, \mathbf{k}_{\perp}\right)  \tag{44}\\
= & \frac{m}{M} \frac{C}{R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2}
\end{align*}
$$

where $C$ is a normalization constant.

The Pauli form factor $F_{2}$ is directly expressed in terms of $G_{m}$ and $G_{e}$ as [see equation (40)]
$F_{2}(s)=-\left(\frac{s}{4 M^{2}}-1\right)^{-1}\left(1-\frac{m}{M}\right) \frac{C}{R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-3\right) / 2}$.
From expressions (33) and (34), it follows that the above parametrization corresponds to the correct Regge behavior of the amplitude $T^{N \bar{N} \rightarrow N \bar{N}}$. In the specific case where the invariant amplitude $D_{1}\left(s, \mathbf{k}_{\perp}\right)$ is dominant, $T^{N \bar{N} \rightarrow N \bar{N}}$ is expressed directly in terms of the square of this amplitude as

$$
\begin{gather*}
T^{N \bar{N} \rightarrow N \bar{N}}\left(s, \mathbf{q}_{\perp}\right) \\
=\frac{i}{\left(8 \pi^{2} s\right)} \int d^{2} \mathbf{k}_{\perp} D_{1}^{*}\left(s, \mathbf{k}_{\perp}\right) D_{1}\left(s, \mathbf{q}_{\perp}-\mathbf{k}_{\perp}\right) \tag{46}
\end{gather*}
$$

whence it follows that

$$
\begin{equation*}
T^{N \bar{N} \rightarrow N \bar{N}}\left(s, \mathbf{q}_{\perp}\right) \sim\left(-\frac{s}{s_{0}}\right)^{\alpha_{D}\left(-\mathbf{q}_{\perp}^{2}\right)} \tag{47}
\end{equation*}
$$

[compare with equation (5)].
In case (ii), the amplitude for the transition $q \bar{q} \longrightarrow$ $N \bar{N}$ can be expressed, in a covariant way, in terms of the quark and nucleon Dirac spinors:

$$
\begin{equation*}
T^{q \bar{q} \rightarrow N \bar{N}}\left(\lambda_{q} \lambda_{\bar{q}} \lambda_{N} \lambda_{\bar{N}}\right)=\left(\bar{u}_{N}^{\lambda_{N}} u_{q}^{\lambda_{q}}\right) \cdot\left(\bar{u}_{\bar{N}}^{\lambda_{\bar{N}}} u_{\bar{q}}^{\lambda_{\bar{q}}}\right) \tag{48}
\end{equation*}
$$

In this case, the expression for the nucleon current $A^{\gamma \rightarrow N \bar{N}}$ can be recast into the form

$$
\begin{gather*}
A^{\gamma \rightarrow N \bar{N}}=\int d^{2} \mathbf{k}_{\perp} A\left(s,-\mathbf{k}_{\perp}^{2}\right)\left(\left[(M+m)^{2}+\mathbf{k}_{\perp}^{2}\right] \gamma_{\mu}\right. \\
\left.-2(M+m) k_{\mu}+2 k_{\mu} k_{v} \gamma_{v}\right)=G_{m} \gamma_{\mu}+2 M\left(G_{e}-G_{m}\right) \frac{P_{\mu}}{\mathbf{P}^{2}} \tag{49}
\end{gather*}
$$

The Sachs form factors $G_{e}(s)$ and $G_{m}(s)$ can easily be found from this expression if we consider, in just the same way as in the case of the pion current, that $\mathbf{k}_{\perp}^{2}$ has the meaning of the square of the diquark momentum within the nucleon. This quantity is not related directly to the parametrization of the amplitude for quark transitions into hadrons; therefore, it is not related to the exponent in the $q \bar{q} \longrightarrow h \bar{h}$ amplitude. For a first approximation, we can replace $\mathbf{k}_{\perp}^{2}$ by the effective mean value $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$ as determined from the momentum distribution of the diquark in the wave function.

For the Sachs form factors, we then obtain

$$
\begin{align*}
G_{m}= & (M+m)^{2} \frac{\tilde{C}}{R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2}, \\
G_{e}-G_{m}= & {\left[\left(1+\frac{m}{M}\right)\left(m^{2}-M^{2}+\left\langle\mathbf{k}_{\perp}^{2}\right\rangle\right)+\left\langle\mathbf{k}_{\perp}^{2}\right\rangle\right] }  \tag{50}\\
& \times \frac{\tilde{C}}{R_{D}(s)}\left(-\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2},
\end{align*}
$$

where $\tilde{C}$ is a normalization constant, which does not coincide in general with the normalization constant $C$ in (44).

We note that, in the limit $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=0$, expressions (50) for $G_{m}$ and $G_{e}$ coincide with the results presented in (44). Indeed, we can see that, in the case of identical $s$ dependences, the ratio $G_{e} / G_{m}$ at $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=0$ is

$$
\begin{equation*}
\frac{G_{e}}{G_{m}}=\frac{m}{M} \tag{51}
\end{equation*}
$$

The nucleon form factors (32), (44), and (50) were obtained for positive values of $q^{2}=s$. Nonetheless, the formulas for them can be continued analytically to the spacelike region; hence, these form factors are defined over the entire complex plane of the variable $q^{2}$. That the form factors have no cuts at negative $s$ corresponds to the presence of the factor $\left(-s / s_{0}\right)$ in all the expressions for the hadronic form factors.

## 4. SUDAKOV FORM FACTOR

For a collinear quark configuration, which leads to the production of a two-particle hadronic state, to be formed, it is necessary that no hard gluon be emitted at the initial stage of the motion of the quarks in opposite directions. If this condition is not satisfied-that is, if a hard gluon with a momentum $\left|\mathbf{k}_{\perp}\right|>R^{-1}$ is emitted at the initial state-the $q \bar{q}$ configuration ceases to be collinear, and a hard gluon generates the development of a hadronic string in addition to the $h \bar{h}$ system. A separation of a collinear configuration $q \bar{q}$ from the entire spectrum of quark momenta leads to an additional suppression of the amplitude, and this suppression is described by the Sudakov form factor. The Sudakov form factor is associated with the initial stage of elec-tron-positron annihilation into hadrons, a stage that proceeds at small distances and which is described by perturbative QCD.

In the double-logarithmic approximation (DLA), the Sudakov form factor can be represented as (for various parametrizations of the Sudakov form factor and
for its role in jet-formation processes, see [32] and references therein)

$$
\begin{equation*}
S^{(0)}(s)=C_{1} \exp \left[-\frac{\alpha_{s}^{\mathrm{eff}}}{2 \pi} C_{F} \ln ^{2}\left(-\frac{s}{\omega_{\max }^{2}}\right)\right] \tag{52}
\end{equation*}
$$

where $\omega_{\text {max }}$ stands for the maximal value of the emittedgluon energy (transverse momentum) at which collinearity of the quark-antiquark state is not violated. The quantities $\alpha_{s}^{\text {eff }}$ and $\omega_{\text {max }}$ are introduced in (52) as free phenomenological parameters. In the following, we will vary them within limits that are consistent both with known theoretical considerations and with experimental data.

Here, it is important to note that the absolute value of the Sudakov form factor specified by expression (52) takes different values at positive and negative values of $s$. This is associated with the analytic properties of the double-logarithmic term in the exponent in the expression for the Sudakov form factor. Specifically, we have

$$
\begin{equation*}
r_{\mathrm{TS}}^{(0)}=\frac{\left|S^{(0)}(s)\right|}{\left|S^{(0)}(-s)\right|} \simeq \exp \left[C_{F} \frac{\alpha_{s}^{\mathrm{eff}}}{2} \pi\right] . \tag{53}
\end{equation*}
$$

At $\alpha_{s}^{\text {eff }} \simeq 0.4$, the ratio in $(53)$ takes the value of $r_{\mathrm{TS}}^{(0)} \simeq 2$.
In the double-logarithmic approximation, the quantity $\alpha_{s}$ is treated as a constant. This approximation seems appropriate at not very large $s$ such that characteristic transverse momenta of emitted gluons are $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle \sim 1 \mathrm{GeV}^{2}\left(\left\langle\mathbf{k}_{\perp}^{2}\right\rangle \ll s\right)$; in this region, $\alpha_{s}\left(\mathbf{k}_{\perp}^{2}\right)$ can be reasonably approximated by a constant, $\alpha_{s}^{\text {eff }} \approx 0.4-$ 0.5 [33, 34].

At very large $s$, however, it is necessary to take into account the logarithmic dependence of $\alpha_{s}$ on $s$. In this case, it is convenient to recast the expression for the Sudakov form factor into the form

$$
\begin{equation*}
S^{(1)}(s) \sim \exp \left[-\frac{C_{F}}{2 \pi} \ln \left(-\frac{s}{\mu_{1}^{2}}\right) \int_{\mu_{2}^{2}}^{s} \frac{d \mu^{2}}{\mu^{2}} \alpha_{s}\left(\mu^{2}\right)\right], \tag{54}
\end{equation*}
$$

where the first logarithm $\ln \left(s / \mu_{1}^{2}\right)$ corresponds to integration with respect to the longitudinal momentum (energy), while the second logarithm $\ln \left(s / \mu_{2}^{2}\right)$ corresponds to integration with respect to the transverse momentum. If the loop expression for $\alpha_{s}\left(q^{2}\right)$ is chosen in the form

$$
\begin{equation*}
\alpha_{s}\left(\mu^{2}\right)=4 \pi\left[\beta_{0} \ln \left(-\frac{\mu^{2}}{\Lambda^{2}}\right)\right]^{-1} \tag{55}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=\frac{11}{3} N_{c}-\frac{2}{3} N_{f}=9, \tag{56}
\end{equation*}
$$



Fig. 3. Proton magnetic form factor $G_{m}\left(Q^{2}\right)$ in the spacelike region as a function of $Q^{2}=-q^{2}$ : (thick and thin solid curves) results obtained with allowance for the Sudakov form factor parametrized according to (52) and (57), respectively, and (thick and thin dashed curves) results of the QGSM calculations without the Sudakov form factor. The dashed curves were obtained by dividing the results corresponding to the solid curves by the relevant Sudakov form factor. Experimental data were borrowed from [36].
the Sudakov form factor becomes [35]

$$
\begin{equation*}
S^{(1)}(s)=C_{2} \exp \left[-\frac{2 C_{F}}{\beta_{0}} \ln \left(-\frac{s}{\mu_{1}^{2}}\right) \ln \left(\frac{\alpha_{s}\left(\mu_{2}^{2}\right)}{\alpha_{s}(s)}\right)\right] \tag{57}
\end{equation*}
$$

The choice of sign in front of $s$ is determined by the analytic properties of the form factors. In the following, the constants $\mu_{1}$ and $\mu_{2}$ in (57) are assumed to be free parameters.

The ratio of the absolute value of the Sudakov form factor $S^{(1)}(s)$ in the timelike region to its absolute value in the spacelike region then proves to be less than the analogous ratio following from (52). Nonetheless, the phenomenological parameters appearing in the formula in question can be chosen in such a way that the ratio will take values close to two in the region $5-15 \mathrm{GeV}^{2}$. At asymptotically large values of $s$, the ratio $r_{\mathrm{TS}}^{(1)}$ assumes the form

$$
\begin{equation*}
\left.r_{\mathrm{TS}}^{(1)}\right|_{s \rightarrow \infty}=\exp \left[\frac{2 C_{F}}{\beta_{0}} \frac{\pi^{2}}{\ln s}\right] \tag{58}
\end{equation*}
$$

[compare with equation (53)]. From (58), it can be seen, however, that, with increasing $s$, the ratio $r_{\mathrm{TS}}^{(1)}$ tends slowly to unity; as a result, the effect that is determined by the Sudakov form factor disappears at very large values of $\ln s$.

Upon taking into account the Sudakov form factor given by (57), the effective rate of decrease in hadronic
form factors is determined according to

$$
\begin{aligned}
& G_{e, m} \sim\left(\frac{s}{s_{0}}\right)^{\left(\alpha_{D}(0)-1\right) / 2} S^{(1)}(s) \sim\left(-\frac{s}{s_{0}}\right)^{\xi_{N}(s)} \\
& F_{\pi} \sim\left(\frac{s}{s_{0}}\right)^{\left(\alpha_{M}(0)-2\right) / 2} S^{(1)}(s) \sim\left(-\frac{s}{s_{0}}\right)^{\xi_{\pi}(s)}
\end{aligned}
$$

where $\xi_{N}(s)=-\left(2 C_{F} / \beta_{0}\right) \ln [\ln (-s)]+\left(\alpha_{D}(0)-1\right) / 2$ for the nucleon form factors and $\xi_{\pi}(s)=-\left(2 C_{F} / \beta_{0}\right) \ln [\ln (-s)]+$ $\left(\alpha_{M}(0)-2\right) / 2$ for the pion form factor.

Thus, the hadronic form factors as calculated on the basis of the QGSM decrease faster than any finite power of $s$. At very large $s$, the dominant contribution is therefore proportional to $\alpha_{s}(s) / s$ for the pion form factor and to $\alpha_{s}^{2}(s) / s^{2}$ for the nucleon form factor. However, the exponent $\xi_{N, \pi}(s)$ of the nonperturbative contribution decreases slowly with increasing $s$-this decrease is determined by the logarithmic term $\ln [\ln (-s)]$-so that the scale $\tilde{s}$ at which the nonperturbative contribution becomes commensurate with the perturbative contribution is far beyond the experimentally accessible region of $s\left(\tilde{s}>10^{2} \mathrm{GeV}^{2}\right)$.

Actually, the nonperturbative contribution is dominant at currently accessible values of $s \simeq 30-50 \mathrm{GeV}^{2}$. Here, the gluon virtuality is relatively low ( $\left.\mu^{2} \sim 1 \mathrm{GeV}^{2} \ll s\right)$, falling within the region where $\alpha_{s}\left(\mu^{2}\right)$ is frozen [33] (nearly independent of the virtuality $\mu^{2}$ ).

Thus, the behavior of the hadronic form factors as functions of $s$ has a clear physical interpretation in this region: the probability of the formation of a two-particle hadronic state in virtual-photon annihilation involves two suppression factors. Of these, the first is due to the quenching of the formation of a quark-antiquark pair (prohibition of hard-gluon emission) at the first stage of the process. This suppression factor can be calculated by perturbative QCD and is determined by the Sudakov form factor. The second, small, suppression factor is associated with the probability of the formation of a two-particle hadronic state in the hadronization of the quark-antiquark system via the rupture of the string. This suppression factor is determined by large-distance physics and is expressed in terms of the intercepts of the relevant Regge trajectories.

## 5. NUMERICAL RESULTS AND THEIR COMPARISON WITH EXPERIMENTAL DATA

In Figs. 3-8, the results of our calculations for the hadronic form factors $G_{m}\left(q^{2}\right), G_{e}\left(q^{2}\right), F_{2}\left(q^{2}\right)$, and $F_{\pi}\left(q^{2}\right)$ are presented along with available experimental data in the time- and spacelike regions of the variable $q^{2}$.

In the calculations, the parameters $m$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$ were set to $m=0.22 \mathrm{GeV}$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=0.2 \mathrm{GeV}^{2}$. The parameter $R_{0}$ was taken to be $R_{0}^{2}=3 \mathrm{GeV}^{2}$.

We have used both parametrizations of the Sudakov form factor: (a) $S^{(0)}\left(q^{2}\right)(52)$ in the double-logarithmic approximation with frozen $\alpha_{s}^{\text {eff }}$ and (b) $S^{(1)}\left(q^{2}\right)(57)$ in the one-loop approximation with the running coupling constant $\alpha_{s}\left(\mu^{2}\right)(55)$.

In the case of nucleon transitions, the best description of experimental data was achieved when the parameters $\omega_{\max }^{2}$ and $\alpha_{s}^{\text {eff }}$ appearing in expression (52) for $S^{(0)}\left(q^{2}\right)$ were set to $\omega_{\max }^{2}=0.35 \mathrm{GeV}^{2}$ and $\alpha_{s}^{\text {eff }}=$ 0.45 . For the Sudakov form factor (57) involving the running coupling constant $\alpha_{s}\left(\mu^{2}\right)$, the parameters $\mu_{1}, \mu_{2}$, and $\Lambda_{\mathrm{QCD}}$ appearing in the expression for this form factor were chosen to be $\mu_{1}=1.3 \mathrm{GeV}, \mu_{2}=0.6 \mathrm{GeV}$, and $\Lambda_{\mathrm{QCD}}=0.4 \mathrm{GeV}$.

Figure 3 shows the results of the calculations for the proton magnetic form factor in the spacelike region ( $Q^{2}=-q^{2}=-s$ ). The solid curves were calculated by taking into account the Sudakov form factor according to (thick solid curve) (52) [model (a)] and (thin solid curve) (57) [model (b)]. For either model, the common normalization factor $C$ was determined from the best fit to experimental data. Each model reproduces faithfully the experimental dependence of the magnetic form factor $G_{m}$ on $Q^{2}$. The dashed curves represent results of the calculations without the Sudakov form factor on the basis of (thick solid curve) model (a) and (thin solid curve) model (b). It can be seen that the inclusion of the Sudakov form factor is of crucial importance for describing the $Q^{2}$ dependence of $G_{m}$. By way of example, we indicate that, at $Q^{2}=5 \mathrm{GeV}^{2}$, the solid and the dashed curve as obtained on the basis of model (a) differ by a factor of about two. A similar situation is observed in model (b), where the corresponding curves differ by about 1.5 at the same point $Q^{2}=5 \mathrm{GeV}^{2}$.

Figure 4 shows the proton magnetic form factor in the timelike region. The solid curves, which were calculated with allowance for the Sudakov form factor, reproduce the $q^{2}$ dependence of the form factor $q^{4} G_{m}\left(q^{2}\right)$. Quantitatively, model (a) agrees well with experimental data (thick solid curve), whereas model (b) yields results that fall short of those in model (a) by a factor of about 1.5. It is important to note that the same value was used for the normalization factor both in the spacelike and in the timelike region. The dashed curves represent the results of the QGSM calculation taking no account of the Sudakov form factor. They correspond to the form factor $q^{4} G_{m}\left(q^{2}\right)$, which grows with increasing $q^{2}$. The values at $q^{2}=5 \mathrm{GeV}^{2}$ on these curves are less than those on the corresponding solid curves by a factor of about 1.2 to 1.5 .

In Section 3, we have considered two versions of parametrization of the spin structure of the amplitude $T_{i}^{q \bar{q} \rightarrow N \bar{N}}$. For the proton magnetic form factor, the results of our calculations proved to be insensitive to the choice of spin structure. By fixing the spin depen-


Fig. 4. Proton magnetic form factor $G_{m}\left(q^{2}\right)$ in the timelike region as a function of $q^{2}$. The notation for the curves is identical to that in Fig. 3. Experimental data were borrowed from $[37,38]$.


Fig. 5. Ratio $\mu_{p} G_{e}\left(Q^{2}\right) / G_{m}\left(Q^{2}\right)$ of the Sachs form factors for the proton in the timelike region as a function of $Q^{2}=-q^{2}$. The spin amplitude is parametrized according to (1), the quark mass being set to $m=0.22 \mathrm{GeV}$. Experimental data were borrowed from [39].


Fig. 6. Pauli form factor $F_{2}\left(Q^{2}\right)$ for the proton in the spacelike region as a function of $Q^{2}=-q^{2}$. The solid curves correspond to model (i) for the spin structure of the amplitude $A^{q \bar{q} \rightarrow N \bar{N}}$, the thick and thin curves representing results obtained with the Sudakov form factor parametrized according to (52) and (57), respectively. The dashed curves illustrate the results of the calculations without the Sudakov form factor. The dash-dotted curve lying below the experimental points corresponds to the model (ii) of the spin structure and to the parametrization (52) of the Sudakov form factor. The parameters $m$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$ were set to $m=0.22 \mathrm{GeV}$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=$ $0.2 \mathrm{GeV}^{2}$. Experimental data were borrowed from [39, 40].


Fig. 7. Pion form factor $F_{\pi}\left(Q^{2}\right)$ in the spacelike region as a function of $Q^{2}=-q^{2}$. The notation for the curves is identical to that in Fig. 3. Experimental data were borrowed from [41].


Fig. 8. Pion form factor $F_{\pi}\left(q^{2}\right)$ in the timelike region as a function of $q^{2}$. The notation for the curves is identical to that in Fig. 3. Experimental data were borrowed from [42, 43].
dence, we were able, however, to distinguish between the Sachs form factors $G_{e}\left(q^{2}\right)$ and $G_{m}\left(q^{2}\right)$ and to determine thereby the Pauli form factor $F_{2}\left(q^{2}\right)$. From a comparison of expressions (45) and (50), it can be seen that the difference of $G_{e}\left(q^{2}\right)$ and $G_{m}\left(q^{2}\right)$ and, hence, the Pauli form factor depend on $m^{2}, M^{2}$, and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$ [model (ii)] or only on the ratio $m / M$ [model (i)]. Thus, we see that, if we choose the normalization of $G_{m}$, the choice of the spin structure is dictated by the ratio of the form factors $G_{e}$ and $G_{m}$ that follows from experimental data.

In Fig. 5, the ratio $\mu_{p} \frac{G_{e}}{G_{m}}$ of the nucleon form factors is displayed for spacelike $q^{2}=-Q^{2}$ values. This ratio changes slowly in the range $Q^{2}=0.5-0.35 \mathrm{GeV}^{2}$, approaching a value of about $0.6-0.7$. For the ratio $G_{e} / G_{m}$, we accordingly expect $G_{e} / G_{m} \approx 0.2-0.25$. In the
spin models considered here, the ratio $G_{e} / G_{m}$ is independent of $q^{2}$ (see Section 3):

$$
\begin{gather*}
\frac{G_{e}}{G_{m}}=\frac{m}{M} \text { for model (i), } \\
\frac{G_{e}}{G_{m}}=\frac{m}{M}+\frac{\left\langle\mathbf{k}_{\perp}^{2}\right\rangle}{(m+M)^{2}}\left(2+\frac{m}{M}\right) \text { for model (ii). } \tag{59}
\end{gather*}
$$

The experimental value of the ratio $G_{e} / G_{m}$ is reproduced within model (i) at the natural quark-mass value of $m=0.22 \mathrm{GeV}$. Experimental data on the Pauli form factor $F_{2}$ [40] correspond to a somewhat greater ratio of $\mu_{p} G_{e} / G_{m} \approx 0.7-0.75$. Nonetheless, model (i) describes well available data within the errors (at $m=0.22 \mathrm{GeV}$ ).

For the ratio $G_{e} / G_{m}$, model (ii) predicts a greater value than model (i) [see equation (59)]. In order to describe experimental data on the Pauli form factor $F_{2}$ (or on the ratio $G_{e} / G_{m}$ ), the quantities $m$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$ must be set to $m \approx 0$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=0.15 \mathrm{GeV}^{2}$, but this set of values does not appear to be a natural option. It should be noted that, at $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle=0$ (the longitudinal momentum of the quark is aligned with the nucleon momentum), model (ii) involving scalar-diquark exchange corresponds to helicity conservation and to the formulas of model (i).

Figure 6 presents the Pauli form factor $F_{2}\left(Q^{2}\right)$ as calculated for two parametrizations of the Sudakov form factor. The thick and the thin solid curve represent the results of the calculations based on model (a) and model (b), respectively. The form factor $F_{2}$ corresponding to the spin structure associated with scalar-diquark exchange is depicted by the dash-dotted curve. For this curve, the Sudakov form factor was taken in the approximation of a constant $\alpha_{s}^{\text {eff }}[$ model (a)]. It can be seen that, even at sufficiently small $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$, the absolute value of the Pauli form factor cannot be reproduced within this model.

Thus, the QGSM reproduces faithfully experimental data on the nucleon form factors at positive and negative values of $q^{2}$. Either parametrization of the Sudakov form factor describes well the experimental dependences at negative $q^{2}$, the necessary absolute normalization of the form factor $G_{m}\left(q^{2}\right)$ in the timelike region being achieved in model (a). We can also conclude that model (i), which assumes the dominance of the amplitude $D_{1}\left(s, \mathbf{k}_{\perp}^{2}\right)$, reproduces closely spin effects even at moderate values of $Q^{2}$. Within model (ii), experimental data can be described only at unnaturally small values of the parameters $m$ and $\left\langle\mathbf{k}_{\perp}^{2}\right\rangle$.

The degree of decrease in the Sachs form factors for the nucleons, $\left|q^{2}\right|^{-2}$, is determined by (A) the power-law decrease in the absolute value of the amplitude for
quark transitions into nucleons $\left(q^{2}\right)^{-1}\left|T^{q \bar{q} \rightarrow N \bar{N}}\left(q^{2}\right)\right| \sim$ $\left|q^{2}\right|^{-\left(1-2 \alpha_{B}(0)+\alpha_{M}(0)\right) / 2} \sim\left|q^{2}\right|^{-5 / 4}$ and (B) the decrease in the Sudakov form factor, which varies as $\left|S\left(q^{2}\right)\right| \sim\left|q^{2}\right|^{-3 / 4}$ in the region $10 \mathrm{GeV}^{2}<\left|q^{2}\right|<30 \mathrm{GeV}^{2}$ for the nucleons (in the region of a few tens of $\mathrm{GeV}^{2}$ under consideration, either parametrization of the Sudakov form factor, $S^{(0)}$ and $S^{(1)}$, yields approximately the same powerlaw dependence, $\left.\left|q^{2}\right|^{-3 / 4}\right)$.

Since the behavior of the Sachs form factors $G_{m}$ and $G_{e}$ is determined by the asymptotic factor $\left(q^{2} / s_{0}\right)^{\left(\alpha_{D}(0)+1\right) / 2}$ in the amplitude $T^{q \bar{q} \rightarrow N \bar{N}}$, the Pauli form factor $\left(Q^{2}\right)^{3} F_{2}$ grows approximately in direct proportion to $Q^{2}$ in the region of small $Q^{2}$, approaching a constant at greater values of $Q^{2}$. In order to take this effect into account, the preasymptotic factor $\left(q^{2} / 4 M^{2}-\right.$ $1)^{-1}$, which determines a linear growth of $\left(Q^{2}\right)^{3} F_{2}\left(Q^{2}\right)$ in the range $Q^{2} \approx 2-5 \mathrm{GeV}^{2}$, is retained in expression (40) for $F_{2}\left(Q^{2}\right)$.

The behavior of the pion form factor $F_{\pi}\left(q^{2}\right)$ differs somewhat from the behavior of the nucleon form factors. Since a pair of pseudoscalar particles is formed by a virtual photon in the reaction $\gamma \longrightarrow \pi^{+} \pi^{-}$, the two product pions can be formed only in a state whose relative orbital angular momentum is $l=1$. In this case, the main contribution comes from the amplitude $A_{z}^{\gamma \rightarrow q \bar{q}}$ associated with the transition suppressed by the helic-ity-conservation condition, whereby there arises an additional suppression of the pion form factor in proportion to $\left|q^{2}\right|^{-1 / 2}$ [see equation (32)].

The absolute value of the amplitude for quark transitions into hadrons-it is determined by the meson Regge trajectory $\alpha_{M}(t)$-depends on $q^{2}$ as $\left|A^{q \bar{q} \rightarrow \pi^{+} \pi^{-}}\left(q^{2}\right)\right| \sim\left|q^{2}\right|^{\left(\alpha_{M}(0)-1\right) / 2}=\left|q^{2}\right|^{-1 / 4}$.

The parameters of the Sudakov form factor in models (a) and (b) were determined by fitting experimental data on the pion form factor. The results are

$$
\begin{gathered}
\alpha_{s}^{\mathrm{eff}}=0.45, \quad \omega_{\max }^{2}=2.5 \mathrm{GeV}^{2} \\
\Lambda_{\mathrm{QCD}}=0.5 \mathrm{GeV}, \quad \mu_{1}=1.5 \mathrm{GeV}, \quad \mu_{2}=1.5 \mathrm{GeV}
\end{gathered}
$$

This choice of parameter values makes it possible to describe the behavior of the pion form factor, $q^{2} F_{\pi}\left(q^{2}\right) \sim$ $\left(q^{2}\right)^{0}$, in the region where we have experimental data at our disposal. Here, model (a), where the ratio $r_{\mathrm{TS}}$ (53) is determined by the choice of $\alpha_{s}^{\text {eff }}$ exclusively, reproduces correctly the absolute value of the pion form factor in the timelike region.

Figure 7 displays the results of the calculations for the pion form factor in the spacelike region. The thick (thin) solid curve corresponds to the choice of the Sudakov form factor in model (a) [model (b)]. The
dashed curve represents the results of the calculations taking no account of the Sudakov form factor in either model [(a) and (b)]. It shows a slowly ascending behavior of $F_{\pi}\left(Q^{2}\right) Q^{2}$ in the region of $Q^{2}$ values being considered.

Figure 8 presents the graphs of the pion form factor in the timelike region. The solid curves correspond to models (a) and (b) for the parametrization of the Sudakov form factors. The thick and the thin dashed curve depict the results of the calculations without the Sudakov form factor that were performed on the basis of model (a) and model (b), respectively. In just the same way as in the spacelike region, the function $q^{2} F_{\pi}\left(q^{2}\right)$ is approximately constant in the region where experimental data are available. For model (a), the ratio of the absolute value of the pion form factor in the timelike region to that in the spacelike region is $\left|F_{\pi}\left(q^{2}\right)\right| /\left|F_{\pi}\left(-q^{2}\right)\right| \approx 2.5$ at $q^{2} \approx 10 \mathrm{GeV}^{2}$, as in the case of the nucleon form factors, and is determined by the analytic properties of the Sudakov form factor. In the timelike region, model (b) fails to reproduce the absolute value of the pion form factor. The results of the calculations that take no account of the Sudakov form factor fall significantly short of experimental values.

We note that, within perturbative QCD, the distinctions between the meson form factors at positive and negative values of the variable $q^{2}$ were discussed in [44] with allowance for Sudakov effects. In the model adopted in [44], however, the deviation of $\left|F_{\pi}\left(q^{2}\right)\right| /\left|F_{\pi}\left(-q^{2}\right)\right|$ from unity is due to the singularities of the hard-rescattering amplitudes rather than to the Sudakov form factor. A similar result is obtained within the model that was proposed in [45] and which employs the pion form factor based on a phenomenological parametrization of the imaginary part: there, the ratio $\left|F_{\pi}\left(q^{2}\right) / /\left|F_{\pi}\left(-q^{2}\right)\right|\right.$ proves to be determined by the energy dependence of the imaginary part of $F_{\pi}\left(q^{2}\right)$. In our model, such corrections must show a power-law decrease in proportion to $M^{2} / q^{2}$ and must be small even at $q^{2}=10-20 \mathrm{GeV}^{2}$ if the mass $M$ is chosen to be between 1 and 2 GeV . If, on the other hand, the Sudakov effect is important, the ratios $r_{\mathrm{TS}}^{\pi}=$ $\left|F_{\pi}\left(q^{2}\right)\right| /\left|F_{\pi}\left(-q^{2}\right)\right|$ and $r_{\mathrm{TS}}^{N}=\left|G_{m}\left(q^{2}\right)\right| /\left|G_{m}\left(-q^{2}\right)\right|$ will decrease rather slowly with increasing $q^{2}$ [see equations (53) and (58)]. By way of example, we indicate that, in model (i), $r_{\mathrm{TS}}^{(0)}$ is independent of $q^{2}\left(r_{\mathrm{TS}}^{(0)}=2.5\right)$. Within model (ii), $r_{\text {TS }}^{(1)}$ is about 1.8 at $q^{2}=5 \mathrm{GeV}^{2}$ and decreases to about 1.35 at $q^{2}=100 \mathrm{GeV}^{2}$. Thus, a variation of $r_{\mathrm{TS}}$ for the nucleons and for the pion at large $q^{2}$ would be of crucial importance for resolving the fundamental question of whether the behavior of the hadronic form factors in the region $q^{2} \sim 10-50 \mathrm{GeV}^{2}$ is governed by perturbative or nonperturbative QCD dynamics. It would be interesting to test experimentally our result predicting, within the present model, that
$q^{2} F_{\pi}\left(q^{2}\right)$ must decrease with increasing $q^{2}$ both for $q^{2}>0$ and for $q^{2}<0$.

## 6. CONCLUSION

An analysis of the pion and nucleon form factors in the space- and timelike regions has been performed on the basis of the QGSM. Spin effects have been introduced by specifying appropriately the amplitudes $T^{q \bar{q} \rightarrow h \bar{h}}$ for quark transitions into hadrons. By taking into account the spin structure of these amplitudes, it has become possible to describe spin effects in binary hadronic reactions and in hadronic form factors. The approximate asymptotic forms $G_{m, e} \sim\left(q^{2}\right)^{-2}$ and $F_{\pi} \sim$ $\left(q^{2}\right)^{-1}$ extracted for the nucleon and pion form factors from experimental data for $q^{2} \leq 100 \mathrm{GeV}^{2}$ have been reproduced here within the QGSM owing to the Regge behavior of the amplitudes for quark transitions into hadrons and the Sudakov form factor. The inclusion of spin variables has enabled us to separate the nucleon form factors $G_{e}\left(q^{2}\right)$ and $G_{m}\left(q^{2}\right)$ and to calculate the Pauli form factor $F_{2}\left(q^{2}\right)$. For the pion form factor, it has been shown that, because of approximate helicity conservation in the transition $\gamma \longrightarrow q \bar{q}$, the form factor $F_{\pi}\left(q^{2}\right)$ is additionally suppressed in proportion to $\left(q^{2}\right)^{-1 / 2}$. In contrast to what is obtained within perturbative QCD predicting a linear growth of the ratios $F_{\pi \pi}\left(q^{2}\right) / F_{\pi \omega}\left(q^{2}\right)$ and $F_{\pi \pi}\left(q^{2}\right) / F_{\pi \rho}\left(q^{2}\right)$ with increasing $q^{2}$, it has been found on the basis of the QGSM that these ratios decrease in proportion to $1 / \sqrt{q^{2}}$. The expressions obtained within this model for the form factors in question are analytic in the complex plane of the variable $q^{2}$ and can be continued analytically from the timelike region to the region of negative $q^{2}$ values. That the absolute values of the hadronic form factors at positive $q^{2}$ differ from those at negative values of this variable is associated primarily with the analytic properties of the doublelogarithmic term in the exponent of the Sudakov form factor. The presence of the Sudakov form factor results in that the hadronic form factors as obtained on the basis of the QGSM decrease exponentially at very large $q^{2}$. However, this decrease is very slow in the $q^{2}$ region accessible to current experiments. For this reason, the nonperturbative contributions that emerge in the form factors within the QGSM may prove to be dominant up to $q^{2} \sim 10^{2} \mathrm{GeV}^{2}$.
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#### Abstract

We perform a $K$-matrix analysis of $I J^{P C}=00^{++}, 10^{++}, 02^{++}$, and $12^{++}$meson partial waves using GAMS data on $\pi^{-} p \longrightarrow \pi^{0} \pi^{0} n, \eta \eta n, \eta \eta^{\prime} n$ that are supplemented with BNL data on $\pi^{-} p \longrightarrow K \bar{K} n$ and Crystal Barrel data on $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \pi^{0}, \pi^{0} \eta \eta, \pi^{0} \pi^{0} \eta$. The positions of the amplitude poles (physical resonances) are determined, together with the positions of the $K$-matrix poles (bare states) and the values of barestate couplings to two-meson channels. The nonet classification of the bare states found in the present analysis is discussed. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In this article, we complete the $K$-matrix analysis of GAMS data on the reactions $\pi^{-} p \longrightarrow \pi^{0} \pi^{0} n[1], \eta \eta n$ [2], and $\eta \eta^{\prime} n$ [3] that was begun by the papers [4-6]. A $K$-matrix analysis furnishes rich information about meson states, thereby helping classify $q \bar{q}$ states and facilitating searches for exotic mesons. In order to reconstruct the $K$-matrix amplitude, it is necessary, however, to study the complete set of open channels with sufficiently high statistics. This is the reason why we are going to extend our fit to data on $\pi p \longrightarrow K \bar{K} n$ [7] and $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \pi^{0}, \pi^{0} \eta \eta, \pi^{0} \pi^{0} \eta$ [8].

We note that $K$-matrix poles, which are the subject of the present consideration, differ from the amplitude poles in two respects:
(i) States corresponding to the $K$-matrix poles involve no components featuring real mesons that are inherent in resonances. The absence of a real-meson cloud allows one to refer to these states by convention as bare ones $[5,6]$.
(ii) Owing to bare state $\longrightarrow$ real mesons $\longrightarrow$ bare state transitions, the observed resonances appear to be mixtures of bare states. For quark systematics, bare states are therefore primary objects rather than resonances.

The bare state $\longrightarrow$ real mesons coupling constants are responsible not only for the mixing of states but also for resonance decays; the relations between the couplings allow one to reconstruct the quark-gluon content of bare states $[9,10]$.

[^4]Our article is organized as follows.
In Section 2, we introduce a set of formulas that are used in our data fit. We present the $S$ - and $D$-wave $K$ matrix amplitudes for the on-mass-shell reactions $\pi \pi \longrightarrow \pi \pi, K \bar{K}, \eta \eta$, and $\eta \eta^{\prime}$, along with those for an off-mass-shell pion in the initial state: $\pi \pi(t)$ with $t \neq$ $m_{\pi}^{2}$. The $K$-matrix formulas for the final-state interaction in the three-meson-production process, $p \bar{p} \longrightarrow$ three mesons, are also displayed.

In Section 3, we write down the couplings for bare state $\longrightarrow$ two pseudoscalars transitions, with the quark-combinatorics constraints imposed both for $q \bar{q}$ states (isoscalar and isovector) and for the glueball. The reconstruction of the couplings in the fit allows us to determine the quark content of isoscalar states and to find a candidate for the glueball.

Mesons that belong to the same $q \bar{q}$ nonet have approximately equal masses; they also have approximately equal decay couplings. In addition, the flavor wave functions for the isoscalars of the same nonet are orthogonal. In Section 4, we present the results of the fit with the imposed nonet-classification constraints. A fit to the $00^{++}$wave confirms the result of [6], while, for the $02^{++}, 10^{++}$, and $12^{++}$waves, the $K$-matrix representation of the amplitudes in the mass region below 1900 MeV is implemented for the first time. The reconstructed bare states, together with those found in the $K \pi$ $S$-wave $K$-matrix analysis [11], allow us to construct the $1^{3} P_{0} q \bar{q}$ and $1^{3} P_{2} q \bar{q}$ nonets unambiguously; for the $2^{3} P_{0} q \bar{q}$ nonet, two versions are possible that differ in the mass of the lightest scalar-isoscalar state.

The origin of the lightest scalars, $f_{0}(980)$ and $a_{0}(980)$, is crucial for the nonet classification. These states are located near the $K \bar{K}$ threshold and give rise to the question of whether these states are hadronic $K \bar{K}$ molecules. In Section 5, we present arguments based on direct GAMS measurements and on the results of the performed $K$-matrix fit that the bare states from which $f_{0}(980)$ and $a_{0}(980)$ originate have a $q \bar{q}$ nature.

A short summary is given in Section 6.

## 2. EXPERIMENTAL DATA AND $K$-MATRIX AMPLITUDE

Here, we briefly introduce the fitted data and present the $K$-matrix formulas used in our data analysis.

### 2.1. Experimental Data

A simultaneous analysis of the meson spectra in the $I J^{P C}=00^{++}, 10^{++}, 02^{++}$, and $12^{++}$channels is performed on the basis of the following data set:
(i) GAMS data on $S$-wave two-meson production in the reactions $\pi p \longrightarrow \pi^{0} \pi^{0} n, \eta \eta n$, and $\eta \eta^{\prime} n$ at low nucleon momentum transfers, $|t|<0.2(\mathrm{GeV} / c)^{2}[1-3]$;
(ii) GAMS data on the $S$-wave $\pi \pi$ production in the reaction $\pi p \longrightarrow \pi^{0} \pi^{0} n$ at high momentum transfers, $0.30<|t|<1.0(\mathrm{GeV} / c)^{2}[1]$.
(iii) GAMS data on $D$-wave $\pi \pi$ production in the reaction $\pi p \longrightarrow \pi^{0} \pi^{0} n$ at small and large $|t|, 0<|t|<$ $0.5(\mathrm{GeV} / c)^{2}$ [3];
(iv)) BNL data on $\pi p^{-} \longrightarrow K \bar{K} n$ [7];
(v) Crystal Barrel data on $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \pi^{0}$, $\pi^{0} \pi^{0} \eta, \pi^{0} \eta \eta$ [8].

### 2.2. K-Matrix Amplitude and Analyticity

The $K$-matrix technique is used to describe the twomeson coupled channels:

$$
\begin{equation*}
A=K(I-i \hat{\rho} K)^{-1} \tag{1}
\end{equation*}
$$

Here, $K$ is an $n \times n$ matrix, $n$ being the number of channels under consideration, while $I$ is an identity matrix. The phase-space matrix is diagonal: $\hat{\rho}_{a b}=\delta_{a b} \rho_{a}$. The phase-space factor $\rho_{a}$ is responsible for the threshold singularities of the amplitude: for the amplitude to be analytic in the physical region under consideration, we use an analytic continuation for $\rho_{a}$ below threshold. For example, the $\eta \eta$ phase-space factor $\rho_{a}=\left(1-4 m_{\eta}^{2} / s\right)^{1 / 2}$ is equal to $i\left(4 m_{\eta}^{2} / s-1\right)^{1 / 2}$ below the $\eta \eta$ threshold ( $s$ is two-meson invariant energy squared). The phase-space factors that we use lead to spurious kinematical singularities at $s=0$ (in all factors) and at $s=\left(m_{\eta^{\prime}}-m_{\eta}\right)^{2}$ (in
the $\eta \eta$ ' space factor), but these spurious singularities, which are peculiar to the $K$-matrix approach are too far from the investigated physical region.

For the multimeson phase space in the isoscalar sector, we use the four-pion phase space defined as either $\rho \rho$ or $\sigma \sigma$ phase space, where $\sigma$ denotes the $S$-wave $\pi \pi$ amplitude below 1.2 GeV . The result is virtually independent of whether we use the $\rho \rho$ or $\sigma \sigma$ state to describe the multimeson channel: below, we present formulas and parameter values obtained for the $\rho \rho$ case, for which fitted expressions are less cumbersome. The multimeson phase space in the $I=1$ sector is taken in a form that, in its low-energy part, simulates the $a_{0} \rho$ phase space.

### 2.3. Isoscalar-Scalar, $0^{+++}$, Partial Wave

For the $S$-wave interaction in the isoscalar sector, we use a parametrization similar to that in [6]:

$$
\begin{gather*}
K_{a b}^{00}(s) \\
=\left(\sum_{\alpha} \frac{g_{a}^{(\alpha)} g_{b}^{(\alpha)}}{M_{\alpha}^{2}-s}+f_{a b} \frac{1 \mathrm{GeV}^{2}+s_{0}}{s+s_{0}}\right) \frac{s-m_{\pi}^{2} / 2}{s} \tag{2}
\end{gather*}
$$

Here, $K_{a b}^{I J}$ is a $5 \times 5$ matrix $(a, b=1, \ldots, 5)$, with the following notation for meson states: $1=\pi \pi, 2=K \bar{K}$, $3=\eta \eta, 4=\eta \eta^{\prime}$, and $5=$ multimeson states (four-pion state mainly at $\sqrt{s}<1.6 \mathrm{GeV}$ ). The quantity $g_{a}^{(\alpha)}$ is the constant of coupling of the bare state $\alpha$ to the meson channel; the parameters $f_{a b}$ and $s_{0}$ describe the smooth part of the $K$-matrix elements ( $s_{0}>1.5 \mathrm{GeV}^{2}$ ). We use the factor $\left(s-m_{\pi}^{2} / 2\right) / s$ to suppress the effect of the spurious kinematical singularity at $s=0$ in the amplitude near the $\pi \pi$ threshold.

The phase-space matrix elements are given by

$$
\begin{equation*}
\rho_{a}(s)=\sqrt{\frac{s-4 m_{a}^{2}}{s}}, \quad a=1,2,3 \tag{3}
\end{equation*}
$$

where $m_{1}=m_{\pi}, m_{2}=m_{K}, m_{3}=m_{\eta}$, and

$$
\begin{gather*}
\rho_{4}(s)=\left\{\begin{array}{l}
\rho_{41} \text { at } s>\left(m_{\eta}-m_{\eta^{\prime}}\right)^{2} \\
\rho_{42} \text { at } s<\left(m_{\eta}-m_{\eta^{\prime}}\right)^{2},
\end{array}\right. \\
\rho_{41}=\sqrt{\left[1-\frac{\left(m_{\eta}+m_{\eta^{\prime}}\right)^{2}}{s}\right]\left[1-\frac{\left(m_{\eta}-m_{\eta^{\prime}}\right)^{2}}{s}\right]},  \tag{4}\\
\rho_{42}=0 .
\end{gather*}
$$

The multimeson phase-space factor is defined as

$$
\rho_{5}(s)=\left\{\begin{array}{l}
\rho_{51} \text { at } s<1 \mathrm{GeV}^{2} \\
\rho_{52} \text { at } s>1 \mathrm{GeV}^{2},
\end{array}\right.
$$

$$
\begin{gather*}
\rho_{51}=\rho_{0} \int \frac{d s_{1}}{\pi} \int \frac{d s_{2}}{\pi} \\
\times M^{2} \Gamma\left(s_{1}\right) \Gamma\left(s_{2}\right) \sqrt{\left(s+s_{1}-s_{2}\right)^{2}-4 s s_{1}}  \tag{5}\\
\times s^{-1}\left[\left(M^{2}-s_{1}\right)^{2}+M^{2} \Gamma^{2}\left(s_{1}\right)\right]^{-1} \\
\times\left[\left(M^{2}-s_{2}\right)^{2}+M^{2} \Gamma^{2}\left(s_{2}\right)\right]^{-1} \\
\rho_{52}=1
\end{gather*}
$$

Here, $s_{1}$ and $s_{2}$ are the two-pion energies squared, $M$ is $\rho$-meson mass, and $\Gamma(s)$ is its energy-dependent width, $\Gamma(s)=\gamma \rho_{1}^{3}(s)$. The factor $\rho_{0}$ ensures the continuity of $\rho_{5}(s)$ at $s=1 \mathrm{GeV}^{2}$.

The following formulas describe the amplitudes of $\pi \pi, \quad \eta \eta$, and $\eta \eta^{\prime}$ production via $t$-channel pion exchange:

$$
\begin{gather*}
A_{\pi N \rightarrow N b}=N\left(\bar{\Psi}_{N} \gamma_{5} \Psi_{N}\right) F_{N}(t) D(t) \tilde{K}_{\pi \pi(t), a}(1-i \rho K)_{a b}^{-1} \\
b=\pi \pi, \eta \eta, \eta \eta^{\prime} \\
\tilde{K}_{\pi \pi(t), a}=\left(\sum_{\alpha} \frac{\tilde{g}^{(\alpha)}(t) g_{a}^{(\alpha)}}{M_{\alpha}^{2}-s}+\tilde{f}_{a}(t) \frac{1 \mathrm{GeV}^{2}+s_{0}}{s+s_{0}}\right)  \tag{6}\\
\times\left(s-m_{\pi}^{2} / 2\right) / s
\end{gather*}
$$

Here, $N$ is a normalization factor; $F_{N}(t)$ is the nucleon form factor, and $D(t)$ is the pion propagator,

$$
\begin{gather*}
F_{N}(t)=\left[\frac{\tilde{\Lambda}-m_{\pi}^{2}}{\tilde{\Lambda}-t}\right]^{4} \\
D(t)=\left(m_{\pi}^{2}-t\right)^{-1} \\
\tilde{g}^{(\alpha)}(t)=g_{1}^{(\alpha)}+\left(1-\frac{t}{m_{\pi}^{2}}\right)\left(\Lambda_{g}-\frac{t}{m_{\pi}^{2}}\right) g^{(\alpha)}  \tag{7}\\
\tilde{f}_{a}(t)=f_{1 a}+\left(1-\frac{t}{m_{\pi}^{2}}\right)\left(\Lambda_{f}-\frac{t}{m_{\pi}^{2}}\right) f_{a}^{\prime},
\end{gather*}
$$

where $\Lambda^{\prime} s, g^{\prime}$, and $f^{\prime}$ are the fitted parameter values.

### 2.4. Isoscalar-Tensor, $\mathrm{O2}^{++}$, Partial Wave

The $D$-wave interaction in the isoscalar sector is parametrized by a $4 \times 4 K$ matrix, where $1=\pi \pi, 2=$ $K \bar{K}, 3=\eta \eta$, and $4=$ multimeson states:
$K_{a b}^{02}(s)=D_{a}(s)\left(\sum_{\alpha} \frac{g_{a}^{(\alpha)} g_{b}^{(\alpha)}}{M_{\alpha}^{2}-s}+f_{a b} \frac{1 \mathrm{GeV}^{2}+s_{2}}{s+s_{2}}\right) D_{b}(s)$

The factor $D_{a}(s)$ stands for the $D$-wave centrifugal barrier. We take this factor in the form

$$
\begin{equation*}
D_{a}(s)=\frac{k_{a}^{2}}{k_{a}^{2}+3 / r_{a}^{2}}, \quad a=1,2 \tag{9}
\end{equation*}
$$

where $k_{a}=\sqrt{s / 4-m_{a}^{2}}$ is the momentum of the decaying meson in the resonance c.m. frame. For multimeson decay, the factor $D_{4}(s)$ is set to 1 . The phase-space factors used are identical to those for the isoscalar $S$-wave channel.

### 2.5. Isovector-Scalar, $10^{++}$, and Isovector-Tensor, $12^{++}$, Partial Waves

For the amplitude in the isovector-scalar and isovector-tensor channels, we use a $4 \times 4 K$ matrix with $1=\pi \eta, 2=K \bar{K}, 3=\pi \eta^{\prime}$, and $4=$ multimeson states:
$K_{a b}^{1 J}(s)=D_{a}(s)\left(\sum_{\alpha} \frac{g_{a}^{(\alpha)} g_{b}^{(\alpha)}}{M_{\alpha}^{2}-s}+f_{a b} \frac{1.5 \mathrm{GeV}^{2}+s_{1}}{s+s_{1}}\right) D_{(10)}(s)$.
Here, $J=0,2$; for the $10^{++}$amplitude and for the $D$ wave partial amplitude, the factor $D_{a}(s)$ is, respectively, set to unity and taken in the form

$$
\begin{gather*}
D_{a}(s)=\frac{k_{a}^{2}}{k_{a}^{2}+3 / r_{3}^{2}}, \quad a=1,2,3  \tag{11}\\
D_{4}(s)=1
\end{gather*}
$$

The elements of the phase-space matrix in the isovector sector are defined as

$$
\begin{gather*}
\rho_{1}(s)=\left\{\begin{array}{l}
\rho_{11} \text { at } s>\left(m_{\eta}-m_{\pi}\right)^{2} \\
\rho_{12} \text { at } s<\left(m_{\eta}-m_{\pi}\right)^{2},
\end{array}\right. \\
\rho_{11}=\sqrt{\left[1-\frac{\left(m_{\eta}+m_{\pi}\right)^{2}}{s}\right]\left[1-\frac{\left(m_{\eta}-m_{\pi}\right)^{2}}{s}\right]}  \tag{12}\\
\rho_{12}=0, \\
\rho_{2}(s)=\sqrt{\frac{s-4 m_{K}^{2}}{s}},  \tag{13}\\
\rho_{3}(s)=\left\{\begin{array}{l}
\rho_{31} \text { at } s>\left(m_{\eta^{\prime}}-m_{\pi}\right)^{2} \\
\rho_{32} \text { at } s<\left(m_{\eta^{\prime}}-m_{\pi}\right)^{2}, \\
\rho_{31}= \\
{\left[1-\frac{\left(m_{\eta^{\prime}}+m_{\pi}\right)^{2}}{s}\right]\left[1-\frac{\left(m_{\eta^{\prime}}-m_{\pi}\right)^{2}}{s}\right]}
\end{array}\right. \\
\rho_{32}=0 . \tag{14}
\end{gather*}
$$

The multimeson phase-space factor $\rho_{4}(s)$ is taken in a form that simulates the $\rho a_{0}$ phase-space factor below

$$
\begin{align*}
& s=2.25 \mathrm{GeV}^{2}: \\
& \rho_{4}(s)=\left\{\begin{array}{l}
\rho_{41} \text { at }\left(m_{\eta}+3 m_{\pi}\right)^{2}<s<2.25 \mathrm{GeV}^{2} \\
\rho_{42} \text { at } s>2.25 \mathrm{GeV}^{2} \\
\rho_{43} \text { at } s<\left(m_{\eta}+3 m_{\pi}\right)^{2}, \\
\rho_{41}=\left[\frac{1-\left(m_{\eta}+3 m_{\pi}\right)^{2} / s}{1-\left(m_{\eta}+3 m_{\pi}\right)^{2} / 2.25 \mathrm{GeV}^{2}}\right]^{5 / 2}, \\
\rho_{42}=1, \\
\rho_{43}=0 .
\end{array}\right. \tag{15}
\end{align*}
$$

### 2.6. Amplitudes of Three-Meson Production

The $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \pi^{0}, \pi^{0} \eta \eta$ amplitudes corresponding to the production of the two-meson isoscalar states are given by

$$
A_{p \bar{p} \rightarrow \text { three mesons }}=A_{1}(23)+A_{2}(13)+A_{3}(12) \text {, }
$$

where the amplitude $A_{k}(i j)$ stands for diagrams with particle interaction in intermediate states and the last interaction involving particles $i$ and $j$, with particle $k$ being a spectator. As in $[5,6]$, we assume that $p \bar{p}$ annihilates at rest from the ${ }^{1} S_{0}$ level. For the two-particle interaction block, we use the form

$$
\begin{equation*}
A_{1}(23)=\sum_{J=0,2} X_{J}(23) \tilde{K}_{p \bar{p} \pi, a}^{0 J}\left(s_{23}\right)\left[1-i \hat{\rho} K^{0 J}\left(s_{23}\right)\right]_{a b}^{-1}, \tag{16}
\end{equation*}
$$

where $b=\pi^{0} \pi^{0}$ stands for $\pi^{0} \pi^{0} \pi^{0}$ production and $b=\eta \eta$ for $\pi^{0} \eta \eta$. The centrifugal-barrier factor $X_{J}$ is equal to unity for the production of the $S$-wave resonance. For the production of a $D$-wave resonance, this factor is

$$
\begin{equation*}
X_{2}(23)=\frac{1}{2}\left(3 \cos ^{2} \Theta_{12}-1\right) \frac{p_{1}^{2}}{p_{1}^{2}+3 / R^{2}}, \tag{17}
\end{equation*}
$$

where $\Theta_{12}$ is the angle between particles 1 and 2 in the rest frame of particles 2 and $3, p_{1}$ is the momentum of particle 1 in this frame, and $R$ is the annihilation radius. The $\tilde{K}$ matrices that describe the prompt resonance production in $p \bar{p}$ annihilation are given by

$$
\begin{gather*}
\tilde{K}_{p \bar{p} \pi, a}^{00}\left(s_{i j}\right) \\
=\left(\sum_{\alpha} \frac{\Lambda_{p \overline{\bar{p}} \pi}^{(\alpha)}[00] g_{a}^{(\alpha)}}{M_{\alpha}^{2}-s_{i j}}+\phi_{p \bar{p} \pi, a}[00] \frac{1 \mathrm{GeV}^{2}+s_{0}}{s_{i j}+s_{0}}\right)  \tag{18}\\
\times\left(\frac{s_{i j}-m_{\pi}^{2} / 2}{s_{i j}}\right),
\end{gather*}
$$
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$$
\left.\begin{array}{c}
\tilde{K}_{p \overline{\bar{\eta}} \pi, a( }^{02}\left(s_{i j}\right) \\
=\left(\sum_{\alpha}^{\Lambda_{p \overline{\bar{p}} \pi}^{(\alpha)}[02] g_{a}^{(\alpha)}} M_{\alpha}^{2}-s_{i j}\right. \tag{19}
\end{array}+\phi_{p \bar{p} \pi, a}[02] \frac{1 \mathrm{GeV}^{2}+s_{0}}{s_{i j}+s_{0}}\right) D_{a}\left(s_{i j}\right) .
$$

The $\pi \pi \pi$-production amplitude is described by (16)(19) completely because of the amplitude symmetry under the rotation of pion indices $i, j$, and $k$.

That piece of the amplitude $p \bar{p}$ (at rest) $\longrightarrow \eta \pi^{0} \pi^{0}$ which corresponds to the production of isoscalar resonances reads

$$
\begin{gather*}
A_{1}(23)=\sum_{J=0,2} X_{J}(23) \tilde{K}_{p \bar{p} \eta, a}^{0 J}\left(s_{23}\right)\left[1-i \hat{\rho} K^{0 J}\left(s_{23}\right)\right]_{a b}^{-1},  \tag{20}\\
b=\pi^{0} \pi^{0},
\end{gather*}
$$

where

$$
\begin{align*}
& \tilde{K}_{p \bar{p} \bar{p}, a}^{00}\left(s_{i j}\right)=\left(\sum_{\alpha} \frac{\Lambda_{p \bar{p} \eta}^{(\alpha)}[00] g_{a}^{(\alpha)}}{M_{\alpha}^{2}-s_{i j}}\right.  \tag{21}\\
+ & \left.\phi_{p \bar{p} \eta, a}[00] \frac{1 \mathrm{GeV}^{2}+s_{0}}{s_{i j}+s_{0}}\right)\left(\frac{s_{i j}-m_{\pi}^{2} / 2}{s_{i j}}\right) .
\end{align*}
$$

The parameters $\Lambda_{p \bar{p} \pi}^{\alpha}[0 J]$ and $\phi_{p \bar{p} \pi}[0 J]$ (or $\Lambda_{p \bar{p} \eta}^{\alpha}[0 J]$ and $\phi_{p \bar{p} \eta}[0 J]$ ) can be complex-valued and have different phases because of three-particle interactions.

That part of the amplitude which corresponds to the production of isovector resonances in the reaction $p \bar{p}$ (at rest) $\longrightarrow \eta \eta \pi^{0}$ is written as $A_{1}(23)+A_{2}(13)$ and

$$
\begin{gather*}
A_{2}(13)=\sum_{J=0,2} X_{J}(13) \tilde{K}_{p \bar{p} \eta, a}^{1 J}\left(s_{13}\right)\left[1-i \hat{\rho} K^{1 J}\left(s_{13}\right)\right]_{a b}^{-1},  \tag{22}\\
b=\eta \pi^{0},
\end{gather*}
$$

where

$$
\begin{align*}
& \tilde{K}_{p \bar{p} \eta, a}^{1 J}\left(s_{i j}\right)=\left(\sum_{\alpha} \frac{\Lambda_{p \bar{p} \eta}^{(\alpha)}[1 J] g_{a}^{(\alpha)}}{M_{\alpha}^{2}-s_{i j}}\right.  \tag{23}\\
& \left.+\phi_{p \bar{p} \eta, a}[1 J] \frac{1 \mathrm{GeV}^{2}+s_{1}}{s_{i j}+s_{1}}\right) D_{a}\left(s_{i j}\right) .
\end{align*}
$$

The amplitude of isovector-resonance production in the reaction $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \eta$ has the form $A_{1}(23)+$ $A_{2}(13)$ and

$$
\begin{gather*}
A_{2}(13)=\sum_{J=0,1,2} X_{J}(13) \tilde{K}_{p \bar{p} \pi, a}^{1 J}\left(s_{13}\right)\left[1-i \hat{\rho} K^{1 J}\left(s_{13}\right)\right]_{a b}^{-1},  \tag{24}\\
b=\eta \pi^{0},
\end{gather*}
$$



Fig. 1. (a) Quark-antiquark loop diagram determining the glueball width; (b) diagrams for the decay of a $q \bar{q}$ meson; and $(c)$ and $(d)$ diagrams for the decay of a glueball into two $q \bar{q}$-meson states.
where $\tilde{K}_{p \bar{p} \pi, a}^{1 J}$ is given by (23) with the substitutions $\Lambda_{p \bar{p} \eta}^{(\alpha)}[1 J] \longrightarrow \Lambda_{p \bar{p} \pi}^{(\alpha)}[1 J]$ and $\phi_{p \bar{p} \eta, a}[1 J] \longrightarrow \phi_{p \bar{p} \pi, a}[1 J]$.

## 3. QUARK-COMBINATORICS RULES FOR DECAY COUPLINGS AND THE $q \bar{q}$ CONTENT OF MESONS

The decay couplings of the $q \bar{q}$ mesons and of the glueball to a pair of mesons are determined by the diagrams with $q \bar{q}$ pairs produced by gluons. Figures $1 b$ and $1 c$ provide an example of diagrams that contribute to the leading terms in the $1 / N$ expansion [12] $\left(N=N_{c}=\right.$ $N_{f}$, where $N_{c}$ and $N_{f}$ are numbers of colors and flavors,
respectively), and Fig. $1 d$ exemplifies diagrams for the next-to-leading contribution. The production of soft $q \bar{q}$ pairs by gluons violates flavor symmetry, the corresponding ratios of the production probabilities being

$$
\begin{equation*}
u \bar{u}: d \bar{d}: s \bar{s}=1: 1: \lambda \tag{25}
\end{equation*}
$$

where $\lambda=0.4-0.8$ [13]. In our fit, we fix $\lambda=0.6$.
We have calculated the ratios of the decay coupling constants on the basis of quark-combinatorics rules previously proposed for high-energy hadron production [14] and then extended to hadronic $J / \psi$ decays [15]. For the glueball and for isoscalar-scalar $q \bar{q}$ mesons, the calculations of the decay coupling constants were performed in [5, 9, 10]. The decay couplings for isoscalar and isovector mesons are given in Tables 1 and 2.

Isoscalar-meson decay couplings depend on the nonstrange-strange component ratio of the decaying meson as given by the mixing angle $\Phi$ :

$$
\begin{equation*}
\psi_{\text {decaying meson }}^{\text {flavor }}=n \bar{n} \cos \Phi+s \bar{s} \sin \Phi \tag{26}
\end{equation*}
$$

where $n \bar{n}=(u \bar{u}+d \bar{d}) / \sqrt{2}$. This allows us to reconstruct $\Phi$ and, at the same time, to determine the decay couplings.

The glueball decay couplings obey the same ratios as the couplings of isoscalar-scalar $q \bar{q}$ mesons with the mixing angle

$$
\begin{equation*}
\Phi=\Phi_{\text {glueball }}, \quad \tan \Phi_{\text {glueball }}=\sqrt{\lambda / 2} \tag{27}
\end{equation*}
$$

It follows from the two-stage decay of the glueball [10] (see Fig. $1 c$ ) that an intermediate $q \bar{q}$ state in the glue-

Table 1. Coupling constants given by quark combinatorics for a $q \bar{q}$-meson decaying into a pair of pseudoscalar mesons in the leading order of the $1 / N_{c}$ expansion and for glueball decay in the next-to-leading order of the $1 / N_{c}$ expansion ( $\Phi$ is the mixing angle for $n \bar{n}$ and $s \bar{s}$ states, and $\Theta$ is the mixing angle for $\eta-\eta^{\prime}$ mesons: $\eta=n \bar{n} \cos \Theta-s \bar{s} \sin \Theta$ and $\eta^{\prime}=n \bar{n} \sin \Theta+$ $s \bar{s} \cos \Theta$; glueball decay couplings in the leading order of $1 / N_{c}$ expansion are obtained by the replacements $g / \sqrt{2} \cos \Phi \longrightarrow G^{L}$ and $g / \sin \Phi \longrightarrow \sqrt{\lambda} G^{L}$.)

| Channel | The $q \bar{q}$-meson decay couplings <br> in the leading order of $1 / N_{c}$ expansion | Glueball decay couplings <br> in the next-to-leading terms of $1 / N_{c}$ expansion | Identity factor <br> in phase space |
| :--- | :--- | :---: | :---: |
| $\pi^{0} \pi^{0}$ | $g \cos \Phi / \sqrt{2}$ | 0 | $1 / 2$ |
| $\pi^{+} \pi^{-}$ | $g \cos \Phi / \sqrt{2}$ | 0 | 1 |
| $K^{+} K^{-}$ | $g(\sqrt{2} \sin \Phi+\sqrt{\lambda} \cos \Phi) / \sqrt{8}$ | 0 | 1 |
| $K^{0} K^{0}$ | $g(\sqrt{2} \sin \Phi+\sqrt{\lambda} \cos \Phi) / \sqrt{8}$ | 0 | 1 |
| $\eta \eta$ | $g\left(\cos ^{2} \Theta \cos \Phi / \sqrt{2}+\sqrt{\lambda} \sin \Phi \sin ^{2} \Theta\right)$ | $2 g_{G}\left(\cos \Theta-\sqrt{\frac{\lambda}{2}} \sin \Theta\right)^{2}$ | $1 / 2$ |
| $\eta \eta^{\prime}$ | $g \sin ^{\prime} \Theta \cos \Theta(\cos \Phi / \sqrt{2}-\sqrt{\lambda} \sin \Phi)$ | $2 g_{G}\left(\cos \Theta-\sqrt{\frac{\lambda}{2}} \sin \Theta\right)\left(\sin \Theta+\sqrt{\frac{\lambda}{2}} \cos \Theta\right)$ | 1 |
| $\eta^{\prime} \eta^{\prime}$ | $g\left(\sin ^{2} \Theta \cos \Phi / \sqrt{2}+\sqrt{\lambda} \sin \Phi \cos ^{2} \Theta\right)$ | $2 g_{G}\left(\sin \Theta+\sqrt{\frac{\lambda}{2}} \cos \Theta\right)^{2}$ | $1 / 2$ |

ball decay is a mixture of $n \bar{n}$ and $s \bar{s}$ quarks produced in the proportion given by (25). We fix $\Phi_{\text {glueball }}=25^{\circ} \pm 5^{\circ}$.

The coincidence of the glueball decay couplings with those for the $q \bar{q}$ meson at $\Phi=\Phi_{\text {glueball }}$ indicates that there is no simple signature for a determination of a glueball state: in seeking a glueball, it is necessary to perform a full $q \bar{q}$ classification of mesons; thus, the existence of a state extraneous to the $q \bar{q}$ classification is an indication of exoticism.

The normalization in Table 1 is done in such a way that, for glueball decay, the sum of couplings squared over all channels is proportional to the probability of quark-pair production $\left[(2+\lambda)^{2}\right.$-see (25)]. Thus, we have

$$
\begin{align*}
& \sum_{\text {channels }} G^{2}(c) I(c)=\frac{1}{2} G^{2}(2+\lambda)^{2},  \tag{28}\\
& \sum_{\text {channels }} g_{G}^{2}(c) I(c)=\frac{1}{2} g_{G}^{2}(2+\lambda)^{2},
\end{align*}
$$

where $I(c)$ is an identity factor and $c=\pi^{0} \pi^{0}, \pi^{+} \pi, K^{+} K^{-}$, and so on (see Table 1). With this normalization, we have $g_{G} / G \simeq 1 / N_{c}$. Experience gained in quark-gluon diagram calculations teaches us that the factor $1 / N_{c}$ actually leads to a suppression on the order of $1 / 10$-in the fitting procedure, we impose the constraint $\left|g_{G} / G\right|<1 / 3$.

The nonet classification of isoscalar mesons is based on the following two constraints:
(i) The difference of the angles between isoscalar nonet partners must be $90^{\circ}$. For this value, the corridor $\pm 5^{\circ}$ is allowed in our analysis:

$$
\begin{equation*}
\Phi(1)-\Phi(2)=90^{\circ} \pm 5^{\circ} . \tag{29}
\end{equation*}
$$

(ii) The coupling constants $g$ from Tables 1 and 2 must be roughly equal to each other for all nonet partners:

$$
\begin{equation*}
g\left[f_{J}(1)\right] \simeq g\left[f_{J}(2)\right] \simeq g\left[a_{J}\right] \simeq g\left[K_{J}\right] . \tag{30}
\end{equation*}
$$

The conventional quark model requires exact coincidence of the couplings $g$, but the energy dependence of the loop diagram in Fig. 1a, $B(s)$, may violate this cou-pling-constant balance because of the mass splitting within a nonet. The $K$-matrix coupling constant involves an additional $s$-dependent factor in relation to the coupling in the $N / D$ amplitude [10]: $g^{2}(K)=$ $g^{2}(N / D) /\left[1+B^{\prime}(s)\right]$. The factor $\left[1+B^{\prime}(s)\right]^{-1}$ mostly affects the low-s region because of the threshold and left-hand singularities of the partial amplitude. Therefore, the coupling-constant equality is mostly violated for the lightest $00^{++}$nonet, $1^{3} P_{0} q \bar{q}$. We allow for the members of this nonet, $1 \leq g\left[f_{0}[(1)] / g\left[f_{0}(2)\right] \leq 1.5\right.$. For the members of the $2^{3} P_{0} q \bar{q}$ nonet, we assume the equality of the two-meson couplings both for isoscalar and for isovector mesons. The equality of coupling constants is also imposed for tensor resonances.

Table 2. Coupling constants given by quark combinatorics for scalar mesons $K_{0}^{-}$and $a_{0}^{-}$decaying into two pseudoscalar mesons in the leading order of the $1 / N_{c}$ expansion

| Channel | The $s \bar{u}$-meson decay <br> couplings | Chan- <br> nel | The $d \bar{u}-$ <br> meson decay <br> couplings |
| :--- | :--- | :--- | :--- |
| $\bar{K}^{0} \pi^{-}$ | $g\left(-\frac{1}{2}\right)$ | $\eta \pi^{-}$ | $g \frac{1}{\sqrt{2}} \cos \Theta$ |
| $K^{-} \pi^{0}$ | $g \frac{1}{\sqrt{8}}$ | $\eta^{\prime} \pi^{-}$ | $g \frac{1}{\sqrt{2}} \sin \Theta$ |
| $K^{-} \eta$ | $g \frac{1}{\sqrt{8}}(\cos \Theta-\sqrt{2 \lambda} \sin \Theta)$ | $K^{0} K^{-}$ | $g \frac{\sqrt{\lambda}}{2}$ |
| $K^{-} \eta^{\prime}$ | $g \frac{1}{\sqrt{8}}(\sin \Theta+\sqrt{2 \lambda} \cos \Theta)$ | - | - |

## 4. DESCRIPTION OF DATA AND THE RESULTS

Our $K$-matrix fit provides a good description of data (see Figs. 2-6). The $\chi^{2}$ values for the fit are given in Table 3, while the parameters of the fit are presented in Tables 4-7. Below, we highlight the main results of this fit.

$$
\text { 4.1. } I J^{P C}=00^{++} \text {Wave }
$$

The present fit confirms the results obtained in the previous analysis of the $00^{++}$wave [4-6]. Five $K$-matrix poles are needed for describing the $00^{++}$wave in the mass region below 2000 MeV (a four-pole amplitude fails to describe well the data set under consideration). Accordingly, we have found five bare states:

$$
\begin{gather*}
f_{0}^{\text {bare }}(720 \pm 100), \\
\psi^{\text {flavor }}=(0.45 \pm 0.1) n \bar{n}-(0.89 \pm 0.05) s \bar{s}, \\
f_{0}^{\text {bare }}(1230 \pm 50), \\
\psi^{\text {flavor }}=\left(0.9_{-0.2}^{+0.05}\right) n \bar{n}+\left(0.45_{-0.1}^{+0.3}\right) s \bar{s}, \\
f_{0}^{\text {bare }}(1260 \pm 30), \\
\psi^{\text {flavor }}=\left(0.93_{-0.1}^{+0.02}\right) n \bar{n}+\left(0.37_{-0.06}^{+0.2}\right) s \bar{s},  \tag{31}\\
f_{0}^{\text {bare }}(1600 \pm 50), \\
\psi^{\text {flavor }}=(0.95 \pm 0.05) n \bar{n}+\left(0.3_{-0.4}^{+014}\right) s \bar{s}, \\
f_{0}^{\text {bare }}(1810 \pm 30), \\
\psi^{\text {flavor }} \\
=\left\{\begin{array}{c}
(0.10 \pm 0.05) n \bar{n}+\left(0.995_{-0.015}^{+0.005}\right) s \bar{s}(\text { Solution I) } \\
(0.67 \pm 0.08) n \bar{n}-(0.74 \pm 0.08) s \bar{s} \text { (Solution II). }
\end{array}\right.
\end{gather*}
$$

Table 3. $\chi^{2}$ values for the $K$-matrix solutions

|  | Solution I | Solution II-1 | Solution II-2 | Number of points |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Crystal Barrel data [8] } \\ & p \bar{p} \longrightarrow \pi^{0} \pi^{0} \pi^{0} \\ & p \bar{p} \longrightarrow \pi^{0} \eta \eta \\ & p \bar{p} \longrightarrow \pi^{0} \pi^{0} \eta \end{aligned}$ | $\begin{aligned} & 1.52 \\ & 1.57 \\ & 1.38 \end{aligned}$ | $\begin{aligned} & 1.41 \\ & 1.60 \\ & 1.43 \end{aligned}$ | $\begin{aligned} & 1.42 \\ & 1.59 \\ & 1.43 \end{aligned}$ | $\begin{aligned} & 1338 \\ & 1798 \\ & 1738 \end{aligned}$ |
| $\pi^{+} \pi^{-} \longrightarrow \pi^{0} \pi^{0}$ <br> $S$-wave GAMS data [1] <br> $D$-wave GAMS data [1] <br> $S D$ correlation function [1] | $\begin{aligned} & 1.47 \\ & 1.63 \\ & 1.82 \end{aligned}$ | $\begin{aligned} & 1.71 \\ & 2.16 \\ & 2.26 \end{aligned}$ | $\begin{aligned} & 1.59 \\ & 2.14 \\ & 2.12 \end{aligned}$ | $\begin{aligned} & 70 \\ & 56 \\ & 47 \end{aligned}$ |
| $\begin{aligned} & \hline t \text {-Dependent GAMS data [1] } \\ & 0<\|t\|<0.20 \\ & 0.30<\|t\|<1.00 \\ & 0.35<\|t\|<1.00 \\ & 0.40<\|t\|<1.00 \\ & 0.45<\|t\|<1.00 \\ & 0.50<\|t\|<1.00 \end{aligned}$ | $\begin{aligned} & 3.03 \\ & 2.64 \\ & 1.30 \\ & 2.75 \\ & 1.92 \\ & 2.29 \end{aligned}$ | $\begin{aligned} & 3.42 \\ & 3.25 \\ & 1.55 \\ & 2.48 \\ & 1.49 \\ & 1.85 \end{aligned}$ | $\begin{aligned} & 3.37 \\ & 2.98 \\ & 1.44 \\ & 2.79 \\ & 1.67 \\ & 2.04 \end{aligned}$ | $\begin{aligned} & 21 \\ & 38 \\ & 38 \\ & 38 \\ & 38 \\ & 38 \end{aligned}$ |
| $\begin{aligned} & \text { GAMS data }[2,3] \\ & \pi \pi \longrightarrow \eta \eta \\ & \pi \pi \longrightarrow \eta \eta^{\prime} \end{aligned}$ | $\begin{aligned} & 0.70 \\ & 0.49 \end{aligned}$ | $\begin{aligned} & 0.97 \\ & 0.65 \end{aligned}$ | $\begin{aligned} & 0.87 \\ & 0.64 \end{aligned}$ | $\begin{array}{r} 16 \\ 8 \end{array}$ |
| $\overrightarrow{\pi \pi \longrightarrow K \bar{K}}$ <br> BNL data [7] | 0.88 | 0.77 | 0.97 | 35 |

Note: $|t|$ is given in $(\mathrm{GeV} / c)^{2}$ units.

The experimental data used in the fit do not fix unambiguously the flavor wave function of $f_{0}^{\text {bare }}(1810 \pm$ 30)-two solutions are found for it.

The scattering amplitude has five poles in the complex plane of energy; four of them correspond to relatively narrow resonances, while the fifth resonance is very broad:

$$
\left.\begin{array}{c}
f_{0}(980) \longrightarrow(1015 \pm 15)-i(43 \pm 8) \mathrm{MeV}, \\
f_{0}(1300) \longrightarrow(1300 \pm 20)-i(120 \pm 20) \mathrm{MeV}, \\
f_{0}(1500) \longrightarrow(1499 \pm 8)-i(65 \pm 10) \mathrm{MeV}, \\
f_{0}(1530) \longrightarrow\left(1530_{-250}^{+90}\right)-i(560 \pm 140) \mathrm{MeV},  \tag{32}\\
f_{0}(1780)
\end{array}\right] \begin{aligned}
& \longrightarrow\left\{\begin{array}{c}
(1780 \pm 30)-i(140 \pm 20) \mathrm{MeV} \text { (Solution I) } \\
(1780 \pm 50)-i(220 \pm 50) \mathrm{MeV} \text { (Solution II). }
\end{array}\right.
\end{aligned}
$$

The broad resonance is crucial for describing the $00^{++}$ wave, because it is responsible for large interference effects that are seen in various reactions-namely, the resonance $f_{0}(980)$ manifests itself as a dip in the $S$-wave $\pi \pi \longrightarrow \pi \pi$ spectrum (Fig. $2 a$ ) and as a sharp peak in the
$\pi \pi(t) \longrightarrow \pi \pi$ spectra at large $|t|$ (Fig. 3). The resonance $f_{0}(1300)$ is seen in the $\pi \pi(t) \longrightarrow \pi \pi$ spectra at large $|t|$ as a well-shaped bump (Fig. 3); in the $\pi \pi \longrightarrow \pi \pi$ and $\pi \pi \longrightarrow K \bar{K}$ spectra, it reveals itself as a shoulder (Figs. 2 and 5). The resonance $f_{0}(1500)$ is seen as a dip in the $\pi \pi \longrightarrow \pi \pi$ and $\pi \pi \longrightarrow \eta \eta$ spectra (Figs. 2, 5) and as a peak in the $p \bar{p}$ (at rest) $\longrightarrow \pi^{0} \pi^{0} \pi^{0}$ reaction (Fig. 6). In all these manifestations of $f_{0}(980), f_{0}(1300)$, and $f_{0}(1500)$, their interference with $f_{0}\left(1530_{-250}^{+90}\right)$ plays a decisive role. In the case of large interference effects, it is useful to display the amplitude on an Argand plot. Argand plots for the amplitudes $\pi \pi \longrightarrow \pi \pi, \pi \pi \longrightarrow$ $\eta \eta, \pi \pi \longrightarrow K \bar{K}, \pi \pi \longrightarrow \eta \eta^{\prime}$ and $\pi \pi(t) \longrightarrow \pi \pi$ are shown in Figs. 7 and 8.

Four bare states in (31) can be naturally classified as nonet partners to the $q \bar{q}$ multiplets $1^{3} P_{0}$ and $2^{3} P_{0}$. The fifth bare state is superfluous for the $q \bar{q}$ classification, so that it is a good candidate for the lightest scalar glueball. Equation (31) gives two versions for the glueball: either it is a bare state with a mass near 1250 MeV , or it is located near 1600 MeV . Having imposed the constraints in (29) and (30), we accordingly found the fol-

Table 4. Masses, coupling constants (in GeV ), and mixing angles (in deg) for the $f_{0}^{\text {bare }}$ resonances for solution I (the errors reflect the boundaries for a satisfactory description of the data; II sheet is for the $\pi \pi$ and $4 \pi$ cuts; IV sheet is for the $\pi \pi, 4 \pi$, $K \bar{K}$, and $\eta \eta$ cuts; V sheet is for the $\pi \pi, 4 \pi, K \bar{K}, \eta \eta$, and $\eta \eta^{\prime}$ cuts)

|  |  |  | Solution I-1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ |
| M | $0.651_{-0.030}^{+0.120}$ | $1.247_{-0.030}^{+0.150}$ | $1.253_{-0.045}^{+0.015}$ | $1.684_{-0.045}^{+0.010}$ | $1.792_{-0.040}^{+0.040}$ |
| $g^{(\alpha)}$ | $1.318_{-0.100}^{+0.100}$ | $0.597_{-0.100}^{+0.050}$ | $0.879_{-0.050}^{+0.080}$ | $0.702_{-0.060}^{+0.020}$ | $0.702_{-0.060}^{+0.020}$ |
| $g_{G}$$\begin{aligned} & g_{5}^{(\alpha)} \\ & \Phi_{\alpha} \end{aligned}$ | 0 | $-0.135_{-0.050}^{+0.050}$ | 0 | 0 | 0 |
|  | 0 | $0.944_{-0.150}^{+0.100}$ | 0 | $0.898_{-0.150}^{+0.070}$ | $0.302_{-0.070}^{+0.150}$ |
| $\Phi_{\alpha}$ | $-\left(71.5_{-15}^{+3}\right)$ | $21.5_{-8}^{+8}$ | $14.1{ }_{-5}^{+10}$ | $-6.0{ }_{-10}^{+10}$ | $89_{-15}^{+5}$ |
|  | $\alpha=\pi \pi$ | $\alpha=K \overline{\bar{K}}$ | $\alpha=\eta \eta$ | $\alpha=\eta \eta^{\prime}$ | $\alpha=4 \pi$ |
| $f_{1 a}$ | $0.455_{-0.100}^{+0.100}$ | $0.061_{-0.100}^{+0.100}$ | $0.501_{-0.100}^{+0.100}$ | $0.448_{-0.100}^{+0.100}$ | $-0.129_{-0.060}^{+0.060}$ |
| $\begin{gathered} f_{b a}=0, \quad b=2,3,4,5, \\ g_{3}^{(1)}=-0.259_{-0.045}^{+0.045}, \quad g_{4}^{(1)}=-0.275_{-0.100}^{+0.100}, \quad s_{0}=3.25_{-1.0}^{+\infty} \end{gathered}$ |  |  |  |  |  |
|  |  |  | Pole position |  |  |
| II sheet | $\begin{gathered} 1.006_{-0.008}^{+0.008} \\ -i\left(0.048_{-0.008}^{+0.008}\right) \end{gathered}$ |  |  |  |  |
| IV sheet |  | $\begin{gathered} 1.303_{-0.020}^{+0.010} \\ -i\left(0.138_{-0.025}^{+0.115}\right) \end{gathered}$ | $\begin{gathered} 1.496_{-0.004}^{+0.008} \\ -i\left(0.059_{-0.005}^{+0.005}\right) \end{gathered}$ | $\begin{gathered} 1.670_{-0.150}^{+0.100} \\ -i\left(0.760_{-0.170}^{+0.080}\right) \end{gathered}$ |  |
| V sheet |  |  |  |  | $\begin{gathered} 1.775_{-0.015}^{+0.015} \\ -i\left(0.056_{-0.010}^{+0.015}\right) \end{gathered}$ |

lowing versions of the nonet classification. For solution I,
I. $f_{0}^{\text {bare }}(720)$ and $f_{0}^{\text {bare }}(1260)$ are $1^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1600)$ and $f_{0}^{\text {bare }}(1810)$ are $2^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1230)$ is a glueball.
Within solution II, two versions describe well the data set:

II-1. $f_{0}^{\text {bare }}(720)$ and $f_{0}^{\text {bare }}(1260)$ are $1^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1600)$ and $f_{0}^{\text {bare }}(1810)$ are $2^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1230)$ is a glueball;
II-2. $f_{0}^{\text {bare }}(720)$ and $f_{0}^{\text {bare }}(1260)$ are $1^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1230)$ and $f_{0}^{\text {bare }}(1810)$ are $2^{3} P_{0}$ nonet partners,
$f_{0}^{\text {bare }}(1600)$ is a glueball.

Tables 4 and 5 present parameters corresponding to these three versions.

Lattice calculations for the gluodynamics glueball [16] yield the mass of the lightest scalar state in the range $1550-1750 \mathrm{MeV}$, which is equivalent to version II-2. However, it should be emphasized that the state $f_{0}^{\text {bare }}$ (1600) cannot be identified as a pure gluodynamics glueball because $f_{0}^{\text {bare }}$,s contains the $q \bar{q}$ components associated with the real parts of the loop transition diagrams: this problem is discussed in detail in [10, 17, 18]. An extraction of the $q \bar{q}$ component from $f_{0}^{\text {bare }}(1600)$ leads to a mass shift for the state, but it is not large according to $[10,18]: f_{0}^{\text {bare }}(1600) \longrightarrow$ $f_{0}^{\text {pure gluball }}(1633)$.

$$
\text { 4.2. } I J^{P C}=10^{++} \text {Wave }
$$

Two isovector-scalar resonances are well seen in $p \bar{p}$ annihilation into three mesons $[5,6,8,19,20]$. The lightest one is the well-known $a_{0}(980)$, while the

Table 5. Masses, coupling constants (in GeV ), and mixing angles (in deg) for the $f_{0}^{\text {bare }}$ resonances for solutions II-1 and II-2

|  | Solution II-1 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ |
| $M$ | $0.651_{-0.030}^{+0.120}$ | $1.246_{-0.035}^{+0.150}$ | $1.263_{-0.045}^{+0.015}$ | $1.595_{-0.040}^{+0.030}$ | $1.832_{-0.050}^{+0.030}$ |
| $g^{(\alpha)}$ | $1.385_{-0.100}^{+0.100}$ | $0.375_{-0.050}^{+0.070}$ | $0.923_{-0.050}^{+0.080}$ | $0.424_{-0.050}^{+0.050}$ | $0.424_{-0.050}^{+0.070}$ |
| $g_{G}^{(\alpha)}$ | 0 | $-0.017_{-0.050}^{+0.050}$ | 0 | 0 | 0 |
| $\Phi_{\alpha}$ | 0 | $0.705_{-0.100}^{+0.100}$ | 0 | $0.552_{-0.070}^{+0.070}$ | $-0.557_{-0.070}^{+0.070}$ |
|  | $-\left(70.1_{-15}^{+3}\right)$ | $30.0_{-8}^{+8}$ | $18.3_{-5}^{+8}$ | $20.6_{-15}^{+8}$ | $-64.4_{-10}^{+10}$ |
| $f_{1 a}$ | $\alpha=\pi \pi$ | $\alpha=K \bar{K}$ | $\alpha=\eta \eta$ | $\alpha=\eta \eta^{\prime}$ | $\alpha=4 \pi$ |

$f_{b a}=0, \quad b=2,3,4,5$,
$g_{3}^{(1)}=-0.239_{-0.045}^{+0.045}, \quad g_{4}^{(1)}=-0.284_{-0.100}^{+0.100}, \quad s_{0}=3.28_{-1.0}^{+\infty}$

|  | Pole position |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| II sheet | $1.017_{-0.008}^{+0.008}$ |  |  |  |  |
| IV sheet | $-i\left(0.049_{-0.008}^{+0.008}\right)$ |  |  |  |  |
| V sheet |  | $1.311_{-0.020}^{+0.010}$ | $1.500_{-0.006}^{+0.004}$ | $1.470_{-0.100}^{+0.150}$ |  |


|  | Solution II-2 |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=3$ | $\alpha=4$ | $\alpha=5$ |
| $M$ | $0.651_{-0.030}^{+0.120}$ | $1.219_{-0.030}^{+0.150}$ | $1.267_{-0.045}^{+0.015}$ | $1.584_{-0.045}^{+0.010}$ | $1.817_{-0.040}^{+0.040}$ |
| $g^{(\alpha)}$ | $1.351_{-0.100}^{+0.100}$ | $0.435_{-0.050}^{+0.000}$ | $0.901_{-0.050}^{+0.080}$ | $0.433_{-0.050}^{+0.050}$ | $0.435_{-0.050}^{+0.070}$ |
| $g_{G}$ | 0 | 0 | 0 | $-0.005_{-0.050}^{+0.050}$ | 0 |
| $g_{5}^{(\alpha)}$ | 0 | $0.719_{-0.100}^{+0.100}$ | 0 | $0.542_{-0.070}^{+0.070}$ | $-0.512_{-0.070}^{+0.070}$ |
| $\Phi_{\alpha}$ | $-\left(69.5_{-15}^{+3}\right)$ | $40.7_{-8}^{+8}$ | $19.6_{-5}^{+10}$ | $20.0_{-15}^{+8}$ | $-54_{-10}^{+10}$ |
|  | $\alpha=\pi \pi$ | $\alpha=K \bar{K}$ | $\alpha=\eta \eta$ | $\alpha=\eta \eta^{\prime}$ | $\alpha=4 \pi$ |
| $f_{1 a}$ | $0.459_{-0.100}^{+0.100}$ | $0.046_{-0.100}^{+0.100}$ | $0.405_{-0.100}^{+0.100}$ | $0.420_{-0.100}^{+0.100}$ | $-0.214_{-0.060}^{+0.060}$ |

$f_{b a}=0, \quad b=2,3,4,5$,

| $g_{3}^{(1)}=-0.241_{-0.045}^{+0.045}, g_{4}^{(1)}=-0.273_{-0.100}^{+0.100}, s_{0}=3.05_{-1.0}^{+\infty}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| II sheet | $1.020_{-0.008}^{+0.008}$ |  |  |  |  |
| IV sheet | $-i\left(0.048_{-0.008}^{+0.008}\right)$ |  |  |  |  |
|  |  | $1.304_{-0.020}^{+0.010}$ | $1.505_{-0.008}^{+0.004}$ | $1.420_{-0.070}^{+0.150}$ |  |
| V sheet |  | $-i\left(0.118_{-0.025}^{+0.015}\right)$ | $-i\left(0.063_{-0.006}^{+0.003}\right)$ | $-i\left(0.540_{-0.080}^{+0.080}\right)$ |  |



Fig. 2. (a) Squared modulus of the $\pi \pi \longrightarrow \pi \pi S$-wave amplitude [1], (b) squared modulus of the $D$-wave amplitude, (c) SD correlation function, and $(d)$ phase difference between the $S$ and the $D$ wave. Relevant events were collected at squared momentum transfers of $|t|<0.20(\mathrm{GeV} / c)^{2}[1]$. The solid and the dashed curve correspond, respectively, to solution II-2 and to solution I.
next resonance is the newly discovered resonance $a_{0}(1450)$ having a mass of $1450 \pm 40 \mathrm{MeV}$ and a width of $\Gamma=270 \pm 40 \mathrm{MeV}$, as is given by the Particle Data Group [21]. We note that, in fitting the latest high-statistics Crystal Barrel data on the basis of the $T$-matrix method used for this wave $[6,19,20]$, the mass of this resonance appeared to be slightly higher: $1520 \pm$ 40 MeV . A similar result is obtained in the present $K$ matrix approach.

In order to describe the isovector-isoscalar scattering amplitude, we use a two-pole $4 \times 4 \mathrm{~K}$ matrix featuring two-meson coupling constants given in Table 2.

At the first stage of the fit, the coupling of the lightest $a_{0}$ state was allowed to vary in the interval bounded by $g\left[f_{0}^{\text {bare }}(720)\right]$ and $g\left[f_{0}^{\text {bare }}(1260)\right]$. In all versions of the fit, the two-meson coupling constant for the lightest state, $g\left[a_{0}^{\text {bare }}\right.$ (lightest state)], appeared to be very close to the coupling constant $g\left[f_{0}^{\text {bare }}(1260)\right]$ : in the final fit,
we set these couplings to each other in line with the constraint in (30). The two-meson coupling for the next isovector-scalar state is set to the couplings of the $2^{3} P_{0}$ isoscalar-scalar states.

The fit gives two solutions for the $10^{++}$wave that virtually coincide in terms related to the resonance-barestate sector and differ in background terms. The parameters for the $10^{++}$wave and the pole position are given in Table 6. For the resonance positions and for the bare states, we have, respectively,

$$
\begin{gather*}
a_{0}(980) \longrightarrow(988 \pm 6)-i(46 \pm 10) \mathrm{MeV}, \\
a_{0}(1450) \longrightarrow(1535 \pm 30)-i(146 \pm 20) \mathrm{MeV}, \tag{33}
\end{gather*}
$$

and

$$
\begin{equation*}
a_{0}^{\text {bare }}(964 \pm 16), \quad a_{0}^{\text {bare }}(1670 \pm 80) \tag{34}
\end{equation*}
$$

But these two solutions lead to different predictions for the scattering amplitudes: for the first solution (without $K$-matrix background terms), the $\pi \eta \longrightarrow \pi \eta$ scattering


Fig. 3. Event numbers versus the invariant mass of the $\pi \pi$ system in the $S$ wave for various $t$ intervals in the reaction $\pi^{-} p \longrightarrow \pi^{0} \pi^{0} n$ [1] [ $t$ is given in $(\mathrm{GeV} / c)^{2}$ units]. Solid and dashed curves correspond, respectively, to solution II-2 and to solution I.
amplitude squared (see Fig. 9) has a dip in the $a_{0}(1450)$ region because of the destructive interference of the resonance with the background; for the second solution (with the $K$-matrix background terms), a dip appears at 1100 MeV . In the present fit, information about the isovector-scalar wave comes only from Crystal Barrel data. Since these data are highly sensitive to the pole structure, they provide poor information about $K$-matrix background terms: this is a source of ambiguities in our $K$-matrix solution. We emphasize, however, that the description of other partial waves is virtually independent of the solution type (first or second one) used: the variation in the parameter values is within the quoted errors.

$$
\text { 4.3. } I J^{P C}=12^{++} \text {Wave }
$$

In just the same way as in the isovector-scalar case, a $4 \times 4$ two-pole $K$ matrix is used to describe the $12^{++}$ wave. The coupling constants for bare states and the poles of the scattering amplitude are given in Table 7. We have determined two bare states:

$$
\begin{equation*}
a_{2}^{\text {bare }}(1314 \pm 7), \quad a_{2}^{\text {bare }}(1670 \pm 75) \tag{35}
\end{equation*}
$$

The poles of the amplitude are found at

$$
\begin{gather*}
a_{2}(1320) \longrightarrow(1309 \pm 6)-i(58 \pm 6) \mathrm{MeV}  \tag{36}\\
a_{2}(1640) \longrightarrow(1640 \pm 50)-i(122 \pm 18) \mathrm{MeV} .
\end{gather*}
$$

The lightest state is the well-known $a_{2}(1320)$ resonance; according to [21], it has a mass of $1318 \pm 1 \mathrm{MeV}$ and a width of $\Gamma=107 \pm 5 \mathrm{MeV}$.

In fitting Crystal Barrel data on the reaction $p \bar{p}$ (at rest) $\longrightarrow \eta \pi \pi$, the Dalitz plot description is considerably improved in this region upon introducing an isovector-tensor resonance that has a mass in the range $1600-1700 \mathrm{MeV}$.

$$
\text { 4.4. } I J^{P C}=02^{++} \text {Wave }
$$

The two lightest isoscalar-tensor states, $f_{2}(1270)$ and $f_{2}^{\prime}$ (1525), are well known: they are members of the nonet $1^{3} P_{2} q \bar{q}$. Crystal Barrel data suggest the existence of the resonance $f_{2}(1565)$, which helps describe the $p \bar{p} \longrightarrow \pi^{0} \pi^{0} \pi^{0}$ Dalitz plot in the region of large

Table 6. Masses and coupling constants (in GeV ) for the $a_{0}$ resonances (the asterisk denotes that the parameter is fixed)

|  | $a_{0}$ resonances without $K$-matrix background term |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | solution I-1 |  | solution II-1,2 |  |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=1$ | $\alpha=2$ |
| M | $0.963_{-0.015}^{+0.015}$ | $1.630_{-0.040}^{+0.100}$ | $0.965_{-0.015}^{+0.015}$ | $1.654_{-0.040}^{+0.100}$ |
| $g^{(\alpha)}$ | $0.879_{-0.100}^{+0.100}$ | 0.702* | $0.901_{-0.100}^{+0.100}$ | 0.435* |
| $g_{4}^{(\alpha)}$ | $0.598_{-0.050}^{+0.150}$ | $0.511_{-0.060}^{+0.060}$ | $0.689_{-0.050}^{+0.150}$ | $0.687_{-0.080}^{+0.080}$ |
| Pole position |  |  |  |  |
| II sheet | $0.987_{-0.005}^{+0.005}$ |  | $0.989_{-0.005}^{+0.005}$ |  |
| III sheet | $-i\left(0.045_{-0.005}^{+0.005}\right)$ |  | $-i\left(0.048_{-0.010}^{+0.010}\right)$ |  |
|  | $0.964_{-0.015}^{+0.015}$ | $1.558_{-0.025}^{+0.025}$ | $0.965_{-0.015}^{+0.015}$ | $1.571_{-0.025}^{+0.025}$ |
|  | $-i\left(0.070_{-0.010}^{+0.010}\right)$ | $-i\left(0.141_{-0.015}^{+0.015}\right)$ | $-i\left(0.073_{-0.010}^{+0.010}\right)$ | $-i\left(0.151_{-0.015}^{+0.015}\right)$ |
|  | $a_{0}$ resonances with $K$-matrix background term |  |  |  |
|  | solution I-1 |  | solution II-1,2 |  |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=1$ | $\alpha=2$ |
| M | $0.944_{-0.015}^{+0.015}$ | $1.624_{-0.030}^{+0.100}$ | $0.939_{-0.015}^{+0.015}$ | $1.640_{-0.040}^{+0.100}$ |
| $g^{(\alpha)}$ | $0.879_{-0.100}^{+0.100}$ | 0.702* | $0.901_{-0.100}^{+0.100}$ | 0.435* |
| $g_{4}^{(\alpha)}$ | $0.651_{-0.080}^{+0.100}$ | $0.519_{-0.060}^{+0.060}$ | $0.653_{-0.050}^{+0.150}$ | $0.687_{-0.080}^{+0.080}$ |
|  | $f_{11}=0.529_{-0.100}^{+0.100}$ | $s_{0}=1.0_{-0.3}^{+2.0}$ | $f_{11}=0.731_{-0.100}^{+0.100}$ | $s_{0}=1.9_{-0.8}^{+2.0}$ |
| Pole position |  |  |  |  |
| II sheet | $0.990_{-0.005}^{+0.005}$ |  | $0.993_{-0.005}^{+0.005}$ |  |
| III sheet | $-i\left(0.039_{-0.005}^{+0.005}\right)$ |  | $-i\left(0.042_{-0.010}^{+0.010}\right)$ |  |
|  | $0.965_{-0.015}^{+0.015}$ | $1.559_{-0.025}^{+0.025}$ | $0.965_{-0.015}^{+0.015}$ | $1.575_{-0.025}^{+0.025}$ |
|  | $-i\left(0.063_{-0.010}^{+0.010}\right)$ | $-i\left(0.145_{-0.015}^{+0.015}\right)$ | $-i\left(0.068_{-0.010}^{+0.010}\right)$ | $-i\left(0.153_{-0.015}^{+0.015}\right)$ |

two-pion masses [8, 17, 20]. Because of this, we also begin our analysis by introducing a three-pole $K$-matrix amplitude. Upon imposing the nonet constraints on the $1^{3} P_{2}$ states [see (28) and (29)], we find, however, that the couplings of the third state prove to be negligibly small. Although the description of the reaction $p \bar{p} \longrightarrow$ $\eta \eta \pi^{0}$ becomes slightly poorer under the imposed constraints (about 0.1 per degree of freedom for $\chi^{2}$ ), the description of the reaction $p \bar{p} \longrightarrow \pi^{0} \pi^{0} \pi^{0}$ \{where $f_{2}(1560)$ is seen according to $\left.[8,17,20]\right\}$ leads to an improvement of 0.07 in $\chi^{2}$, yielding virtually the same total $\chi^{2}$.

The resonance $f_{2}(1560)$ is not seen in GAMS data; this gives a strong constraint on the partial width with respect to the resonance decay into the $\pi \pi$ channel: it must be less than 20 MeV .

In our final fit, we have used the two-pole $K$-matrix amplitude with the nonet constraints; the parameters for this fit are presented in Table 7.

The $K$-matrix fit gives the following bare isoscalartensor states, the members of the ${ }^{3} P_{2}$ nonet:

$$
\begin{gather*}
f_{2}^{\text {bare }}(1235 \pm 10), \quad f_{2}^{\text {bare }}(1530 \pm 10)  \tag{37}\\
\Phi\left[f_{2}^{\text {bare }}(1530)\right]=86^{\circ} \pm 5^{\circ}
\end{gather*}
$$



Fig. 4. Event numbers versus the invariant mass of the $\pi \pi$ system in the $D$ wave for various $t$ intervals in the reaction $\pi^{-} p \longrightarrow \pi^{0} \pi^{0} n$ [1] [ $t$ is given in $(\mathrm{GeV} / c)^{2}$ units]. The solid and dashed curves correspond, respectively, to solution II-2 and to solution I.

The $K$-matrix $02^{++}$amplitude has poles at the complex mass values

$$
\begin{align*}
& f_{2}(1270) \longrightarrow(1262 \pm 6)-i(90 \pm 7) \mathrm{MeV} \\
& f_{2}^{\prime}(1525) \longrightarrow(1518 \pm 9)-i(71 \pm 10) \mathrm{MeV} \tag{38}
\end{align*}
$$

These values should be compared with the masses and half-widths presented by the Particle Data Group [21], which are, respectively, $1275 \pm 5,92.5 \pm 10 \mathrm{MeV}$ and $1525 \pm 5,38 \pm 5 \mathrm{MeV}$. The width of $f_{2}^{\prime}(1525)$ found in our fit appears to be much larger than that given by the Particle Data Group. It is quite possible that, in fitting the present data set, we cannot resolve a possible $D$-wave double-pole structure in the region around 1530 MeV caused by the $f_{2}^{\prime}(1525)$ and the $f_{2}(1560)$ resonance, for they are located near the edge of the phase space for Crystal Barrel data, while GAMS data give a constraint only on the couplings to the $\pi \pi$ channel. We believe that additional information from Crystal Barrel data on $K K \pi$ production, together with GAMS [22] and VES data [23] on $\omega \omega$ production, will clarify this point.

### 4.5. Nonet Classification

The results of the above analysis, together with the results of the $K$-matrix analysis of the $K \pi S$ wave [11], allow us to construct uniquely the lightest scalar $q \bar{q}$ nonet as

$$
\begin{gather*}
1^{3} P_{0}: f_{0}^{\text {bare }}(720 \pm 100), \\
f_{0}^{\text {bare }}(1260 \pm 30), \\
a_{0}^{\text {bare }}(960 \pm 30),  \tag{39}\\
K_{0}^{\text {bare }}\left(1220_{-150}^{+50}\right), \\
\Phi\left[f_{0}^{\text {bare }}(720)\right]=-70_{-16^{\circ}}^{\circ^{\circ} .+5}
\end{gather*}
$$

The lightest scalar, $f_{0}^{\text {bare }}(720 \pm 100)$, is dominantly a $s \bar{s}$ state with a mixing angle close to the ideal octet one, $\Phi_{\text {ideal octet }}=-55^{\circ}$. The situation with the lightest scalar nonet is similar to that with the lightest pseudoscalar nonet, where the mixing angle for the $\eta$ meson is also close to $\Phi_{\text {ideal octet }}$ : this definitively indicates the degeneracy of the lightest $00^{++}$and $00^{-+}$states.

Table 7. Masses and coupling constants (in GeV ) for the $f_{2}$ and $a_{2}$ resonances

|  | $f_{2}$ resonances |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | solution I-1 |  | solution II-1,2 |  |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=1$ | $\alpha=2$ |
| M | $1.236_{-0.010}^{+0.010}$ | $1.530_{-0.010}^{+0.010}$ | $1.233_{-0.005}^{+0.010}$ | $1.529_{-0.010}^{+0.010}$ |
| $g^{(\alpha)}$ | $1.342_{-0.100}^{+0.100}$ | $1.342_{-0.100}^{+0.100}$ | $1.038_{-0.100}^{+0.100}$ | $1.038_{-0.100}^{+0.100}$ |
| $\Phi_{\alpha}$ | $-\left(8.4_{-3.0}^{+2.0}\right)$ | $86.6{ }_{-4.5}^{+2.5}$ | $-\left(8.8_{-3.0}^{+2.0}\right)$ | $86.2_{-4.5}^{+2.5}$ |
| $g_{4 \pi}^{(\alpha)}$ | $0.318_{-0.020}^{+0.020}$ | $0.448_{-0.020}^{+0.020}$ | $0.318_{-0.020}^{+0.020}$ | $0.472_{-0.020}^{+0.020}$ |
|  | $\alpha=\pi \pi$ | $\alpha=\eta \eta$ | $\alpha=\pi \pi$ | $\alpha=\eta \eta$ |
| $f_{1 a}$ | $0.742_{-0.250}^{+0.050}$ | $-\left(1.01_{-0.500}^{+0.050}\right)$ | $0.287_{-0.070}^{+0.070}$ | $-0.143_{-0.100}^{+0.100}$ |
| $r_{a}$ | $1.997_{-0.150}^{+0.150}$ | $1.077_{-0.500}^{+0.050}$ | $2.474_{-0.150}^{+0.150}$ | $1.295_{-0.150}^{+0.150}$ |
|  | $f_{13}=0.684 \pm 0.100 \quad{ }^{\text {c }}$ |  |  |  |
| Pole position | $1.262_{-0.005}^{+0.005}$ | $1.514_{-0.006}^{+0.010}$ | $1.261_{-0.005}^{+0.005}$ | $1.522_{-0.010}^{+0.005}$ |
|  | $-i\left(0.092_{-0.005}^{+0.005}\right)$ | $-i\left(0.066_{-0.005}^{+0.008}\right)$ | $-i\left(0.089_{-0.005}^{+0.005}\right)$ | $-i\left(0.076_{-0.007}^{+0.005}\right)$ |
|  | $a_{2}$ resonances |  |  |  |
|  | solution I-1 |  | solution II-1,2 |  |
|  | $\alpha=1$ | $\alpha=2$ | $\alpha=1$ | $\alpha=2$ |
| M | $1.316_{-0.005}^{+0.005}$ | $1.645_{-0.050}^{+0.050}$ | $1.312_{-0.005}^{+0.005}$ | $1.695_{-0.080}^{+0.050}$ |
| $g^{(\alpha)}$ | $1.080_{-0.100}^{+0.100}$ | $0.270_{-0.100}^{+0.100}$ | $1.300_{-0.100}^{+0.100}$ | $0.325_{-0.100}^{+0.100}$ |
| $g_{4}^{(\alpha)}$ | $0.381_{-0.050}^{+0.050}$ | $0.597_{-0.050}^{+0.050}$ | $0.426_{-0.050}^{+0.050}$ | $0.617_{-0.050}^{+0.050}$ |
|  | $r_{1}=1.845_{-0.150}^{+0.150}$ |  | $r_{1}=2.406_{-0.150}^{+0.150}$ |  |
| Pole position | $\begin{gathered} 1.309_{-0.005}^{+0.005} \\ -i\left(0.058_{-0.005}^{+0.005}\right) \end{gathered}$ | $\begin{gathered} 1.615_{-0.030}^{+0.030} \\ -i\left(0.121_{-0.015}^{+0.015}\right) \end{gathered}$ | $\begin{gathered} 1.308_{-0.005}^{+0.005} \\ -i\left(0.059_{-0.005}^{+0.005}\right) \end{gathered}$ | $\begin{gathered} 1.667_{-0.030}^{+0.030} \\ -i\left(0.123_{-0.015}^{+0.015}\right) \end{gathered}$ |

The multiplet of the lightest tensor states appears as

$$
\begin{gather*}
1^{3} P_{2}: f_{2}^{\text {bare }}(1240 \pm 10), \\
f_{2}^{\text {bare }}(1522 \pm 10), \\
a_{2}^{\text {bare }}(1311 \pm 3),  \tag{40}\\
K_{2}^{*}(1430), \\
\Phi\left[f_{2}^{\text {bare }}(1240)\right]=-10^{\circ} \pm 3^{\circ} .
\end{gather*}
$$

The $K$-matrix analysis of the $\pi K D$ wave has not yet been performed: the $(J=2) \pi K$ resonance with a mass of $1431 \pm 3 \mathrm{MeV}$ is reported in [24]; we have used this resonance to complete the multiplet in (40).

Our analysis leads to two versions for the $2^{3} P_{0} q \bar{q}$ nonet:

The first version gives

$$
\begin{gather*}
2^{3} P_{0}: f_{0}^{\text {bare }}(1600 \pm 50), \\
f_{0}^{\text {bare }}(1810 \pm 30), \\
a_{0}^{\text {bare }}(1650 \pm 50),  \tag{41}\\
K_{0}^{\text {bare }}\left(1885_{-100}^{+50}\right), \\
\Phi\left[f_{0}^{\text {bare }}(1810)\right]=84^{\circ} \pm 5^{\circ}
\end{gather*}
$$

The state $K_{0}^{\text {bare }}\left(1885_{-150}^{+50}\right)$ is fixed by the analysis [11]




Fig. 5. $S$-wave amplitudes squared for the transitions $(a) \pi \pi \longrightarrow K \bar{K}$ [7], $(b) \pi \pi \longrightarrow \eta \eta$ [2], and (c) $\pi \pi \longrightarrow \eta \eta^{\prime}$ [3]. Solid and dashed curves correspond, respectively, to solution II-2 and to solution I.
of the $K \pi S$ wave. In this version, the lightest glueball state is $f_{0}^{\text {bare }}\left(1230_{-30}^{+150}\right)$. In the second version, the lightest glueball state is identified as $f_{0}^{\text {bare }}(1600)$,


Fig. 6. Mass projections of the Dalitz plot onto the twomeson invariant mass for Crystal Barrel data. The curves correspond to solution II-2.
namely,

$$
\begin{gather*}
2^{3} P_{0}: f_{0}^{\text {bare }}\left(1230_{-30}^{+150}\right), \\
f_{0}^{\text {bare }}(1810 \pm 30), \\
a_{0}^{\text {bare }}(1650 \pm 50),  \tag{42}\\
K_{0}^{\text {bare }}\left(1885_{-100}^{+50}\right), \\
\Phi\left[f_{0}^{\text {bare }}(1810)\right]=44^{\circ} \pm 10^{\circ} .
\end{gather*}
$$

## 5. RESONANCE $f_{0}(980)$ : IS IT A $K \bar{K}$ MOLECULE?

We begin by discussing the origin of $f_{0}(980)$. GAMS data on $f_{0}(980)$ production at high $|t|$ (see Fig. 3) directly demonstrate that this resonance has a hard component, while the location of the pole near the $K \bar{K}$ threshold definitively indicates that its kaon component is long-range. The presence of a long-range component gives rise to a discussion on the molecular structure of this state [25]. The problem to discuss is how substantial these components are in the formation of the resonance. We bear in mind that the short-range component (with $r<1 \mathrm{fm}$ ) is the subject of quark-gluon considerations and quark systematics.

The resonance $f_{0}(980)$ corresponds to the two poles located at (in MeV units)

$$
M=1015-i 46 \text { (II sheet, under } \pi \pi \text { cut }),
$$

$M=936-i 238$ (III sheet, under $\pi \pi$ and $K \bar{K}$ cuts).
The second pole appears owing to the well-known dou-ble-pole structure caused by the $K \bar{K}$ threshold (see, for example, [26]), while the first pole at $M=1015-i 46 \mathrm{MeV}$ generates the leading irregularities in $\pi \pi$ spectra.


Fig. 7. Argand plots for the $S$-wave scattering amplitudes in solution II-2: $(a) \pi \pi \longrightarrow \pi \pi,(b) \pi \pi \longrightarrow K \bar{K},(c) \pi \pi \longrightarrow \eta \eta$, and (d) $\pi \pi \longrightarrow \eta \eta^{\prime}$.

The reconstructed $K$-matrix amplitude allows one to see the role of the $K \bar{K}$ component in the formation of $f_{0}(980)$, thereby clarifying the question of whether this resonance is a descendant of a $q \bar{q}$ state or it is a molec-ular-type system. To this end, we switch off $f_{0}(980)$ decay processes (transitions into $\pi \pi$ and $K \bar{K}$ ) and look at the dynamics of pole positions with a gradual onset of couplings. In order to simulate a gradual evolution of the couplings, we made the following substitution in the $K$-matrix $00^{++}$amplitude:

$$
\begin{equation*}
g_{a}^{(\alpha)} \longrightarrow \xi g_{a}^{(\alpha)} \tag{43}
\end{equation*}
$$

Here, the parameter $\xi$ was constrained to change in the interval

$$
\begin{equation*}
0<\xi \leq 1 \tag{44}
\end{equation*}
$$

For $\xi \longrightarrow 0$, the decay channels are switched off and we return to a bare state, while, at $\xi=1$, the real case is recovered.

For $\xi \longrightarrow 0$, the masses of the lightest scalar bare states are 650 and 1260 MeV (the positions of the $K$ matrix poles). With increasing $\xi$, the trajectories of the states are shown in Fig. 10.

The crucial point is what component, $\pi \pi$ or $K \bar{K}$, is responsible predominantly for the mass shift from 650 MeV to $1020-i 48 \mathrm{MeV}$. We can clarify this point



Fig. 8. Argand plots for the $\pi \pi(t) \longrightarrow \pi \pi S$-wave scattering amplitudes at various values of $t\left[t\right.$ is given in $(\mathrm{GeV} / c)^{2}$ units].


Fig. 9. Squared $S$-wave $\pi \eta \longrightarrow \pi \eta$ scattering amplitude: solutions $(a)$ I and (b) II for the $\pi \eta \longrightarrow \pi \eta$ scattering amplitude.
by switching off the $K \bar{K}$ component and by leaving $\pi \pi$ unchanged, and vice versa. In the first case, the mass of $f_{0}(980)$ state is

$$
\begin{equation*}
M(\text { without } K \bar{K})=974-i 115 \mathrm{MeV} \tag{45}
\end{equation*}
$$

One sees that the mass shift

$$
\begin{gather*}
\delta_{K \bar{K}}=M(\xi=1)-M(\text { without } K \bar{K})  \tag{46}\\
=41+i 67 \mathrm{MeV}
\end{gather*}
$$

is not large: the $K \bar{K}$ component which is responsible for the value of $\delta$ does not play an important role in the formation of the $f_{0}(980)$ mass. In the second case, where the $\pi \pi$ component is switched off, we obtain the state that is the nearest to the $K \bar{K}$ threshold and which is located at

$$
\begin{equation*}
M(\text { without } \pi \pi)=810-i 10 \mathrm{MeV} \tag{47}
\end{equation*}
$$

Thus, the mass shift is

$$
\begin{gather*}
\delta_{\pi \pi}=M(\xi=1)-M(\text { without } \pi \pi)  \tag{48}\\
=205+i 36 \mathrm{MeV}
\end{gather*}
$$

which is much greater than $\delta_{K \bar{K}}$. The transition into real pions,

$$
\begin{equation*}
f_{0}^{\text {bare }}(720) \longrightarrow \pi \pi \tag{49}
\end{equation*}
$$



Fig. 10. Positions of the poles of the $00^{++}$amplitude in the complex plane of $\sqrt{s}(M=\operatorname{Re} \sqrt{s},-\Gamma / 2=\operatorname{Im} \sqrt{s})$ after the substitution $g_{a}^{\alpha} \longrightarrow \xi g_{a}^{\alpha}:(a)$ on the sheet under the $\pi \pi$ cut and (b) on the sheet under the $\pi \pi$ and $K \bar{K}$ cuts. The case of $\xi \longrightarrow 0$ gives the positions of the bare-state masses; $\xi=$ 1 corresponds to the real case. The points (1), (2), and (3) correspond to $\xi=0.4, \xi=0.6$, and $\xi=0.9$, respectively.
is mainly in charge of the mixing of the lightest scalar $q \bar{q}$ state with other scalars, thus shifting its mass by chance to the region of the next threshold, $K \bar{K}$. The $K \bar{K}$ component of $f_{0}(980)$ is of the molecule type: relative kaon momenta are small; therefore, the relative separations are large. We emphasize once again, however, that the two-kaon component does not play a crucial role in the formation of the $f_{0}(980)$ mass.

## 6. CONCLUSION

We have performed a $K$-matrix analysis of GAMS $S$ - and $D$-wave $\pi^{0} \pi^{0}, \eta \eta$, and $\eta \eta^{\prime}$ data, together with data obtained by BNL and Crystal Barrel collaboration. The partial-wave amplitudes for the $00^{++}, 02^{++}, 10^{++}$, and $12^{++}$states have been investigated in the mass region up to 2000 MeV , and the poles of these amplitudes have been found (see Tables 4-7). The pole terms of the $K$ matrix have been reconstructed; that is, the
$00^{++}, 02^{++}, 10^{++}$, and $12^{++}$bare states have been found. The quark content of these bare states has been determined on the basis of the relations between the decay coupling constants: this has enabled us to reconstruct the $1^{3} P_{0}, 2^{3} P_{0}$, and $1^{3} P_{2}$ quark nonets. Our analysis has confirmed the result that was presented in [6] and which is based on the $K$-matrix analysis of the only $00^{++}$wave: in the region $1200-1600 \mathrm{MeV}$, there exists a scalar-isoscalar state that is extraneous to the $q \bar{q}$ systematics. This state is a good candidate for the lightest scalar glueball.

Our analysis has revealed degeneracy of the lightest $00^{++}$and $00^{-+}$states.
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#### Abstract

Using a nonperturbative method based on the asymptotic behavior of Wilson loops, we calculate the masses of glueballs and the corresponding Regge trajectories. The only input is the string tension fixed by the meson Regge slope, while perturbative contributions to spin splittings are defined by standard $\alpha_{s}$ values. The masses of the lowest glueball states are in a perfect agreement with lattice results. The leading glueball trajectory, which is associated with the Pomeron is discussed in detail, and its mixing with $f$ and $f^{\prime}$ trajectories is taken into account. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The problem of the existence of glueballs is one of the most interesting in QCD. Lattice calculations give definitive predictions for the spectrum of such states [1-4], but experimental evidence is not conclusive [5, 6]. Mixing between gluons and $q \bar{q}$ pairs complicates the separation of glueballs. A theoretical study of glueballs within QCD was initiated in [7-10] and is closely related to the problem of the Pomeron-that is, the leading Regge pole, which determines the asymptotic behavior of scattering amplitudes at very high energies. It is usually assumed that the Pomeron in QCD is mostly a gluonic object [11], and glueball resonances with vacuum quantum numbers and spins belong to this trajectory. Another interesting hypothetical Regge singularity is the "odderon," which has negative signature and $C$ parity and can be constructed from at least three gluons. Most studies of the Pomeron and odderon singularities within QCD are based on perturbation theory [12].

In this study, we will address both the problem of spectra of glueballs and the problem of the Pomeron (odderon) singularity using the method of Wilson loop path integrals that was developed in [13-15]. The method is based on the assumption of the area law for Wilson loops at large distances in QCD, which is equivalent to the condition of quark and gluon confinement. It was first applied to calculating the spectra of $q \bar{q}$ states in [16], of baryons in [17], and of glueballs in [18]. In those calculations, the rotation of the string between quarks or gluons was not taken into account with the result that there arose some distortion in the mass spectra-in particular, the Regge slope was $1 / 8 \sigma$ instead of the string slope of $1 / 2 \pi \sigma$, where $\sigma$ is the string tension. In the present study, we will use a more accurate computational method for glueballs that was developed in $[14,15]$ for $q \bar{q}$ states and which yields a correct Regge slope (see [19] for numerical data and

[^5]discussion). We also study in detail possible corrections to large-distance string dynamics due to small-distance perturbative gluon exchanges (PGE) and demonstrate that their effect on the mass spectrum of glueball states is rather small and can be computed as a correction. This is in contrast to the glueball spectrum in [8], where PGE in the form of the adjoint Coulomb potential was assumed, as in many other papers on the subject. Instead, we argue below that PGE sums up to another series, the BFKL ladder [12], where loop corrections strongly suppress the final results, so that PGE can be disregarded for a first approximation. Our predictions for the masses of the lowest spin-averaged glueball states in $\sqrt{\sigma}$ units are in a perfect agreement with results of recent lattice calculations [1-3]. In addition, spin-orbit and spin-spin interactions are also calculated and found to comply well with lattice data.

The leading glueball Regge trajectory is calculated in the positive- $t$ region and is extrapolated to the scattering region of $t \leq 0$. The importance of mixing among this trajectory and $q \bar{q}$ trajectories $\left(f, f^{\prime}\right)$ is emphasized; a calculation of these mixing effects yields the leading Pomeron trajectory with $\alpha_{\mathbf{P}}(0)>1\left(\alpha_{\mathbf{p}}(0)=1.1-1.2\right)$ in accord with experimental observations [20]. An interesting pattern of three colliding vacuum trajectories in the region $t>0$ is observed, which can be important for the decay properties of resonances occurring on these trajectories.

The present article is organized as follows. Field operators creating glueball states in the general case and in the background-field method are introduced in Section 2 and presented in Appendix 1. The general formalism of the Wilson loop path integrals and the resulting relativistic Hamiltonian are discussed in Section 2 and in Appendix 2. The spectrum of spin-averaged glueball states that follows from this Hamiltonian is obtained in Section 2 and is compared with the corresponding lattice results. The spin splittings of glueball masses from both nonperturbative and perturbative
parts are considered in Section 3 and in Appendices 3 and 4. The resulting glueball spectrum is compared in Section 3 with the results of lattice calculations. The PGE effect on the glueball masses and Regge trajectories is discussed in Section 4. It is indicated that small distances have only a slight effect on the glueball spectrum. Three-gluon glueballs are considered in Section 5. It is shown that the lowest $3 g$ states have a rather large mass of $M_{3 g} \approx 3.4 \mathrm{GeV}$. The relation between the glueball Regge trajectories and the vacuum Pomeron trajectory is discussed in Section 6. In that section and in Appendix 5, the effects of mixing between gluonic and $q \bar{q}$ Regge trajectories are investigated.

The possible implications and improvements of our results are discussed in Section 7.

## 2. GENERAL FORMALISM

Following [13, 21], we break down gluonic fields $A_{\mu}$ into a nonperturbative background $B_{\mu}$ and perturbative gluons $a_{\mu}, A_{\mu}=B_{\mu}+a_{\mu},{ }^{1)}$ and consider two-gluon glueballs described by the Green's functions

$$
\begin{align*}
& G_{\mu v, \mu^{\prime} v^{\prime}}\left(x, y \mid x^{\prime}, y^{\prime}\right)=\left\langle\Psi^{(\mathrm{in})}(x, y) \Psi^{(\mathrm{out})}\left(x^{\prime}, y^{\prime}\right)\right\rangle_{a, B}  \tag{1}\\
& \quad=\left\langle\Gamma^{(\mathrm{in})} G_{\mu \mu^{\prime}}\left(x, x^{\prime}\right) G_{v v^{\prime}}\left(y, y^{\prime}\right) \Gamma^{(\mathrm{out})}\right\rangle_{B}+\text { perm }
\end{align*}
$$

Here, $\Psi^{(\text {in })}\left(\Psi^{(\text {out })}\right)$ are glueball operators in the initial (final) state made of gluon fields $a_{\mu}$ and $B_{\mu}$ (see Appendix 1 for the explicit form of $\Psi^{(\text {in }), ~(o u t) ~}$ in the lowest states); and $G_{\mu \mu^{\prime}}$ is the gluon Green's function of the field $a_{\mu}$ in the background field $B_{\mu}$, namely,

$$
\begin{equation*}
G_{\mu v}(x, y)=\langle x|\left(-\hat{D}^{2} \delta_{\mu \nu}-2 i g \hat{F}_{\mu \nu}\right)^{-1}|y\rangle_{B} \tag{2}
\end{equation*}
$$

where $\hat{D}_{\mu}=\partial_{\mu}-i g \hat{B}_{\mu}, \hat{F}_{\mu \nu}$ is the strength of the field $\hat{B}_{\mu}$ in the adjoint representation, and averaging over the background fields $B_{\mu}$ is denoted by angular brackets (there, the subscript $B$ will be omitted in the following).

Referring the reader for details of the derivation to [13, 18, 21] and to Appendix 2, we can write the path integral for (1) in the form

$$
\begin{gather*}
G_{\mu v, \mu^{\prime} v^{\prime}}\left(x, y \mid x^{\prime}, y^{\prime}\right) \\
=\mathrm{const} \times \int_{0}^{\infty} d s \int_{0}^{\infty} d s^{\prime} D z D z^{\prime} e^{-K-K^{\prime}}\left\langle\Gamma^{(\mathrm{in})} W_{F} \Gamma^{(\mathrm{out})}\right\rangle \tag{3}
\end{gather*}
$$

[^6]where
$$
K=\frac{1}{4} \int_{0}^{s}(d z / d \tau)^{2} d \tau
$$
$K^{\prime}$ is the same with primed $z, \tau$, and $s$; and
\[

$$
\begin{gather*}
\left\langle W_{F}\right\rangle=\operatorname{tr} P_{B} P_{F} \\
\times\left\langle\exp \left\{i g \int_{C}^{s} B_{\mu} d u_{\mu}+2 i g \int_{0}^{s} \hat{F} d \tau+2 i g \int_{0}^{s^{\prime}} \hat{F} d \tau^{\prime}\right\}\right) \tag{4}
\end{gather*}
$$
\]

Here, $P_{B}$ and $P_{F}$ are ordering operators for the color matrices $B_{\mu}$ and $\hat{F}$, respectively. It will be seen in Section 3 that terms involving $\hat{F}$ generate a spin-dependent contribution of nonperturbative background, which is calculable and small; for this reason, we will treat those terms perturbatively.

Neglecting $\hat{F}$ 's for a first approximation and omitting, for the sake of simplicity, the projection operators $\Gamma^{(\mathrm{in})}$ and $\Gamma^{(\text {out })}$, which do not affect the form of the resulting Hamiltonian, one arrives at the Wilson loop in the adjoint representation, for which one can use the minimal-area law confirmed by numerous lattice data [22] at least up to the distance on the order of 1 fm ,

$$
\begin{equation*}
\left\langle W_{\mathrm{adj}}\right\rangle=Z \exp \left(-\sigma_{\mathrm{adj}} S_{\min }\right) \tag{5}
\end{equation*}
$$

where we have included in $Z$ self-energy and nonasymptotic corrections, since (5) is valid for large loops of size $R, T \gg T_{g}$, where $T_{g}$ is the gluon correlation length.

Note that we could treat (4) by the field-correlationfunction method [13, 23], retaining only the lowest (Gaussian) correlation function $\langle F(x) F(y)\rangle$. In this case, the leading term will again have the form (5); we will use this method to evaluate the contribution of the gluon spin terms $\hat{F}$ in (4); the result in (5) is more general, since $\sigma_{\text {adj }}$ in (5) contains the contribution of all correlation functions and is not associated with the Gaussian approximation.

Applying now the general method of [14] to the Green's function (3), one introduces an auxiliary (einbein) function $\mu(t)$ of the real time $t$ instead of the proper time $s$ and $\tau$, via relation $d \tau=d t / 2 \mu(t)$, and auxiliary einbein function $v(\beta, t)$ to get rid of the squareroot Nambu-Goto form for $S_{\text {min }}$ in (5). As a result, one defines the Hamiltonian $H$ through the equality $G \sim$ $\exp (-T H)$, where $T$ is the evolution parameter, taken here to be the center-of-mass time $T, 0 \leq t \leq T$.

The resulting relativistic Hamiltonian for two spin-

Table 1. Effective-mass eigenvalues $\mu_{0}(n, L)$ (in GeV for $\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ ) obtained from (8) $\left\{\mu_{0}=\sqrt{\sigma_{\text {adj }}}(a(n) / 3)^{3 / 4}\right.$ is the upper entry, and eigenvalues of reduced equation $[a(n)]$ is the lower entry\}

|  | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :---: |
| 1 | 0.528 | 0.803 | 1.005 | 1.174 |
|  | 2.3381 | 4.0879 | 5.520 | 6.786 |
|  | 0.693 | 0.917 |  |  |
|  | 3.3613 | 4.8845 |  |  |
|  | 0.826 | 1.020 |  |  |
|  | 4.2482 | 5.6297 |  |  |

Table 2. Eigenvalues (in GeV ) of relativistic Hamiltonian for $L=0$

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{n}$ | 2.01 | 2.99 | 3.75 | 4.37 | 4.92 | 5.41 |

less gluons takes the form [14]

$$
\begin{align*}
H_{0}= & \frac{p_{r}^{2}}{\mu(t)}+\mu(t)+\frac{L(L+1)}{r^{2}\left[\mu+2 \int_{0}^{1}\left(\beta-\frac{1}{2}\right)^{2} v d \beta\right]}  \tag{6}\\
& +\int_{0}^{1} \frac{\sigma_{\mathrm{adj}}^{2} d \beta}{2 v(\beta, t)} r^{2}+\frac{1}{2} \int_{0}^{1} v(\beta, t) d \beta .
\end{align*}
$$

Here, $\mu(t)$ and $v(\beta, t)$ are positive auxiliary functions that are to be found from the extremum condition [14]. Their extremal values are equal to the effective gluon energy $\langle\mu\rangle$ and the energy density of the adjoint string $\langle\nu\rangle$, respectively.

For the case of $L=0$, the extremization with respect to $\mu$ and $v$ yields the simple result [14]

$$
\begin{equation*}
H_{0}=2 \sqrt{p_{r}^{2}}+\sigma_{\mathrm{adj}} r \tag{7}
\end{equation*}
$$

which coincides with the Hamiltonian of the relativistic potential model. The approximation made in [16-18] corresponds to the replacement of the operators $\mu(\tau)$ and $v(\tau, \beta)$ (which are expressed in terms of the operators $p$ and $r$ by means of extremization) by $c$ numbers to be found from extremization of eigenvalues of $H_{0}$. This yields another form, used in [18],

$$
\begin{equation*}
H_{0}^{\prime}=\frac{\mathbf{p}^{2}}{\mu_{0}}+\mu_{0}+\sigma_{\mathrm{adj}} r \tag{8}
\end{equation*}
$$

as can be seen from Table 3 of [19], the eigenvalues of (8) are about $5 \%$ higher than those of $H_{0}$. The value of $\sigma_{\text {adj }}$ in (8) can be found from the string tension of the
$q \bar{q}$ system, since the Casimir scaling found on a lattice [22] predicts that

$$
\begin{equation*}
\sigma_{\mathrm{adj}}=\frac{C_{2}(\operatorname{adj})}{C_{2}(\text { fund })} \sigma_{\text {fund }}=\frac{9}{4} \sigma_{\text {fund }} . \tag{9}
\end{equation*}
$$

For light quarks, the value of $\sigma_{\text {fund }}$ is found from the slope of meson Regge trajectories and is given by

$$
\begin{equation*}
\sigma_{\text {fund }}=\frac{1}{2 \pi \alpha^{\prime}} \approx 0.18 \mathrm{GeV}^{2} \tag{10}
\end{equation*}
$$

whence we obtain

$$
\begin{equation*}
\sigma_{\mathrm{adj}} \approx 0.40 \mathrm{GeV}^{2} \tag{11}
\end{equation*}
$$

In what follows, the parameter $\mu$ and its optimal value $\mu_{0}$, which appears in (8), play a very important role. The way in which they enter into spin corrections in Section 3 and into magnetic moments shows that $\mu_{0}$ plays the role of an effective (constituent) gluon mass (or constituent quark mass in the equation for the $q \bar{q}$ system).

In contrast to potential models, where the constituent gluon and quark mass is introduced as a fixed input parameter in addition to the parameters of the potential, our approach involves calculating $\mu_{0}$ from the extremum of the eigenvalue of (8); this yields

$$
\mu_{0}(n)=\sqrt{\sigma}\left(\frac{a(n)}{3}\right)^{3 / 4}, \quad M_{0}(n)=4 \mu_{0}(n)
$$

where $\sigma=\sigma_{\text {adj }}$ for gluons and $\sigma=\sigma_{\text {fund }}$ for massless quarks and where $a(n)$ is the eigenvalue for the reduced equation $d^{2} \psi / d \rho^{2}+\left(a(n)-\rho-L(L+1) / \rho^{2}\right) \psi=0$. The first few values of $a(n)$ and $\mu_{0}(n)$ are given in Table 1 ; they will be used in Section 3.

We note that our lowest "constituent gluon mass," $\mu_{0}(n=L=0)=0.528 \mathrm{GeV}$ (for $\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ ), is not far from the values introduced in the potential models, the drastic difference being that $\mu_{0}$ depends on $n$ and $L$ and grows for higher states; it is calculable in our case.

The eigenvalues of $H_{0}(7)$ for $L=0$ and $n=0,1,2, \ldots$ are given in Table 2 for $\sigma_{\text {adj }}=\frac{9}{4} \sigma_{\text {fund }}=\frac{9}{4} \times 0.18 \mathrm{GeV}^{2}$. The mass spectrum for $L>0$ is given by the eigenvalues of $H_{0}(6)$ and was studied in [14]. Within a $5 \%$ accuracy of the Wentzel-Kramers-Brillouin approximation, one can exploit much simpler expressions from [19], which predict for $L>0$ the eigenvalues shown in Table 3. An independent numerical estimation of the rotating string spectrum from [24] yields similar eigenvalues.

From Tables 1-3 and from [24], one can see that the mass spectra of the Hamiltonian in (6) are described to a high precision by the very simple formula

$$
\begin{equation*}
\frac{M^{2}}{2 \pi \sigma}=L+2 n_{r}+c_{1} \tag{12}
\end{equation*}
$$

where $L$ is the orbital angular momentum, $n_{r}$ is the radial quantum number, and $c_{1} \approx 1.55$ is a constant. It describes an infinite set of linear Regge trajectories shifted by $2 n_{r}$ from the leading one ( $n_{r}=0$ ). At this stage, the only difference between light quarks and gluons is the value of $\sigma$, which determines the mass scale.

Thus, the lowest glueball state with $L=0$ and $n_{r}=0$ according to Table 2 and equation (12) has $M^{2}=$ $4.04 \mathrm{GeV}^{2}$.

This corresponds to a degenerate $0^{++}$and a $2^{++}$state:

$$
\begin{equation*}
M=2.01 \mathrm{GeV} . \tag{13}
\end{equation*}
$$

In order to compare our results with the corresponding lattice calculations from [1-4], it is convenient to consider the quantity $\bar{M} / \sqrt{\sigma_{\text {fund }}}$, which is not sensitive to the choice of the string tension $\sigma_{\text {fund. }}{ }^{2)}$ From these data, we find that, for the $L=0, n_{r}=0$ states, the value of the spin-averaged mass

$$
\begin{equation*}
\frac{\bar{M}}{\sqrt{\sigma_{\text {fund }}}}=\frac{M\left(0^{++}\right)+2 M\left(2^{++}\right)}{3} \frac{1}{\sqrt{\sigma_{\text {fund }}}} \tag{14}
\end{equation*}
$$

is equal to $4.61 \pm 0.1$, which is to be compared with our prediction $\bar{M}^{\text {(theor) }}\left(L=0, n_{r}=0\right) / \sqrt{\sigma_{\text {fund }}}=4.68$.

For a radially excited state, our theory predicts

$$
\begin{equation*}
\frac{\bar{M}^{\text {(theor) }}}{\sqrt{\sigma_{\text {fund }}}}\left(L=0, n_{r}=1\right)=7.0 . \tag{15}
\end{equation*}
$$

For this quantity, lattice data from [1] yield

$$
\begin{equation*}
\frac{\bar{M}^{(\text {lat })}}{\sqrt{\sigma_{\text {fund }}}}\left(L=0, n_{r}=1\right)=6.56 \pm 0.55 . \tag{16}
\end{equation*}
$$

For the $L=1, S=1$ states, one can define a spinaveraged mass in a similar way:

$$
\begin{equation*}
\frac{\bar{M}}{\sqrt{\sigma_{\text {fund }}}}=\frac{M\left(0^{-+}\right)+2 M\left(2^{-+}\right)}{3} \frac{1}{\sqrt{\sigma_{\text {fund }}}} ; \tag{17}
\end{equation*}
$$

lattice data [1-4] yield

$$
\begin{equation*}
\frac{\bar{M}^{(\text {lat })}}{\sqrt{\sigma_{\text {fund }}}}\left(L=1, n_{r}=0\right)=6.11 \pm 0.38, \tag{18}
\end{equation*}
$$

which is in reasonable agreement with our prediction,

$$
\begin{equation*}
\frac{\bar{M}^{(\text {theor) })}}{\sqrt{\sigma_{\text {fund }}}}\left(L=1, n_{r}=0\right)=6.0 . \tag{19}
\end{equation*}
$$

[^7]Table 3. Eigenvalues (in GeV ) of rotating-string Hamiltonian (6) for $L>0$

|  | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 2.65 | 3.13 | 3.53 | 3.88 | 4.206 |
| 1 | 3.645 | 4.03 | 4.366 | 4.67 | 4.95 |
| 2 | 4.40 | 4.737 | 5.04 | 5.31 | 5.56 |
| 3 | 5.02 | 5.34 | 5.62 | 5.87 | 6.10 |
| 4 | 5.58 | 5.87 | 6.13 | 6.37 | 6.59 |
| 5 | 6.09 | 6.36 | 6.60 | 6.82 | 7.03 |

Table 4. Spin-averaged glueball masses $M_{G} / \sqrt{\sigma_{\text {fund }}}$

|  | Quantum numbers | $\begin{aligned} & \text { Our } \\ & \text { study } \end{aligned}$ | Lattice data |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | [3] | [1] |
| 2-glu- | $L=0, n_{r}=0$ | 4.68 | $4.66 \pm 0.14$ | $4.53 \pm 0.23$ |
| on | $L=1, n_{r}=0$ | 6.0 | $6.36 \pm 0.6$ | $6.1 \pm 0.38$ |
|  | $L=0, n_{r}=1$ | 7.0 | $6.68 \pm 0.6$ | $6.56 \pm 0.55$ |
|  | $L=2, n_{r}=0$ | 7.0 | $9.0 \pm 0.7\left(3^{++}\right)$ | $7.7 \pm 0.4\left(3^{++}\right)$ |
|  | $L=1, n_{r}=1$ | 8.0 |  | $7.94 \pm 0.48$ |
| $\begin{aligned} & \text { 3-glu- } \\ & \text { on } \end{aligned}$ | $K=0$ | 7.61 |  | $8.19 \pm 0.48$ |

For $L=2, n_{r}=0$ and $L=1, n_{r}=1$, we have the following values of the spin-averaged mass:

$$
\begin{align*}
& \frac{\bar{M}^{(\text {theor) }}\left(L=0, n_{r}=0\right)}{\sqrt{\sigma_{\text {fund }}}}=7.0,  \tag{20}\\
& \frac{\bar{M}^{\text {(theor) }}}{\sqrt{\sigma_{\text {fund }}}}\left(L=1, n_{r}=1\right)=8.0 .
\end{align*}
$$

Lattice data from [1] yield, respectively, $7.7 \pm 0.4$ and $7.94 \pm 0.48$. Note that, in the first multiplet, lattice data exist only for $3^{++}$. An overall comparison of the spinaveraged masses computed here and on a lattice is illustrated in Table 4.

Thus, we arrive at the conclusion that the spin-averaged masses obtained from a purely confining force with relativistic kinematics for valence gluons are in accord with lattice data. This implies that the PGE shifts of glueball masses in lattice calculations are small.

## 3. SPIN SPLITTINGS OF GLUEBALL MASSES

Here, we will treat spin effects in a perturbative way; a glance at our predictions in Table 5 and at the lattice results given in Table 6 tells us that, in glueball states apart from $2^{++}-0^{++}$, the spin splittings are less

Table 5. Masses of glueballs with $L=0,1,2$ and $n=0,1$ (for $\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ )

| $J^{P C}$ | $n$ | $M, \mathrm{GeV}$ | $J^{P C}$ | $n$ | $M, \mathrm{GeV}$ |
| :---: | :---: | :---: | :--- | :--- | :---: |
| $0^{++}$ | 0 | 1.4 | $2^{++}$ | 0 | $3.13,3.11$ |
|  | 1 | 2.4 | $0^{++}$ | 0 | 3.06 |
| $2^{++}$ | 0 | 2.3 | $1^{++}$ | 0 | 3.07 |
|  | 1 | 3.3 | $3^{++}$ | 0 | 3.14 |
| $0^{-+}$ | 0 | 2.52 | $4^{++}$ | 0 | 3.16 |
|  | 1 | 3.55 | $3^{--}$ | 0 | 3.51 |
| $2^{-+}$ | 0 | 2.70 | $2^{--}$ | 0 | 3.23 |
|  | 1 | 3.7 | $1^{--}$ | 0 | 3.04 |

Table 6. Comparison of predicted glueball masses with lattice data (for $\sigma_{\text {fund }}=0.228 \mathrm{GeV}^{2}$ )

| $J^{P C}$ | $M, \mathrm{GeV}$ |  |  |
| :--- | :---: | ---: | :---: |
|  | our study | lattice data |  |
|  |  | $[1]$ | $[3]$ |
| $0^{++}$ | 1.58 | $1.73 \pm 0.13$ | $1.74 \pm 0.05$ |
| $0^{++*}$ | 2.71 | $2.67 \pm 0.31$ | $3.14 \pm 0.10$ |
| $2^{++}$ | 2.59 | $2.40 \pm 0.15$ | $2.47 \pm 0.08$ |
| $2^{++*}$ | 3.73 | $3.29 \pm 0.16$ | $3.21 \pm 0.35$ |
| $0^{-+}$ | 2.56 | $2.59 \pm 0.17$ | $2.37 \pm 0.27$ |
| $0^{-+*}$ | 3.77 | $3.64 \pm 0.24$ |  |
| $2^{-+}$ | 3.03 | $3.1 \pm 0.18$ | $3.37 \pm 0.31$ |
| $2^{-+*}$ | 4.15 | $3.89 \pm 0.23$ |  |
| $3^{++}$ | 3.58 | $3.69 \pm 0.22$ | $4.3 \pm 0.34$ |
| $1^{--}$ | 3.49 | $3.85 \pm 0.24$ |  |
| $2^{--}$ | 3.71 | $3.93 \pm 0.23$ |  |
| $3^{--}$ | 4.03 | $4.13 \pm 0.29$ |  |

than $10-15 \%$ of the total mass; hence, a perturbative treatment is justified to this level of accuracy.

Before proceeding to actual calculations of spin splittings, it is necessary to choose between two possible strategies (and corresponding physical mechanisms) for treating gluon polarizations. In the first approach, one insists on the transversality condition and on the resulting two-gluon polarizations as for a free gluon [7].

In the second approach, it is assumed that the gluon acquires a nonzero mass owing to the adjacent string, in a way similar to that in the case of $W^{ \pm}$and $Z^{0}$, where mass is created by the Higgs condensate. In this case, one has three massive-gluon polarizations, and the spin-coupling scheme for two gluons can be taken to be the $L S$ one with the characteristic $J^{P C}$ pattern of lowest levels, which is observed in lattice calculations [1-4].

Therefore, we choose the second approach and consider the gluon-spin operator $\mathbf{S}^{(\mathrm{i})}, i=1,2$; the total-spin
operator $\mathbf{S}=\mathbf{S}^{(1)}+\mathbf{S}^{(2)}$; the orbital angular momentum $\mathbf{L}$; and the total angular momentum $\mathbf{J}=\mathbf{L}+\mathbf{S}$; each level (mass) is assigned not only the conserved values of $J^{P C}$ but also the values of $L$ and $S$ (which in some cases may have an admixture of $L^{\prime}=L \pm 2$ and $S^{\prime \prime}=S \pm$ 2 , but this admixture is generally small).

A detailed discussion of gluon-mass generation in the context of gauge invariance and symmetry breaking (as in the electroweak case) is postponed to a separate publication.

The two-gluon mass operator can be written as

$$
\begin{equation*}
M=M_{0}(n, L)+\mathbf{S} \cdot \mathbf{L} M_{S L}+\mathbf{S}^{(1)} \cdot \mathbf{S}^{(2)} M_{S S}+M_{T}, \tag{21}
\end{equation*}
$$

where $M_{0}$ is the eigenvalue of the Hamiltonian $H \equiv H_{0}+$ $\Delta H_{\text {pert }}$, and $H_{0}$ is given in (7) [or its approximation in (8)], while $\Delta H_{\text {pert }}$ is due to perturbative gluon exchanges and is discussed in the next section.

To obtain the other three terms in (21), one should consider averaging of the operators $\hat{F}$ in the exponent of (4) and take into account the relation

$$
\begin{equation*}
-2 i \hat{F}_{\mu \nu}=2\left(\mathbf{S}^{(1)} \cdot \mathbf{B}^{(1)}+\tilde{\mathbf{S}}^{(1)} \cdot \mathbf{E}^{(1)}\right)_{\mu \nu} \tag{22}
\end{equation*}
$$

and a similar relation for the term in the integral $\int \hat{F} d \tau^{\prime}$, with the substitution $1 \longrightarrow 2$ for indices. Here, gluonspin operators are introduced, for example,

$$
\begin{gather*}
\left(S_{m}^{(1)}\right)_{i k}=-i e_{m i k}, \quad i, k=1,2,3,  \tag{23}\\
\left(\tilde{S}_{m}^{(1)}\right)_{i 4}=-i \delta_{i m} .
\end{gather*}
$$

Two remarks are in order here: (i) the gluon spin appears via the integral $\int 2(\mathbf{S} \cdot \mathbf{B}) d \tau^{\prime}=\int[(\mathbf{S}$. B) $/ \mu(t)] d t$, where $\mu(t)$ and its extremal value $\mu_{0}$ are the same as those in, respectively, (6) and (8) (for details, see Appendix 2); (ii) the main part of the Hamiltonian, $H_{0}$, is diagonal in the spin indices $i$ and $k$, while the spin-dependent part (22) is treated as a perturbation, so that the admixture of the fourth polarization due to $\tilde{S}$ in (23) does not appear in the lowest order.

The detailed derivation of spin-dependent terms is performed in Appendix 3; here, we only quote the results. Since the structure of the term $\hat{F}$ in (4) due to (22) is identical to that in the heavy-quark case with the replacement of the heavy-quark mass by the effective gluon parameter $\mu_{0}$ [see (8)], one can use the spin analysis of heavy quarkonia from [25] to represent the spindependent part of the Hamiltonian in a form similar to that of Eichten and Feinberg [26]; that is,

$$
\begin{gather*}
\Delta H_{S}=\frac{\mathbf{S} \cdot \mathbf{L}}{\mu_{0}^{2}}\left(\frac{1}{r} \frac{d V_{1}}{d r}+\frac{1}{r} \frac{d V_{2}}{d r}\right)+\frac{\mathbf{S}^{(1)} \cdot \mathbf{S}^{(2)}}{3 \mu_{0}^{2}} V_{4}(r)  \tag{24}\\
+\frac{1}{3 \mu_{0}^{2}}\left(3\left(\mathbf{S}^{(1)} \cdot \mathbf{n}\right)\left(\mathbf{S}^{(2)} \cdot \mathbf{n}\right)-\mathbf{S}^{(1)} \cdot \mathbf{S}^{(2)}\right) V_{3}(r)+\Delta V,
\end{gather*}
$$

where $\Delta V$ contains higher cumulant contributions, which can be estimated at about $10 \%$ of the main term in (24) and which will be neglected in what follows. Note that the spin of the gluon is twice as large as that of the quark; therefore, the spin-orbit (spin-spin) term for glueballs is effectively greater than those for the quarkonium case by a factor of 2 (4).

The functions $V_{i}(r)$ differ from those for heavy quarkonia [25] only in that the Casimir operators make them greater by a factor of $9 / 4$; the corresponding expressions for $V_{i}(r)$ in terms of the correlation functions $D(x)$ and $D_{1}(x)$ [23] are given in Appendix 3. Both $D$ and $D_{1}$ were measured on a lattice [27], and $D_{1}$ was found to be much smaller than $D$. Therefore, one can neglect the nonperturbative part of $V_{3}(r)$; that of $V_{4}$ also proves to be small numerically, $M_{S S}^{(\text {nonpert })}<30 \mathrm{MeV}$, and we will also neglect it.

The only sizable spin-dependent nonperturbative contribution comes from the term $d V_{1} / d r$ (Thomas precession) and can be written at large distances as

$$
\begin{equation*}
\Delta H_{\text {Thom }}=-\frac{\sigma_{\text {adj }}}{r} \frac{\mathbf{S} \cdot \mathbf{L}}{2 \mu_{0}^{2}} \tag{25}
\end{equation*}
$$

We now come to the point of perturbative contributions to spin splittings. The simplest way to calculate those to order $\alpha_{s}$ (and this procedure is true for quarkonia) is to represent perturbative gluon exchanges by the same Eichten-Feinberg formulas (24), where only perturbative contributions to the correlation functions $D$ and $D_{1}$ in (A.3.8)-(A.3.11) must be retained in $V_{i}(r)$; to order $\alpha_{s}$, one then obtains

$$
\begin{gather*}
\frac{1 d V_{1}^{(\text {pert })}}{r}=0, \quad \frac{d V_{2}^{(\text {pert })}}{d r}=\frac{C_{2}(\operatorname{adj}) \alpha_{s}}{r^{2}}  \tag{26}\\
V_{3}^{(\text {pert })}=\frac{3 C_{2}(\operatorname{adj}) \alpha_{s}}{r^{3}}  \tag{27}\\
V_{4}^{(\text {pert })}=8 \pi C_{2}(\operatorname{adj}) \alpha_{s} \delta^{(3)}(r) \tag{28}
\end{gather*}
$$

However, this procedure must be corrected for glueballs since (i) valence and exchanged gluons are identical and (ii) there is a four-gluon vertex in addition. The corresponding calculations performed in [28] showed that corrections amount to multiplication in (26) by the factor of $3 / 4$ and in (28) by the factor of $5 / 8$.

With allowance for these corrections, the corresponding matrix elements in (21) are given by

$$
\begin{gather*}
M_{S L}^{(\text {pert })}=\frac{3 C_{2}(\operatorname{adj})}{4 \mu_{0}^{2}}\left\langle\frac{\alpha_{s}}{r^{3}}\right\rangle  \tag{29}\\
M_{S S}^{(\text {pert })}=\frac{5 \pi C_{2}(\operatorname{adj})}{3 \mu_{0}^{2}}\left\langle\alpha_{s} \delta^{(3)}(r)\right\rangle, \tag{30}
\end{gather*}
$$

$$
=\frac{C_{T}^{(\text {pert })}}{\mu_{0}^{2}}\left\langle\frac{\alpha_{s}}{r^{3}}\left[3\left(\mathbf{S}^{(1)} \cdot \mathbf{n}\right)\left(\mathbf{S}^{(2)} \cdot \mathbf{n}\right)-\mathbf{S}^{(1)} \cdot \mathbf{S}^{(2)}\right]\right\rangle .
$$

From (30), one can see that $M_{S S}$ can be written as

$$
\begin{equation*}
M_{S S}=\frac{5 \alpha_{s}}{4 \mu_{0}^{2}}|R(0)|^{2} \tag{32}
\end{equation*}
$$

To make simple estimates, we will neglect, first, the interaction due to PGE between valence gluons. Indeed, we show in the next section that this interaction cannot be written as a Coulomb potential between adjoint charges, and comparison with perturbative BFKL Pomeron theory [12] shows that it is much weaker than the Coulomb potential. Neglecting this interaction altogether, one gets a lower bound on spindependent effects, since all matrix elements like $\left\langle\delta^{(3)}(r)\right\rangle,\langle 1 / r\rangle$, and $\left\langle 1 / r^{3}\right\rangle$ are enhanced by attractive Coulomb interaction.

For a purely linear potential, one has a simple relation independent of the radial quantum number $n$ [29],

$$
\begin{equation*}
|\Psi(0)|^{2}=\frac{|R(0)|^{2}}{4 \pi}=\frac{\mu_{0}\left\langle V^{\prime}(r)\right\rangle}{4 \pi}=\frac{\mu_{0} \sigma_{\mathrm{adj}}}{4 \pi} \tag{33}
\end{equation*}
$$

Using (33) and $M_{0}=4 \mu_{0}$ and taking $M_{0}$ from Table 1, one obtains

$$
\begin{equation*}
M_{S S}=\frac{5 \alpha_{s} \sigma_{\mathrm{adj}}}{M_{0}} \tag{34}
\end{equation*}
$$

for $n_{r}=0,1$ and $\alpha_{s}=0.3$, the spin-spin splitting is

$$
\begin{gather*}
M_{S S}\left(n_{r}=0\right)=0.3 \mathrm{GeV} \\
M_{S S}\left(n_{r}=1\right)=0.20 \mathrm{GeV} \tag{35}
\end{gather*}
$$

For $M\left(0^{++}\right)$and $M\left(2^{++}\right)$, one has the values given in Table 5 for $\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ and, for the sake of comparison with lattice calculations, in Table 6 for $\sigma_{\text {fund }}=$ $0.228 \mathrm{GeV}^{2}$ and $\alpha_{s}=0.3$.

For $L>0$, it is necessary to compute the spin corrections $M_{S L}$ and $M_{T}$. First of all, the situation can be simplified by using the equation $\{$ it is derived in the same way as that followed in [29] to derive (33); for details, see Appendix 4$\}$

$$
\begin{equation*}
L(L+1)\left\langle\frac{1}{r^{3}}\right\rangle=\frac{\mu_{0}}{2}\left\langle V^{\prime}(r)\right\rangle \tag{36}
\end{equation*}
$$

For $V(r)=\sigma_{\text {adj }} r$, both $M_{S L}^{(\text {pert })}$ and $M_{T}^{(\text {pert })}$ can easily be calculated; the results are listed in Table 7.

The nonperturbative part of spin splittings is due to the Thomas term, $\left(d V_{1} / d r+d V_{2} / d r\right)$, and is calculated numerically by using the exponential form of $D$ and $D_{1}$ found on a lattice [27] (for details see [25]).

The resulting values for $\Delta M_{\text {Thom }}$ are given in Table 7. Combining all corrections and values of $M_{0}$ from

Table 7. Spin-orbit and tensor corrections (in GeV ) to two-gluon glueball masses (upper entires are for $n=0$ and lower entries are for $n=1 ; \sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ )

| $J^{P C}$ | $L=S=1$ |  | $L=S=2$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $0^{-+}$ | $2^{-+}$ | $0^{++}$ | $1^{++}$ | $2^{++}$ | $3^{++}$ | $4^{++}$ |
| $M_{S L}^{\text {(pert) }} \cdot \mathbf{S} \cdot \mathbf{L}$ | -0.197 | -0.0985 | -0.1656 | -0.138 | -0.083 | 0 | 0.110 |
|  | -0.148 | 0.074 | -0.128 | -0.107 | -0.064 | 0 | 0.085 |
| $M_{T}^{\text {(pert) }}$ | -0.263 | 0.0263 | -0.072 | -0.036 | 0.015 | 0.041 | 0.020 |
|  | -0.198 | -0.02 | -0.056 | -0.028 | 0.0116 | 0.032 | 0.0155 |
| $\Delta M_{\text {tot }}^{(\text {pert }}$ | -0.46 | 0.072 | -0.238 | -0.174 | -0.068 | 0.041 | 0.13 |
|  | -0.347 | 0.054 | -0.185 | -0.135 | -0.053 | 0.032 | 0.101 |
| $\Delta M_{\text {Thom }} \cdot \mathbf{S} \cdot \mathbf{L}$ | 0.082 | -0.041 | 0.216 | 0.18 | 0.108 | 0 | -0.144 |
|  | 0.05 | -0.025 | 0.138 | 0.115 | 0.07 | 0 | -0.092 |
| $\Delta M_{\text {tot }}$ | -0.38 | 0.031 | -0.022 | 0.006 | 0.04 | 0.041 | -0.014 |
|  | -0.3 | 0.029 | -0.047 | -0.02 | 0.017 | 0.032 | 0.009 |
| $\left\langle S_{12}\right\rangle$ | -2 | $-1 / 5$ | -2 | -1 | $3 / 7$ | $8 / 7$ | $-4 / 7$ |
| $\langle\mathbf{L} \cdot \mathbf{S}\rangle$ | -2 | +1 | -6 | -5 | -3 | 0 | 4 |

Tables 2 and 3, one obtains the glueball masses shown in Table 5 for $\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$ and compared with lattice data in Table 6 for $\sigma_{\text {fund }}=0.228 \mathrm{GeV}^{2}$.

One can see from Table 6 that the calculated spin splittings of the lowest levels are in good agreement with lattice data. This is another phenomenological manifestation of PGE suppression in the glueball system; indeed, had we taken PGE in the adjoint Coulomb form with $\alpha_{s}=0.3$, we would have obtained a threefold increase in the spin splittings [18].

A general feature of the spin-dependent contribution $\Delta H_{S}$ is that it dies out very fast with growing orbital or radial quantum number, which can be seen in the appearance of the factor $\mu_{0}^{2}$ in the denominator of (29)-(31).

From (8), one can indeed deduce that $M_{0} \approx 4 \mu_{0}$; therefore, we have $\Delta H_{S} \sim\left[1 / M^{2}(n, L)\right]\langle O(1 / r)\rangle$, where $O$ stands for terms like const $\cdot 1 / r$ or const' $\cdot 1 / r^{3}$ (from perturbation theory). Hence, spin splittings of the radial recurrence of $0^{++}, 2^{++}$or $0^{-+}, 2^{-+}$states are expected to be smaller than the corresponding ground states. This feature is also well supported by the lattice data in Table 5.

## 4. PERTURBATIVE GLUON LADDERS AND GLUEBALLS

In many analytic calculations of glueball masses, it is postulated that there is a Coulomb-type interaction between valence gluons, which differs from the $q \bar{q}$ case by the Casimir factor, $C_{2}(\mathrm{adj})=3$ instead of $C_{2}$ (fund) $=4 / 3$. Before going into the details of the question of how the PGEs give rise to the Coulomb ker-
nel, we first assume here that this is indeed the case and correspondingly calculate the eigenvalues of the Hamiltonian

$$
\begin{equation*}
H=H_{0}^{\prime}-\frac{C_{2}(\operatorname{adj}) \alpha_{s}}{r}, \tag{37}
\end{equation*}
$$

where $H_{0}^{\prime}$ is given in (8). The resulting masses are listed in Table 8 (the first three lines) for $\alpha_{s}=0,0.2,0.3$, 0.39 .

One can see a drastic decrease in the mass due to the Coulomb attraction, especially for $L=0$. For a conservative value of $\alpha_{s}=0.3$, this mass drops down by 0.5 GeV .

This is much larger than in the $q \bar{q}$ case [13, 19], evidently owing to a large Casimir factor.

Other characteristics of the Coulomb shift, which are useful for a comparison with the perturbative Pomeron approach [12], are the Regge slope $\alpha_{G}^{\prime}(0)$ and the Regge intercept $\alpha_{G}(0)$ of the glueball trajectory drawn as a straight line through the $L=0\left(2^{++}\right)$and $L=$ $0\left(4^{++}\right)$glueballs. ${ }^{3}$ ) These values are given in the last two rows of Table 8 and show a drastic increase of $\Delta \alpha_{G}(0) \approx 0.64$ at $\alpha_{s}=0.3$ in the intercept owing to Coulomb interaction.

This will be compared later in this section with a similar large shift of the perturbative Pomeron trajectory $\Delta \alpha_{\mathbf{P}}(0)$ in the lowest $O\left(\alpha_{s}\right)$ approximation [12] and with much smaller value of $\Delta \alpha_{p}(0)$ in the next (oneloop) approximation [30]. This comparison casts more

[^8]doubt on the validity of the assumption that the adjoint Coulomb interaction is present in the form (37).

A similar conclusion can be deduced from spinaveraged eigenvalues. For the Hamiltonian in (37), the eigenvalues are given in Table 8.

One can see that, for $L=0$, both $\alpha_{s}=0.3$ and 0.39 strongly contradict the data; this shows that the perturbative gluon ladder strongly differs from the adjoint Coulomb interaction; moreover, the overall agreement of our results for $M_{0}$ (where no Coulomb interaction is present) with spin-averaged lattice masses tells one that PGE is strongly reduced on a lattice.

To study this point in detail, one should consider the set of perturbative gluon exchanges and compare them with the BFKL diagrams describing the perturbative Pomeron [12].

First of all, one should inquire into the mechanism that produces color Coulomb interaction, and it is instructive to compare quark-antiquark and gluongluon systems from this point of view. For both systems, there are diagrams of gluon exchanges of order $g^{2}$; in addition, the gluon-gluon system is characterized by the presence of a contact-interaction diagram that is of the same order and which affects the hyperfine splitting [28].

The main point is whether and how these diagrams are summed up to produce the color Coulomb kernel in the exponent appearing in the Green's function of the system. For the $q \bar{q}$ system (spin degrees of freedom are neglected for simplicity of comparison), one has the exact Feynman-Schwinger representation (FSR)

$$
\begin{equation*}
G_{q \bar{q}}=\int d s d \bar{s} D z D \bar{z} e^{-K-\bar{K}}\left\langle W\left(C_{z \bar{z}}\right)\right\rangle, \tag{38}
\end{equation*}
$$

where the Wilson loop is along the paths $z$ and $\bar{z}$ integrated in (38). One can use a cluster expansion for purely perturbative gluons in $W(C)$ as was done, for example, in [13, 21],

$$
\begin{equation*}
\langle W(C)\rangle=\exp \left[-C_{2} \frac{g^{2}}{2} \iint_{C C} \frac{d z_{\mu} d \bar{z}_{\mu}}{(z-\bar{z})^{2}}+O\left(g^{4}\right)\right] . \tag{39}
\end{equation*}
$$

For straight-line trajectories $z(\tau)$ and $\bar{z}\left(\tau^{\prime}\right)$ (for example, for static quarks), the integral in the exponent in (39) readily yields the color Coulomb potential, $\langle W\rangle \sim \exp \left[\left(C_{2} \alpha_{s} / r\right) t\right]$.

For light quarks, one can consider the integral in the exponent in (39) as the full-fledged relativistic Coulomb kernel. It is legitimate to retain this kernel, which is an $O\left(g^{2}\right)$ quantity, in the exponent and neglect $O\left(g^{4}\right)$ terms, provided that the Coulomb kernel yields some amplification. This is indeed true in the nonrelativistic region, where the Coulomb correction is of order $\alpha_{s} / u$, $u \ll 1$, or at small distances (high energies), where this kernel yields double-logarithmic terms [31]. Let us now consider the $g g$ system (the same is true a fortiori for the three-gluon system).

Table 8. Effect of the inclusion of Coulomb interactions on glueball masses (in GeV ) and Regge parameters, $M\left(\alpha_{s}\right.$, $L=0,1,2), \sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}$

|  | $\alpha_{s}=0$ | 0.2 | 0.3 | 0.39 |
| :--- | :--- | :--- | :--- | :--- |
| $M_{0}(L=0)$ | 2.11 | 1.776 | 1.587 | 1.390 |
| $M_{0}(L=1)$ | 2.77 | 2.56 | 2.45 | 2.36 |
| $M_{0}(L=2)$ | 3.30 | 3.14 | 3.05 | 2.97 |
| $\alpha_{G}^{\prime}(0)$ | 0.31 | 0.298 | 0.294 | 0.290 |
| $\alpha_{G}(0)$ | 0.617 | 1.06 | 1.259 | 1.44 |

In (3), we have derived the $g g$ Green's function for valence perturbative gluons in the nonperturbative background. A similarity of the forms in (3) and in (38) is only superficial, since the Wilson loop in (38) contains both perturbative and nonperturbative contributions, and one may argue that perturbative exchanges dominate at small distances and, hence, exponentiate as in (39), eventually arriving at the color Coulomb kernel.

In contrast to that, in (3), $\left\langle W_{F}\right\rangle$ contains only the nonperturbative fields $B_{\mu}$, yielding a confining string between gluons, but no perturbative exchanges at all. Within background perturbation theory, the perturbative vertices $O\left(a^{3}\right)$ and $O\left(a^{4}\right)$ enter into the interaction Lagrangian, and there is a priori no guarantee that gluon exchanges produced by these vertices exponentiate to give a color Coulomb kernel. (Note that there is a difference between gluon exchanges and spin-dependent vertices considered in the preceding section, since the latter are taken as a perturbation in the lowest order, and there is no need for them to exponentiate to the Coulomb ladder.)

Having all this in mind, we proceed to consider the subset of graphs that are summed up in the BFKL approach [12] and distinguished by the principle of leading diagrams in high-energy scattering, or in another setting, by the summation of ladders for the leading Regge trajectory in the $t$ channel. Since these ladders are dominant perturbative series (see [12]) for the Pomeron trajectory, we can consider the same contribution in our circumstances-in order to calculate glueball masses-extending, in this way, a BFKL-type analysis from Pomeron-generating glueballs ( $4^{++}, 2^{++}$, etc.) to all others and bearing in mind that this may give only an order of magnitude estimate.

Thus, we now aim at estimating the contribution of the BFKL diagrams to the glueball masses (perturbative mass shift) and at comparing it with the usual color Coulomb contribution.

In order to estimate effects of small-distance contributions, we analyze these effects on gluonic Regge trajectories not from the glueball mass spectra at positive $t$, but for $t=0$. Extensive calculations of the gluonic-Pomeron-trajectory intercept were performed in the leading-logarithm approximation [12], and $\alpha_{s}$ correc-
tions were calculated in [30]. It was shown that the leading Regge singularity corresponds to the sum of ladder-type diagrams, where exchanged gluons are Reggeized. In the leading approximation, the intercept of this singularity is [12]

$$
\begin{equation*}
\alpha_{\mathbf{P}}(0)=1+\alpha_{s} \frac{4 N_{c}}{\pi} \ln 2 . \tag{40}
\end{equation*}
$$

The shift from the noninteracting-gluon point $\alpha_{\mathbf{P}}(0)=1$ is equal to $\Delta=\alpha_{\mathbf{P}}(0)-1 \approx 0.5$ for $\alpha_{s} \approx 0.2$. This rather large a shift is strongly reduced by $\alpha_{s}$ corrections [30]:

$$
\begin{equation*}
\Delta=\alpha_{s} \frac{12}{\pi} \ln 2 \times\left(1-C \alpha_{s}\right) \tag{41}
\end{equation*}
$$

The coefficient $C$ is rather large (about 6.5), and the $\alpha_{s}$ correction strongly reduces $\Delta$. Its value depends on the renormalization scheme and on the scale for $\alpha_{s}$. In the "physical" (BLM) scheme, $\Delta$ values fall within the region $0.15-0.17$ [30]. In this approximation, the leading gluonic singularity is a Regge pole, and we can estimate the mass shift for the lowest glueball state by using this result and by assuming that the slope $\alpha_{\mathbf{p}}^{\prime}=$ $1 / 2 \pi \sigma_{\text {adj }} \approx 0.4 \mathrm{GeV}^{-2}(11)$ will not be strongly modified by perturbative effects. Thus, one can expect that the characteristic shift due to perturbative effects in $\bar{M}^{2}\left(L=0, n_{r}=0\right)$ is $\delta \bar{M}^{2} \approx \Delta / \alpha_{\mathbf{P}}^{\prime} \approx 0.38-0.48 \mathrm{GeV}^{2}$. The corresponding shift in $\bar{M}\left(L=0, n_{r}=0\right)$ is $\delta \bar{M} \approx$ $\delta \bar{M}^{2} / 2 \bar{M} \approx 0.1 \mathrm{GeV}$. This shift should be compared with a much larger mass shift from the pure Coulomb interaction given in Table 8. Thus, the $O\left(\alpha_{s}\right)$ correction to the BFKL ladder gives a strong suppression of PGE series and may be a possible explanation why Cou-lomb-like attraction is seen neither in spin-averaged masses $\bar{M}\left(L, n_{r}\right)$ nor in spin splittings. It should be noted that this is only a rough estimate of the perturbative effects because higher orders of perturbation theory can modify this result.

## 5. THREE-GLUON GLUEBALLS

The three-gluon system can be considered in the same way as this was done for the two-gluon glueballs. The $3 g$ Green's function $G^{(3 g)}$ is obtained as the back-ground-averaged product of three one-gluon Green's functions, in full analogy with (1). Assuming the large$N_{c}$ limit for the sake of simplicity and neglecting spin splittings and projection operators, one arrives at the path integral [compare with (3)]

$$
\begin{equation*}
G^{(3 g)}=\text { const } \times \prod_{i=1}^{3} \int_{0}^{\infty} d s_{i} D z^{(i)} e^{-K_{i}-\sigma S_{i}} \tag{42}
\end{equation*}
$$

where $\sigma \equiv \sigma_{\text {fund }}$, since every gluon is connected by a fundamental string with each of its neighbors.

Using, as before, the method from [13, 14] and the three-body treatment from [17], one obtains, omitting spin-dependent terms, the following Hamiltonian \{ we assume a symmetric solution with equal $\mu_{i}(\tau) \equiv \mu(\tau)$, $i=1,2,3$ [no orbital excitations was assumed as in (8) \}:

$$
\begin{equation*}
H^{(3 g)}=\frac{\mathbf{p}_{\eta}^{2}+\mathbf{p}_{\xi}^{2}}{2 \mu}+\frac{3 \mu}{2}+\sigma \sum_{i<j=1}^{3} r_{i j} \tag{43}
\end{equation*}
$$

Here, $r_{i j}=\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|, \mathbf{r}_{i}$ being the spatial coordinate of the $i$ th gluon, while $\boldsymbol{\xi}, \mathbf{p}_{\xi}$, and $\boldsymbol{\eta}, \mathbf{p}_{\eta}$ are defined as

$$
\begin{gather*}
\boldsymbol{\xi}=\sqrt{\frac{3}{2}}\left(\frac{\mathbf{r}_{1}+\mathbf{r}_{2}}{2}-\mathbf{r}_{3}\right), \quad \mathbf{p}_{\xi}=\frac{1}{i} \frac{\partial}{\partial \xi} \\
\boldsymbol{\eta}=\frac{\mathbf{r}_{1}-\mathbf{r}_{2}}{\sqrt{2}}, \quad \mathbf{p}_{\eta}=\frac{1}{i} \frac{\partial}{\partial \boldsymbol{\eta}} \tag{44}
\end{gather*}
$$

To simplify the treatment further, we will consider $\mu$ as a constant to be found from the extremum of eigenvalues, as in (8), which provided, in that case, a 5\% increase in eigenvalues (see Table 3 of [19]), and we expect this in the case being considered as well.

In order to find the eigenvalues of $H^{(3 g)}$, one can use the hyperspherical method introduced in [32] and applied to the $3 q$ system in [17]. Defining the hyperradius $\rho$ as $\rho^{2}=\boldsymbol{\eta}^{2}+\boldsymbol{\xi}^{2}$, one obtains a one-dimensional equation for the eigenfunction $\chi_{n}^{K}(\rho) \equiv \chi(\rho)$ ( $K$ is the grand orbital, $K=0,1,2, \ldots$, and $n$ is radial quantum number),

$$
\begin{equation*}
-\frac{1}{2 \mu} \chi^{\prime \prime}+U_{\mathrm{eff}}(\rho) \chi(\rho)=M \chi(\rho) \tag{45}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{\mathrm{eff}}(\rho)=\frac{1}{2 \mu \rho^{2}}\left(K^{2}+4 K+\frac{15}{4}\right)+\frac{32 \sqrt{2}}{5 \pi} \rho \sigma \tag{46}
\end{equation*}
$$

A solution to equation (45) is expressed in terms of generalized Airy functions.

A reliable (within a few percent accuracy) estimate of $M$ is obtained by replacing $U_{\text {eff }}(\rho)$ by the oscillator well, with the center at the minimum of $U_{\text {eff }}(\rho), \rho=\rho_{0}$, and frequency $\omega_{0}$ expressed in terms of $U_{\text {eff }}^{\prime \prime}\left(\rho_{0}\right)$. At $K=0$, we have

$$
\begin{equation*}
\rho_{0}=\left(\frac{75 \pi}{128 \sqrt{2} \mu \sigma}\right)^{1 / 3}, \quad \omega_{0}=\left(\frac{45}{4 \mu^{2} \rho_{0}^{4}}\right)^{1 / 2} \tag{47}
\end{equation*}
$$

In this way, we obtain

$$
\begin{equation*}
M(\mu)=\frac{3 \mu}{2}+36\left(\frac{\sigma^{2}}{45 \mu \pi^{2}}\right)^{1 / 3}+\frac{\omega_{0}}{2} \tag{48}
\end{equation*}
$$

and the minimization of $M(\mu)$ with respect to $\mu$ yields

$$
\begin{gather*}
\mu_{0} \cong(1.6)^{1 / 4}\left(\frac{8 \sigma}{3 \pi}\right)^{1 / 2}, \\
M\left(\mu_{0}\right)=6 \mu_{0}+\frac{\omega_{0}}{2}=6 \mu_{0}+\left(\frac{8}{5}\right)^{3 / 4}\left(\frac{3 \sigma}{\pi}\right)^{1 / 2} . \tag{49}
\end{gather*}
$$

For $\sigma=0.18 \mathrm{GeV}^{2}$, we obtain $\omega_{0}=1.18 \mathrm{GeV}$ and $\mu_{0}=0.44 \mathrm{GeV}$; hence, the minimal eigenvalue is

$$
\begin{equation*}
M_{0}=3.23 \mathrm{GeV} \tag{50}
\end{equation*}
$$

This spin-averaged value is presented in Table 4. Radial excitations are given by the approximate equation

$$
\begin{equation*}
M_{n}=6 \mu_{0}+\frac{\omega_{0}}{2}+n \omega_{0}, \quad n=0,1,2 \ldots \tag{51}
\end{equation*}
$$

Orbital excitations yield an increase in mass of

$$
\begin{equation*}
\Delta M^{K} \sim \frac{K^{2}+4 K}{2 \mu \rho_{0}^{2}} \tag{52}
\end{equation*}
$$

which, for the lowest excitation, yields

$$
\begin{equation*}
\Delta M^{K=1} \sim 1 \mathrm{GeV}, \tag{53}
\end{equation*}
$$

which is almost identical to the mass shift for the radial excitation.

The Coulomb shift (if the Coulomb interaction existed between gluons) would be enormous: $\Delta M_{\text {Coul }}=$ -1.3 GeV . Here, one can use, however, the same arguments as for two-gluon glueballs and discard the color Coulomb interaction between gluons altogether.

Finally, we address the question of quantum numbers and spin splittings for the $3 g$ states. According to (27), perturbative hyperfine interaction is given by matrix elements

$$
\begin{equation*}
\Delta M_{S S}=\sum_{i>j}\left\langle\mathbf{S}_{i} \cdot \mathbf{S}_{j} \frac{5 \pi C_{2}(\text { fund })}{3 \mu_{0}^{2}} \alpha_{s} \delta^{(3)}\left(\mathbf{r}_{i j}\right)\right\rangle . \tag{54}
\end{equation*}
$$

We note that, in the large- $N_{c}$ limit, gluon lines are replaced by double-fundamental lines and planar gluon exchanges occur with a fundamental charge; hence, the fundamental Casimir operator appears in (54).

For the $K=0$ state, the wave function depends only on the hyperradius $\rho$, and we have

$$
\begin{equation*}
\left\langle\delta^{(3)}\left(\mathbf{r}_{i j}\right)\right\rangle=\left\langle\frac{\sqrt{2}}{\pi^{2} \rho^{3}}\right\rangle \tag{55}
\end{equation*}
$$

Now, for $K=0$ state, all internal angular momenta are zero, and we can express $\left\langle\mathbf{S}_{i} \cdot \mathbf{S}_{j}\right\rangle$ in terms of the total angular momentum $J$ as

$$
\begin{equation*}
\left\langle\mathbf{S}_{i} \cdot \mathbf{S}_{j}\right\rangle=\frac{J(J+1)-6}{6} . \tag{56}
\end{equation*}
$$

As a result, we find that, for $\alpha_{s}=0.3$ and $\sigma=$
$0.18 \mathrm{GeV}^{2}, \Delta M_{S S}$ is

$$
\begin{align*}
\Delta M_{S S} & \cong \frac{5 \sqrt{2} C_{2}(\text { fund }) \alpha_{s}}{\pi \mu_{0}^{2} \rho_{0}^{3}}\left\langle\mathbf{S}_{i} \cdot \mathbf{S}_{j}\right\rangle  \tag{57}\\
& \approx 0.644 \mu_{0} \frac{J(J+1)-6}{6} .
\end{align*}
$$

Hence, the candidate for the $J^{P C}=3^{--}$odderon state is shifted by 0.28 GeV upward, while $1^{--}$is shifted by 0.189 GeV downward with respect to the result in (50). The resulting values of the glueball masses are listed in Tables 5 and 6.

## 6. GLUEBALL REGGE TRAJECTORIES AND POMERON

The leading Regge trajectory [with the largest intercept $\left.\alpha_{\mathbf{P}}(0)\right]$ is usually referred to as the Pomeron trajectory. It plays a special role in the Reggeon approach to high-energy hadronic interactions. The parameters of the Pomeron trajectory and especially its intercept play a fundamental role for asymptotic behavior of diffractive processes. We have already touched upon the Pomeron intercept problem in Section 4, where the perturbative, small-distance, contribution has been discussed. We will now consider this problem in more detail, taking into account both nonperturbative and perturbative contributions to Pomeron dynamics.

For the leading glueball trajectory ( $n_{r}=0$ ), the largedistance nonperturbative contribution gives, according to (12),

$$
\begin{equation*}
\alpha_{\mathbf{P}}(t)=-c_{1}+\alpha_{\mathbf{P}}^{\prime} t, \tag{58}
\end{equation*}
$$

where $\alpha_{p}^{\prime}=1 / 2 \pi \sigma_{\mathrm{adj}}$.
Taking into account the spins of "constituent" gluons, but neglecting small nonperturbative spin effects, we find for the intercept of the leading trajectory that

$$
\begin{equation*}
\alpha_{\mathbf{P}}(0)=-c_{1}+2, \tag{59}
\end{equation*}
$$

which leads to $\alpha_{\mathbf{P}}(0) \approx 0.5$, and this value is substantially below the value found from the analysis of highenergy interactions, $\alpha_{\mathbf{p}}(0)=1.1-1.2$ [20].

The perturbative (BFKL) contribution leads to an increase of 0.2 in the Pomeron intercept, as was explained in Section 4. The resulting value of $\alpha_{\mathbf{P}}(0) \approx$ 0.7 is still far from the experimental value.

There are other nonperturbative sources that can lead to an increase in the Pomeron intercept. In our opinion, one of the most important ones is quark-gluon mixing or the inclusion of quark loops in the gluon "medium." In the $1 / N_{c}$ expansion, the effect is proportional to $N_{f} / N_{c}$, where $N_{f}$ is the number of light flavors, and this mixing is known to be of importance (at least in the small- $t$ region).

In the leading approximation of the $1 / N_{c}$ expansion, there are three Regge trajectories-planar $q \bar{q}$ trajecto-


Fig. 1. Glueball, $f$, and $f^{\prime}$ Regge trajectories as functions of the $t$-channel energy squared $t$ (in $\mathrm{GeV}^{2}$ ). Dotted curves represent the bare trajectories, while the solid curves are the trajectories with the coupling $g_{i k}(t)$ taken into account in the form (A.5.7), with parameters $k=1$ and $\lambda^{2}=2 / 3 \mathrm{GeV}^{2}$.


Fig. 2. As in Fig. 1, but for the coupling parameters $k=2$ and $\lambda^{2}=2 / 3 \mathrm{GeV}^{2}$.
ries [ $f{ }^{(0)}$ made of $u \bar{u}$ and $d \bar{d}$ quarks and $f^{\prime(0)}$ made of $s \bar{s}$ quarks) and purely gluonic trajectory, $G$. The transitions between quarks and gluons-their contributions are of order $1 / N_{c}$-will lead to the mixing of all these trajectories. For want of calculations of these effects in QCD, we will consider them in a semiphenomenological manner. From the mixing of two trajectories 1 and 2 with
the transition constant $g_{12}$, it is easy to obtain the following values for new trajectories (see, for example, [33]):

$$
\begin{gather*}
\alpha_{ \pm}(t) \\
=\frac{1}{2}\left[\alpha_{1}(t)+\alpha_{2}(t) \pm \sqrt{\left(\alpha_{1}(t)-\alpha_{2}(t)\right)^{2}+4 g_{12}^{2}(t)}\right] \tag{60}
\end{gather*}
$$

We note that, for the realistic case of $G, f$, and $f^{\prime}$ trajectories (Fig. 1), all three trajectories before mixing are close to one another in the small- $t$ region. The trajectory of gluonium intersects the planar $f$ and $f^{\prime}$ trajectories in the positive- $t$ region $\left(t<1 \mathrm{GeV}^{2}\right)$. In this region, mixing between trajectories plays an important role even for small coupling matrix $g_{i k}(t)$.

The dual-unitarization scheme [34-36] leads to the conclusion that the quantity $g_{12}^{2}$ decreases fast as $t$ increases in the positive- $t$ region. This means that, at large positive $t, \alpha_{ \pm}(t)$ coincide with the trajectories $\alpha_{1}$ and $\alpha_{2}$, as this happens in (60) for $g_{12}^{2} \ll\left|\alpha_{1}-\alpha_{2}\right|$ :

$$
\begin{equation*}
\alpha_{+} \approx \alpha_{1}+\frac{g_{12}^{2}}{\alpha_{1}-\alpha_{2}}, \quad \alpha_{-} \approx \alpha_{2}+\frac{g_{12}^{2}}{\alpha_{2}-\alpha_{1}} \tag{61}
\end{equation*}
$$

This phenomenon is referred to as asymptotic planarity [36]. We note that mixing effects will be small in the large- $t$ region even if the couplings have weak $t$ dependence because the differences between planar and gluonic trajectories increase in proportion to $t$ at large $t$.

For weak mixing between trajectories $\left(g_{i k}^{2} \ll \mid \alpha_{i}^{(0)}-\right.$ $\alpha_{k}^{(0)} \mid$, relations (61) can be generalized as

$$
\begin{equation*}
\alpha_{i} \approx \alpha_{i}^{(0)}+\sum_{k} \frac{g_{i k}^{2}}{\alpha_{i}^{(0)}-\alpha_{k}^{(0)}} . \tag{62}
\end{equation*}
$$

For $g_{i k}^{2} \sim 0.1$, typical resulting trajectories are shown in Figs. 1 and 2 by solid lines (for details, see Appendix 5). The Pomeron trajectory is shifted to the values $\alpha_{\mathbf{p}}(0) \geq 1$. For $t>1 \mathrm{GeV}^{2}$, the Pomeron trajectory is very close to the planar $f$ trajectory.

The position of the second vacuum trajectory for $t \leq$ 0 is close to $\alpha_{f}$, while, for $t>1 \mathrm{GeV}^{2}$, it is close to $\alpha_{f}$. The third vacuum trajectory is below $\alpha_{f^{\prime}}$ for $t \leq 0$; at $t>$ $1 \mathrm{GeV}^{2}$, it is close to $\alpha_{G}$. Owing to asymptotic planarity, mixing effects are not very important for the properties of physical particles on these trajectories, since all resonances are in the region $t>1.5 \mathrm{GeV}^{2}$. On the other hand, they are important for understanding $S U(3)$-breaking effects for the Pomeron-exchange amplitudes for $t \leq 0$.

At the end of this section, we consider the "odd-eron"-the leading Regge trajectory with negative signature and $C$ parity. The mass of the lowest $3 g$ glueball with spin-parity $3^{--}$corresponding to this trajectory has been estimated in the preceding section and found
to be large $\left(\approx 3.51 \mathrm{GeV}\right.$ for $\left.\sigma_{\text {fund }}=0.18 \mathrm{GeV}^{2}\right)$, in accord with lattice data. The slope $\alpha_{3 g}^{\prime}$ of this trajectory must be equal to that of the $g g$ trajectory; ${ }^{4}$ ) thus, the intercept of the nonperturbative glueball "odderon" is very low: $\alpha_{3 g}(0) \approx-1.5$. Mixing with $q \bar{q}$ trajectories $(\omega, \varphi)$ is much smaller than in the Pomeron case since there is no intersection of the odderon and $(\omega, \varphi)$ trajectories in the small- $t$ region; therefore, the gluonic "odderon" is immaterial for high-energy phenomenology (at least, in the small- $t$ region).

## 7. DISCUSSION AND CONCLUSIONS

The basic results of this study can be separated into two groups. In the first part, we have calculated the $2 g$ and $3 g$ glueball spectrum analytically and compared the resulting masses with lattice data, finding very good agreement. In the second part, the glueball Regge trajectories have been obtained, and their correspondence with the Pomeron and odderon has been discussed.

In what is concerned with the glueball spectrum, the spin-averaged results of Section 3 calculated for all states of $2 g$ and $3 g$ glueballs yield very good agreement between our results and spin-averaged lattice masses. We emphasize that our spectrum, in contrast to the majority of the existing theoretical models, contains no fitting parameters, and all masses are expressed in terms of the string tension $\sigma$, as this is done on a lattice as well.

This coincidence and the obvious smallness of the PGE interaction, which would have been very strong if it had been the adjoint Coulomb interaction due to the Casimir factor of three, have called for a more detailed investigation into the question of whether Coulomb interaction is indeed appropriate in the systems of valence gluons. The analysis performed in Section 4 has led us to the conclusion that the situation in the system of valence gluons is completely different from that in the system of valence quarks and that the perturbative gluon exchanges do not exponentiate into the Coulomb kernel for $2 g$ and $3 g$ systems, in contrast to what occurs in the $q \bar{q}$ and $3 q$ systems.

This observation explains qualitatively the absence of strong Coulomb downward shifts of glueball masses and moderate spin splittings in lattice calculations. To make a quantitative estimate, we have considered the BFKL perturbative series for the Pomeron [12], including one-loop correction [30]. This series is not a Coulomb ladder, and, with allowance for corrections of next-to-leading order, it leads to a mass shift that is approximately three to four times smaller than that for the Coulomb interaction.

[^9]In contrast to Coulomb interaction, the spin splittings of glueball masses are obtained from the first perturbative correction calculated with nonperturbative wave functions. There is good agreement for spin splittings (within a few tens of MeV ) between our calculations and lattice data, as is shown in Table 6.

The agreement implies that the main ingredient of glueball dynamics is the adjoint string (or two fundamental strings) occurring between gluons in the twogluon glueballs and the triangle construction of fundamental strings in the $3 g$ glueballs. String dynamics reveals that the glueball masses lie on the corresponding straight-line Regge trajectories having the Regge slope equal to $4 / 9$ of that for meson trajectories. In other respects, the glueball trajectories are similar to the $q \bar{q}$ trajectories for massless quarks [13-16, 19, 24]: they are straight to a high precision and have daughter recurrences that are associated with radial excitations and which are also approximately straight lines.

In the last part of the article, we have used our knowledge of the glueball Regge trajectories for investigating the Pomeron singularity. The Pomeron, which yields an asymptotically dominant contribution at high energies, is of course a complicated object, which has some features associating it with the dominant glueball trajectory. First of all, Pomeron exchange has a cylindrical topology (which is supported by the multiplicity analysis [37]) similar to that of glueball amplitudethis becomes obvious when one replaces the adjoint string by the double-fundamental string.

The idea of the Pomeron as a two-gluon exchange amplitude has a long history [11] and was exploited in perturbative [12], nonperturbative [18], and hybrid [38] approaches. The purely perturbative approach has some difficulties of internal consistency both because of slow convergence of perturbative series [30] and because of sensitivity to large-distance contributions [39]. The latter suggests that nonperturbative effects may play a very important role in Pomeron dynamics, and our study demonstrates this. The character of nonperturbative trajectories is linear owing to string dynamics and to the absence of a mass-dimension parameter other than the string tension. Perturbative singularities in the $j$ plane are not always poles and are certainly not linear trajectories.

Our discussion in the preceding sections has arrived at the conclusion that perturbative effects shift only slightly nonperturbative trajectories (increase of about 0.2 in the Regge intercept).

With all that, we have arrived at the Regge intercept of 0.7 for the leading Regge trajectory. This value differs considerably from the experimental Pomeron intercept of 1.07-1.2. And here comes an interesting observation made earlier in a slightly different context [33]: owing to the different slopes of the meson and glueball trajectories, they must intersect in the region $t<1 \mathrm{GeV}^{2}$. We have taken this fact into account in the three-pole model, where the constants of coupling
between the $f, f^{\prime}$, and $G$ channels are introduced phenomenologically.

The results shown in Fig. 1 demonstrate a dramatic change in the course of trajectories: the largest intercept increases by 0.5 , reaching the physically reasonable value of 1.2.5)

Both nonperturbative (string dynamics, quark loops) and perturbative effects are important for obtaining $\alpha_{\mathbf{p}}(0)>1$. It is impossible to separate "soft" and "hard" Pomerons, as is sometimes done in phenomenological studies of the high-energy interactions of hadrons and in the small- $x$ physics of deep-inelastic scattering.

In the theory of a supercritical Pomeron with $\Delta \equiv$ $\alpha_{\mathbf{p}}(0)-1>0$, the corresponding multi-Pomeron exchanges are important at very high energies. They allow one to obtain scattering amplitudes that satisfy the condition of $s$-channel unitarity and the Froissart bound for the total interaction cross sections as $s \longrightarrow$ $\infty$. From the viewpoint of $1 / N_{c}$ expansion, multiPomeron exchanges contribute in the order $\left(1 / N_{c}^{2}\right)^{2 n}$, where $n$ is the number of exchanged Pomerons, but they have a faster increase with energy $\left(\sim\left(s / s_{0}\right)^{n \Delta}\right)$ than the pole term and must be resummed. This can be done by using Gribov's Reggeon diagram technique [40]. In practical applications of Reggeon theory to describing high-energy hadronic interactions, multi-Pomeron exchanges are of importance for a simultaneous description of the total interaction cross sections and multiparticle production (for an overview, see [41]).

Looking back to the structure of vacuum trajectories, we found that each of three new trajectories $\alpha_{i}(t)$ is now a mixture of $G, f$, and $f^{\prime}$, and only asymptotically at large $t$ do they tend to the original trajectories. As can be seen from Fig. 1, the leading trajectory (with the largest intercept), which must be associated with the Pomeron, asymptotically tends to $f$; the second trajectory at positive $t$ is close to $f^{\prime}$; and the third trajectory asymptotically (at large $t$ ) coincides with $G$, while, at $t=0$, it is below the first two trajectories. Thus, a rearrangement takes place: the $G$ trajectory is shifted downward, while the $f$ trajectory is lifted up and becomes the Pomeron.

One of immediate consequences of this rearrangement is a special pattern of the Pomeron couplings, which can be measured experimentally. While the $G$ trajectory was flavor-blind, one can now calculate, owing to mixing, the couplings of the Pomeron to light quarks (via $f$ ), to strange quarks (via $f^{\prime}$ ), and symmetrically to all flavors (via $G$ ).

[^10]Mixing between gluons and $q \bar{q}$ pairs has another important aspect-it leads not only to shifts of $\operatorname{Re} \alpha_{i}(t)$ but also to the appearance of $\operatorname{Im} \alpha_{G}(t)$ and, as a consequence, to nonzero widths of resonances on glueball trajectories. They must be of the same size as the mass shift due to the mixing; therefore, they are expected to be not too large, $\Gamma_{G} \sim 100 \mathrm{MeV}$.

The present study can be improved in several aspects. First, perturbative contributions to the glueball trajectory, including spin-dependent terms, must be studied more systematically. Second, analytic calculations of $g_{i k}(t)$ are necessary to make our theory complete. Finally, a detailed analysis of experimental implications of our results is needed. It is planned for a separate publication.
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## APPENDIX 1

## Creation Operators for Glueball States

In this Appendix (see also Tables 9 and 10), we consider the operators $\Psi_{k}^{(\text {in })}$ and $\Psi_{k}^{(\text {(out })}$ in (1), (A.2.16), and (A.2.17). These operators specify glueball states and their quantum numbers $J^{P C}$. One may consider local $\Psi(x, x)$ or nonlocal operators $\Psi(x, y)$ for twogluon glueballs and corresponding operators for manygluon glueballs, $\Psi\left(x^{(1)}, \ldots, x^{(n)}\right)$. For the sake of simplicity, we list below only local versions, since nonlocal ones can be constructed with the aid of the parallel transporters $\Phi(x, y)$, as this is done in (A.2.16) and (A.2.17).

First, one can construct $\Psi_{k}$ in a general form, not assuming separation of $A_{\mu}$ into background and valence parts, in just the same way as was done on a lattice. One then has the vectors $\mathbf{E}_{a}$ and $\mathbf{D}_{a}$; the pseudovector $\mathbf{B}_{a}$; and the color tensors $\delta_{a b}, f_{a b c}$, and $d_{a b c}$. It is also necessary to consider that, under charge conjugation $C$, the following transformations hold:

$$
\begin{gather*}
C A_{\mu} C^{-1} \equiv A_{\mu}^{C}=-A_{\mu}^{T}  \tag{A.1.1}\\
C F_{\mu \nu} C^{-1}=-F_{\mu \nu}^{T}, \quad C D_{\mu} C^{-1}=-D_{\mu}^{T}
\end{gather*}
$$

Hence, one obtains the following list of states for the two-gluon glueballs (containing two field operators) and, due to Bose statistics, symmetry with respect to exchange of all coordinates of two gluons. We also list the dimensions of the corresponding operator in the first columns of Tables 9 and 10.

In the background perturbation theory (BPT), $\Psi^{(\text {in })}$ and $\Psi^{(\text {out })}$ can be constructed from the special components of the gluonic field $a_{i}, i=1,2,3$, since the fourth

Table 9. Two-gluon glueball operators

| Dimension | $J^{P C}$ | $\Psi^{(\text {in) }}, \Psi^{(\text {out })}$ | $\Psi^{\text {(in), (out) }}$ in BPT |
| :---: | :---: | :---: | :---: |
| 4 | $0^{++}$ | $\operatorname{tr}\left(E_{i} E_{i}\right)$ | $\operatorname{tr}\left(a_{i} a_{i}\right)$ |
| 4 | $2^{++}$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left(E_{i} E_{k}\right)$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left(a_{i} a_{k}\right)$ |
| 4 | $0^{-+}$ | $\operatorname{tr}\left(E_{i} B_{i}\right)$ | $\operatorname{tr}\left(a_{i}(\mathbf{D} \times \mathbf{a})_{i}\right)$ |
| 4 | $1^{+}$ | $\operatorname{tr}(\mathbf{E} \times \mathbf{B})$ | $\operatorname{tr}(\mathbf{a} \times(\mathbf{D} \times \mathbf{a}))$ |
| 4 | $2^{-+}$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left(E_{i} B_{k}\right)$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left(a_{i}(\mathbf{D} \times \mathbf{a})_{k}\right)$ |
| 4 | $0^{++}$ | $\operatorname{tr}\left(B_{i} B_{i}\right)$ | $\operatorname{tr}((\mathbf{D} \times \mathbf{a}) \cdot(\mathbf{D} \times \mathbf{a}))$ |
| 4 | $2^{++}$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left(B_{i} B_{k}\right)$ | $\operatorname{symm}_{(i k)} \operatorname{tr}\left((\mathbf{D} \times \mathbf{a})_{i} \cdot(\mathbf{D} \times \mathbf{a})_{k}\right)$ |
| 6 | $3^{++}$ | $\operatorname{symm}_{(k l m)} \operatorname{tr}\left(D_{4} E_{k} D_{l} B_{m}+D_{4} B_{m} D_{l} E_{k}\right)$ | $\operatorname{symm}_{(i k l} \operatorname{tr}\left((\mathbf{D} \times \mathbf{a})_{i} D_{k} a_{l}\right)$ |
| 6 | $4^{++}$ | $\operatorname{symm}_{(i k l m)} \operatorname{tr}\left(D_{i} E_{k} D_{l} E_{m}\right)$ | $\operatorname{symm}_{(i k l m)} \operatorname{tr}\left(D_{i} a_{k} D_{l} a_{m}\right)$ |

Table 10. Three-gluon glueball operators

| Dimension | $J^{P C}$ | $\Psi^{\text {(in) }}, \Psi^{\text {(out) }}$ | $\Psi^{\text {(in), (out) }}$ in BPT | $L$ |
| :---: | :--- | :--- | :--- | :---: |
| 6 | $1^{+-}$ | $\operatorname{tr}\left(\left\{E_{k}, E_{l}\right\} B_{l}\right)$ | $\operatorname{tr}\left(\left\{a_{k} a_{l}\right\}(\mathbf{D} \times \mathbf{a})_{l}\right)$ | 1 |
| 6 | $3^{+-}$ | $\operatorname{symm}_{(k l m)} \operatorname{tr}\left(\left\{E_{k}, E_{l}\right\} B_{m}\right)$ | $\operatorname{symm}_{(k l m)} \operatorname{tr}\left(\left\{a_{k}, a_{l}\right\}(\mathbf{D} \times \mathbf{a})_{m}\right)$ | 1 |
| 6 | $2^{+-}$ | $\operatorname{symm}_{(k n)} e_{n l m} \operatorname{tr}\left(\left\{E_{k}, E_{l}\right\} B_{m}\right)$ | $\operatorname{symm}_{(k n)} e_{n l m}^{\operatorname{tr}\left(\left\{a_{k}, a_{l}\right\}(\mathbf{D} \times \mathbf{a})_{m}\right)}$ | 1 |
| 6 | $1^{--}$ | $\operatorname{tr}\left(E_{i} E_{k} E_{k}\right)$ | $\operatorname{tr}\left(a_{i} a_{k} a_{k}\right)$ | 0 |
| 6 | $3^{--}$ | $\operatorname{symm}_{(k l m)} \operatorname{tr}\left(E_{k} E_{l} E_{m}\right)$ | $\operatorname{symm}_{(k l m)} \operatorname{tr}\left(a_{k} a_{l} a_{m}\right)$ | 0 |

component $a_{4}$ can be expressed in terms of the background gauge condition $D_{\mu} a_{\mu}=0$. Note that $a_{i}$ transforms homogeneously [see equation (A.2.4) of Appendix 2]; therefore, one obtains gauge-invariant combinations for $\Psi^{(\text {in })}$ and $\Psi^{(\text {out })}$, replacing $E_{i}$ in the third columns of Tables 9 and 10 by $a_{i}$, whereas $J^{P C}$ does not change. In the same way, $B_{k}$ is replaced by $(\mathbf{D} \times \mathbf{a})_{k}$, and one obtains the fourth columns of Tables 9 and 10. The dimension of BPT operators is given in the fifth column, and the orbital-angular-momentum values can be found in the last column.

For the three-gluon glueballs, the corresponding entries are given in Table 10. One should notice that the $C$ parity of all listed states is negative here. Again, the dimensions of BPT operators is given in the last column.

As can be seen from the results of our calculations in Tables 4-6, the glueball spectrum is in good agreement with the hierarchy associated with increasing orbital angular momentum $L$ or increasing BPT dimension (they differ by two units for two-gluon glueballs). The same ordering persists in lattice data. The masses of three-gluon glueball are typically shifted by $1.5-$ 2 GeV (an exception of $1^{+-}$and $3^{+-}$states in lattice data waits for explanation). Note the absence of $J=1^{++}$ states in the lattice spectrum. From Table 9, one can see the only candidate, $1^{-+}$, but the corresponding local operator is proportional to the energy-momentum tensor and, by the arguments of [42], the residue of this state must vanish.

In Tables 9 and 10, we have used the notation

$$
\operatorname{symm}_{(i k)} T_{i k}=T_{i k}+T_{k i}-\frac{2}{3} \delta_{i k} T_{l l \cdot}
$$

Symmetrization of the higher operators $T_{i k l}$ and $T_{i k l m}$ is performed in a usual way to construct irreducible $O(3)$ tensors.

## APPENDIX 2

## Glueball Green's Function and Hamiltonian in the Background Formalism

In what follows, the Euclidean spacetime is used.
The total gluonic field $A_{\mu}$ is split into a nonperturbative background $B_{\mu}$ and a valence (perturbative) gluon field $a_{\mu}$,

$$
\begin{equation*}
A_{\mu}=B_{\mu}+a_{\mu} \tag{A.2.1}
\end{equation*}
$$

The QCD partition function $Z(J)$,

$$
=\frac{1}{N} \int \exp \left[-S_{E}(A)+\int J_{\mu}(x) A_{\mu}(x) d^{4} x\right] D A D \psi D \bar{\psi},
$$

where $S_{E}$ is the Euclidean action functional, can be rewritten by using the 't Hooft identity as

$$
\begin{gather*}
Z(J)=\frac{1}{N^{\prime}} \int D B \eta(B) \exp \left(\int J B d^{4} x\right)  \tag{A.2.3}\\
\times \int D a D \psi D \bar{\psi} \exp \left[-S_{E}(B+a)+\int J a d^{4} x\right]
\end{gather*}
$$

Here, $\eta(B)$ is (an arbitrary) weight of integration over background fields $B_{\mu}$; its exact form is of no interest to us, since the overall effect of background fields will enter into our results via the string tension $\sigma$ and (in some corrections) as a nonperturbative field correlation function $\langle F(x) F(y)\rangle$. The two quantities are considered as inputs.

In what follows, we will expand (A.2.4) in powers of $g a_{\mu}$ as this is usually done in background perturbation theory [21, 43]. In the lowest order of $1 / N_{c}$ expansion, quarks are decoupled from gluons, and we will neglect coupling to quarks till the last two sections of our article.

It is convenient to prescribe the gauge transformations

$$
\begin{gather*}
a_{\mu} \longrightarrow U^{+} a_{\mu} U,  \tag{A.2.4}\\
B_{\mu} \longrightarrow U\left(B_{\mu}+\frac{i}{g} \partial_{\mu}\right) U \tag{A.2.5}
\end{gather*}
$$

and to impose on $a_{\mu}$ the background gauge condition

$$
\begin{equation*}
D_{\mu} a_{\mu}^{a}=\partial_{\mu} a_{\mu}^{a}+g f^{a b c} B_{\mu}^{b} a_{\mu}^{c}=0 \tag{A.2.6}
\end{equation*}
$$

In this case, ghost fields have to be introduced, and one can write the resulting partition function as

$$
Z(J)=\frac{1}{N} \int D B \eta(B) \exp \left(\int J_{\mu} B_{\mu} d^{4} x\right) Z(J, B),(\text { A.2.7) }
$$

where

$$
\begin{gather*}
Z(J, B)=\int D a \operatorname{det}\left(\frac{\delta G^{a}}{\delta \omega^{b}}\right)  \tag{A.2.8}\\
\times \exp \left(\int d^{4} x\left[L(a)-\frac{1}{2}\left(G^{a}\right)^{2}+J_{\mu}^{a} a_{\mu}^{a}\right]\right),
\end{gather*}
$$

with

$$
\begin{gather*}
L(a)=L_{0}+L_{1}(a)+L_{2}(a)+L_{\mathrm{int}}(a), \\
L_{2}(a)=\frac{1}{2} a_{\mathrm{v}}\left(\hat{D}_{\lambda}^{2} \delta_{\mu \nu}-\hat{D}_{\mu} \hat{D}_{v}+i g \hat{F}_{\mu \mathrm{v}}\right) a_{\mu} \\
=\frac{1}{2} a_{\mathrm{v}}^{c}\left[D_{\lambda}^{c a} D_{\lambda}^{a d} \delta_{\mu \nu}-D_{\mu}^{c a} D_{\mathrm{v}}^{a d}-g f^{c a d} F_{\mu \mathrm{v}}^{a}\right] a_{\mu}^{d},  \tag{A.2.9}\\
D_{\lambda}^{c a}=\partial_{\lambda} \delta_{c a}+g f^{c d a} B_{\lambda}^{d} \equiv \hat{D}_{\lambda}, \\
L_{0}=-\frac{1}{4}\left(F_{\mu \nu}^{a}(B)\right)^{2}, \quad L_{1}=a_{v}^{c} D_{\mu}^{c a}(B) F_{\mu v}^{a}, \\
L_{\mathrm{int}}=-\frac{1}{2}\left(D_{\mu}(B) a_{v}-D_{\mathrm{v}}(B) a_{\mu}\right)^{a} g f^{a b c} a_{\mu}^{b} a_{v}^{c} \\
-\frac{1}{4} g^{2} f^{a b c} a_{\mu}^{b} a_{v}^{c} f^{a e f} a_{\mu}^{e} a_{\mathrm{v}}^{f} . \tag{A.2.10}
\end{gather*}
$$

The background gauge condition is written as

$$
\begin{equation*}
G^{a}=\partial_{\mu} a_{\mu}^{a}+g f^{a b c} B_{\mu}^{b} a_{\mu}^{c}=\left(D_{\mu} a_{\mu}\right)^{a}, \tag{A.2.11}
\end{equation*}
$$

and the ghost vertex $[21,43]$ is found from $\frac{\delta G^{a}}{\delta \omega^{b}}\left(D_{\mu}(B) D_{\mu}(B+a)\right)_{a b}$ to be

$$
\begin{equation*}
L_{\text {ghost }}=-\theta_{a}^{+}\left(D_{\mu}(B) D_{\mu}(B+a)\right)_{a b} \theta_{b} . \tag{A.2.12}
\end{equation*}
$$

The linear part of the Lagrangian, $L_{1}$, vanishes if $B_{\mu}$ satisfies classical equations of motion.

We can now identify the $a_{\mu}$ propagator from the quadratic terms in Lagrangian $L_{2}(a)-\frac{1}{2 \xi}\left(G^{a}\right)^{2}$ :

$$
\begin{equation*}
G_{\mu \nu}^{a b}=\left[\hat{D}_{\lambda}^{2} \delta_{\mu \nu}-\hat{D}_{\mu} \hat{D}_{\nu}+i g \hat{F}_{\mu \nu}+\frac{1}{\xi} \hat{D}_{v} \hat{D}_{\mu}\right]_{a b}^{-1} \tag{A.2.13}
\end{equation*}
$$

It will be convenient sometimes to choose $\xi=1$ and end up with the well-known form of propagator inwhat one would call-the background Feynman gauge:

$$
\begin{equation*}
G_{\mu \nu}^{a b}=\left[\hat{D}_{\lambda}^{2} \delta_{\mu \nu}+2 i g \hat{F}_{\mu \nu}\right]_{a b}^{-1} \tag{A.2.14}
\end{equation*}
$$

We are interested in the glueball Green's function and must therefore define first the initial- and final-state vectors of glueballs, consisting of $n_{i}$ valence gluons in the initial and of $n_{f}$ gluons in the final state. The following general nonlocal state vectors can be used for $k$ gluons:

$$
\begin{gather*}
\Psi_{k}\left(x^{(0)}, \ldots, x^{(k-1)}\right) \\
=\operatorname{tr}\left[f_{0}\left(a\left(x^{(0)}\right)\right) \phi\left(x^{(0)}, x^{(1)}\right) f_{1}\left(a\left(x^{(1)}\right)\right), \ldots\right.  \tag{A.2.15}\\
\left.\ldots, f_{k-1}\left(a\left(x^{(k-1)}\right)\right) \phi\left(x^{(k-1)}, x^{(0)}\right)\right]
\end{gather*}
$$

Here,

$$
\phi(x, y)=P \exp \left(i g \int_{y}^{x} B_{\mu}(z) d z_{\mu}\right)
$$

is a parallel transporter; all $a_{\mu}$ are in the fundamental representation; and $f(a)$ is a polynomial in $a_{\mu}$, which may contain derivatives in the form of $D_{\mu} \equiv \partial_{\mu}-i g B_{\mu}$.

According to (A.2.4) and (A.2.5), $\Psi_{k}$ are color singlets. One can also have a local form of $\Psi_{k}$, taking all $x^{(i)}$ at one point. The exact form of $\Psi_{k}$ is given in Appendix 1.

As will be seen below, the state in (A.2.15) will evolve as a closed fundamental string with $k$ gluons "sitting" on the string when all $f_{i}$ are linear (and more gluons when some $f_{i}$ have larger power). This form of initial and final states is convenient for multigluon glueballs and is used for three-gluon glueballs in Section 5.

Another form of $\Psi_{k}$ (equivalence to the preceding one in the limit $N_{c} \longrightarrow \infty$ ) is obtained when one takes the adjoint string. By way of example, we indicate that, for two-gluon glueballs, the corresponding state vector then has the form
$\hat{\Psi}_{2}\left(x^{(1)}, x^{(2)}\right)=\hat{\operatorname{tr}}\left[\hat{a}_{\mu}\left(x^{(1)} \hat{\phi}\left(x^{(1)}, x^{(2)}\right) \hat{a}_{v}\left(x^{(2)}\right)\right]\right.$.
Here, hats denote the adjoint representation. For two-gluon glueballs, we use (A.2.17) for the initial and final states, and the corresponding Green's function describes the evolution of the open adjoint string with adjoint charges (gluons) at the ends.

It can be calculated by using (A.2.4) in the form given by equation (1) in the main body of the text, where we neglect terms $L_{1}(a)$ and $L_{\text {int }}(a)$ (the first gives an insignificant correction discussed in [21], while $L_{\text {int }}$ contains higher powers of $g a_{\mu}$ and will be used to calculate perturbative corrections to the Green's function).

The next step is the FSR $[13,14]$ for the gluon Green's function (A.2.15), which allows us to exponentiate $B_{\mu}$ and $\hat{F}_{\mu \nu}$ as

$$
\begin{align*}
& G_{\mu \mathrm{v}}(x, y)=\text { const } \cdot \int_{-\infty}^{\infty} d s D z e^{-K} P_{B} P_{F} \\
& \times \exp \left[i g \int_{y}^{x} \hat{B}_{\mu} d z_{\mu}+2 i g \int_{0}^{s} \hat{F}(z(\tau)) d \tau\right] . \tag{A.2.17}
\end{align*}
$$

Substituting (A.2.17) into (1) and using the fact that ordering inversion for one of the gluons yields ( $-\hat{B}_{\mu}^{T}$, $-\hat{F}^{T}$ ) instead of $\hat{B}_{\mu}$ and $\hat{F}$ leads to equations (3) and (4) of the main body of the text.

Equation (3) [(4)] is another form of equation (1), [(2)] and involves no approximations [with the exception of the omission of $L_{1}$ and $L_{\mathrm{in} \text {, }}$, which was discussed above and which was used in writing (1) and (2)].

Another important step made first in [13, 16] and developed in $[14,15]$ consists in introducing the auxiliary function $\mu(\tau)$, which may be called the einbein and which plays a crucial role of effective gluon mass in the whole formalism. This is done rigorously and without introducing arbitrary fitting parameters, in contrast to usual potential models.

Defining

$$
\begin{equation*}
2 \mu(t)=d t / d \tau, \quad t \equiv z_{4}, \tag{A.2.18}
\end{equation*}
$$

where $\tau$ or $s$ is the Schwinger proper time, and $t$ is the Euclidean time at any point of trajectory $z_{\mu}(\tau)$, one can identically rewrite FSR (3) as

$$
\begin{gather*}
G_{\mu v, \mu^{\prime} v}\left(x, y \mid x^{\prime}, y^{\prime}\right) \\
=\text { const } \cdot \int D \mu(t) D \mu\left(t^{\prime}\right) D z_{i} D z_{k}^{\prime} e^{-K-K^{\prime}}\left\langle W_{F}\right\rangle, \tag{A.2.19}
\end{gather*}
$$

where $D z_{i}$ (or $D z_{k}^{\prime}$ ) is three-dimensional path integrals over the trajectories $z_{i}(t)$ or $\left.z_{k}^{\prime}\left(t^{\prime}\right)\right], i, k=1,2,3$, and $D \mu(t)$ is the one-dimensional path integral over the functions $\mu(t)$. The kinetic terms $K$ and $K^{\prime}$ can be
expressed in terms of $\mu(t)$, for example,

$$
\begin{equation*}
K=\int_{0}^{T} \frac{\mu(t)}{2}\left[\left(\dot{z}_{i}(t)\right)^{2}+1\right] d t, \quad T=x_{4}-y_{4} \tag{A.2.20}
\end{equation*}
$$

where an overdot denotes a time derivative. The form (A.2.20) resembles a nonrelativistic kinetic energy, but it is an exact relativistic form. In the case of a massive relativistic particle with mass $m$, the corresponding term in the action functional, $K_{m}$, has the form

$$
\begin{equation*}
K_{m}=\int_{0}^{T}\left(\frac{m^{2}}{2 \mu(t)}+\frac{\mu(t)}{2}\left[\left(\dot{z}_{i}(t)\right)^{2}+1\right]\right) d t \tag{A.2.21}
\end{equation*}
$$

Introducing the momentum $p_{i}=\partial K_{m} / \partial \dot{z}_{i}(t)$, one would obtain, after extremization with respect to $\mu(t)$, the usual result for the Hamiltonian:

$$
\begin{equation*}
H_{0}=\sqrt{p_{i}^{2}+m^{2}} \tag{A.2.22}
\end{equation*}
$$

In case of zero mass, $m=0$, one would obtain, from (A.2.21), the free Hamiltonian $\sqrt{\mathbf{p}^{2}}$ for a free gluon without spin.

The nonperturbative interaction in the two-gluon system is given by (4), where the term $\int B_{\mu} d z_{\mu}$ generates the adjoint string [see equation (5)]; upon introducing another einbein function $v(t)$, as was done in [14], one obtains the Hamiltonian given by (6). The latter describes the straight-line adjoint string that connects two gluons and which can rotate and change its length.

The contribution of nonperturbative spin terms is considered in Appendix 3.

## APPENDIX 3

## Nonperturbative Spin-Splitting Terms

Introducing the spin matrix of the gluon as in (22) and using (A.2.18), one can rewrite the terms $\hat{F}$ in the exponential on the right-hand side of (4) as

$$
\begin{equation*}
2 g \int(S F(t)) \frac{d t}{2 \mu(t)}-2 g \int\left(S^{\prime} F\left(t^{\prime}\right)\right) \frac{d t^{\prime}}{2 \mu\left(t^{\prime}\right)}, \tag{A.3.1}
\end{equation*}
$$

where $(S F) \equiv S_{i} B_{i}+\tilde{S}_{i} E_{i} \equiv S_{\mu v} F_{\mu v}$. Note that the contribution of the second (primed) gluon to (A.3.1) has an opposite sign in relation to that of the first gluon. This is a consequence of the fact that color and time ordering of operators $B$ and $F$, on one hand, and $B^{\prime}$ and $F^{\prime}$, on the other hand, are opposite in the closed loop $W_{F}$. One must therefore use, in $W_{F}$, the transposed operators for the second (or the first) gluon and write $B^{T}=-B^{\prime}$.

To calculate the average of the exponential in (4), one can use the following trick: by using the non-Abe-
lian Stokes theorem and cluster expansion in the Gaussian approximation, one rewrites Wilson loop integral as

$$
\begin{gather*}
\left\langle W_{\mathrm{adj}}\right\rangle=\operatorname{tr} P_{F}\left(\exp \left\{i g \int_{s} F_{\mu v}(u) d \sigma_{\mu v}(u)\right\}\right)  \tag{A.3.2}\\
=\exp \left[-\frac{g^{2}}{2} \iint_{s}\left\langle F_{\mu v} F_{\lambda \sigma}\right\rangle d \sigma_{\mu v} d \sigma_{\lambda \sigma}\right] .
\end{gather*}
$$

Expression (4) can then be recast into the form

$$
\begin{align*}
& \left\langle W_{F}\right\rangle=\operatorname{tr} \exp \left[-2 i \int_{0}^{T} \frac{d t}{2 \mu(t)} S_{\mu \nu} \frac{\delta}{\delta \sigma_{\mu \nu}(u)}\right. \\
& \left.\quad+2 i \int_{0}^{T} \frac{d t^{\prime}}{2 \mu\left(t^{\prime}\right)} S_{\mu \nu}^{\prime} \frac{\delta}{\delta \sigma_{\mu v}(u)}\right]\left\langle W_{\mathrm{adj}}\right\rangle . \tag{A.3.3}
\end{align*}
$$

Evaluating derivatives, one arrives at the expression, based on the Gaussian approximation,

$$
\begin{align*}
& \left\langle W_{F}\right\rangle=\operatorname{tr} \exp \left\{-\frac{g^{2}}{2} \iint\left[d \sigma_{\mu \nu}(u)-2 i S_{\mu \nu} \frac{d t}{2 \mu(t)}\right]\right.  \tag{A.3.4}\\
& \left.\times\left[d \sigma_{\lambda \sigma}\left(u^{\prime}\right)+2 i S_{\lambda \sigma}^{\prime} \frac{d t^{\prime}}{2 \mu\left(t^{\prime}\right)}\right]\left\langle F_{\mu \nu}(u) F_{\lambda \sigma}\left(u^{\prime}\right)\right\rangle\right\} .
\end{align*}
$$

We can supplement the exponent in (A.3.2) with all higher correlation functions in spin-independent terms, thereby recovering the area law (5) with exact $\sigma_{\text {adj }}$ (that is, beyond the Gaussian approximation). For spindependent terms, higher correlation functions bring about higher powers of $S$ and $S^{\prime}$.

Since spin-dependent terms are relatively small corrections, it is legitimate to retain the lowest (Gaussian) approximation for them and write

$$
\begin{equation*}
\left\langle W_{F}\right\rangle \approx Z \operatorname{tr} \exp \left(-\sigma_{\mathrm{adj}} S_{\min }\right) \exp \left(N_{1}+N_{2}+N_{12}\right), \tag{A.3.5}
\end{equation*}
$$

where the notation used is

$$
\begin{align*}
& N_{1}=i g^{2} \iint d \sigma_{\lambda \sigma}(u) S_{\mu v} \frac{d t}{2 \mu(t)}\left\langle F_{\mu v}(u) F_{\lambda \sigma}(\omega(t))\right\rangle,  \tag{A.3.6}\\
& N_{12} \\
& =2 g^{2} \iint \frac{d t}{2 \mu(t)} \frac{d t^{\prime}}{2 \mu\left(t^{\prime}\right)} S_{\mu \nu} S_{\lambda \sigma}^{\prime}\left\langle F_{\mu v}(u(t)) F_{\lambda \sigma}\left(u^{\prime}\left(t^{\prime}\right)\right)\right\rangle . \tag{A.3.7}
\end{align*}
$$

Here, $N_{2}$ is obtained from $N_{1}$ by means of the substitution $t \longrightarrow t^{\prime}$.

The transformations in (A.3.6) and (A.3.7) into the spin-orbit, spin-spin, and tensor terms in (24) are identical to those in the corresponding heavy-quarkonium expressions given in [25], which are similar to (A.3.6) and (A.3.7) modulo numerical coefficients and different gluon spin factors.

The field correlation functions $\langle F F\rangle$ appear in the final expression via the potentials $V_{i}(r)(i=1,2,3,4)$, which are identical to those for heavy quarkonia and which are given in [25], with the substitution $C_{2}$ (fund) $\longrightarrow C_{2}$ (adj). If one introduces two scalar functions $D$ and $D_{1}$, as in [23], one can write

$$
\begin{gather*}
\frac{1}{R} \frac{d V_{1}}{d R}=-\int_{-\infty}^{\infty} d v \int_{0}^{R} \frac{d \lambda}{R}\left(1-\frac{\lambda}{R}\right) D(\lambda, v),  \tag{A.3.8}\\
\frac{1}{R} \frac{d V_{2}}{d R} \\
=\int_{-\infty}^{\infty} d v \int_{0}^{R} \frac{\lambda d \lambda}{R^{2}}\left[D(\lambda, v)+D_{1}(\lambda, v)+\lambda^{2} \frac{\partial D_{1}}{\partial \lambda^{2}}\right]  \tag{A.3.9}\\
V_{3}=-\int_{-\infty}^{\infty} d v R^{2} \frac{\partial D_{1}(R, v)}{\partial R^{2}},  \tag{A.3.10}\\
V_{4}=\int_{-\infty}^{\infty} d v\left[3 D(R, v)+3 D_{1}(R, v)+R^{2} \frac{\partial D_{1}}{\partial R^{2}}\right] \tag{A.3.11}
\end{gather*}
$$

Note that $D=\frac{C_{2}(\operatorname{adj})}{C_{2}(\text { fund })} D^{\text {fund }}$ and that the same relation holds for $D_{1}$, where $D^{\text {fund }}$ and $D_{1}^{\text {fund }}$ refer to the fundamental representation. The normalization of $D$ can be obtained from the relation

$$
\begin{equation*}
\sigma_{\mathrm{adj}}^{(2)}=\frac{1}{2} \int d^{2} x D(x), \tag{A.3.12}
\end{equation*}
$$

where the superscript (2) on $\sigma_{\text {adj }}$ denotes the lowest (quadratic) correlation-function contribution to the string tension. As one can argue, the accuracy of this quadratic approximation is around $10 \%$ [23].

Taking asymptotically large $R$ in (A.3.8) and using (A.3.12), one obtains the asymptotic expression in (25), given in the main body of the text.

To evaluate the nonperturbative spin-orbit splitting, we must estimate the matrix element $\left\langle V_{1}^{\prime}+V_{2}^{\prime}\right\rangle$-that is, some integrals with $D$ and $D_{1}$. The latter have been measured on a lattice [27] and found to be of an exponential form,

$$
\begin{equation*}
D(x)=D(0) \exp (-x \delta), \quad D_{1}(x) \ll D(x) \tag{A3.13}
\end{equation*}
$$

with $\delta \approx 1 \mathrm{GeV}$. To estimate $\left\langle V_{1}^{\prime}+V_{2}^{\prime}\right\rangle$, we neglect $D_{1}$ and calculate

$$
\begin{gather*}
\left\langle V_{1}^{\prime}+V_{2}^{\prime}\right\rangle \\
=\frac{2 \sigma_{\mathrm{adj}}}{\pi}\left(2\left[-J_{1}(x)+\frac{2-x^{2} K_{2}(x)}{x}\right]+J_{2}(x)\right) \tag{A.3.14}
\end{gather*}
$$

where $J_{n}(x)$ and $K_{n}(x)$ are Bessel and Macdonald functions, respectively, and where $x=\delta r$.

From (A.3.14), one can see that asymptotic behavior in (25) is obtained only for $r>7 \delta^{-1} \sim 1.5 \mathrm{fm}$. Therefore, the average of $\Delta H_{\text {Thom }}$ with the square of the glueball eigenfunction is considerably reduced in relation to the average of the asymptotic expression in (25), and the resulting nonperturbative spin-orbit term given in Table 7 is smaller than the corresponding perturbative term; therefore, the ordering of the levels is due to the perturbative part of the spin-dependent forces.

## APPENDIX 4

## Derivation of the Relation for the Matrix Element $\left\langle r^{-3}\right\rangle$

Writing the solution to the Hamiltonian $H_{0}^{\prime}$ [see equation (8)] in the form

$$
\begin{equation*}
\Psi_{n}(r)=\frac{y_{n}(r)}{r} Y_{l m}, \quad y_{n}(r) \sim r^{l+1}, \quad r \longrightarrow 0, \tag{A.4.1}
\end{equation*}
$$

we arrive at the equation

$$
\begin{equation*}
y_{n}^{\prime \prime}=\left[2 \tilde{\mu}\left(V(r)-E_{n}\right)+\frac{L(L+1)}{r^{2}}\right] y_{n}(r) . \tag{A.4.2}
\end{equation*}
$$

We will use the procedure proposed in the second reference quoted in [29]. Multiplying both sides of (A.4.2) by $y_{n}^{\prime}(r) / 4 \pi r^{2}$ and performing three-dimensional integration with respect to $d^{3} r$, we obtain

$$
\begin{align*}
& \int d^{3} r \frac{y_{n}^{\prime \prime} y_{n}^{\prime}}{4 \pi r^{2}}=-\frac{1}{2}\left[y_{n}^{\prime}(0)\right]^{2} \\
= & \int_{0}^{\infty} d r\left[2 \tilde{\mu}\left(V(r)-E_{n}\right)+\frac{L(L+1)}{r^{2}}\right] \frac{y_{n}^{2}(r)}{2}  \tag{A.4.3}\\
= & -\frac{1}{2} \int_{0}^{\infty} y_{n}^{2}(r) d r\left[2 \tilde{\mu} V^{\prime}(r)-2 \frac{L(L+1)}{r^{3}}\right] .
\end{align*}
$$

Taking into account (A.4.1), we have two results: for $L=0$, we obtain the well-known relation [29]

$$
\begin{equation*}
\left|\psi_{n}(0)\right|^{2}=\frac{\tilde{\mu}}{2 \pi}\left\langle V^{\prime}(r)\right\rangle ; \tag{A.4.4}
\end{equation*}
$$

for $L>0$, we have

$$
\begin{equation*}
L(L+1)\left\langle\frac{1}{r^{3}}\right\rangle=\tilde{\mu}\left\langle V^{\prime}(r)\right\rangle \tag{A.4.5}
\end{equation*}
$$

In our case specified by ( 8 ), $\mu_{0}=2 \tilde{\mu}$ and $V^{\prime}(r)=$ $\sigma_{\text {adj. }}$. Note that the left-hand sides in (A.4.4) and in (A.4.5) are both independent of the radial quantum number $n$.

## APPENDIX 5

## Mixing of Glueball and f and $f^{\prime}$ Trajectories

We can begin by considering the amplitude of the scattering of hadron $a$ on hadron $b$ in the Regge pole approximation. We have

$$
\begin{equation*}
T^{(a b)}=\sum_{i, k} g_{i}^{(a a)} T_{i k} g_{k}^{(b b)}, \tag{A.5.1}
\end{equation*}
$$

where $i, k=1,2,3$ refer to the bare Regge trajectories

$$
\begin{equation*}
j=\bar{\alpha}_{i}(t), \quad i=1,2,3 \tag{A.5.2}
\end{equation*}
$$

while the matrix $T_{i k}$ has the form

$$
\begin{equation*}
T_{i k}=(j-\hat{\alpha} t-\hat{g}(t))_{i k}^{-1} . \tag{A.5.3}
\end{equation*}
$$

Here, we have used the notation

$$
\begin{gather*}
(\hat{\alpha}(t))_{i k}=\bar{\alpha}_{i}(t) \delta_{i k},  \tag{A.5.4}\\
(\hat{g}(t))_{i k}=g_{i k}(t), \quad g_{l l}=0 .
\end{gather*}
$$

The nondiagonal matrix $\hat{g}(t)$ describes the mixing of Regge trajectories. In what follows, we consider three bare trajectories. In particular, $\bar{\alpha}_{1}(t)$ is the glueball trajectory calculated in Section 6. We approximate it in the region $0 \leq t \leq 6 \mathrm{GeV}^{2}$ by the linear form

$$
\begin{equation*}
\bar{\alpha}_{1}(t)=\bar{\alpha}_{1}(0)+\bar{\alpha}_{1}^{\prime}(0) t=0.7+0.246 t \tag{A.5.5}
\end{equation*}
$$

where the value for $\bar{\alpha}_{1}^{\prime}(0)$ is chosen in such a way as to reproduce the first glueball $2^{++}$state at $M=2.3 \mathrm{GeV}$ (Table 5).

The bare $f$ and $f^{\prime}$ trajectories are denoted by $\bar{\alpha}_{2}(t)$ and $\bar{\alpha}_{3}(t)$, respectively, and are taken in the form

$$
\begin{equation*}
\bar{\alpha}_{2}(t)=0.55+0.89 t, \quad \bar{\alpha}_{3}(t)=0.25+0.83 t \tag{A.5.6}
\end{equation*}
$$

The mixing matrix $g_{i k}(t)$ is not known theoretically; as was discussed in Section 6, the condition of planarity [34-36] requires that $g_{i k}(t)$ fall off at large positive $t$. Therefore, we assume that it has the form

$$
\begin{equation*}
g_{i k}(t)=\frac{g_{i k}^{(0)}}{1+\left(t / \lambda^{2}\right)^{k}} . \tag{A.5.7}
\end{equation*}
$$

For explicit calculations in the region $t>0$, we set $k=1$ and $\lambda^{2}=2 / 3 \mathrm{GeV}^{2}$.

To find the shifted Regge poles in $T$, one can rewrite (A.5.3) as

$$
\begin{equation*}
T_{i k}=\frac{t_{i k}}{\operatorname{det}(j-\hat{\alpha}(t)-\hat{g}(t))}, \tag{A.5.8}
\end{equation*}
$$

where $t_{i k}$ are minors of $\hat{T}$. The roots of the determinant
in (A.5.8) are given by the cubic equation

$$
\begin{gather*}
j^{3}-j^{2} \sum \bar{\alpha}_{i}+j\left(\sum_{i \neq k} \bar{\alpha}_{i} \bar{\alpha}_{k}-g_{i k}^{2}\right)-\bar{\alpha}_{1} \bar{\alpha}_{2} \bar{\alpha}_{3}  \tag{A.5.9}\\
+\sum_{i \neq k \neq l} g_{i k}^{2} \bar{\alpha}_{l}-2 g_{12} g_{13} g_{23}=0 .
\end{gather*}
$$

We denote the three roots of (A.5.9) by

$$
\begin{equation*}
j=\alpha_{i}(t), \quad i=1,2,3 . \tag{A.5.10}
\end{equation*}
$$

Let us start with $t=0$. We assume the values in (A.5.5) and (A.5.6) for $\bar{\alpha}_{i}(0)$ and the following values for $g_{i k}^{(0)}{ }^{(6)}$

$$
\begin{gather*}
\left(g_{12}^{(0)}\right)^{2}=0.16, \quad\left(g_{13}^{(0)}\right)^{2}=0.08,  \tag{A.5.11}\\
\left(g_{23}^{(0)}\right)^{2}=0.01 .
\end{gather*}
$$

The intercepts of the mixed trajectories are then obtained to be

$$
\begin{gather*}
\alpha(0)=1.2, \quad \alpha_{2}(0)=0.225, \\
\alpha_{3}(0)=0.075 . \tag{A.5.12}
\end{gather*}
$$

Thus, we have derived a realistic Pomeron intercept corresponding to the bare Pomeron intercept observed in deep-inelastic scattering at small $x$ [20]. Note, however, that the theoretical uncertainty in $g_{i k}^{(0)}$ and in the Pomeron intercept are larger ( $\sim 0.1$ ).

The resulting trajectories are depicted in Fig. 1.
From a comparison with the bare trajectories $\bar{\alpha}_{i}(t)$ in Fig. 1, one can see that the role and ordering of trajectories are changed in relation to the bare ones when one goes over from the large- $t$ to the small- $t$ region. This property is very general and is not associated with a particular choice of $g_{i k}(t)$.

It is also of interest to define the coupling of new Regge poles to the hadrons $a$ and $b$ and to probe, in this way, the quark and gluon contents of the poles. To this end, we express the matrix $T_{i k}$ as

$$
\begin{equation*}
T_{i k}=O_{i n} \lambda_{n} O_{n k}^{+}, \tag{A.5.13}
\end{equation*}
$$

[^11]where the diagonal matrix $\hat{\lambda}$ is
\[

\hat{\lambda}=\left($$
\begin{array}{ccc}
\frac{1}{j-\alpha_{1}(t)} & 0 & 0  \tag{A.5.14}\\
0 & \frac{1}{j-\alpha_{2}(t)} & 0 \\
0 & 0 & \frac{1}{j-\alpha_{3}(t)}
\end{array}
$$\right),
\]

and find the matrix elements $O_{i k}$ from the set of equations

$$
\begin{align*}
& \left(\alpha_{k}-\bar{\alpha}_{1}\right) O_{1 k}+g_{12} O_{2 k}+g_{13} O_{3 k}=0,  \tag{A.5.15}\\
& g_{12} O_{1 k}+\left(\alpha_{k}-\bar{\alpha}_{2}\right) O_{2 k}+g_{23} O_{3 k}=0,  \tag{A.5.16}\\
& g_{13} O_{1 k}+g_{23} O_{2 k}+\left(\alpha_{k}-\bar{\alpha}_{3}\right) O_{3 k}=0 . \tag{A.5.17}
\end{align*}
$$

Equations (A.5.15)-(A.5.17) for $k=1,2,3$ and the normalization condition

$$
\begin{equation*}
\left|O_{k 1}\right|^{2}+\left|O_{k 2}\right|^{2}+\left|O_{k 3}\right|^{2}=1 \tag{A.5.18}
\end{equation*}
$$

define $O_{i k}$ apart from a common phase.
Physically, $\left|O_{k i}\right|^{2}=\left|O_{i k}\right|^{2}$ gives the probability of finding the original pole $\bar{\alpha}_{i}$ in the new pole $k$.

Since the original indices $i$ refer to the glueball trajectory $(i=1)$, the $u \bar{u}+d \bar{d}$ trajectory $(i=2)$, and the $s \bar{s}$ trajectory $(i=3)$, one can define, in this way, the percentage of the corresponding components in the new trajectory.
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#### Abstract

The QCD sum rule for the correlation of topological charge densities $\chi\left(Q^{2}\right)$ and for the longitudinal part of the correlation function for singlet axial currents (the latter is related to the former) is considered within the instanton model. The constant $f_{\eta^{\prime}}$ of $\eta^{\prime}$-meson coupling to the singlet axial current is determined. Its value appears to be in good agreement with that determined recently from the relation between the proton-spin fraction $\Sigma$ carried by $u, d$, and $s$ quarks and the derivative of the QCD topological susceptibility $\chi^{\prime}(0)$. On the basis of the same sum rule, the $\eta-\eta$ ' mixing angle $\theta_{8}$ is found within the model employing two mixing angles. The value of $\theta_{8}$ coincides with that in effective chiral theory. The correlation function for topological charge densities $\chi\left(Q^{2}\right)$ at large $Q^{2}$ is calculated. It is shown that the $Q^{2}$ dependence at high $Q^{2}$ matches well with that at low $Q^{2}$, the latter being determined by the known values $\chi^{\prime}(0)$ and by the contributions of the $\pi$ and $\eta$ mesons. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

In [1], the vacuum expectation value of the singlet axial current $f_{0}^{2}$ induced by an external singlet axial field $A_{\mu}$ was found to be

$$
\begin{equation*}
\langle 0| j_{\mu 5}|0\rangle_{A}=3 f_{0}^{2} A_{\mu}, \tag{1}
\end{equation*}
$$

where $j_{\mu 5}$ is the singlet quark current

$$
\begin{equation*}
j_{\mu 5}(x)=\sum_{q} \bar{q}(x) \gamma_{\mu} \gamma_{5} q(x), \quad q=u, d, s . \tag{2}
\end{equation*}
$$

The term

$$
\begin{equation*}
\Delta L=j_{\mu 5} A_{\mu} \tag{3}
\end{equation*}
$$

was added to the QCD Lagrangian, where $A_{\mu}$ is a singlet axial field that is constant in space and time, and the limit of weak $A_{\mu}$ field was considered. In the limit of massless $u, d$, and $s$ quarks, it was found that $[1,2]$

$$
\begin{equation*}
f_{0}^{2}=(2.8 \pm 0.7) \times 10^{-2} \mathrm{GeV}^{2} \tag{4}
\end{equation*}
$$

In order to derive this result, a QCD sum rule in the external field $A_{\mu}$ was formulated in such a way that it determines the proton-spin fraction $\Sigma$ carried by $u, d$, and $s$ quarks. The quantity $\Sigma$ is related to the proton matrix element of the current $j_{\mu 5}$ by the equation

$$
\begin{equation*}
2 m s_{\mu} \Sigma=\langle p, s| j_{\mu 5}|p, s\rangle, \tag{5}
\end{equation*}
$$

where $s_{\mu}$ is the proton-spin 4 -vector and $m$ is the proton mass. The sum rule for $\Sigma$ depends substantially on $f_{0}^{2}$,

[^12]and the numerical result in (4) comes out in two ways, producing the same value: (i) from the requirement that the phenomenological side of the sum rule and its side calculated within QCD as functions of the Borel parameter $M^{2}$ be consistent and (ii) from the use of the experimental value for $\Sigma(\Sigma=0.3 \pm 0.1)$.

It was shown in [1] that, in the limit of massless $u$, $d$, and $s$ quarks, $f_{0}^{2}$ is related to the first derivative $\chi^{\prime}(0)$ of the correlation function for the topological charge densities $Q_{5}(x)$ :

$$
\begin{gather*}
\chi\left(q^{2}\right)=i \int d^{4} x e^{i q x}\langle 0| T\left\{Q_{5}(x), Q_{5}(0)\right\}|0\rangle,  \tag{6}\\
Q_{5}(x)=\frac{\alpha_{s}}{8 \pi} G_{\mu v}^{n}(x) \tilde{G}_{\mu \mathrm{v}}^{n}(x) . \tag{7}
\end{gather*}
$$

Here, $G_{\mu \nu}^{n}(x)$ is gluonic field strength, while $\tilde{G}_{\mu \nu}^{n}(x)$ is its dual, $\tilde{G}_{\mu \nu}^{n}=(1 / 2) \varepsilon_{\mu \nu \lambda \sigma} G_{\lambda \sigma}^{n}$,

$$
\begin{equation*}
f_{0}^{2}=12 \chi^{\prime}(0) . \tag{8}
\end{equation*}
$$

As follows from (4),

$$
\begin{equation*}
\chi^{\prime}(0)=(2.3 \pm 0.6) \times 10^{-3} \mathrm{GeV}^{2} . \tag{9}
\end{equation*}
$$

Let us recall the derivation of (8). Using (3), we can write

$$
\begin{gather*}
\langle 0| j_{\mu 5}|0\rangle_{A}=\lim _{q \rightarrow 0} i \int d^{4} x e^{i q x}\langle 0| T\left\{j_{v 5}(x), j_{\mu 5}(0)\right\}|0\rangle A_{v}  \tag{10}\\
\equiv \lim _{q \rightarrow 0} P_{\mu v}(q) A_{v} .
\end{gather*}
$$

The general structure of $P_{\mu v}(q)$ is

$$
\begin{equation*}
P_{\mu v}(q)=-P_{L}\left(q^{2}\right) \delta_{\mu v}+P_{T}\left(q^{2}\right)\left(-\delta_{\mu v} q^{2}+q_{\mu} q_{v}\right) \tag{11}
\end{equation*}
$$

Because of an anomaly, there are no massless states in the spectrum of the singlet polarization operator $P_{\mu \nu}$ even for massless quarks. The quantity $P_{T, L}\left(q^{2}\right)$ does not have kinematical singularities at $q^{2}=0$ either. Therefore, the nonvanishing value $P_{\mu v}(0)$ comes entirely from $P_{L}\left(q^{2}\right)$. Multiplying $P_{\mu v}(q)$ by $q_{\mu} q_{v}$ and using the anomaly condition

$$
\begin{equation*}
\partial_{\mu} j_{\mu 5}(x)=2 N_{f} Q_{5}(x)+2 i \sum_{q} m_{q} \bar{q}(x) \gamma_{5} q(x) \tag{12}
\end{equation*}
$$

( $N_{f}$ is the number of flavors, $N_{f}=3$ ), in the limit of massless quarks we obtain

$$
\begin{equation*}
q_{\mu} q_{v} P_{\mu v}(q)=-P_{L}\left(q^{2}\right) q^{2}=36 \chi\left(q^{2}\right) \tag{13}
\end{equation*}
$$

As is known from [3], $\chi(0)=0$ if there is at least one massless quark. The relation (8) then follows directly from (1), (10), (11), and (13). According to (1), we also have

$$
\begin{equation*}
f_{0}^{2}=-(1 / 3) P_{L}(0) \tag{14}
\end{equation*}
$$

An attempt at determining $f_{0}^{2}$ directly by constructing a special QCD sum rule was made in [4]. However, this attempt failed: it was found that the operator product expansion (OPE) used in the sum rule does not con-verge-the higher order terms of OPE that were not taken into account must be of importance.

In the present paper, we use the instanton model [5] (for review, see [6]) to calculate these higher order terms. The idea that instantons make the main contribution to the longitudinal part $P_{L}\left(q^{2}\right)$ of the correlation function for the singlet axial current $P_{\mu \mathrm{v}}(q)$ at intermediate values of $\left|q^{2}\right| \sim 1 \mathrm{GeV}^{2}$ is not original-it was proposed as far back as 1979 [7, 8]. In [7], it was argued that the appearance of $\eta$ and $\eta$ ' mesons as almost pure octet and singlet states in $S U(3)$ flavor symmetry-that is, the large mixing of $\bar{u} u+\bar{d} d$ and $\bar{s} s$ in this chan-nel-cannot be described by perturbative QCD and can be attributed only to a dominant instanton contribution. We construct a sum rule for a direct determination of $f_{0}^{2}$. At standard values for the parameters of the instanton model, the $f_{0}^{2}$ value found from this sum rule is in good agreement with (4).

For massless quarks, the phenomenological side of the sum rule is saturated by $\eta^{\prime}$-meson contribution (plus contributions of excited states, approximated by a continuum). The strange-quark mass $m_{s}$ can also be taken into account in the sum rule. In this case, the $\eta$-meson contribution also comes into play, and the $\eta-\eta^{\prime}$ mixing angle can be found from the analysis. In the model of two mixing angles [9], the value of the maximal angle
$\theta_{8}$ is determined and appears to be in good agreement with the values found from chiral theory and phenomenology [9-11].

Within the same instanton model, the $q^{2}$ dependence of the correlation function for the topological charge density $\chi\left(Q^{2}\right)$ is determined at spacelike $Q^{2}=-q^{2}>0$. At intermediate $Q^{2} \sim 1 \mathrm{GeV}^{2}$, it matches well with the low- $Q^{2}$ form of $\chi\left(Q^{2}\right)$ found in [12] on the basis of (9) and the contributions of the Goldstone bosons $\pi^{0}$ and $\eta$.

## 2. SUM RULE

Strictly speaking, the quantity $f_{0}^{2}$ given by (1) is defined as the nonperturbative part of the vacuum expectation value $\langle 0| j_{\mu 5}|0\rangle_{A}$ induced by the external field $A_{\mu}$, with perturbative contribution being subtracted. The numerical value (4) corresponds precisely to this definition. The reason for this definition is that, in the sum rule for $\Sigma$, from which the value $f_{0}^{2}$ in (4) was determined, all perturbative contributions were taken into account explicitly, with exception of the nonperturbative part of $\langle 0| j_{\mu 5}|0\rangle_{A}$, which was parametrized by unknown constant $f_{0}^{2}$. Similarly, $\chi\left(q^{2}\right)$ in (6) and (8) has the meaning of the nonperturbative part of the correlation function for the topological charge densities. This definition is physically reasonable, since the perturbative part of (6) is badly divergent-it depends substantially on the renormalization scheme and therefore has no physical meaning. The same statement applies to the perturbative contribution to $f_{0}^{2}$. This distinction between the perturbative and nonperturbative contributions allows one to avoid any uncertainties in the sum rule for the physically measurable quantity $\Sigma$.

The idea of determining $f_{0}^{2}$ or the quantity $P_{L}(0)$, which is proportional to $f_{0}^{2}$, was put forth in [4]. We can briefly summarize it as follows.

The imaginary part of $P_{L}\left(q^{2}\right)$ is represented by the contribution of the lowest resonance ( $\eta$ ' meson) and that of a continuum:

$$
\begin{equation*}
\operatorname{Im} P_{L}\left(q^{2}\right)=3 \pi \tilde{f}_{\eta^{\prime}}^{2} m_{\eta^{\prime}}^{2} \cdot \delta\left(q^{2}-m_{\eta^{\prime}}^{2}\right)+\beta\left(q^{2}\right) \theta\left(q^{2}-s_{0}\right) . \tag{15}
\end{equation*}
$$

Here, $\tilde{f}_{\eta^{\prime}}$ is the coupling of the $\eta^{\prime}$ meson to the singlet axial current

$$
\begin{equation*}
\langle 0| j_{\mu 5}\left|\eta^{\prime}\right\rangle=i \sqrt{3} \tilde{f}_{\eta^{\prime}} q_{\mu} \tag{16}
\end{equation*}
$$

in the limit of massless $u, d$, and $s$ quarks ( $q_{\mu}$ is $\eta^{\prime}$ meson momentum). The second term on the right-hand side of (15) represents the contribution of a continuum, and $s_{0}$ is the continuum threshold. The continuum contribution corresponds to the gluonic bare loop in the
correlation function (6) and is given by

$$
\begin{equation*}
\beta\left(q^{2}\right)=\frac{9 \alpha_{s}^{2}}{8 \pi^{3}} q^{2} \tag{17}
\end{equation*}
$$

In order to derive the nonperturbative part of $\operatorname{Im} P_{L}$, we should subtract the perturbative part, equal to $\beta\left(q^{2}\right)$ from (15). This yields

$$
\begin{gather*}
\operatorname{Im} P_{L}\left(q^{2}\right)_{\text {nonp }} \\
=3 \pi \tilde{f}_{\eta^{\prime}}^{2} m_{\eta^{\prime}}^{2} \delta\left(q^{2}-m_{\eta^{\prime}}^{2}\right)-\beta\left(q^{2}\right) \theta\left(s_{0}-q^{2}\right) \tag{18}
\end{gather*}
$$

As was shown in [4], the nonperturbative part of $P_{L}(0)$ is given by

$$
\begin{equation*}
P_{L}(0)_{\text {nonp }}=-3 \tilde{f}_{\eta^{\prime}}^{2}+\frac{1}{\pi} \int_{0}^{s_{0}} \frac{\beta(s)}{s} d s \tag{19}
\end{equation*}
$$

Therefore, the problem reduces to determining the coupling constant $\tilde{f}_{\eta^{\prime}}^{2}$. This can be done by standard technique of the QCD sum rule. Let us write OPE for $P_{L}\left(Q^{2}\right)=\left(36 / Q^{2}\right) \chi\left(Q^{2}\right)$ at high $Q^{2}$ and use the instanton liquid approximation to calculate the instanton contribution. (The instanton contribution was not taken into account in [4].) The OPE for $P_{L}\left(Q^{2}\right)$ has the form [8]

$$
\begin{gather*}
-P_{L}\left(Q^{2}\right)=\frac{9 \alpha_{s}^{2}}{8 \pi^{4}} Q^{2} \ln \frac{Q^{2}}{\mu^{2}}+\frac{9 \alpha_{s}}{4 \pi} \frac{1}{Q^{2}}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle \\
+\frac{9 \alpha_{s}^{2}}{2 \pi^{2}} \frac{1}{Q^{4}} g f^{a b c}\langle 0| G_{\mu \alpha}^{a} G_{\alpha \beta}^{b} G_{\beta \mu}^{c}|0\rangle+\frac{9 \alpha_{s}^{3}}{2 \pi Q^{6}} f^{a b c} f^{a d e}  \tag{20}\\
\times\langle 0| G_{\mu \nu}^{b} G_{\alpha \beta}^{c} G_{\mu \nu}^{d} G_{\alpha \beta}^{e}+10 G_{\mu \alpha}^{b} G_{\alpha \nu}^{c} G_{\mu \beta}^{d} G_{\beta \nu}^{e}|0\rangle \\
+18 Q^{2} \int d \rho n(\rho) \rho^{4} K_{2}^{2}(Q \rho)
\end{gather*}
$$

We retain only contributions of operators having dimensions not lower than eight. The first term on the right-hand side of (20) is the bare-loop contribution, while the last one is the contribution of instantons plus anti-instantons [7, 8]; $K_{2}(x)$ is a Macdonald function, $\rho$ is the instanton size, and $n(\rho)$ is the instanton density. For $n(\rho)$, we use the Shuryak model $[5,6]$ of instanton density:

$$
\begin{equation*}
n(\rho)=n_{0} \delta\left(\rho-\rho_{c}\right) \tag{21}
\end{equation*}
$$

As was demonstrated by Schäfer and Shuryak [6], this model describes well many hadronic correlation functions in QCD. For the parameters in (21), we choose numerical values of $n_{0}=0.75 \times 10^{-3} \mathrm{GeV}^{4}, \rho_{c}=$ $1.5 \mathrm{GeV}^{-1}$, which lie within the ranges allowed by these models. At this $n_{0}$, the standard value of gluonic condensate,

$$
\begin{equation*}
\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle=0.012 \mathrm{GeV}^{4} \tag{22}
\end{equation*}
$$

may be attributed entirely to instantons. In order to estimate gluonic condensate of dimension eight, we assume the factorization hypothesis-the saturation by vacuum intermediate states. We then have [8]

$$
\begin{gather*}
f^{a b c} f^{a d e}\langle 0| G_{\mu \nu}^{b} G_{\alpha \beta}^{c} G_{\mu \nu}^{d} G_{\alpha \beta}^{e}+10 G_{\mu \alpha}^{b} G_{\alpha \nu}^{c} G_{\mu \beta}^{d} G_{\beta \nu}^{e}|0\rangle \\
=\frac{15}{16}\langle 0| G_{\mu \nu}^{n} G_{\mu \nu}^{n}|0\rangle^{2} \tag{23}
\end{gather*}
$$

It should be noted that the calculation of the same term within the instanton model would give quite a different result,

$$
\begin{equation*}
\left(2^{11} \times 3 \pi / 7\right) n_{0} \rho_{c}^{-4} \tag{24}
\end{equation*}
$$

which is one order of magnitude greater than that in (23) at the accepted values of the model parameters. This comes an no surprise. For the gluonic condensate with $k$ gluonic fields, we would indeed have, on a dimensional basis,

$$
\begin{equation*}
\langle 0| G^{k}|0\rangle \sim \int n(\rho) \frac{1}{\rho^{2 k-4}} d \rho \tag{25}
\end{equation*}
$$

and the integral in equation (25) diverges at sufficiently high $k$ for any physical $n(\rho)$. Therefore, one can hope that the instanton model overestimates the gluonic condensate of dimension eight and accept the estimate in (23), which is based on factorization hypothesis. This estimate is supported by the analysis of the sum rules for heavy quarkonia that was performed with allowance for dimension- 8 operators [13] and which employed the factorization hypothesis. Much greater values of gluonic condensates of dimension eight would contradict the analysis in [13]. Of course, values that are two or even three times as great as those in (23) cannot be ruled out, but, fortunately, the contribution of these condensates to the sum rule is small, and even a threefold increase in it would not affect the result significantly. For the gluonic condensate of dimension six, there is no independent estimate other than that given by the instanton model [8]:

$$
\begin{equation*}
\frac{g^{3}}{12 \pi^{2}} f^{a b c}\langle 0| G_{\mu \nu}^{a} G_{v \alpha}^{b} G_{\alpha \mu}^{c}|0\rangle=\frac{4}{5} \frac{1}{\rho_{c}^{2}}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle \tag{26}
\end{equation*}
$$

The phenomenological representation of $P_{L}\left(Q^{2}\right)$ follows from (15). By equating the phenomenological and QCD representations, we arrive at the required sum rule. Applying the Borel transformation to both sides of this sum rule, we obtain

$$
\begin{gather*}
3 \tilde{f}_{\eta^{\prime}}^{2} m_{\eta^{\prime}}^{2} e^{-m_{\eta^{\prime} / M^{2}}^{2}}=\frac{9 \alpha_{s}^{2}}{8 \pi^{4}} M^{4} E_{1}\left(\frac{s_{0}}{M^{2}}\right) \\
+\frac{9 \alpha_{s}}{4 \pi}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle\left(1+\frac{\varepsilon}{M^{2}}\right)+\frac{135}{64} \frac{\pi \alpha_{s}}{M^{4}}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle^{2}  \tag{27}\\
+18 n_{0} \rho_{c}^{4} \mathscr{B}_{M^{2}} Q^{2} K_{2}^{2}\left(Q \rho_{c}\right),
\end{gather*}
$$

$$
\begin{equation*}
E_{1}(x)=1-(1+x) e^{-x} \tag{28}
\end{equation*}
$$

where $\mathscr{B}_{M^{2}}$ stands for a Borel transform. In (27), $\varepsilon$ corresponds to contribution of dimension-6 gluonic condensate. The instanton-model estimate (26) gives $\varepsilon=$ $2.2 \mathrm{GeV}^{2}$. Since we hope that the instanton model overestimates the gluonic condensate of dimension six as well, we set $\varepsilon=1 \mathrm{GeV}^{2}$ and include the possible uncertainty in the error. The Borel transformation of the Macdonald function can be performed using its asymptotic expansion. This yields (see [14])

$$
\begin{gather*}
18 n_{0} \rho_{c}^{4} \mathscr{B}_{M^{2}} Q^{2} K_{2}^{2}\left(Q \rho_{c}\right) \\
\approx 9 n_{0} M^{3} \rho_{c}^{3} \sqrt{\pi} e^{-M^{2} \rho_{c}^{2}}\left(M^{2} \rho_{c}^{2}+\frac{13}{4}+\frac{165}{32} \frac{1}{M^{2} \rho_{c}^{2}}\right) \tag{29}
\end{gather*}
$$

In our $M^{2}$ domain, the next terms of the expansion are small. In order to verify this fact, we carried out a numerical calculation using the integral representation of the Macdonald function.

The results of the calculation of $\tilde{f}_{\eta^{\prime}}^{2}$ according to the sum rule (27) are plotted in Fig. 1. (We set $\Lambda_{\mathrm{QCD}}=$ 200 MeV ; $\alpha_{s}$ was calculated in the leading order.) The standard procedure for estimating the $M^{2}$ interval where the sum rule is reliable (the requirement that highest order terms of OPE be small) cannot be applied here because the instanton contribution is dominant-it saturates about $75-80 \%$ of the total result. Therefore, we have to invoke physical arguments. We assume that the continuum threshold $s_{0}=2.5 \mathrm{GeV}^{2}$ is close to the position of the second resonance with $\eta^{\prime}$ quantum numbers, $\eta^{\prime}(1440)$ [probably, $\eta(1295)$ belongs to the octet], and require that the continuum contribution to the bare loop not exceed $\sim 50 \%$. For the lower boundary of the $M^{2}$ interval, we choose the $M^{2}$ value where the $M^{2}$ dependence begins to rise steeply. These requirements result in $1.2 \leqq M^{2} \leqq 1.6 \mathrm{GeV}^{2}$. In this interval, the $M^{2}$ dependence is not strong, and we have the estimate $\tilde{f}_{\eta^{\prime}}^{2} \approx(2.4 \pm 0.6) \times 10^{-2} \mathrm{GeV}^{2}$. (The error includes a $15 \%$ possible variation of $\rho_{c}$.) The contribution of the second term to the right-hand side of (19) is negligible. From (14) and (8), we finally obtain

$$
\begin{gather*}
f_{0}^{2}=(2.4 \pm 0.6) \times 10^{-2} \mathrm{GeV}^{2}  \tag{30}\\
\chi^{\prime}(0)=(2.0 \pm 0.5) \times 10^{-3} \mathrm{GeV}^{2} \tag{31}
\end{gather*}
$$

in good agreement with (4) and with the value of $\chi^{\prime}(0)=(2.3 \pm 0.6) \times 10^{-3} \mathrm{GeV}^{2}$ found in [1].

## 3. INCLUSION OF THE STRANGE-QUARK MASS: $\eta '-\eta$ MIXING ANGLE

Let us consider the polarization operator $P_{L}\left(q^{2}\right)$ with allowance for the strange quark mass $m_{s}$ and determine the coupling constant $f_{\eta^{\prime}}$ for physical $\eta^{\prime}$. The $u$ - and


Fig. 1. Functions $\tilde{f}_{\eta^{\prime}}^{2}\left(M^{2}\right)$ and $f_{\eta^{\prime}}^{2}\left(M^{2}\right)$ determined by (27) and (41), respectively. In (41), $\theta_{1}=0$.
$d$-quark masses are chosen to be zero as before. Using the definition of $P_{\mu v}(q)$ and (12), we have

$$
\begin{gather*}
-P_{L}\left(q^{2}\right) q^{2}=q_{\mu} q_{v} P_{\mu v}(q) \\
=i \int d^{4} x e^{i q x}\langle 0| T\left\{2 N_{f} Q_{5}(x), 2 N_{f} Q_{5}(0)\right\} \\
+T\left\{2 N_{f} Q_{5}(x), 2 i m_{s} \bar{s}(0) \gamma_{5} s(0)\right\} \\
+T\left\{2 i m_{s} \bar{s}(x) \gamma_{5} s(x), 2 N_{f} Q_{5}(0)\right\}  \tag{32}\\
-4 m_{s}^{2} T\left\{\bar{s}(x) \gamma_{5} s(x), \bar{s}(0) \gamma_{5} s(0)\right\}|0\rangle \\
\quad+4 m_{s}\langle 0| \bar{s}(0) s(0)|0\rangle
\end{gather*}
$$

The last term in (32) is caused by the equal-time commutator. We further perform the OPE on the right-hand side of (32). In relation to (20), there then appear three additional terms: the equal-time commutator term; the term that is proportional to $m_{s}^{2}$ and which corresponds to the bare loop of strange quarks; and the term that arises from the second and third terms in (32) and which is proportional to the quark-gluon condensate [15]:

$$
\begin{equation*}
-g\langle 0| \bar{s} \sigma_{\mu v}\left(\lambda^{n} / 2\right) G_{\mu v}^{n} s|0\rangle=m_{0}^{2}\langle 0| \bar{s} s|0\rangle \tag{33}
\end{equation*}
$$

Here, $m_{0}^{2}=0.8 \mathrm{GeV}^{2}$ was determined in [16]. After the Borel transformation, the right-hand side of the sum rule becomes

$$
\begin{gather*}
R\left(M^{2}\right)-4 m_{s}\langle 0| \bar{s} s|0\rangle+\frac{3 m_{s}^{2}}{2 \pi^{2}} M^{2} E_{0}\left(\frac{s_{0}}{M^{2}}\right) L^{-8 / 9} \\
-6 \alpha_{s} \frac{m_{s} m_{0}^{2}}{\pi M^{2}}\langle 0| \bar{s} s|0\rangle \tag{34}
\end{gather*}
$$

where $R\left(M^{2}\right)$ is the right-hand side of (27),

$$
\begin{gather*}
E_{0}(x)=1-e^{-x}  \tag{35}\\
L=\ln \left(M^{2} / \Lambda^{2}\right) / \ln \left(\mu^{2} / \Lambda^{2}\right) \tag{36}
\end{gather*}
$$

The factor $L^{-8 / 9}$ takes into account the quark mass anomalous dimension.

It is also useful to consider the correlation function $P_{\mu \nu}(q)$ in the case where one of the currents is still $j_{\mu 5}(x)$, but where the other is the that of $u$ and $d$ quarks: $\bar{u} \gamma_{\mu} \gamma_{5} u+\bar{d} \gamma_{\mu} \gamma_{5} d$. In this case, the right-hand side of the sum rule is given by

$$
\begin{equation*}
\frac{2}{3} R\left(M^{2}\right)-2 \alpha_{s} \frac{m_{s} m_{0}^{2}}{\pi M^{2}}\langle 0| \bar{s} s|0\rangle \tag{37}
\end{equation*}
$$

In the phenomenology (left-hand side of the sum rule), $\eta^{\prime}$ and $\eta$ mesons contribute, and it is necessary to take into account their mixing. We adopt the two-mixingangles model [9], which is based on low-energy effective chiral theory and which describes the experimental data better $[9,10]$ than the single-mixing-angle model. In this model, the couplings of $\eta$ and $\eta$ ' mesons, $f_{\eta}$ and $f_{\eta^{\prime}}$, to octet and singlet axial currents are related to the couplings of the fictitious octet and singlet pseudoscalar states, $f_{8}$ and $f_{1}$, by the equations

$$
\begin{align*}
& f_{\eta}^{8}=f_{8} \cos \theta_{8}, \quad f_{\eta}^{1}=-f_{1} \sin \theta_{1} \\
& f_{\eta^{\prime}}^{8}=f_{8} \sin \theta_{8}, \quad f_{\eta^{\prime}}^{1}=f_{1} \cos \theta_{1} \tag{38}
\end{align*}
$$

The $\eta^{\prime}$ - and $\eta$-meson contributions to $P_{L}\left(q^{2}\right)$ can easily be calculated within this model. It is convenient to present them separately for the cases where one of the currents is $\bar{s} \gamma_{\mu} \gamma_{5} s$ or $\bar{u} \gamma_{\mu} \gamma_{5} u+\bar{d} \gamma_{\mu} \gamma_{5} d$ (The other is always $j_{\mu 5}$ ). Instead of the left-hand side of (27), we now have

$$
\begin{align*}
& m_{\eta^{\prime}}^{2} e^{-m_{\eta}^{2} / M^{2}} f_{1}^{2}\left[\cos ^{2} \theta_{1}-\sqrt{2}\left(f_{8} / f_{1}\right) \sin \theta_{8} \cos \theta_{1}\right]  \tag{39}\\
& +m_{\eta}^{2} e^{-m_{\eta}^{2} / M^{2}} f_{1}^{2}\left[\sin ^{2} \theta_{1}+\sqrt{2}\left(f_{8} / f_{1}\right) \sin \theta_{1} \cos \theta_{8}\right]
\end{align*}
$$

for the $\bar{s} \gamma_{\mu} \gamma_{5} s$ current and

$$
\begin{align*}
& m_{\eta}^{2} \cdot e^{-m_{\eta}^{2} / M^{2}} f_{1}^{2}\left[2 \cos ^{2} \theta_{1}+\sqrt{2}\left(f_{8} / f_{1}\right) \sin \theta_{8} \cos \theta_{1}\right] \\
& +m_{\eta}^{2} e^{-m_{\eta}^{2} / M^{2}} f_{1}^{2}\left[2 \sin ^{2} \theta_{1}-\sqrt{2}\left(f_{8} / f_{1}\right) \cos \theta_{8} \sin \theta_{1}\right] \tag{40}
\end{align*}
$$

for the $\bar{u} \gamma_{\mu} \gamma_{5} u+\bar{d} \gamma_{\mu} \gamma_{5} d$ current.
Taking the sum of (39) and (40), setting $\theta_{1}=\theta_{8}=0$, and equating it to (34) at $m_{s}=0$, we obtain the preceding result with $f_{1}=f_{0}$. At nonzero, $m_{s}$ the mixing angles
must be taken into account; for the sum of (39) and (40), we then obtain

$$
\begin{gather*}
3 m_{\eta^{\prime}}^{2} f_{1}^{2} e^{-m_{\eta^{\prime}}^{2} / M^{2}}\left[\cos ^{2} \theta_{1}+\frac{m_{\eta}^{2}}{m_{\eta^{\prime}}^{2}} e^{\left(m_{\eta^{\prime}}^{2}-m_{\eta}^{2}\right) / M^{2}} \sin ^{2} \theta_{1}\right] \\
=R\left(M^{2}\right)-4 m_{s}\langle 0| \bar{s} s|0\rangle+\frac{3 m_{s}^{2}}{2 \pi^{2}} M^{2} E_{0}\left(\frac{s_{0}}{M^{2}}\right) L^{-8 / 9}  \tag{41}\\
-6 \alpha_{s} \frac{m_{s} m_{0}^{2}}{\pi M^{2}}\langle 0| \bar{s} s|0\rangle
\end{gather*}
$$

Let us now take the difference of (39) and one-half of (40). The corresponding sum rule is

$$
\begin{gather*}
-\frac{3}{\sqrt{2}} m_{\eta^{\prime}}^{2} e^{-m_{\eta^{\prime}}^{2} / M^{2}} f_{1} f_{8}\left[\sin \theta_{8} \cos \theta_{1}\right. \\
\left.-\frac{m_{\eta}^{2}}{m_{\eta^{\prime}}^{2}} e^{\left(m_{\eta^{\prime}}^{2}-m_{\eta}^{2}\right) / M^{2}} \cos \theta_{8} \sin \theta_{1}\right]=-4 m_{s}\langle 0| \bar{s} s|0\rangle  \tag{42}\\
+\frac{3 m_{s}^{2}}{2 \pi^{2}} M^{2} E_{0}\left(\frac{s_{0}}{M^{2}}\right) L^{-8 / 9}-3 \alpha_{s} \frac{m_{s} m_{0}^{2}}{\pi M^{2}}\langle 0| \bar{s} s|0\rangle
\end{gather*}
$$

The theoretical value of $\theta_{1}$ found in [9-11] is small: $\theta_{1}=-(2.7-4)^{\circ}$. (The phenomenological value $[10,11]$ is slightly higher: $\theta_{1}=-9.2^{\circ}$ ). To a high accuracy, we can therefore set $\theta_{1} \approx 0$ in (41) and (42). Equation (41) then determines $f_{1}^{2} \approx f_{\eta^{\prime}}^{2}$. The quantity $f_{1}^{2}$ as a function of $M^{2}$ is presented in Fig. 1. (We used here the numerical values of $\langle 0| \bar{s} s|0\rangle=-1.11 \times 10^{-2} \mathrm{GeV}^{3}$ and $m_{s}(1 \mathrm{GeV})=150 \mathrm{MeV}$.) From the curve in Fig. 1, we derive the estimate

$$
\begin{gather*}
f_{\eta^{\prime}}^{2}=(3.2 \pm 0.6) \times 10^{-2} \mathrm{GeV}^{2}  \tag{43}\\
f_{\eta^{\prime}}=178 \pm 17 \mathrm{MeV}
\end{gather*}
$$

The ratio of (42) and (41) gives the mixing angle $\theta_{8}$. In the limit $\theta_{1} \approx 0^{\circ}$ and at $f_{8} / f_{1}=1.12[9-11]$, it is given by

$$
\begin{equation*}
\theta_{8}=-(17.0 \pm 5.0)^{\circ} \tag{44}
\end{equation*}
$$

Upon taking into account the value of $\theta_{1}=-2.7^{\circ}, \theta_{8}$ becomes

$$
\begin{equation*}
\theta_{8}=-(18.8 \pm 5.0)^{\circ} \tag{45}
\end{equation*}
$$

The values of $f_{\eta^{\prime}}$ and $\theta_{8}$ agree with those found in [911] from the low-energy effective theory or phenomenology. They are, respectively,

$$
\begin{equation*}
\text { theory: } f_{\eta^{\prime}}=151 \mathrm{MeV}, \quad \theta_{8}=-21^{\circ} \tag{46}
\end{equation*}
$$

phenomenology: $f_{\eta^{\prime}}=153 \mathrm{MeV}, \quad \theta_{8}=-21^{\circ}$.

## 4. $Q^{2}$ DEPENDENCE OF $\chi\left(Q^{2}\right)$

Using OPE for $P_{L}\left(Q^{2}\right)[(20)$ and (13)], we can find the $Q^{2}$ dependence of $\chi\left(Q^{2}\right)$ at high $Q^{2}$. Since the perturbative part must be subtracted an accordance with the definition of $\chi\left(Q^{2}\right)$, the first term on the right-hand side of (20) is omitted, and we have

$$
\begin{gather*}
\chi\left(Q^{2}\right)=-\frac{\alpha_{s}}{16 \pi}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle\left(1+\frac{\varepsilon}{Q^{2}}\right) \\
-\frac{15}{128} \pi \alpha_{s} \frac{1}{Q^{4}}\langle 0| \frac{\alpha_{s}}{\pi} G^{2}|0\rangle^{2}-\frac{1}{2} n_{0} Q^{4} \rho_{c}^{4} K_{2}^{2}\left(Q \rho_{c}\right) \tag{47}
\end{gather*}
$$

where $\varepsilon$ parametrizes the gluonic-condensate contribution of dimension [see (27)] and where equation (23) has been used. The quantity $\chi\left(Q^{2}\right)(47)$ is plotted in Fig. 2. It is instructive to compare $\chi\left(Q^{2}\right)$ at large $Q^{2}$ with $\chi\left(Q^{2}\right)$ at low $Q^{2}$ found in [12],

$$
\begin{gather*}
\chi\left(Q^{2}\right)=\chi(0)-\chi^{\prime}(0) Q^{2} \\
-\frac{1}{8} f_{\pi}^{2} Q^{2}\left[\left(\frac{m_{u}-m_{d}}{m_{u}+m_{d}}\right)^{2} \frac{m_{\pi}^{2}}{Q^{2}+m_{\pi}^{2}}+\frac{1}{3} \frac{m_{\eta}^{2}}{Q^{2}+m_{\eta}^{2}}\right], \tag{48}
\end{gather*}
$$

where

$$
\begin{equation*}
\chi(0)=\frac{m_{u} m_{d}}{m_{u}+m_{d}}\langle 0| \bar{u} u|0\rangle \tag{49}
\end{equation*}
$$

and where the last term represents the contributions of $\pi^{0}$ and $\eta$ mesons. The curve representing the low- $Q^{2}$ behavior of $\chi\left(Q^{2}\right)(48)$ is also plotted in Fig. 2; for $\chi^{\prime}(0)$, we chose the value was found in [1]: $\chi^{\prime}(0)=2.3 \times 10^{-3} \mathrm{GeV}^{2}$. As can be seen from Fig. 2, the two curves match quite well in the range $Q^{2} \approx 0.4-1 \mathrm{GeV}^{2}$.

## 5. DISCUSSION AND COMPARISON WITH THE RESULTS OF OTHER STUDIES

As was mentioned in the Introduction, instantons are the most plausible QCD objects for describing physical $\eta$ ' channels or, what is equivalent, the longitudinal part of the singlet-axial-vector-current correlation function. The results of the calculations of the correlation function for the flavor-singlet pseudoscalar current $j_{5}=\bar{q} \gamma_{5} q$ that were performed by Shuryak and Verbaarschot [17] and by Schäfer [18] within various instanton models are in good agreement with a phenomenological coordinate dependence up to distances of $x \sim 0.3 \mathrm{fm}$ (sometimes, even up to larger distances). Therefore, we could expect that the instanton model is suitable for considering the problem in question. Here, we have used the simplest version of the instanton model-the instanton liquid approximation with the instanton density given by the Shuryak model (21). For this reason, the accuracy of our results is only modest.

Since the main contribution (about $80 \%$ ) to the sum rules that were used to determine $f_{0}^{2}$ and $f_{\eta^{\prime}}^{2}$ comes


Fig. 2. Function $\chi\left(Q^{2}\right)$ at [equations (48)] low and [equation (47)] high $Q^{2}$ (solid lines). The dashed line represents the possible matching of the two branches of the curve.
from the instanton term, the main uncertainty is caused by the instanton parameters $n_{0}$ and $\rho_{c}$. These parameters were taken from the best fit (performed by Schäfer and Shuryak [6]) to various hadronic correlation functions, as well as to some other QCD objects, like the gluonic condensate. Possible uncertainties are included in the errors. The errors in determining the mixing angle $\theta_{8}$ are smaller because instantons do not contribute to the right-hand side of (42). If $f_{1}$ and $f_{8}$ are set to their phenomenological values of $f_{1}=1.28 f_{\pi}$ and $f_{8}=$ $1.15 f_{\pi}$ [9-11], instead of $f_{1}=f_{\eta^{\prime}}$ found from the sum rule, the use of equation (42) (at $\theta_{1}=-2.7^{\circ}$ ) yields

$$
\begin{equation*}
\theta_{8}=-(26.5 \pm 3.5)^{\circ} \tag{50}
\end{equation*}
$$

The value obtained above for $f_{\mathrm{n}^{\prime}}$ [see (43)] is slightly higher than the low-energy result (46); bearing in mind the uncertainties, we can consider, however, the agreement to be satisfactory.

In our calculation, we have taken no account of $\alpha_{s}$ corrections, which are of importance for the first term on the right-hand side of (27) [19], but this term contributes only $5 \%$ to the total result. The $\alpha_{s}$ corrections to gluonic-condensate contributions are masked by uncertainties in higher order gluonic condensates. Among terms proportional to $m_{s}$ and $m_{s}^{2}, \alpha_{s}$ corrections appear only as corrections to the two last terms in (34), not to the main term $-4 m_{s}\langle 0| \bar{s} s|0\rangle$, which is proportional to $m_{s}$. These corrections are not so great as to affect the value of the mixing angle. To the term proportional to $m_{s}^{2}$, there are also instanton corrections on the same order of magnitude. Allowances for all these corrections to the terms proportional to $m_{s}^{2}$ is the subject of a further study. We believe that, upon their inclusion, the value of the mixing angle will still be within the limits adopted above for errors.

The slopes of the left- and right-hand sides of (41) in $M^{2}$ are different: positive on the left-hand side and negative on the right-hand side. For this reason, it is impossible to determine $m_{\eta^{\prime}}^{2}$ through the derivative of (41) with respect to $M^{2}$, as this was done sometimes in the QCD sum-rule approach: the sum rule is satisfactory, but its derivative is not.

The problem of determining $\chi^{\prime}(0)$ or $f_{\eta^{\prime}}$ within the standard approach of QCD sum rules without allowing for instantons was studied in [19]. The result obtained there for $\chi^{\prime}(0)$ or $f_{\eta^{\prime}}^{2}$ is smaller than ours (by a factor of 3 to 4). The basic difference from the calculations presented here (apart from the instanton contribution) is that the authors of [19] chose much larger values for the continuum and for the effective Borel parameter: $s_{0}=$ $6 \mathrm{GeV}^{2}$ and $M^{2} \sim 3-4 \mathrm{GeV}^{2}$. Therefore, the model of the hadronic spectrum in $J^{P C}=0^{-+}$flavor-singlet channel with a gap between the $\eta$ '-meson mass and 2.5 GeV was accepted in [19]. However, there are at least three resonances with $\eta^{\prime}$ quantum numbers between the $\eta^{\prime}$ meson mass and 2.5 GeV . For this reason, that model is not acceptable physically. The other drawback of the sum rule used in [19] \{equation (D.11) from [19], which is similar to (41), but which features no $\eta-\eta^{\prime}$ mixing \} is that the main contribution to the sum rule comes from the terms proportional to $m_{s}$ and $m_{s}^{2}$. These terms saturate $60 \%$ of the final result, and $S U(3)$ flavor symmetry is badly violated in the sum rule [19], in contradiction to experimental data. Moreover, if $\eta-\eta^{\prime}$ mixing were introduced (this was not done in [19]), one could calculate the $\eta-\eta$ ' mixing angle, representing the phenomenological side of the sum rule by (39) and (40). The result for the mixing angle $\theta_{8}$ would then be $\theta_{8} \approx 45^{\circ}$; that is, $\eta^{\prime}$ is not mainly flavor-singlet, and $\eta$ is not mainly octet-in evident contradiction to experimental data.

In summary, we have shown that, in even the simplest version, the instanton model describes reasonably well the properties of the correlation function for the topological density-that is, the value of $\chi^{\prime}(0), \chi\left(Q^{2}\right)$ at high $Q^{2}$, the values of the $\eta^{\prime}$ coupling constant, and the $\eta^{\prime}-\eta$ mixing angle.
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#### Abstract

Within the theory of $S U(2)$ and $S U(3)$ Yang-Mills gauge fields, the effective Lagrangian is derived with allowance for the modification in the gluon and quark spectra that arises in a constant magnetic field with constant potentials. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Many models have been proposed to describe the vacuum state of a gluon field (see [1-38]). However, attention given to the simplest possibility-that is, to the model featuring a semiclassical field that is constant in time and space-has been insufficient in our opinion. We mean here coordinate- and time-independent solutions to the Yang-Mills equation with a constant righthand side-for example, those of the type

$$
\begin{equation*}
V_{\mu}^{a}(x)=V \delta_{\mu}^{a}, \tag{1}
\end{equation*}
$$

where $V$ is a constant having dimensions of mass; $\mu=$ $0, \ldots, 3$; and $a=1, \ldots, 8$. This solution is known in the literature (see [12, 20-22]) as a non-Abelian condensate. It satisfies the classical Yang-Mills equation with external current $J_{\mu}^{a}=2 g^{2} V \delta_{\mu}^{a}$. Within a theory exhibiting a spontaneous breakdown of trivial-vacuum stability, such a condensate can be generated by quantum corrections to the Yang-Mills Lagrangian at $J_{\mu}^{a}=0$. In the present study, we do not study the conditions under which a condensate may arise; instead, we focus on deriving the one-loop effective Lagrangian in a given field. Our calculations are performed in the back-ground-field gauge. Since the results presented in the literature for $S U(2)$ theory are not always consistent and since the effective Lagrangian has not yet been calculated for the more realistic $S U(3)$ case, we pursue our goal, invoking two different approaches: that which relies on evaluating determinants and that which involves determining the trace of the matrix logarithm (the results proved to be coincident). In calculating $L_{\text {eff }}^{(1)}$, we ignore the tachyon part of the gluon spectrum, assuming that quantum corrections are controlled by the logarithmically divergent contribution from the

[^13]ultraviolet part of the spectrum [19], in which case they are not sensitive to the region of low momenta.

## 2. ORIGINAL LAGRANGIAN

The gauge-field Lagrangian $L=L_{\mathrm{YM}}+L_{\mathrm{GF}}+L_{\mathrm{FP}}+$ $J_{\mu}^{a} V_{\mu}^{a}+L_{q}$ includes the conventional Yang-Mills Lagrangian

$$
\begin{equation*}
L_{\mathrm{YM}}=-\frac{1}{4} F_{\mu \nu}^{a} F_{\mu \nu}^{a}, \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} V_{v}^{a}-\partial_{\nu} V_{\mu}^{a}+g c^{a b c} V_{\mu}^{b} V_{v}^{c} ; \tag{3}
\end{equation*}
$$

the gauge-fixing $L_{\mathrm{GF}}$ term; the Faddeev-Popov ghost Lagrangian $L_{\mathrm{FP}}$; the term responsible for coupling to external currents $J_{\mu}^{a}$; and the quark Lagrangian $L_{q}$. We seek solutions close to a constant classical field: $V_{\mu}^{a} \longrightarrow V_{\mu}^{a}+v_{\mu}^{a}$. For the Lagrangian of quantum fluctuations $v_{\mu}^{a}$, we choose the background-field gauge, setting

$$
\begin{equation*}
L_{\mathrm{GF}}=-\frac{1}{2}\left(\partial_{\mu} v_{\mu}^{a}+g c^{a b c} V_{\mu}^{b} v_{\mu}^{c}\right)^{2}=-\frac{1}{2}\left(\nabla_{\mu}^{a c} v_{\mu}^{c}\right)^{2}, \tag{4}
\end{equation*}
$$

where $V_{\mu}^{b}$ is a constant. With the aid of the vector operator $\nabla_{\mu}^{a c}=\partial_{\mu} \delta^{a c}+g c^{a b c} V_{\mu}^{b}$, the linearized equations of motion for small deviations $v_{v}^{c}$ from the constant field $V_{v}^{c}$ can be conveniently represented as

$$
\begin{equation*}
-M_{\mu \nu}^{a d} v_{v}^{d}=\left(\delta_{\mu \nu} \nabla_{\lambda}^{a c} \nabla_{\lambda}^{c d}+2 g c^{a b d} F_{\mu \nu}^{b}\right) v_{v}^{d}=-j_{\mu}^{a}, \tag{5}
\end{equation*}
$$

where $j_{\mu}^{a}$ stands for small external currents and $F_{\mu \nu}^{b}=$ $g c^{b c d} V_{\mu}^{c} V_{v}^{d}$.

Equations (5) are valid for any background fieldin particular, they remain in force for arbitrary constant fields generated by constant currents. The matrix $M_{\mu \nu}^{a d}=M_{\mathrm{v} \mathrm{\mu}}^{d a}$ involves the term $\delta_{\mu \nu} \nabla_{\lambda}^{a c} \nabla_{\lambda}^{c d}$, which is symmetric under the permutations $\mu \nu \longrightarrow \nu \mu$ or $a d \longrightarrow d a$, and the term $2 g c^{a b d} F_{\mu \nu}^{b}$, which is antisymmetric under these permutations. Hence, the spectrum of the matrix $M_{\mu \nu}^{a d}$ depends not only on the invariant $F^{2}=F_{\mu \nu}^{a} F_{\mu \nu}^{a}$, but also on $V_{\mu}^{a} V_{\mu}^{a}$. However, the final result contains only $F^{2}$.

The translation invariance of the linearized equations (5) enables us to represent quantum fluctuations as the sum of plane waves $\exp \left(-i p_{\mu} x_{\mu}\right)=\exp \left(-i \omega x_{0}+\right.$ $i \mathbf{k} \cdot \mathbf{x})$. The eigenvalues of the momentum $p_{\mu} \equiv(\omega, \mathbf{k})$ are determined by the matrix $M_{\mu \nu}^{a d}$, with the sum of the squared momentum eigenvalues, $\sum_{s} p_{\mu}^{(s)} p_{\mu}^{(s)}$, being controlled by the trace of this matrix (to be more specific, by the trace of the first term $\delta_{\mu \nu} \nabla_{\lambda}^{a c} \nabla_{\lambda}^{c d}$ in $M_{\mu \nu}^{a d}$, since the second term involves no diagonal elements).

## 3. CALCULATING ONE-LOOP CORRECTIONS TO THE YANG-MILLS LAGRANGIAN

In the constant-background-field gauge, the contribution of the time component of fluctuations cancels half the ghost contribution. The quantity $L^{(1)}$ is calculated by the formula

$$
\begin{equation*}
L^{(1)}= \pm \frac{1}{2} \int \frac{d^{4} p}{(2 \pi)^{4}} \ln \frac{\operatorname{Det} M}{\operatorname{Det} M^{(0)}}, \tag{6}
\end{equation*}
$$

a minus (plus) sign being taken for the spacelike (timelike) components (the matrix in question involves no mixed elements).

The matrix $M \equiv M_{\mu v}^{a d}$ appears in the linearized equation of motion $M V=-j$ and has the form $M=-\nabla^{2}-2 g F$, while the matrix $M^{(0)}$ is given by the simple expression $M^{(0)}=-\partial_{\mu}^{2}$.
3.1. Within $S U(2)$ theory, $M$ has dimensions of $12 \times$ 12 and admits a partial diagonalization. The time sector $(3 \times 3)$ is diagonalized completely by choosing a basis formed by amplitudes featuring isospin projections of 0 and $\pm 1$ onto the momentum direction. The spatial sector $(9 \times 9)$ can be simplified by using a basis constructed in terms of the amplitudes characterized by the combinedspin projections of $\pm 2$ (two singlets), $\pm 1$ (two doublets), and 0 (triplet) (by the combined spin, we mean the vector sum $\mathbf{s}+\mathbf{j}$, where $\mathbf{j}$ is the ordinary spin and $\mathbf{s}$ is the isospin). We consider the constant-field condensate

$$
\begin{equation*}
V_{\mu}^{a}=V \delta_{\mu}^{a}, \tag{7}
\end{equation*}
$$

where $V$ is a constant. It can also be written in the form $V_{1}^{1}=V_{2}^{2}=V_{3}^{3}=V$, with the remaining components being equal to zero.

All calculations are performed in the Euclidean metric, where the squared four-momentum is $p^{2}=k^{2}+\omega^{2}$, $k$ and $\omega$ being, respectively, the absolute value of the 3 -momentum and the frequency. In integrating, with respect to angles, power series in terms of $p$ and $k$, we make use of the relations $\left\langle k^{2} p^{-2}\right\rangle=3 / 4,\left\langle k^{4} p^{-4}\right\rangle=5 / 8$, $\left\langle\omega^{2} p^{-2}\right\rangle=1 / 4$, and $\left\langle\omega^{4} p^{-4}\right\rangle=1 / 8$. In performing integration with respect to the radial momentum component, we set $d^{4} p=\pi^{2} p^{2} d p^{2}$. The logarithm of the determinant of the matrix $M$ can be replaced by the sum of logarithms of the determinants of separate blocks, which appear to be polynomials in $p^{2}$ and $k$. The calculations are simplified by combining blocks characterized by spin projections that are equal in absolute value, but which are opposite in sign. In this case, only even powers of $k$ survive, so that a smaller number of terms must be taken into account in the expansion being considered. The determinants represent products of the eigenvalues $\lambda_{i}$; therefore, only the products $\prod_{i} \lambda_{i}$ are needed to calculate $L^{(1)}$, solving the characteristic equations being unnecessary. The computational technique will be demonstrated by considering the example of the product of the blocks characterized by the combinedspin projections of $\pm 1$. We have

$$
\operatorname{Det}( \pm)=\left|\begin{array}{cc}
p^{2}+2 \pm 2 k & -2  \tag{8}\\
-2 & p^{2}+2
\end{array}\right|
$$

Here, the momentum is taken to be a dimensionless variable that is obtained upon the substitution $p^{2} \longrightarrow$ $p^{2} / g^{2} V^{2}$. Further, we consider the product $p^{8}+8 p^{6}-$ $4 k^{2} p^{4}+16 \omega^{2} p^{2}-16 k^{2}$ of the determinants for the matrix $M^{(0)}$. Dividing this product by $p^{8}$ and taking the logarithm of the quotient, we arrive at

$$
\begin{equation*}
\ln \left(1+\left(8-4 k^{2} p^{-2}\right) p^{-2}+16 \omega^{2} p^{-6}-16 k^{2} p^{-8}\right) \tag{9}
\end{equation*}
$$

Expanding the logarithm in a power series in terms of $p^{-2}$, we obtain

$$
\begin{gather*}
\left(8-4 k^{2} p^{-2}\right) p^{-2}+16\left(\omega^{2} p^{-2}\right) p^{-4} \\
-\frac{1}{2}\left(64-64 k^{2} p^{-2}+16 k^{4} p^{-4}\right) p^{-4}+\ldots \tag{10}
\end{gather*}
$$

Here, the first term leads to a quadratic divergence, which is discarded. We retain only terms of order $p^{-4}$, which lead to a logarithmic divergence. Integration with respect to the angles of a four-dimensional sphere with allowance for the common sign yields the total prelogarithmic factor of $\gamma=-[4-(1 / 2)(64-48+10)]=+9$. The contributions of the remaining blocks are calculated in a similar way. For $S U(2)$ theory, the numerical factors for all the blocks are presented in Table 1. In this
table, $m$ is the combined-spin projection, $n$ is the number of the amplitudes in a block, $\gamma$ is a numerical factor, and Det is a characteristic polynomial. We display spacelike amplitudes in the first three rows, timelike amplitudes in the two rows that follow, and the sum in the last row.

Summing the numerical factors for all the blocks and recovering the dimensional form, we find in the $S U(2)$ case that

$$
\begin{equation*}
L^{(1)}=-\frac{11 g^{4} V^{4}}{16 \pi^{2}} \ln \frac{V^{2}}{\mu^{2}}=-\frac{11 g^{2} H^{2}}{48 \pi^{2}} \ln \frac{H}{\mu^{2}}, \tag{11}
\end{equation*}
$$

where $\mu$ is the normalization point and $H^{2}=\frac{1}{2} F^{2}$ is the square of the constant-chromomagnetic-field strength. This result is half as great as that obtained in [22], but it coincides with the result obtained in [1-3] for the case of a constant Abelian field.
3.2. Going over to $S U(3)$ theory, we first consider the case of a conventional condensate as given by (7) (below, it is denoted by $N_{s}$ ). This condensate corresponds to the mapping of the rotation group onto the $S U(2)$ group that appears to be a subgroup of the color group and which is spanned by the generators $T_{1}, T_{2}$, and $T_{3}$. Within this subgroup, all features of the gluon spectrum and the contributions of individual sectors to the effective Lagrangian replicate exactly the pattern of $S U(2)$ theory. Five generators of the $S U(3)$ group beyond the subgroup form a coset involving 20 amplitudes. The corresponding $20 \times 20$ matrix can be partitioned into blocks according to the values of the combined spin

$$
\begin{equation*}
\mathbf{S}=\mathbf{j}+\mathbf{s} \tag{12}
\end{equation*}
$$

and of its projection $m$ onto the momentum direction. The amplitudes associated with the isospin-singlet generator $T_{8}$ do not interact with the condensate and do not therefore contribute to $L^{(1)}$. The generators $T_{4}, T_{5}, T_{6}$, and $T_{7}$ corresponding to the isospin of $1 / 2$ give rise to $2 \times 4 S=3 / 2$ amplitudes and $2 \times 2 S=1 / 2$ amplitudes in spatial components; they also generate $2 \times 2 S=1 / 2$ amplitudes in time components. The combined-spin projection onto the momentum direction,

$$
\begin{equation*}
m=(\mathbf{S} \cdot \mathbf{k}) /|\mathbf{k}|, \tag{13}
\end{equation*}
$$

is unaffected by any term of the matrix $M$, while the square of combined spin, $(\mathbf{S})^{2}=S(S+1)$, is conserved by any term, with exception of $V_{\mu} \partial_{\mu}$. In order to establish the relation between the matrix $M_{\mu \nu}^{a d}$ and the quantum numbers $S$ and $m$, we write this matrix in the expanded form

$$
\begin{gather*}
M_{\mu \nu}^{a d}=\delta_{\mu \nu}\left(\partial_{\lambda} \partial_{\lambda} \delta^{a d}+2 V \partial_{i} c^{a i d}+V^{2} c^{a i c} c^{c i d}\right)  \tag{14}\\
+2 V^{2} c^{a b d} c^{b \mu \nu}
\end{gather*}
$$

Table 1

| $m$ | $n$ | $\gamma$ | Det |
| ---: | ---: | ---: | :--- |
| $\pm 2$ | 2 | 5 | $p^{4}-4 k^{2}$ |
| $\pm 1$ | 4 | 9 | $p^{8}+8 p^{6}-4 k^{2} p^{4}+16 \omega^{2} p^{2}-16 k^{2}$ |
| 0 | 3 | 7 | $p^{6}+10 p^{4}-4 k^{2} p^{2}+24 p^{2}-8 k^{2}$ |
| $\pm 1$ | 2 | 3 | $p^{4}+4 \omega^{2}+4$ |
| 0 | 1 | -2 | $p^{2}+2$ |
|  | 12 | 22 |  |

In the last term, which is proportional to $F_{\mu \nu}^{b}$, the factor $c^{b \mu \nu}$ vanishes if at least one of the subscripts $\mu$ or $v$ is zero. The terms involving $V^{2}$ can easily be expressed in terms of the spin variables as

$$
\begin{gather*}
c^{a i c} c^{c i d}=s(s+1)  \tag{15}\\
2 c^{a b d} c^{b i j}=-2(\mathbf{j} \cdot \mathbf{s})  \tag{16}\\
=j(j+1)+s(s+1)-S(S+1)
\end{gather*}
$$

The operator $2 V \partial_{i} c^{\text {aid }}$ is proportional to the isospin projection onto the direction associated with the momentum; it does not conserve the total combined spin, but conserves its projection onto the momentum direction. In order to employ the amplitudes characterized by specific quantum numbers $S$ and $m$ as a basis, it is necessary to introduce the subspace of amplitudes associated with all those values of $S$ that are compatible with a given value of $m$ and to go over, by using conventional rules for the composition of angular momenta, to the helicity amplitudes characterized by specific values of the projections of $\mathbf{j}$ and $\mathbf{s}$ onto the quantization axis. By applying this technique to amplitudes associated with the generators $T_{4}, \ldots, T_{7}$, we obtain following results.

For the $m= \pm 3 / 2$ sector, the characteristic polynomial is Det $=p^{2} \pm k-1 / 4$ and the resulting contribution is $\gamma=3 / 4$. The $S=3 / 2$ amplitudes are unstable even at $k=0$, which results in the existence of tachyons for $k^{2}<V^{2}$.

For the $m= \pm 1 / 2$ spacelike amplitudes, the characteristic polynomial is

$$
\begin{align*}
\text { Det }= & \left|\begin{array}{cc}
p^{2} \pm k / 3-1 / 4 & \mp 2 \sqrt{2} k / 3 \\
\mp 2 \sqrt{2} k / 3 & p^{2} \mp k / 3-11 / 4
\end{array}\right|  \tag{17}\\
& =p^{4}+\frac{5}{2} p^{2}-k^{2} \pm k-11 / 16
\end{align*}
$$

and the resulting contribution is $\gamma=9 / 2$.
For the sector of $m= \pm 1 / 2$ timelike amplitudes, we have Det $=p^{2} \pm k+3 / 4$ and $\gamma=1 / 4$.

Upon summation, the result must be doubled since each sector makes a double contribution: $\sum \gamma=11$. The total contribution of the generators $T_{4}, T_{5}, T_{6}$, and $T_{7}$ amounts to half the contribution of the generators $T_{1}$,

## Table 2

| $j$ | $m$ | $n$ | $\gamma$ | Det |
| :--- | ---: | ---: | ---: | :--- |
| 1 | $\pm 3$ | 2 | $9 / 4$ | $p^{2}+1 / 2 \pm 2 k$ |
| 1 | $\pm 2$ | 4 | $-15 / 16$ | $p^{4}+\frac{5}{2} p^{2}+2 k^{2}+1 \pm k\left(3 p^{2}+7 / 2\right)$ |
| 1 | $\pm 1$ | 6 | $21 / 16$ | $p^{6}+\frac{11}{2} p^{4}+2 p^{2} k^{2}+\frac{17}{2} p^{2}+3 k^{2}+3$ |
|  |  |  |  | $\pm k\left(3 p^{4}+10 p^{2}+27 / 4\right)$ |
| 1 | 0 | 3 | $63 / 16$ | $p^{6}+\frac{11}{2} p^{4}-p^{2} k^{2}+\frac{17}{2} p^{2}-\frac{3}{2} k^{2}+3$ |
| 0 | $\pm 2$ | 2 | $7 / 4$ | $p^{2}+3 / 2 \pm 2 k$ |
| 0 | $\pm 1$ | 2 | $-5 / 16$ | $p^{2}+3 / 2 \pm k$ |
| 0 | 0 | 1 | $-9 / 8$ | $p^{2}+3 / 2$ |
|  |  | 20 | $55 / 8$ |  |

$T_{2}$, and $T_{3}$ spanning the subgroup. For the $N_{s}$ case within $S U(3)$ theory, we eventually obtain

$$
\begin{equation*}
L^{(1)}=-\frac{33}{32 \pi^{2}} g^{4} V^{4} \ln \frac{V^{2}}{\mu^{2}}=-\frac{11 g^{2} H^{2}}{32 \pi^{2}} \ln \frac{H}{\mu^{2}} \tag{18}
\end{equation*}
$$

3.3. There is another version of the $S U(3)$ condensate, $N_{w}$. It corresponds to the mapping of the rotation group onto an $S U(2)$ subgroup spanned by three $S U(3)$ generators associated with the structure constants equal to $\pm 1 / 2$-for example, $T_{2}, T_{7}$, and $T_{5}$. In this case, the remaining five generators ( $T_{1}, T_{3}, T_{4}, T_{6}$, and $T_{8}$ ) form a quintet that corresponds to the formal-isospin value of 2. This partition of eight $S U(3)$ generators $(8=3+5)$ is used to describe quadrupole deformations of nuclei. In order to assign the triplet of the subgroup generators an isospin of 1 and the remaining generators an isospin of 2 , the common normalization of the generators must be doubled. We choose the direction of $T_{2}$ for the quantization axis in the group space and introduce the operators $T_{s \mu}$ characterized by specific values of the isospin and of its projection: $T_{11}=\left(-\lambda_{7}+i \lambda_{5}\right) / \sqrt{2}, T_{10}=\lambda_{2}$, $T_{1-1}=\left(\lambda_{7}+i \lambda_{5}\right) / \sqrt{2}, T_{22}=\left(-\lambda_{3}-i \lambda_{1}\right) / \sqrt{2}, T_{21}=\left(\lambda_{4}+\right.$ $\left.i \lambda_{6}\right) / \sqrt{2}, T_{20}=+\lambda_{8}, T_{2-1}=\left(-\lambda_{4}+i \lambda_{6}\right) / \sqrt{2}$, and $T_{2-2}=$ $\left(-\lambda_{3}+i \lambda_{1}\right) / \sqrt{2}$. On the right-hand sides of these equalities, we use the conventional notation for the GellMann matrices, but we imply the matrices of the adjoint representation, which obey the same commutation relations. These operators satisfy the standard commutation relations

$$
\begin{equation*}
\left[T_{1 v}, T_{s \mu}\right]=\sqrt{s(s+1)} C_{s \mu 1 v}^{s \mu+v} T_{s \mu+v} \tag{19}
\end{equation*}
$$

The introduction of the basis $T_{s \mu}$ and the use of the combined spin (12) simplify considerably the diagonalization of the matrix $M_{\mu \nu}^{a d}$.

The classification of $12 s=1$ amplitudes coincides with that presented in subsection 3.1 for the amplitudes in $S U(2)$ theory. The set of $20 s=2$ amplitudes can be partitioned into the $m= \pm 3, \pm 2, \pm 1$, and 0 blocks of the spacelike sector, which have dimensions $2 \times 2,4 \times 4$, $6 \times 6$, and $3 \times 3$, respectively, and $m= \pm 2, \pm 1$, and 0 blocks of the timelike sector, which have dimensions $2 \times 2,2 \times 2$, and $1 \times 1$, respectively. The operator $2 V \delta_{\mu v} \partial_{i} c^{I I d}$ [see equation (14)] is diagonal within the basis of amplitudes characterized by a specific value $\mu$ of the projection of the isospin $\mathbf{s}$ onto the momentum direction $\mathbf{k}(\mu=(\mathbf{k} \cdot \mathbf{s}) /|k|)$ and is equal to $k V \mu$. Here, $I=$ $I(i)$ is an integer-valued function of the index $i$; it takes the values of 2,5 , and 7 at $i=1,2$, and 3 , respectively. The operators quadratic in $V$ are diagonal at a specific value of the combined spin $S$ and are independent of the combined-spin projection $m$. Taking into account the change in the normalization of the generators, we must use the following relations for the $N_{w}$ condensate instead of (15) and (16):

$$
\begin{gather*}
c^{a i c} c^{c i d}=\frac{1}{4} s(s+1)  \tag{20}\\
2 c^{a b c} c^{b i j}=\frac{1}{4}(j(j+1)+s(s+1)-S(S+1)) \tag{21}
\end{gather*}
$$

For $N_{w}$, the contribution of $12 s=1$ amplitudes associated with the $S U(2)$ subgroup amounts to one-sixteenth of that obtained in $S U(2)$ theory: $\sum \gamma=11 / 8$. The results for $20 s=2$ amplitudes are displayed in Table 2.

In this table, the expressions for the determinants involve the dimensionless momenta obtained upon the substitutions $p \longrightarrow p / g V$ and $k \longrightarrow k / g V$. Summing the contributions from the $s=1[(S U(2)$ subgroup $]$ and $s=$ 2 sectors, we arrive at $\sum \gamma=33 / 4$ and

$$
\begin{equation*}
L^{(1)}=-\frac{33}{128 \pi^{2}} g^{4} V^{4} \ln \frac{V^{2}}{\mu^{2}}=-\frac{11}{32 \pi^{2}} g^{2} H^{2} \ln \frac{H}{\mu^{2}} \tag{22}
\end{equation*}
$$

The ratio of the contribution from the amplitudes associated with the subgroup to that from the remaining amplitudes is $2: 1$ for $N_{s}$ and $1: 5$ for $N_{w}$. Despite such large differences, the expressions for $L^{(1)}(H)$ are identical in the two cases.

## 4. QUARK CONTRIBUTION TO THE ONE-LOOP CORRECTION TO THE LAGRANGIAN

Quarks interacting with the condensate are treated as fermions in the fundamental representation of the color group. The quantity $L_{q}^{(1)}$ is determined by an integral of the logarithm of the determinant with respect to momenta:

$$
\begin{equation*}
L_{q}^{(1)}=\int \frac{d^{4} p}{(2 \pi)^{4}} \ln \frac{\operatorname{Det} M_{q}}{\operatorname{Det} M_{q}^{(0)}} \tag{23}
\end{equation*}
$$

Here, $M_{q}\left(M_{q}^{(0)}\right)$ is the matrix for the Dirac equations featuring a (no) field. Within $S U(2)$ and $S U(3)$ theories, the dimensions of these matrices are, respectively, $8 \times$ 8 and $12 \times 12$. Specifically, we have

$$
\begin{gather*}
M_{q}=i \gamma_{\mu} \nabla_{\mu}^{\alpha \beta}-m \delta^{\alpha \beta},  \tag{24}\\
i \nabla_{\mu}^{\alpha \beta}=p_{\mu} \delta^{\alpha \beta}-W_{\mu}^{\alpha \beta},  \tag{25}\\
W_{\mu}^{\alpha \beta}=g V_{\mu}^{b} \lambda_{b}^{\alpha \beta} / 2, \tag{26}
\end{gather*}
$$

where $\alpha$ and $\beta$ ( $a$ and $b$ ) are the color indices in the fundamental (adjoint) representation, while $\lambda_{b}$ is a GellMann matrix [within $S U(2)$ theory, it corresponds to the ordinary isospin matrices $\tau_{b}^{\alpha \beta}$ ].

In order to evaluate the determinants, it is convenient to go over to a second-order equation in terms of momenta by means of multiplication by the projection operator selecting solutions with $p_{0}>0$. Since the logarithmically divergent part of the integral in (23) is controlled by high momenta, we can disregard the mass $m$.

If $V_{0}^{b}=0$ and $V_{i}^{b}=V \delta_{i}^{b}$, the square of the matrix $M_{q}$ is given by

$$
\begin{equation*}
M_{q}^{2}=p^{2}-\gamma_{i} \gamma_{j}\left(p_{i} W_{j}+p_{j} W_{i}-W_{i} W_{j}\right) \tag{27}
\end{equation*}
$$

First, we perform our calculations within $S U(2)$ theory. Using the relation $\gamma_{i} \gamma_{j}=-\left(\delta_{i j}+i \varepsilon_{i j k} \sigma_{k}\right), \tau_{i} \tau_{j}=\delta_{i j}+$ $i \varepsilon_{i j k} \tau_{k}$, and $2 \sigma_{k} \tau_{k}=4(S(S+1)-3 / 2)$, we obtain

$$
\begin{equation*}
M_{q}^{2}=p^{2}+V p_{i} \tau_{i}-\frac{1}{4} V^{2}(9-4 S(S+1)) \tag{28}
\end{equation*}
$$

where $p^{2}=p_{\mu} p_{\mu}$ and $S$ is the combined spin, so that $S(S+1)=\left(\sigma_{k}+\tau_{k}\right)^{2} / 4$. Further, we go over to the Euclidean metric, $p^{2}=\omega^{2}+k^{2}$, and break down the determinant into two blocks associated with $S_{z}= \pm 1$ and $S_{z}=0$ (the direction of the spatial component of the momentum $p_{i}=k_{i}$ is chosen for the quantization axis). For the first block, the result obtained after the Wick rotation is

$$
\begin{equation*}
\operatorname{Det}(1)=\left(p^{2}+1 / 4\right)^{2}-k^{2} \tag{29}
\end{equation*}
$$

with $\tau_{i}= \pm 1$. Within the second block, the operator $\tau_{i}$ permutes the functions associated with $S=1$ and $S=0$, and we have

$$
\begin{gather*}
\operatorname{Det}(2)=\left|\begin{array}{cc}
p^{2}+1 / 4 & k \\
k & p^{2}+9 / 4
\end{array}\right|  \tag{30}\\
=p^{4}+\frac{5}{2} p^{2}-k^{2}+9 / 16
\end{gather*}
$$

In either case, the determinants of $M_{q}^{(0)}$ are equal to $p^{4}$. The quark spectra are free from the tachyon part.

By using the same procedure as in the preceding section to calculate the momentum integral in (23), we
find that $\operatorname{Det}(1)$ does not contribute and that the contribution of the second determinant is $\sum \gamma=1$. For the effective Lagrangian, we obtain

$$
\begin{equation*}
L_{q}^{(1)}=N_{q} \frac{g^{4} V^{4}}{16 \pi^{2}} \ln \frac{V^{2}}{\mu^{2}}, \tag{31}
\end{equation*}
$$

where $N_{q}$ is the number of quark types.
Within $S U(3)$ theory, there are two modifications of the gluon condensate. For the first one, denoted below by $N_{s}$, the rotation group $O(3)$ is projected onto ordinary $S U(2)$ subgroup of the color group; the generators of this subgroup can be chosen to be $\lambda_{1} / 2, \lambda_{2} / 2$, and $\lambda_{3} / 2$. For the second type of condensate (we denote it by $N_{w}$ ), the doubled operators $\lambda_{2}, \lambda_{7}$, and $-\lambda_{5}$, which would have, in the case of a conventional normalization, the structure constants of $\pm 1 / 2$ ( not $\pm 1$, as in the preceding version), are taken for the generators of the subgroup.

We begin by considering the first possibility, in which case we arrive at a result nearly identical to the preceding one. For the $S U(3)$ case, the result obtained instead of (28) in the Euclidean metric is

$$
\begin{equation*}
M_{q}^{2}=p^{2}+V k_{i} \lambda_{i}+\frac{1}{4} V^{2}\left(2+\delta_{i j} d_{i j k} \lambda_{k}-\varepsilon_{i j k} c^{i j l} \sigma_{k} \lambda_{l}\right) . \tag{32}
\end{equation*}
$$

The operator $\varepsilon_{i j k}{ }^{i j l}$ is equal to $2 \delta_{k l}$ for $N_{s}$ and half as great as that for $N_{w}$.

In the $N_{s}$ case, the operator $2+d_{i i k} \lambda_{k}$ is equal to the tripled projection operator $\operatorname{diag}(1,1,0)$. Hence, the third component of the fundamental $S U(3)$ representation is inoperative completely, and the correction to the Lagrangian is given by (31).

In the $N_{w}$ case, all three quark colors must be taken into account. The constant-potential components are

$$
\begin{equation*}
V_{1}=V \lambda_{2} / 2, \quad V_{2}=V \lambda_{7} / 2, \quad V_{3}=-V \lambda_{5} / 2 \tag{33}
\end{equation*}
$$

In a condensed notation, we have $V_{i}=V \lambda_{I} / 2$, where $\lambda_{I}$ takes the form of $\lambda_{2}, \lambda_{7}$, and $-\lambda_{5}$ for $i=1,2$, and 3 , respectively. In this case, we can easily show that $d_{I I k} \lambda_{k}=0$. A partial diagonalization of the relevant matrix is accomplished by partitioning the amplitude according to the values of the combined-spin projection onto the momentum direction,

$$
\begin{equation*}
m=\left(\sigma_{i} / 2+\lambda_{i}\right) k_{i} / k \tag{34}
\end{equation*}
$$

$m$ taking the values of $\pm 3 / 2$ and $\pm 1 / 2$.
In calculating the product $\sigma_{k} \lambda_{k}$, it is convenient to use the quark basis

$$
a_{+}=\frac{1}{\sqrt{2}}\left(\begin{array}{c}
1  \tag{35}\\
i \\
0
\end{array}\right), \quad a_{0}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad a_{-}=\frac{1}{\sqrt{2}}\left(\begin{array}{c}
1 \\
-i \\
0
\end{array}\right),
$$

in which the matrix $\lambda_{2}$ acts as a diagonal operator:

$$
\begin{equation*}
\lambda_{2} a_{+}=a_{+}, \quad \lambda_{2} a_{0}=0, \quad \lambda_{2} a_{-}=-a_{-} . \tag{36}
\end{equation*}
$$

The $m=1 / 2$ amplitudes

$$
\begin{align*}
A_{3} & =\left(a_{+} b_{-}+\sqrt{2} a_{0} b_{+}\right) / \sqrt{3}, \\
A_{1} & =\left(\sqrt{2} a_{+} b_{-}-a_{0} b_{+}\right) / \sqrt{3} \tag{37}
\end{align*}
$$

are associated with the combined-spin values of $3 / 2$ and $1 / 2$, with the projection of the combined spin being $+1 / 2$ in either case ( $b_{+}$and $b_{-}$are the eigenvectors of the ordinary spin, $\sigma_{i} b_{ \pm}= \pm b_{ \pm}$).

With the aid of the identity $S(S+1)=3 / 4+2+\sigma_{k} \lambda_{k}$, we obtain $\sigma_{i} \lambda_{I}=-2$ and 1 for $A_{1}$ and $A_{3}$, respectively. It is obvious that $m= \pm 3 / 2$ for the $S=3 / 2$ amplitudes. We also have $k_{i} \lambda_{I}= \pm k$ for $S=3 / 2$ and $m= \pm 3 / 2$. When $m=$ $\pm 1 / 2$, there is a nondiagonal operator in the basis formed by $A_{3}$ and $A_{1}$ :

$$
k_{i} \lambda_{I}=\frac{k}{3}\left(\begin{array}{cc}
1 & \pm \sqrt{2}  \tag{38}\\
\pm \sqrt{2} & 2
\end{array}\right)
$$

The characteristic polynomial for the $m= \pm 3 / 2$ sector coincides with the right-hand side of (29). This sector does not contribute to $L^{(1)}$. In the $m= \pm 1 / 2$ case, we obtain

$$
\begin{align*}
\text { Det } & =\left|\begin{array}{cc}
p^{2}+1 / 4 \pm k / 3 & \pm \sqrt{2} / 3 \\
\pm \sqrt{2} / 3 & p^{2}+1 \pm 2 k / 3
\end{array}\right|  \tag{39}\\
& =p^{4}+\frac{9}{4} p^{2}+1 / 4 \pm k\left(p^{2}+1 / 2\right) .
\end{align*}
$$

In summary, $\sum \gamma=1 / 4$, and the final result is

$$
\begin{equation*}
L_{q}^{(1)}=\frac{N_{q}}{64 \pi^{2}} g^{4} V^{4} \ln \frac{V^{2}}{\mu^{2}}=\frac{N_{q}}{48 \pi^{2}} g^{2} H^{2} \ln \frac{H}{\mu^{2}} . \tag{40}
\end{equation*}
$$

## 5. CALCULATION OF THE LOGARITHMICALLY DIVERGENT PART OF THE ONE-LOOP EFFECTIVE LAGRANGIAN WITHIN ARBITRARY GAUGE THEORY FOR AN ARBITRARY CONSTANT BACKGROUND FIELD

The calculations presented in preceding sections can be considerably generalized and extended if we focus on the divergent part of the effective Lagrangian. It turned out that this divergent part can be calculated in a compact form within an arbitrary gauge theory and for an arbitrary background field. We begin by introducing the convenient notation

$$
\begin{equation*}
(\hat{A})_{a b}=g\left(T_{c}\right)_{a b} A_{c} \tag{41}
\end{equation*}
$$

for the contraction of a group vector with the group generators (here, $g$ stands for the coupling constant). In the adjoint representation, we have $\left(T_{c}\right)_{a b}=c_{a c b}$. In the following, we everywhere suppress group indices on the quantities involved, retaining only Lorentz indices. The covariant derivative can then be written in the form $\nabla=\partial+\hat{V}$. For the constant field $V$, the Jacobi identity yields

$$
\begin{equation*}
\hat{F}_{\mu \nu}=\widehat{V}_{\mu} V_{v}=\hat{V}_{\mu} \hat{V}_{v}-\hat{V}_{v} \hat{V}_{\mu} \tag{42}
\end{equation*}
$$

As in preceding sections, we will employ here the cutoff regularization, denoting the cutoff momentum by $\Lambda$.

The one-loop Lagrangian is given by

$$
\begin{align*}
& L^{(1)}=\ln \left[\operatorname{Det}^{-1 / 2}\left(G / G_{0}\right) \operatorname{Det}\left(D / D_{0}\right) \operatorname{Det}^{N}\left(S / S_{0}\right)\right] \\
= & -\frac{1}{2} \ln \operatorname{Det}\left(G / G_{0}\right)+\ln \operatorname{Det}\left(D / D_{0}\right)+N \ln \operatorname{Det}\left(S / S_{0}\right) . \tag{43}
\end{align*}
$$

Here, $G, D$, and $S$ are the quadratic-form operators defined for gluons, ghosts, and fermions, respectively; they are obtained upon a shift by the background field in the Lagrangian. This means that $G$ and $S$ coincide with the matrices $M$ and $M_{q}$ from the preceding sections, but they are written in a new notation:

$$
\begin{gather*}
G_{\mu v}=\nabla^{2} \delta_{\mu \nu}+2 \hat{F}_{\mu v},  \tag{44}\\
D=\nabla^{2}, \quad S=\gamma \nabla-m . \tag{45}
\end{gather*}
$$

In (43), we have also denoted by $G_{0}, D_{0}$, and $S_{0}$ the values of $G, D$, and $S$, respectively, at zero background field and by $N$ the number of flavors. In the following, we disregard fermion masses. In the momentum representation, we have $\partial \longrightarrow i p$; introducing a unit vector $n$ directed along the momentum vector, we obtain

$$
\begin{gather*}
\left(G / G_{0}\right)_{\mu \nu}=\delta_{\mu \nu}-\frac{2 i n \hat{V} \delta_{\mu \nu}}{p}-\frac{\hat{V}^{2} \delta_{\mu \nu}+2 \hat{F}_{\mu \nu}}{p^{2}}  \tag{46}\\
D / D_{0}=1-\frac{2 i n \hat{V}}{p}-\frac{\hat{V}^{2}}{p^{2}}  \tag{47}\\
S / S_{0}=1-\frac{(\gamma \hat{V})(\gamma n)}{p}
\end{gather*}
$$

Since the divergence in the momentum integral stems exclusively from the upper limit, it can be isolated in the following way. We break down the integration interval $[0, \Lambda]$ in the regularized integral into the intervals $[0, V]$ and $[V, \Lambda]$, where $V$ is the value of any component of the background potential. Only the second integral diverges upon the removal of regularization; therefore, it is sufficient to restrict our consideration to this integral. Using the identity $\ln \operatorname{Det} A=\operatorname{tr} \ln A$ and expanding the matrix logarithm into a power series as

$$
\begin{equation*}
\ln (1-A)=-A-\frac{1}{2} A^{2}-\frac{1}{3} A^{3}-\frac{1}{4} A^{4}+\ldots \tag{48}
\end{equation*}
$$

we can isolate terms proportional to $1 / p^{4}$, which lead to a logarithmic divergence:

$$
\begin{equation*}
\int_{V}^{\Lambda} \frac{d^{4} p}{(2 \pi)^{4}} \frac{A(n)}{p^{4}}=\frac{1}{8 \pi^{2}}\langle A(n)\rangle \ln \frac{\Lambda}{V} . \tag{49}
\end{equation*}
$$

(The averaging denoted by angular brackets is performed over the directions of the vector $n$.) We further consider the contributions of gluons, ghosts, and fermions separately.

The gluon contribution is given by

$$
\begin{gather*}
\left\langle\operatorname { t r } \left[-\frac{1}{2}\left(\hat{V}^{2} \delta_{\mu \nu}+2 \hat{F}_{\mu \nu}\right)\left(\hat{V}^{2} \delta_{\mu \nu}+2 \hat{F}_{v \mu}\right)\right.\right.  \tag{50}\\
\left.\left.-4 \hat{V}^{2}(2 i n \hat{V})^{2}-(2 i n \hat{V})^{4}\right]\right\rangle .
\end{gather*}
$$

The mean values of the products of two and four vectors can be determined by the formulas

$$
\begin{gather*}
\left\langle n_{\alpha} n_{\beta}\right\rangle=\frac{1}{4} \delta_{\alpha \beta},  \tag{51}\\
\left\langle n_{\alpha} n_{\beta} n_{\mu} n_{v}\right\rangle=\frac{1}{24}\left(\delta_{\alpha \beta} \delta_{\mu v}+\delta_{\alpha \mu} \delta_{\beta v}+\delta_{\alpha v} \delta_{\beta \mu}\right) .
\end{gather*}
$$

Upon performing all contractions and taking into account the factor of $1 / 2$ in (43), we obtain (5/6) $\operatorname{tr}\left(\hat{F}_{\mu \nu} \hat{F}_{\mu \nu}\right)$. For the ghost contribution, we similarly arrive at [taking into account the factor of -1 in (43)] (1/12) $\operatorname{tr}\left(\hat{F}_{\mu \nu} \hat{F}_{\mu \nu}\right)$. Thus, the logarithmically divergent part of the effective Lagrangian within a fer-mion-free theory has the form

$$
\begin{equation*}
L^{(1)}=-\frac{1}{8 \pi^{2}} \frac{11}{12} \operatorname{tr}\left(\hat{F}_{\mu \nu} \hat{F}_{\mu \nu}\right) \ln \frac{\Lambda}{V} . \tag{52}
\end{equation*}
$$

The fermion contribution can be represented in the form $-(1 / 4) \operatorname{tr}[(\gamma \hat{V})(\gamma n)]^{4}$. We assume that, in the Euclidean case, $\gamma_{4}=i \gamma_{0}$; therefore, $\gamma_{\mu} \gamma_{\nu}+\gamma_{\nu} \gamma_{\mu}=-2 \delta_{\mu v}$. Using the formula for the average of the product of four vectors $n$ and the well-known properties of the Dirac matrices and taking into account the factor $-N$ in (43), we obtain the fermion contribution in the form $(N / 3) \operatorname{tr}\left(\hat{F}_{\mu \nu}, \hat{F}_{\mu \nu}\right)$, where the trace is calculated in that representation to which the fermions belong.

For any compact group and in any representation, we have

$$
\begin{equation*}
\operatorname{tr}\left(T_{a} T_{b}\right) \sim \delta_{a b} . \tag{53}
\end{equation*}
$$

Therefore, only the product $F_{\mu \nu} F_{\mu \nu}$ appears in all relevant expressions. This is a nontrivial fact, since we might have expected the emergence of the combinations $\operatorname{tr}\left(\hat{V}_{\mu} \hat{V}_{\mu} \hat{V}_{v} \hat{V}_{v}\right)$ and $\operatorname{tr}\left(\hat{V}_{\mu} \hat{V}_{v} \hat{V}_{\mu} \hat{V}_{v}\right)$, which appear in intermediate calculations; however, only their difference, as expressed in terms of $F_{\mu \nu} F_{\mu \nu}$, enters into the eventual result.

In the presence of fermions, the final expression for the logarithmically divergent part of the effective Lagrangian is given by

$$
\begin{equation*}
L^{(1)}=-\frac{1}{8 \pi^{2}}\left(\frac{11}{12} A+\frac{N}{3} B\right) F_{\mu \nu} F_{\mu \nu} \ln \frac{\Lambda}{V}, \tag{54}
\end{equation*}
$$

where $A$ and $B$ are factors entering into (53) in the adjoint representation and in the representation to which the fermions belong.

For example, $A=-2$ and $B=1 / 2$ for the $S U(2)$ group and fermions in the fundamental representation, and $A=-3$ and $B=1 / 2$ for the $S U(3)$ case and fermions in the fundamental representation.

Two important comments are in order here. It can easily be seen that the effective Lagrangian involves not only logarithmically divergent but also quadratically divergent terms. In order to eliminate them, we need gluon-mass counterterms, which break gauge invariance. In fact, gauge invariance is not broken: noninvariant gluon-mass counterterms are required only because of noninvariance of intermediate cutoff regularization. Had an invariant regularization procedure (for example, dimensional regularization) been employed, noninvariant counterterms would not have been necessary.

If the background field features only one dimensional parameter, it is meaningless to calculate the finite part of the effective Lagrangian. Its background-field dependence is obvious from dimensional considerations, while the coefficient is absorbed upon renormalization. For the background field of this type, the divergent part computed above represents the full one-loop contribution.

The coefficient in (54) is exactly equal to the oneloop beta function. To the best of our knowledge, 't Hooft [39] was the first to derive this result within the background-field method. By no means is this coincidence accidental since it is necessary to evaluate the same diagrams in deriving the beta function and the effective Lagrangian.

## 6. CONCLUSION

Calculation of quantum corrections to the Lagrangian is one of the most straightforward and conventional methods for studying the vacuum state in field theory [40]. The problem can be broken into two parts: (i) First, the trivial (perturbative) vacuum $|0\rangle$ is analyzed for stability. (ii) If this vacuum is found to be unstable, the second step consists in addressing the problem of establishing the stable vacuum state |vac> for the system in question. Within the Yang-Mills theory, the eventual solution to these problems has yet to be obtained, so that it is worthwhile to explain in some detail what advances have been made owing to the above calculations. We begin by discussing methodological questions. Within the background-field method, both the classical (background) and the quantum (fluctuations) part are traditionally considered by
means of perturbation theory [32]. A condensate (if any) cannot be treated as a small perturbation. In view of this, a procedure employing a complicated propagator that includes background-field effects in zero approximation seems preferable. Coleman and Weinberg [34] proposed such a procedure for a scalar field ( $\phi^{4}$ theory). In the present study, this procedure has been implemented for a more complicated gauge-field theory in the one-loop approximation. The interaction of fluctuations with the background field have been taken into account nonperturbatively; perturbation theory has been employed only to describe the interaction between various degrees of freedom of quantum fluctuations.

Addressing the problem of stability of the trivial vacuum $|0\rangle$, we would like to recall that Kabo and Shabad [21] obtained an incorrect sign of the one-loop effective Lagrangian and, on this basis, concluded erroneously that the vacuum state $|0\rangle$ cannot become unstable. Our calculations correct this result, which is probably due to an inappropriate choice of the quantization scheme. Although the region of the possible instability of $|0\rangle$ is beyond the validity limits of perturbation theory, a nonperturbative character of the calculation of the one-loop contribution to $L^{(1)}$ has enabled us to conclude that the stability of the trivial vacuum can in principle be violated.

Of course, it is hardly correct to consider the physical vacuum |vac〉 of the Yang-Mills field merely as a shifted field $V_{\mu}^{a}+v_{\mu}^{a}$ with fixed $V_{\mu}^{a}$. It is rather an ensemble-that is, a set of solutions compatible with the requirement of minimum energy. The results presented above indicate that, most likely, the degree of degeneracy of such a vacuum is higher than that which might have been expected in advance. This is because the expression obtained for $L^{(1)}$ is insensitive to condensate parameters of secondary importance: to a logarithmic accuracy, $L^{(1)}$ depends only on $F^{2}$, the relevant expressions for the Abelian and the non-Abelian condensate configurations being identical. That $L^{(1)}$ is independent of other field invariants of the same dimension is due not only to the symmetry of Yang-Mills theory but also to the appropriate choice of gauge. However, investigation of the gauge dependence of the one-loop Lagrangian is beyond the scope of the present study.
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#### Abstract

We study medium modifications of the dilepton $e^{+} e^{-}$and $\mu^{+} \mu^{-}$mass spectra in coherent photo- and electroproduction of $\rho^{0}(1 S)$ - and $\rho^{\prime}(2 S)$-meson resonances on nuclear targets. The analysis is performed within the coupled $\rho^{0}(1 S), \rho^{\prime}(2 S), \ldots$ channel formalism, where nuclear modifications derive from off-diagonal rescatterings. We find that the effect of off-diagonal rescatterings on the shape of the dilepton-mass spectrum in the $\rho^{0}(1 S)$-meson mass region is only marginal, but it is very important in the $\rho^{\prime}(2 S)$ mass region. The main offdiagonal contribution in the $\rho^{\prime}(2 S)$ mass region comes from the sequential mechanism $\gamma^{*} \longrightarrow \rho^{0}(1 S) \longrightarrow$ $\rho^{\prime}(2 S)$, which dominates $\rho^{\prime}(2 S)$ production for heavy nuclei. Our results also show that, in the $\rho^{\prime}(2 S)$ mass region, there is a considerable interference of the Breit-Wigner tail of the amplitude for the decay $\rho^{0}(1 S)$ to $e^{+} e^{-}$ and $\mu^{+} \mu^{-}$with the amplitude for the decay of $\rho^{\prime}(2 S)$ to $e^{+} e^{-}$and $\mu^{+} \mu^{-}$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The in-medium modification of hadrons in cold nuclear matter and hot QCD medium has been under active investigation throughout the last years. In particular, there was considerable interest in medium effects for light vector mesons. In several papers, the masses of vector mesons at rest in nuclear matter were calculated within various approaches [1-7]. The in-medium effects for moving vector mesons were discussed in [812]. Recall that, in optics, medium effects are described by the refraction index, which is calculable for dilute media in terms of the photon-atom forward-scattering amplitude. An extension of this formalism to fast vector mesons with the wavelength $\lambda=1 / p$ much shorter than the separation of nucleons in nuclear matter gives the inmedium mass shift $\Delta m_{V}$ and the collision broadening $\Delta \Gamma_{V}$ in the form ([8]; for relevant earlier work, see [13, 14])

$$
\begin{gather*}
\Delta m_{V}(E)=-2 \pi \frac{n_{A}}{m_{V}} \operatorname{Re} f(E),  \tag{1}\\
\Delta \Gamma_{V}(E)=\frac{n_{A}}{m_{V}} p \sigma(E),
\end{gather*}
$$

where $E$ and $m_{V}$ are the meson energy and in-vacuum mass, respectively; $f(E)$ is vector-meson-nucleon for-ward-scattering amplitude; and $n_{A}$ is the nuclear matter density. These formulas are quite general and must hold for any particle species in an infinite medium if inelas-

[^14]tic rescatterings or coupled-channel effects can be neglected (see below). An experimental observation of the in-medium mass shift and collision broadening (1) would be very interesting. Potentially, it could furnish information about the $V N$-scattering amplitude, which cannot be measured directly.

For the mass shift and collision broadening (1) to be observed experimentally, the typical decay length $L_{d} \sim$ $E / m_{V} \Gamma_{V}$ must be smaller than the nucleus radius $R_{A}$; that is, the momentum of the vector meson must be less than

$$
\begin{equation*}
p_{\rho}<6 \mathrm{GeV}, \quad p_{\omega}<300 \mathrm{MeV}, \quad p_{\phi}<200 \mathrm{MeV}, \tag{2}
\end{equation*}
$$

for the $\rho^{0}, \omega^{0}$, and $\phi^{0}$ meson, respectively [8]. Thus, only for the $\rho^{0}$ meson $^{3}$ ) is there a sufficiently broad energy interval where the relations (1) could be used.

The applicability limits (2) are purely kinematical ones: they do not take into account the possible interference of decays of a vector meson inside and outside the target nucleus and quantum effects in production of the vector mesons. Both effects were studied-and found to be important-in the recent [10] Glauber-Gribov multiple-scattering theory [15, 16] analysis of coherent $\rho^{0}$-meson photoproduction observed in $e^{+} e^{-}$ and $\mu^{+} \mu^{-}$dilepton modes or in both of them. The dilep-ton-mass spectrum was shown to have a two-component structure corresponding to the decays of $\rho^{0}$ mesons inside and outside the target nucleus. The inside component can be approximately described by the BreitWigner formula with the in-medium modified mass and width as predicted by (1). Since the nucleus has a finite size, this component with a broad width does not

[^15]develop, however, a genuine pole in the complex plane of the invariant mass $M$ of the lepton pair. The genuine pole in the complex plane of $M$ comes only from $\rho^{0}$ meson decays in a vacuum, and this outside component can be described by the standard Breit-Wigner formula with the in-vacuum mass and width. Boreskov et al. [10] found that, even at a low energy of $E \sim 2 \mathrm{GeV}$, such that $R_{A} / L_{d} \sim 2$ for heavy nuclei, the interference between the inside and outside components is substantial and produces a complex dilepton mass spectrum that cannot be described in terms of the Breit-Wigner formula with a definite mass and a definite width. By way of example, we indicate that, at $E=2 \mathrm{GeV}$, the dilepton mass spectrum was found to develop a minimum near the $\rho^{0}$-meson mass. An experimental observation of this phenomenon would be of great interest. On the theoretical side, this calls for a numerical analysis within tested models of photoproduction in order to find out how a model analysis of such data would allow one to distinguish the inside and outside components and extract the $\rho^{0}$-meson mass shift and collision broadening for the inside component.

In the present article, we study the coherent reaction $\gamma^{*} A \longrightarrow V A \longrightarrow e^{+} e^{-} A, \mu^{+} \mu^{-} A$, where $\gamma^{*}$ is a real or a virtual photon and where the target nucleus remains in the ground state. We use the coupled-channel approach, extending the work performed in [10], where numerical calculations were performed without the off-diagonal rescatterings of $\rho^{0}$ mesons. The coupled-channel analysis presented here is based on our well-tested color dipole approach (see, for instance, [17] and references therein), which was earlier successfully used to analyze data on $\rho^{0}$ and $J / \psi$ electroproduction on nuclear targets at high energies [18-20] and data on vector-meson production at HERA [17, 21, 22]. This analysis is of interest for two reasons. First, the inclusion of off-diagonal rescatterings allows one to check the accuracy of the one-channel approximation in the $\rho^{0}(1 S)$-meson mass region $0.5<M<1 \mathrm{GeV}$ studied in [10]. On the other hand, in the coupled-channel approach, one can extend the mass region and investigate the medium effects for the $2 S$ state $\rho^{\prime}(2 S)$, for which the sequential off-diagonal mechanism $\gamma^{*} \longrightarrow \rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$ is potentially important. This extension to the $\rho^{\prime}(2 S)$ meson is of great interest in itself. The key feature of the photoproduction of the $2 S$ vector mesons on a free nucleon is strong suppression due to the nodal structure of the wave function of the $2 S$ state [18, 23]. In [24], it was shown that the node effect can lead to anomalous $A$ and $Q^{2}$ dependences of $\rho^{\prime}(2 S)$ photo- and electroproduction. This effect may help resolve the long-standing problem of the $D$-wave versus $2 S$-wave assignment for the $\rho^{\prime}(1480)$ and $\rho^{\prime}(1700)$ states. The strong suppression of the cross section for the $\rho^{\prime}(2 S)$ meson in relation to the $\rho^{0}(1 S)$ meson renders the experimental study of this phenomenon a challenging task. In particular, the mass spectra of the final particles in the $\rho^{\prime}(2 S)$ mass region can be affected by the interference with the $\rho^{0}(1 S)$ -
meson Breit-Wigner tail. Our color dipole coupledchannel approach describes very well the suppression of $\psi^{\prime}$ production in relation to $J / \psi$ observed by the NMC [25, 26], E687 [27], and H1 [28] collaboration and provides a sound framework for understanding the prospects for the experimental study of the $\rho^{\prime}(2 S)$ meson production $\gamma^{*} A \longrightarrow \rho^{0}(1 S) A, \rho^{\prime}(2 S) A \longrightarrow e^{+} e^{-} A$. In the numerical analysis reported here, we focus on the energy range of the forthcoming high-luminosity experiments at TJNAF.

The ensuing exposition is organized as follows. In Section 2, we give basic formulas of the coupled-channel approach to the coherent reaction $\gamma^{*} A \longrightarrow e^{+} e^{-} A$, $\mu^{+} \mu^{-} A$. In Section 3, we discuss evaluation of the dif-fraction-scattering matrix. The numerical results on the nuclear modifications of the in-nucleus decay component of the dilepton mass spectrum are presented in Section 4. The results are summarized in Section 5.

## 2. COUPLED-CHANNEL FORMALISM

The description of the coupled-channel formalism for the reaction $\gamma A \longrightarrow e^{+} e^{-} A$ can be found in [10] (see also our early study in [29]). For this reason, we discuss it here briefly and give only basic formulas that are necessary for understanding technical aspects of our approach.

Standard Glauber-Gribov multiple-scattering theory $[15,16]$ for the coherent interaction of a projectile of energy $E$ with a nucleus is equivalent to solving the set of coupled-channel eikonal wave equations [11]

$$
\begin{equation*}
\left[-\frac{\partial^{2}}{\partial z^{2}}+\hat{m}^{2}+\hat{U}(\mathbf{r})\right]_{i j} \Psi_{j}(\mathbf{r})=E^{2} \Psi_{i}(\mathbf{r}) \tag{3}
\end{equation*}
$$

Here, the $z$ axis is chosen along the photon momentum; $\Psi_{i}$ is the wave function for the channel $|i\rangle$, which can be a hadronic resonance or the initial photon; and $\hat{m}^{2}$ is the diagonal mass operator with eigenvalues $m_{i j}^{2}=\left(m_{i}^{2}-\right.$ $\left.i m_{i} \Gamma_{i j}\right) \delta_{i j}$, where $m_{i}$ and $\Gamma_{i}$ are the in-vacuum mass and width of the state $|i\rangle$. For the incident photon, $\Gamma_{\gamma^{*}}=0$ and $m_{\gamma^{*}}^{2}=-Q^{2}$, where $Q^{2}$ is the photon virtuality, and the optical potential $\hat{U}(\mathbf{r})$ in (3) is given by

$$
\begin{equation*}
U_{i j}(\mathbf{r})=-4 \pi\langle i| \hat{f}|j\rangle n_{A}(\mathbf{r}), \tag{4}
\end{equation*}
$$

where $n_{A}(\mathbf{r})$ is the nuclear number density and $\hat{f}$ is the forward-scattering matrix in the normalization

$$
\operatorname{Im}\langle i| \hat{f}|i\rangle=\frac{p_{i}}{4 \pi} \sigma_{\text {tot }}(i N \longrightarrow i N)
$$

The boundary condition on the front face of the nucleus, $z=-R_{A}$, is $|i\rangle=\delta_{i \gamma^{*}}$.

The probability amplitude for the coherent transition $\gamma^{*} A \longrightarrow e^{+} e^{-} A$ can be expressed in terms of the solution $\Psi_{i}(\mathbf{r})$ of (3) as [10]

$$
\begin{gather*}
T\left(E, M, \mathbf{p}_{\perp}\right) \\
=N \sum_{i=h}\left\langle e^{+} e^{-}\right| t|i\rangle \int d^{2} \mathbf{b} d z \exp \left[-i\left(p_{z} z+\mathbf{p}_{\perp} \cdot \mathbf{b}\right)\right] \Psi_{i}(\mathbf{r}) \tag{5}
\end{gather*}
$$

where $\mathbf{r}=(\mathbf{b}, z) ; M$ is the invariant mass of the $e^{+} e^{-}$pair; $p_{z}$ and $\mathbf{p}_{\perp}$ are its longitudinal and transverse momenta, respectively; $\left\langle e^{+} e^{-}\right| t|i\rangle$ is the probability amplitude for $i \longrightarrow e^{+} e^{-}$transition; and $N$ is a normalization factor, which is immaterial from the point of view of the shape of the $e^{+} e^{-}$mass spectrum. Summation in (5) is performed only over the hadronic states, which, in our case, are vector mesons $\rho^{0}(1 S), \rho^{\prime}(2 S)$, etc. For a heavy nucleus with a mass number $A \gg 1$ and at $E \gg M$, the nuclear recoil can be neglected, and the longitudinal momentum of the $e^{+} e^{-}$pair then becomes

$$
\begin{equation*}
p_{z} \approx E-\frac{Q^{2}+M^{2}+\mathbf{p}_{\perp}^{2}}{2 E} \tag{6}
\end{equation*}
$$

In the coherent production $\mathbf{p}_{\perp}^{2} \lesssim 1 / R_{A}^{2}$ and in what follows, we focus on $\mathbf{p}_{\perp}=0$ and suppress this argument. By virtue of (6), the $p_{z}$ dependence of the spatial integral on the right-hand side of (5) then transforms directly into the $M$ dependence of the amplitude $T(E$, $M, \mathbf{p}_{\perp}$ ) and the nuclear modification of the $e^{+} e^{-}$spectrum.

At high energies, the solution to (3) for the hadronic sector-we need it for evaluating the amplitude in (5)-can be written in the form

$$
\begin{equation*}
\Psi_{h}(\mathbf{b}, z)=\langle h| \hat{S}(\mathbf{b}, z)\left|\gamma^{*}\right\rangle \exp \left(i p_{\gamma^{*}} z\right) \tag{7}
\end{equation*}
$$

where the operator $\hat{S}$ is given by

$$
\begin{equation*}
\hat{S}(\mathbf{b}, z)=\hat{P}_{z} \exp \left\{-\frac{i}{2 p_{\gamma^{*}}} \int_{-\infty}^{z} d \xi\left[\hat{m}^{2}+Q^{2}+\hat{U}(\mathbf{b}, \xi)\right]\right\} . \tag{8}
\end{equation*}
$$

Here, $\hat{P}_{z}$ is the $z$-ordering operator, and the $p_{\gamma^{*}}$ is the photon momentum. For numerical calculations, it is convenient to treat in (8) the off-diagonal part of the optical potential in the hadronic sector as a perturbation; the diagonal transitions are included to all orders. Following [29], one can then represent the matrix elements of the operator $\hat{S}(\mathbf{b}, z)$ in the form of the $v$-fold off-diagonal rescattering series,

$$
\begin{equation*}
\langle h| \hat{S}(\mathbf{b}, z)\left|\gamma^{*}\right\rangle=\sum_{v=0}^{\infty}\langle h| \hat{S}^{(v)}(\mathbf{b}, z)\left|\gamma^{*}\right\rangle \tag{9}
\end{equation*}
$$

where

$$
\begin{gather*}
\langle h| \hat{S}^{(0)}(\mathbf{b}, z)\left|\gamma^{*}\right\rangle=-\frac{1}{2} \sigma_{h \gamma^{*}} \int_{-\infty}^{z} d z_{1} n_{A}\left(\mathbf{b}, z_{1}\right)  \tag{10}\\
\times \exp \left[i k_{\gamma^{*} h}\left(z-z_{1}\right)-\frac{1}{2} t\left(\mathbf{b}, z, z_{1}\right) \sigma_{h h}\right], \\
\langle h| \hat{S}^{(v)}(\mathbf{b}, z)\left|\gamma^{*}\right\rangle \\
=\left(-\frac{1}{2}\right)^{v+1} \sum_{i_{1}, \ldots, i_{v}} \sigma_{h i_{v}}^{\prime} \sigma_{i_{v} i_{v-1}}^{\prime} \cdots \sigma_{i_{1} \gamma^{*}} \exp \left(i k_{\gamma^{*} h} z\right) \\
\times \int_{-\infty}^{z} d z_{v+1} n_{A}\left(\mathbf{b}, z_{v+1}\right) \exp \left[i k_{h i_{v}} z_{v+1}\right. \\
\left.-\frac{1}{2} t\left(\mathbf{b}, z, z_{v+1}\right) \sigma_{h h}\right] \int_{-\infty}^{z_{v+1}} d z_{v} n_{A}\left(\mathbf{b}, z_{v}\right) \exp \left[i k_{i_{v} i_{v-1}} z_{v}\right.  \tag{11}\\
\left.\quad-\frac{1}{2} t\left(\mathbf{b}, z_{v+1}, z_{v}\right) \sigma_{i_{v} i_{v}}\right] \ldots \int_{-\infty}^{z_{2}} d z_{1} n_{A}\left(\mathbf{b}, z_{1}\right) \\
\quad \times \exp \left[i k_{i_{1} \gamma^{*}} z_{1}-\frac{1}{2} t\left(\mathbf{b}, z_{2}, z_{1}\right) \sigma_{i_{1} i_{1}}\right] \\
\quad v \geq 1 .
\end{gather*}
$$

Here, $\sigma_{i k}^{\prime}=\sigma_{i k}-\delta_{i k} \sigma_{i i}$, the matrix $\hat{\sigma}$ is related to the forward-diffraction-scattering matrix by the equation

$$
\begin{gather*}
\hat{f}=\frac{i p_{\gamma^{*}}}{4 \pi} \hat{\sigma}  \tag{12}\\
t\left(\mathbf{b}, z_{2}, z_{1}\right)=\int_{z_{1}}^{z_{2}} d z n_{A}(\mathbf{b}, z) \tag{13}
\end{gather*}
$$

is the partial optical thickness, and

$$
\begin{gather*}
k_{i j}=\frac{m_{i}^{2}-i m_{i} \Gamma_{i}-m_{j}^{2}+i m_{j} \Gamma_{j}}{2 E}  \tag{14}\\
k_{h \gamma^{*}}=-k_{\gamma^{* h}}=\frac{m_{i}^{2}-i m_{i} \Gamma_{i}+Q^{2}}{2 E} \tag{15}
\end{gather*}
$$

The exponential factor $\exp \left[i k_{\gamma^{*} h}\left(z-z_{1}\right)-\frac{1}{2} t\left(\mathbf{b}, z, z_{1}\right) \sigma_{i i}\right]$ in (10) and (11) sums elastic, diagonal, and $i N$ rescatterings to all orders.

The real part of (15)—the longitudinal-momentum transfer in the $j \longrightarrow i$ transition-increases with the difference between $m_{i}$ and $m_{j}$. Consequently, the oscillating exponential factors in (10) and (11) lead to the form-factor suppression of the contribution from heavy
intermediate resonance states and to the related formfactor suppression of heavy-mass production and of the coherent cross section at high $Q^{2}$ when the longitudi-nal-momentum transfer $k_{h \gamma^{*}}$ in the $\gamma^{*} \longrightarrow h$ transition becomes large. Precisely the same form-factor effect generates a strong dependence of the probability amplitude (5) on the $e^{+} e^{-}$mass, so that the shape of resonances would differ substantially from the standard Breit-Wigner shape.

Equation (5) quantifies the separation of the production amplitude $T(E, M)$ into the inside and outside com-ponents-beyond the target nucleus, the $z$ dependence of the wave functions $\Psi_{i}(z, \mathbf{b})$ follows the in-vacuum decay law, while the corresponding outside contribution to $T(E, M)$ has the familiar form of the sum of Breit-Wigner amplitudes with residues proportional to $\Psi_{i}\left(z=+R_{A}, \mathbf{b}\right)$. Nuclear effects can modify dramatically both the relative amplitude and the phase of these residues in relation to $\sigma_{h \gamma^{*}}$ for the free-nucleon case. As was explained in the Introduction, the inside contribution is a Fourier transform over the finite range $-R_{A}<z<R_{A}$ and could develop the Breit-Wigner form with the shifted mass and collision-broadened width only if $L_{d} \ll R_{A}$.

The first-order term (10) corresponds to the standard Glauber approximation, where the state $|h\rangle$ produced in the $\gamma^{*} \longrightarrow h$ transition then propagates through the nucleus without inelastic rescatterings. The correction from the off-diagonal rescatterings is given by (11) and is responsible for the color-transparency phenomenon in the electroproduction of vector mesons at high $Q^{2}$, where it changes drastically the cross section in relation to the Glauber model predictions. However, as will be seen from our results for $\gamma^{*} A \longrightarrow \rho^{\prime}(2 S) A$ reactions, the off-diagonal effects come into play even at moderate values of the photon virtuality $Q^{2} \leqslant 1 \mathrm{GeV}^{2}$. This is a consequence of strong suppression of the direct transition $\gamma^{*} \longrightarrow \rho^{\prime}(2 S)$. As a result, the sequential mechanism $\gamma^{*} \longrightarrow \rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$, involving the off-diagonal $\rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$ rescattering, becomes important even at $Q^{2}=0$.

## 3. CALCULATION OF THE FORWARDDIFFRACTION MATRIX

As an input to the coupled-channel calculations, one needs the forward-diffraction matrix. At high energies, it can be written as the sum of the Pomeron and Reggeon contributions:

$$
\begin{equation*}
\hat{\sigma}=\hat{\sigma}_{\mathbf{P}}+\hat{\sigma}_{R} \tag{16}
\end{equation*}
$$

At energies of $E \gtrsim 2 \mathrm{GeV}$ to be considered below, the main contribution to $\hat{\sigma}$ comes from Pomeron exchange. We evaluate Pomeron exchange within the dipole approach describing the resonances as nonrelativistic $q \bar{q}$ states. The Pomeron contribution to the dif-
fraction matrix element $\sigma_{i j}$ for hadronic states can then be written as

$$
\begin{equation*}
\langle i| \hat{\sigma}_{\mathbf{P}}|k\rangle=\int d^{2} \boldsymbol{\rho} d z \psi_{i}^{*}(\boldsymbol{\rho}, z) \sigma(\rho) \psi_{k}(\boldsymbol{\rho}, z) \tag{17}
\end{equation*}
$$

where $\boldsymbol{\rho}$ is the transverse size of the $q \bar{q}$ pair, $\psi_{i, k}(\boldsymbol{\rho}, z)$ are the wave functions describing the $q \bar{q}$ states, and $\sigma(\rho)$ is the cross section for the interaction of the $q \bar{q}$ pair with a nucleon.

We also need the excitation matrix elements $\langle i| \hat{\sigma}\left|\gamma^{*}\right\rangle$ for $\gamma^{*} \longrightarrow q \bar{q}$ excitation on a free nucleon; in the nonrelativistic approximation, this proceeds into $q \bar{q}$ states with the sum of the quark helicities that is equal to the photon helicity [23]. Using the corresponding perturbative light-cone wave function of the virtual photon [30], we have [23]

$$
\begin{equation*}
\langle i| \hat{\sigma}\left|\gamma^{*}\right\rangle=C \int d^{2} \rho \psi_{i}^{*}(\boldsymbol{\rho}, z=0) \sigma(\rho) K_{0}(\epsilon \rho) \tag{18}
\end{equation*}
$$

where $K_{0}(x)$ is a modified Bessel function and

$$
\begin{equation*}
\epsilon^{2}=m_{q}^{2}+Q^{2} / 4 \tag{19}
\end{equation*}
$$

$m_{q}$ being the quark mass. In the present article, we focus on the nuclear-modification of the shape of resonances, paying no special attention to the absolute value of the normalizing factor $C$ in (18) [it is immaterial here and in (5) as well].

We use the oscillator wave functions for the $q \bar{q}$ states, which simplify considerably numerical calculations: because of azimuthal symmetry of $\sigma_{\mathbf{P}}(\rho)$, only the transverse excitations with zero azimuthal quantum number can be excited in the intermediate state for offdiagonal rescatterings. The excitation energy of the transverse $q \bar{q}$ oscillator is $2 \hbar \omega$, where $\omega$ is the oscillator frequency. In our analysis, we set the quark mass to $m_{q}=m_{\rho} / 2$ and the oscillator frequency to $\omega=\left(m_{\rho^{\prime}}-\right.$ $\left.m_{\rho^{0}}\right) / 2 \approx 0.35 \mathrm{GeV}$, assuming 1480 MeV for the mass of the radial excitation of $\rho^{0}$ meson. For the widths of the first two excitations, we use the values of $\Gamma_{\rho^{0}} \approx$ 150 MeV and $\Gamma_{\rho^{\prime}} \approx 285 \mathrm{MeV}$; following the string model [31], we assume $\Gamma_{i} \propto m_{i}$ for higher states. Our results are not sensitive to this assumption because the contribution of higher excitations proves to be very small.

Experimental data on the low- $x$ structure function $F_{2}$ and on vector-meson electroproduction on a nucleon can be described by representing $\sigma(\rho)$ as a sum of the energy-dependent perturbative and energy-independent nonperturbative components [17, 22, 32]. Here, we focus on the energy region $E \lesssim 20 \mathrm{GeV}$, where the energy dependence of the dipole cross section can be neglected for a first approximation. In the present analysis, we are sensitive to $\sigma(\rho)$ mostly in the nonperturbative region $\rho \gtrless 0.5 \mathrm{fm}$. Here, the gross features of
$\sigma(\rho)$ are well parametrized by the two-gluon exchange model of the Pomeron [33, 34]:

$$
\begin{align*}
& \sigma(\rho) \\
& =\frac{16 \alpha_{s}^{2}}{3} \int d^{2} \mathbf{q} \frac{[1-\exp (i \mathbf{q} \cdot \boldsymbol{\rho})]\left[1-G_{2}(\mathbf{q},-\mathbf{q})\right]}{\left(\mathbf{q}^{2}+\mu_{g}^{2}\right)^{2}} . \tag{20}
\end{align*}
$$

Here, $G_{2}\left(\mathbf{q}_{1}, \mathbf{q}_{2}\right)=\langle N| \exp \left(i \mathbf{q}_{1} \cdot \mathbf{r}_{1}+i \mathbf{q}_{2} \cdot \mathbf{r}_{2}\right)|N\rangle$ is the two-quark form factor for the nucleon and $\mu_{g}=0.3 \mathrm{GeV}$ is an infrared cutoff. It reproduces the color-transparency property $\sigma(\rho) \propto \rho^{2}$ at small $\rho$, whereby the pointlike $q \bar{q}$ system, which can be represented as a superposition of an infinite set of the resonance states, propagates through a nucleus without interaction. In terms of resonance states, this color-transparency phenomenon is associated with the exact cancellation of the diagonal and off-diagonal amplitudes [35]. The coupling constant $\alpha_{s}$ was normalized in such a way that the Pomeron contribution to the $\rho^{0} N$ total cross section is $\sigma_{\mathbf{P}}^{\text {tot }}\left(\rho^{0} N\right)=$ $\left\langle\rho^{0}\right| \hat{\sigma}_{\mathbf{P}}\left|\rho^{0}\right\rangle \approx 20 \mathrm{mb}$. In this case, the two-gluon formula gives, at $\rho \gtrsim 0.5 \mathrm{fm}$, the $\sigma(\rho)$ value that is close to the dipole cross section as extracted from the analysis of experimental data on vector-meson electroproduction [17]. Hereafter, we will consider real, $Q^{2}=0$, and virtual, $Q^{2}=1 \mathrm{GeV}^{2}$, photoproduction. With our nonrelativistic wave functions, we obtain

$$
\begin{align*}
& R(2 S / 1 S)=\frac{\left\langle\rho^{\prime}(2 S)\right| \hat{\sigma}\left|\gamma^{*}\right\rangle}{\left\langle\rho^{0}(1 S)\right| \hat{\sigma}\left|\gamma^{*}\right\rangle} \\
& = \begin{cases}0.21, & Q^{2}=0, \\
0.5, & Q^{2}=1 \mathrm{GeV}^{2},\end{cases} \tag{21}
\end{align*}
$$

which is close to the predictions from [17] obtained for the relativized wave functions. At $\rho \leq 0.5 \mathrm{fm}$, the present parametrization gives $\sigma(\rho)$ values somewhat larger than those from [17]. But because of the larger quark mass in the present nonrelativistic model for $q \bar{q}$ states, the resulting diffractive matrix proves to be close to that from [17]. At this point, it must be made clear that the two-gluon parametrization (20) of $\sigma(\rho)$ is oriented toward describing the combined nonperturbative + perturbative dipole cross section, and $\mu_{g}$ is a phenomenological parameter that must not be taken at face value. The analysis [32] of low- $x$ HERA data on the proton structure function $F_{2 p}$ within the generalized BFKL equation [36] and the nonperturbative evaluation of the gluon correlation radius [37] yield clear-cut evidence for the infrared cutoff $\mu_{g} \sim 0.75 \mathrm{GeV}$ for the perturbative dipole cross section.

In our calculations, we take into account the first four transverse excitations. The Pomeron contribution to the diffraction matrix in terms of these transverse
oscillator states obtained here from (17) for our parametrization (20) of $\sigma(\rho)$ is given by

$$
\langle i| \hat{\sigma}_{\mathbf{P}}|k\rangle \approx\left(\begin{array}{cccc}
20 & -10.1 & -4.8 & 2.4  \tag{22}\\
-10.1 & 30.2 & -8.0 & 5.2 \\
-4.8 & -8.0 & 32.9 & 6.5 \\
2.4 & 5.2 & 6.5 & 34.1
\end{array}\right) .
$$

Here, the matrix elements in (22) are in mb units, while $i$ and $k$ are the radial quantum numbers of the transverse oscillators (as was said above, Pomeron exchange does not change the longitudinal quantum number). The matrix in (22) shows clearly the decrease of the offdiagonal amplitudes with increasing difference between the initial and final radial quantum numbers, $|i-k|$, which derives from the oscillation of the resonance wave function and which, in conjunction with the form-factor effect, suppresses the contribution of higher excitations to the production-amplitude matrix element (11). Using the three-dimensional $\rho^{\prime}(2 S)$ meson wave function from (22), one obtains the value of $\sigma_{\mathbf{P}}^{\text {tot }}\left(\rho^{\prime}(2 S) N\right)=\left\langle\rho^{\prime}(2 S)\right| \hat{\sigma}_{\mathbf{P}}\left|\rho^{\prime}(2 S)\right\rangle \approx 27 \mathrm{mb}$ for the Pomeron contribution to the $\rho^{\prime}(2 S) N$ total cross section.

In parametrizing the Reggeon contribution to the diffraction matrix, we assume that secondary Reggeon exchanges can be treated in terms of scattering amplitudes for the quark (or antiquark) forming the $q \bar{q}$ state as predicted by the dual parton model [38] and the model of quark-gluon strings [39], which is based on the idea of a topological expansion [40]. In this case, one can neglect the Reggeon contribution to off-diagonal transitions, and, for all excited $\rho^{\prime}$ states, the Reggeon contribution to the amplitudes for diagonal $\rho^{\prime} N$ scattering proves to be equal to the Reggeon contribution to the amplitude for $\rho^{0}(1 S) N$ scattering. This amplitude is dominated by the contribution of the Regge pole $P^{\prime}$, which can be written in the Regge approach as

$$
\begin{equation*}
\left\langle\rho^{0}\right| \hat{\sigma}_{R}\left|\rho^{0}\right\rangle=r_{P}\left(\frac{s}{s_{0}}\right)^{\alpha_{P}-1}\left[1+i \frac{1+\cos \pi \alpha_{P^{\prime}}}{\sin \pi \alpha_{P^{\prime}}}\right], \tag{23}
\end{equation*}
$$

where $s=m_{N}^{2}+2 E m_{N}$. In our analysis, we take the standard Reggeon intercept of $\alpha_{P^{\prime}}=0.5$. The residue $r_{P^{\prime}}$ was adjusted to reproduce, at $E \sim 10 \mathrm{GeV}$, the real part of the $\rho^{0} \mathrm{~N}$-scattering amplitude extracted in [12] from experimental data on $\rho^{0}$-meson photoproduction by using the vector-dominance model. For $s_{0}=1 \mathrm{GeV}^{2}$, this yields $r_{P^{\prime}} \approx 15 \mathrm{mb}$. A nonzero $\mathrm{Re} / \mathrm{Im}$ ratio for the diffraction-scattering matrix leads to a mass shift for resonance states decaying inside the nucleus. For the $\rho^{0}$ meson in the energy region $E \sim 2-20 \mathrm{GeV}$ considered in the present article, this yields $\Delta m_{\rho^{0}} \sim 50-100 \mathrm{MeV}$.

In order to evaluate the $e^{+} e^{-}$mass spectrum, we also need the transition amplitude $\left\langle e^{+} e^{-}\right| t|i\rangle$ which enters
into equation (5). Following [10], we neglect the possible smooth $M$ dependence of this transition amplitude against that which comes from the spatial integral on the right-hand side of (5) and set $\left\langle e^{+} e^{-}\right| t|i\rangle \propto \psi_{i}(\mathbf{r}=0)$ as predicted by the nonrelativistic model of $q \bar{q}$ states. In the nonrelativistic approach, the $D$-wave $q \bar{q}$ state does not contribute to dilepton production. For this reason, the absence of splitting of the $2 S$ and $D$ states in the oscillator model is not very important from the point of view of the $e^{+} e^{-}$mass spectrum.

The applicability of the full-fledged coupled-channel formalism depends on two spacetime scales: the formation length $L_{f}$ associated with the $i \longrightarrow k$ transitions,
$L_{f}=\frac{1}{k_{i k}}=\frac{2 E}{m_{i}^{2}-m_{k}^{2}} \sim \frac{2 E}{m_{\rho^{\prime}}^{2}-m_{\rho^{\circ}}^{2}} \approx 0.25 \mathrm{fm} \times \frac{E}{1 \mathrm{GeV}}$,
and the coherence length
$L_{c}=\frac{1}{k_{h \gamma^{*}}}=\frac{2 E}{M^{2}+Q^{2}} \approx 0.75 \mathrm{fm} \times \frac{E}{1 \mathrm{GeV}^{2}} \frac{m_{\rho^{0}}^{2}}{M^{2}+Q^{2}}$
associated with the transition $\gamma^{*} \longrightarrow i$. Strictly speaking, the evaluation of the diffraction matrix from equation (17) and of the excitation amplitudes from (18) in terms of the color dipole cross section is valid only if $L_{f}>R_{N}$ and $L_{c}>R_{N}$. For the region $Q^{2} \leqslant 1$, which of interest to us $\mathrm{GeV}^{2}$ and for $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ mesons, the full-fledged coupled-channel effects develop only at $E \sim 5-8 \mathrm{GeV}$. At lower energies, the only change is, however, the decoupling of higher excitations from the photon and of off-diagonal diffractive transitions to and from higher excitations, and we can extend the formalism even down to $E=2 \mathrm{GeV}$. At this energy, we have a single-channel problem with $\gamma^{*} \longrightarrow \rho^{0}$ excitation followed by diagonal $\rho^{0} N$ scattering. In order to evaluate relevant diagonal elastic rescatterings, we only need the $\rho^{0} N$ total cross section, and the color-dipole value of $\left.\left\langle\rho^{0}\right| \hat{\sigma}_{\mathbf{P}}\left|\rho^{0}\right\rangle\right\rangle$ still does a good job for the almost energyindependent Pomeron contribution. Simultaneously, $\left\langle\rho^{0}\right| \hat{\sigma}\left|\gamma^{*}\right\rangle$ appears only as an overall normalization, and whether it is evaluated from (18) or within a different approach does not affect nuclear modifications of the $e^{+} e^{-}$mass spectrum.

## 4. NUMERICAL RESULTS

### 4.1. Input Parameters

We have performed our numerical calculations at energies of $E=2,5,10$, and 20 GeV at $Q^{2}=0$ and $1 \mathrm{GeV}^{2}$ for the target nuclei ${ }^{9} \mathrm{Be},{ }^{56} \mathrm{Fe}$, and ${ }^{207} \mathrm{~Pb}$. For the parametrization of the diffractive matrix and of the photon and vector-meson wave functions, the reader is referred to Section 3. For the nuclear matter density in the light target nucleus ${ }^{9} \mathrm{Be}$, use was made of the oscil-
lator shell model with the oscillator frequency adjusted in such a way as to reproduce the experimental value of the root-mean-square radius of the charge distribution, $\left\langle r^{2}\right\rangle_{\mathrm{Be}}^{1 / 2}=2.51 \mathrm{fm}$ [41]. For the target nucleus ${ }^{56} \mathrm{Fe}$, we employed the parametrization of the nuclear density by the sum of Gaussian functions from [41]. For ${ }^{207} \mathrm{~Pb}$, we used the Wood-Saxon parametrization of the nuclear density with parameters borrowed from [41].

### 4.2. Basis of Vector-Meson States

As was stated above, we included four transverse resonance states in our numerical calculations. For the number of the off-diagonal rescatterings of the $q \bar{q}$ state, we take $v=2$. We checked that, in our kinematical region, the contribution from higher excitations and higher order off-diagonal rescatterings can be safely neglected. Furthermore, the sum of the first two states and one off-diagonal rescattering of the $q \bar{q}$ state is sufficient for all practical purposes. Our principal interest is in the interplay of nuclear effects and the interference of $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$, and we did not include the numerically smaller contributions from the $\omega$ and $\phi$ mesons and their excitations. These long-lived resonances decay for the most part outside the target nucleus, and the nuclear effects do not modify considerably their shapes.

### 4.3. Presentation of the Results

Because of the aforementioned form-factor effect associated with the longitudinal-momentum transfer and the suppression of $\rho^{\prime}(2 S)$ production by the node effect, the amplitude in (5) decreases strongly with increasing $e^{+} e^{-}$mass. In order to facilitate the graphical presentation of the results, we use, as in [10], the scaled amplitude

$$
\begin{equation*}
T^{\prime}(E, M)=M^{2} T(E, M) / A . \tag{26}
\end{equation*}
$$

Since expression (5) leads to the amplitude proportional to $\propto A$ in the absence of absorption effects, we also introduced the factor $1 / A$ in (26). Our basic numerical results for the mass spectrum are shown in Figs. 16 in the form

$$
\left.\left|T^{\prime}\right|^{2} \propto \frac{M^{4}}{A^{2}} \frac{d \sigma}{d M^{2} d p_{\perp}^{2}}\right|_{p_{\perp}=0}
$$

We focus on the mass region $M<1.75 \mathrm{GeV}$ and include the vector mesons $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ as final states.

In order to see better the resonance behavior of production amplitudes, we also display the Argand plots for $T^{\prime}$ in Figs. 7-9.

We will now comment on the salient features of the $Q^{2}$, energy, and nuclear-target dependences of these mass spectra.


Fig. 1. Rescaled $e^{+} e^{-}, \mu^{+} \mu^{-}$mass spectrum for coherent real photoproduction ( $Q^{2}=0$ ) on a ${ }^{9} \mathrm{Be}$ nucleus for the incident-beam energies of $E=(a) 2$, (b) 5, (c) 10, and (d) 20 GeV . In Fig. 1a, the solid curve represents the prediction of the Glauber approximation with mass shift (10) from the Reggeon amplitude (23) included, and the dashed line shows the results obtained without the mass shift. In Fig. $1 b$, the thick solid curve represents the spectrum for the nucleon target, while all other curves illustrate results for the nuclear target: (thin solid curve) results of the full coupled-channel calculation [ $\mathrm{v}=2$ in expansion (10)], (dotted curve) result from the diagonal approximation [ $\nu=0$ in expansion (10); $\rho^{0}(1 S)-\rho^{\prime}(2 S)$ interference in $e^{+} e^{-}$or in $\mu^{+} \mu^{-}$(or in both) decay channels is included), (short-dashed curve) pure $\rho^{0}$ signal in the coupled-channel calculation ( $v=2$ ), (long-dashed curve) $\rho^{\prime}(2 S$ ) signal in the coupledchannel calculation ( $v=2$ ), and (dot-dashed curve) $\rho^{\prime}(2 S)$ signal in the diagonal approximation $(v=2)$. Figures $1 c$ and $1 d$ show the same data as Fig. 1b, but for $E=10$ and 20 GeV , respectively, the mass spectrum for the free-nucleon target being omitted here.

### 4.4. Nucleon Target

The reference $e^{+} e^{-}$mass spectrum for the proton target and the photon energy $E=5 \mathrm{GeV}$ are represented by thick solid curves in Figs. $1 b-6 b$. In the approximation of the energy-independent dipole cross section $\sigma(\rho)$, it does not depend on the photon energy $E$. The mass spectrum exhibits the well separated $\rho^{0}(760)$ and $\rho^{\prime}(1480)$ resonance peaks. Recall the factor $M^{4}$, which makes the $\rho^{\prime}(2 S)$ tail nearly flat at large $M^{2}$.

The suppression by the node effect is lifted with increasing $Q^{2}$ [see equation (21)], and a comparison of the mass spectra for real $\left(Q^{2}=0\right)$ and virtual $\left(Q^{2}=1 \mathrm{GeV}^{2}\right)$ photoproduction shows clearly the predicted rise of the $\rho^{\prime}(2 S) / \rho^{0}(1 S)$ ratio with increasing $Q^{2}[18,23,24]$. This rise of the $\rho^{\prime}(2 S)$ signal with $Q^{2}$ is clearly seen from a comparison of the Argand diagrams in Figs. $7 a$ and $7 b$.

### 4.5. Mass Shift versus Nuclear Form-Factor Effects: The $\rho^{0}$ Region at Low Energies

In Figs. $1 a-6 a$, we show the mass spectrum for the low energy of $E=2 \mathrm{GeV}$, at which $\rho^{\prime}(2 S)$ production is
negligible and the single-channel Glauber approximation (10) holds. The energy of $E=2 \mathrm{GeV}$ is too low for $\rho^{0}$ to be expected to decay within the nucleus. Although this reasoning is correct, our results show that the effect of the mass shift (1) due to the real part of the amplitude for forward $\rho^{0} N$ scattering proves to be marginal in the nuclear modification of the inside component of the production amplitude. The point is that the mass shift appears in the exponent of the integrand on the righthand side of (10) via the extra phase
$\phi=\frac{1}{2} t\left(\mathbf{b}, z, z_{1}\right) \operatorname{Im} \sigma_{h h} \approx \frac{1}{2} r_{\mathbf{P}} n_{A}\left(z-z_{1}\right) \sqrt{\frac{s_{0}}{s}}\left(z-z_{1}\right)$,
which must be compared with the phase $k_{\gamma^{*} h}\left(z-z_{1}\right)=$ $-\left(z-z_{1}\right) / L_{c}$ from the finite-coherence length. Obviously, the significance of the mass shift for the inside component of the dilepton-production amplitude is controlled by the parameter

$$
\begin{equation*}
\eta=\frac{1}{2} r_{\mathbf{P}} n_{A} \sqrt{\frac{s_{0}}{s}} L_{c} \approx 0.1 \frac{m_{\rho}^{2}}{M^{2}+Q^{2}} \sqrt{\frac{E}{1 \mathrm{GeV}}} \tag{28}
\end{equation*}
$$



Fig. 2. As in Fig. 1, but for virtual photoproduction, $Q^{2}=1 \mathrm{GeV}^{2}$.

In the numerical evaluation in (28), we used the standard parameters of $\rho^{0} N$ interaction as quoted in Section 3 and a normal nuclear density. We see that the mass shift (1) amounts to the renormalization

$$
\begin{equation*}
k_{\gamma^{*} h} \longrightarrow k_{\gamma^{* h}}(1-\eta) \tag{29}
\end{equation*}
$$

At $E=2 \mathrm{GeV}$, we have $\eta \ll 1$. On the other hand, the coherence length (25) is very short,

$$
L_{c}(E=2 \mathrm{GeV})=1.5 \mathrm{fm} \times \frac{m_{\rho^{0}}^{2}}{M^{2}+Q^{2}}
$$

much smaller than nuclear radii for heavy nuclei; even for the light Be nucleus, it is commensurate with the nuclear radius. For this reason, nuclear effects are dominated by the attenuation of $\rho^{0}$ due to the diagonal $\rho^{0} N \longrightarrow \rho^{0} N$ transitions and, most significantly, by distortions due to nuclear form-factor effects.

The results for the mass spectrum are represented by solid curves in Figs. 1a-6a. For the Be target, the main effect is that the mass spectrum drops at $M \gtrsim 1 \mathrm{GeV}$ much faster than for the free-nucleon target. For the heavy Pb target, the form-factor oscillations lead to an effective splitting of the $\rho^{0}$ peak-the mass spectrum develops a minimum at $M \sim m_{\rho^{0}}$. At $Q^{2}=1 \mathrm{GeV}^{2}$, the coherence length becomes still smaller, and the distortion of the $e^{+} e^{-}$mass spectrum by form-factor effects becomes much stronger, such that the dip at the $\rho^{0}$ mass
evolves even for the Be target. The corresponding Argand diagrams in Figs. $8 a$ and $9 a$ span the mass range $0.5<M<1 \mathrm{GeV}$ and exhibit a structure more complex than a single resonance loop. Our findings for real photoproduction on Fe and Pb targets are similar to those obtained in [10] for the target mass number $A=$ 50 and 200 in the approximation of a uniform nuclear density.

We note that nowhere does the splitting of the $\rho^{0}$ mass spectrum look like a superposition of two Breit-Wigner peaks with the in-vacuum $\rho^{0}$ mass and the in-medium mass shifted by $\approx 50 \mathrm{MeV}$, as quoted in Section 3. The weak impact of the in-medium shift (1) on the $\rho^{0}$ splitting is obvious from the dashed curves in Figs. $1 a-6 a$, which show the mass spectrum obtained when the mass shift (1) is neglected-that is, by setting $\mathrm{Re} / \mathrm{Im}=0$. The distortions of the mass spectrum change little; as a matter of fact, the splitting of the $\rho^{0}$ peak is even enhanced somewhat in conformity to the rescaling in (29). Despite the slow rise of the parameter $\eta$ with energy, $\eta \ll 1$ in the range $E=2-20 \mathrm{GeV}$, which is of interest for experiments at the Jefferson laboratory. Furthermore, the contribution from the in-medium decays decreases at higher energies, and the overall effect of the mass shift becomes still weaker.


Fig. 3. As in Fig. 1, but for the target nucleus ${ }^{56} \mathrm{Fe}$.


Fig. 4. As in Fig. 1, but for virtual photoproduction, $Q^{2}=1 \mathrm{GeV}^{2}$, and the target nucleus ${ }^{56} \mathrm{Fe}$.


Fig. 5. As in Fig. 1, but for the target nucleus ${ }^{207} \mathrm{~Pb}$.


Fig. 6. As Fig. 1, but for virtual photoproduction, $Q^{2}=1 \mathrm{GeV}^{2}$, and the target nucleus ${ }^{207} \mathrm{~Pb}$.


Fig. 7. Argand plots for the scaled amplitude $T^{\prime}=M^{2} T(E, M)$ for $(a)$ real $\left(Q^{2}=0\right)$ and $(b)$ virtual $\left(Q^{2}=1 \mathrm{GeV}^{2}\right)$ photoproduction on the free-nucleon target.


Fig. 8. Argand plots for the scaled amplitude (26) at $Q^{2}=0$. The solid, dotted, and dashed curves show the results for the target nuclei ${ }^{207} \mathrm{~Pb},{ }^{56} \mathrm{Fe}$, and ${ }^{9} \mathrm{Be}$, respectively. The curves are given in arbitrary units. The mass intervals are $0.5-1 \mathrm{GeV}$ for (a) $E=2 \mathrm{GeV}$, and $0.5-2 \mathrm{GeV}$ for $E=(b) 5,(c) 10$, and (d) 20 GeV . The spacing of mass points along the curves is 0.25 GeV . The arrows show the direction of the increasing mass.

### 4.6. Higher Energies: Opening of the $\rho^{\prime}(2 S)$ Channel

The opening of the $\rho^{\prime}(2 S)$ channel and coupledchannel effects are new feature of high-energy photoproduction. For the purposes of comparison, we show,
by the thick solid curve in Figs. $1 b-6 b$, the mass spectrum for the free-nucleon target. The full coupled-channel results for nuclear targets comprise attenuation; nuclear form-factor effects; the effects of $\rho^{0}(1 S) \longleftrightarrow$


Fig. 9. As in Fig. 8, but for $Q^{2}=1 \mathrm{GeV}^{2}$.
$\rho^{\prime}(2 S)$ transitions, including the multistep transitions; and the resonance mass shift due to $\mathrm{Re} / \mathrm{Im} \neq 0$. The relative importance of these effects depends on the mass region, energy, and the target mass number.

The importance of the off-diagonal transitions in the target nucleus can be judged from a comparison of the full coupled-channel results (thin solid curve) with those from the diagonal approximation (dotted curve), where off-diagonal rescatterings are switched off (that is, $v=0$ ), and only the direct $\gamma^{*} \longrightarrow \rho^{0}(1 S)$ and $\gamma^{*} \longrightarrow$ $\rho^{\prime}(2 S)$ transitions followed by elastic $\rho^{0} N$ and $\rho^{\prime}(2 S) N$ rescatterings are included. One can see that, in the $\rho^{0}-$ meson mass region $0.5<M \leqslant 1 \mathrm{GeV}$, the effect of offdiagonal rescatterings for both values of $Q^{2}$ proves to be small. Indeed, the direct $\gamma^{*} \longrightarrow \rho^{0}(1 S)$ transition is strong, whereas both transitions in the off-diagonal sequence $\gamma^{*} \longrightarrow \rho^{\prime}(2 S) \longrightarrow \rho^{0}(1 S)$ are weak (see the description of diffraction matrix in Section 3). In our discussion of the off-diagonal effect, we will henceforth focus on the $\rho^{\prime}(2 S)$ contribution because the contribution of intermediate states heavier than the $\rho^{\prime}(2 S)$ meson is still smaller.

Our results for real photoproduction, $Q^{2}=0$, in the $\rho^{0}(1 S)$ mass region for ${ }^{56} \mathrm{Fe}$ and ${ }^{207} \mathrm{~Pb}$ targets are close to those from [10] obtained for real photons at the nucleus mass numbers $A=50$ and 200 in the uniform-nuclear-density approximation.

At $Q^{2}=1 \mathrm{GeV}^{2}$, the coherence length is also short at $E=5 \mathrm{GeV}$, and distortions of the shape of the $e^{+} e^{-}$ mass spectrum in the $\rho^{0}(1 S)$-meson mass region by the nuclear form factor as described in Subsection 4.5 persist for $E=5 \mathrm{GeV}$ as well. The dominance of the formfactor effects is obvious from the fact that these distortions change insignificantly from the full coupledchannel to diagonal case.

At higher masses, the coupled-channel effects become more important. Here, the direct $\gamma^{*} \longrightarrow \rho^{\prime}(2 S)$ transition is weak, and there is a strong interference with the off-diagonal sequential transition $\gamma^{*} \longrightarrow$ $\rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$, which contains a comparably weak transition $\rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$. For heavy target nuclei, the sequential mechanism $\gamma^{*} \longrightarrow \rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$ is found to dominate over the direct mechanism $\gamma^{*} \longrightarrow$ $\rho^{\prime}(2 S)$. This can be seen as follows. In Figs. 1-6, we show, by the short-dashed and long-dashed curves, the
pure $\rho^{0}(1 S)$ and the $\rho^{\prime}(2 S)$ contributions evaluated in the full coupled-channel approach, $v=2$. The dash-dotted curve represents the pure $\rho^{\prime}(2 S)$ contribution evaluated in the diagonal approximation, $v=0$; in this approximation, the $\rho^{\prime}(2 S)$ signal is much weaker than in the coupled-channel case, where $\rho^{\prime}(2 S)$ is fed by sequential transitions. This is a very interesting example where $\rho^{\prime}(2 S)$ production on heavy nuclei opens the possibility for extracting the matrix element $\left\langle\rho^{\prime}(2 S)\right| \hat{\sigma}\left|\rho^{0}(1 S)\right\rangle$ from the experimental data on the $e^{+} e^{-}$ mass spectrum in the $\rho^{\prime}(2 S)$ mass region. Measurement of this matrix element could furnish unique information about the overlap of the $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ wave functions.

The $\rho^{0}(1 S)-\rho^{\prime}(2 S)$ interference is destructive at masses $M$ below the $\rho^{\prime}(2 S)$ peak, but it becomes constructive at and above the $\rho^{\prime}(2 S)$ peak, reflecting the mass dependence of the relative phase of the $\rho^{0}(1 S) \longrightarrow e^{+} e^{-}$and $\rho^{\prime}(2 S) \longrightarrow e^{+} e^{-}$Breit-Wigner amplitudes: (i) the mass spectrum develops a dip in between the $\rho^{0}(1 S)$ - and $\rho^{\prime}(2 S)$-resonance peaks, where the coupled-channel (thin solid) curve goes below the short-dashed curve for the pure $\rho^{0}(1 S)$ contribution; (ii) at, and beyond, the $\rho^{\prime}(2 S)$ peak the coupled-channel (thin solid) curve goes well above the long-dashed curve for the pure $\rho^{\prime}(2 S)$ contribution. The latter evinces a substantial contribution from the large-mass tail of $\rho^{0}(1 S)$ in the $\rho^{\prime}(2 S)$ region. Obviously, this prevents experimental extraction of the cross section for $\rho^{\prime}(2 S)$ production within a probabilistic approach where the interference with the Breit-Wigner tail of the $\rho^{0}(1 S)$ meson is neglected.

### 4.7. Form-Factor Effects in the $\rho^{\prime}(2 S)$ Region

For moderate energies and heavier nuclei, and also for larger $Q^{2}$, we encounter the situation where the coherence length $L_{c}$ for the $\rho^{\prime}(2 S)$ mass region becomes commensurate with or even smaller than the nuclear radius $R_{A}$. In this case, the $\rho^{\prime}(2 S)$ signal will be subjected to distortions by the form-factor effect in precisely the same manner as the $\rho^{0}$ signal at lower energies (see Subsection 4.5). By way of example, we indicate that, in real photoproduction of ${ }^{56} \mathrm{Fe}$ target at $E=$ 5 GeV , the $\rho^{\prime}(2 S)$ peak splits into two bumps with a dip at $M \approx m_{\rho^{\prime}}$ (see Fig. 3b). That this dip is associated with form factor effects is obvious from the shift of the dip toward smaller values of $M$ and from the development of the secondary dip with increasing $Q^{2}$ (compare Figs. $3 b$ and $4 b$ ). The results for the heavy target ${ }^{207} \mathrm{~Pb}$ (see Figs. $5 b-5 d$ ) show clearly how the dip-bump structure moves to higher masses $M$ as the coherence length $L_{c}$ increases with increasing energy $E$.

A comparison of the Argand diagram for the freenucleon target (Fig. 7) with the analogous diagrams for nuclear targets (Figs. 8 and 9) shows that the resonance loop corresponding to the $\rho^{\prime}(2 S)$ meson becomes well pronounced only at $E \gtrsim 10 \mathrm{GeV}$. Even in this energy
region, however, the contribution to the amplitude from the Breit-Wigner tail of the $\rho^{0}(1 S)$ meson cannot be neglected against that from the $\rho^{\prime}(2 S)$ meson.

## 5. CONCLUSIONS

We have performed a coupled-channel analysis of nuclear-medium modifications to the $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ mesons in the coherent $\gamma^{*} \longrightarrow \rho^{0}(1 S) A, \rho^{\prime}(2 S) A \longrightarrow$ $e^{+} e^{-} A$ reactions in the kinematical region specified by the conditions $E \sim 2-20 \mathrm{GeV}$ and $Q^{2} \leqslant 1 \mathrm{GeV}^{2}$. Our findings for the interplay of the inside and outside decays, in-medium modifications of the inside component, and the coupled-channel effects can be summarized as follows:
(i) In the $\rho^{0}(1 S)$-meson mass region $0.5 \leqq M \lesssim$ 1 GeV , the effect of off-diagonal rescatterings is small. For heavy nuclei, our results in this mass region agree with those obtained in [10] within the one-channel approximation.
(ii) Off-diagonal rescatterings become important for $M \gtrsim 1 \mathrm{GeV}$. The main off-diagonal contribution is the $\rho^{\prime}(2 S)$ production through the sequential mechanism $\gamma^{*} \longrightarrow \rho^{0}(1 S) \longrightarrow \rho^{\prime}(2 S)$. This mechanism dominates the cross section for $\rho^{\prime}(2 S)$ production on heavy nuclei.
(iii) For energies not higher than 5 GeV , the shapes of the $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ resonances are strongly affected by nuclear effects associated with the interference interplay of the resonance decays inside and outside the target nucleus and form-factor effects due to longitudinal-momentum transfer.
(iv) The $\rho^{\prime}(2 S)$ resonance is seen well only for $E \gtrsim$ 10 GeV . Even at high energies, its shape is affected by the interference with the Breit-Wigner tail of the $\rho^{0}(1 S)$ meson, which must be included properly in an analysis of experimental data on the $e^{+} e^{-}$mass spectrum in the $\rho^{\prime}(2 S)$ mass region.

In our analysis, we have focused on the dilepton decay mode. Obviously, very similar effects must be observed in measurements of $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ production through the $\pi \pi$ decay mode. The major difference from the dilepton mode would come from the finalstate interaction of the $\pi \pi$ system, which would reduce the relative contribution of the inside component in relation to that for the $e^{+} e^{-}$mode. For this reason, a comparison of the mass spectra for these two cases would be of great interest. It is especially interesting at low energies of $E \sim 2-5 \mathrm{GeV}$ for heavy nuclei, where the inside component is sufficiently large for the $e^{+} e^{-}$ decay mode and will be strongly suppressed by finalstate absorption for the $\pi \pi$ mode. A comparative theoretical analysis of coherent $\rho^{0}(1 S)$ and $\rho^{\prime}(2 S)$ photoand electroproduction for the $e^{+} e^{-}$and $\pi \pi$ decay modes is now in progress.
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#### Abstract

The results obtained from an analysis of the 1974-1998 Yakutsk array data on muons with threshold energy $E_{\mu} \approx 1.0 \times \sec \theta \mathrm{GeV}$ and on all charged particles (electrons and muons) in extensive air showers (EAS) are reported and compared with the results of calculations based on the model of quark-gluon strings with jets. For energies of $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ and zenith angles of $\theta \leq 45^{\circ}$, the results of the model calculations are consistent with the measured properties of the showers, while, for higher energy EASs, there are considerable discrepancies, which are probably due to the change in the development of the shower cascade in the region $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The lateral distribution functions (LDF) obtained from the Yakutsk array data for muons with threshold energy $E_{\mu} \approx 1.0 \times \sec \theta \mathrm{GeV}$ and for all charged particles (electrons and muons) in extensive air showers (EAS) were reported in [1-4]. The LDF for either EAS component exhibited anomalous behavior for shower energies of $E_{0} \geq(3-5) \times 10^{18} \mathrm{eV}$. According to the opinion put forth in [1-4], this behavior is associated with some new processes in the development of EASs at these energies.

In this connection, it is reasonable to analyze the Yakutsk array data within a model that would describe the development of EASs without coming in conflict with any of the observations for energies of $E_{0} \leq(1-3) \times$ $10^{18} \mathrm{eV}$. The majority of studies devoted to calculating the properties of EASs have long since relied on the model of quark-gluon strings (commonly known as QGS model, or, merely, QGSM) [5]. Some features calculated on the basis of this model (see, for example, [6, 7]) are consistent with experimental data from [1, 2, 8] for $E_{0} \leq(1-3) \times 10^{18} \mathrm{eV}$.

In this study, the Yakutsk array data on muons and all charged particles are compared with the results of the calculations based on the QGS model involving jets (QGSJET model) [9], which faithfully reproduces a vast variety of experimental data on EASs [10]. Moreover, the study of Erlykin and Wolfendale [11] revealed that the QGSJET model is the best one at energies around $10^{6} \mathrm{GeV}$ in the sense that the same estimates for the mass composition of cosmic rays are obtained near the cusp of the primary-energy spectrum when the model is employed to analyze different experimental features of EASs.

[^16]
## 2. EXPERIMENTAL DATA

Subjected to analysis were data on showers with zenith angles $\theta \leq 60^{\circ}$. In just the same way as in [3, 4], the LDFs for charged particles were constructed on the basis of data from only 13 stations located at the center of the array. Together with the central station, they form two subarrays, each consisting of six master triangles with a side of 500 m for one subarray (small master, SM) and a side of 1000 m for the other subarray (large master, LM). Each station included two scintillation detectors of size $2 \times 2 \mathrm{~m}^{2}$, which operated in the coincidence mode.

That the mean LDFs were constructed here by using showers selected at least by one of the aforementioned master triangles distinguishes the present analysis from those that were reported in [1,2] and which took into account relevant events accumulated over the total area of the array. As a result, statistics were reduced by a factor of 1.5-3, but the data set selected in this way was free from showers recorded at the array boundaries, where the accuracy of the measurement was poorer than that in the more densely meshed central part of the array.

As in [12, 13], the energy of primary particles was estimated with the aid of the relations

$$
\begin{gather*}
E_{0}=(4.8 \pm 1.6) \times 10^{17}\left(\rho_{s, 600}\left(0^{\circ}\right)\right)^{1.0 \pm 0.02}[\mathrm{eV}],  \tag{1}\\
\rho_{s, 600}\left(0^{\circ}\right) \\
=\rho_{s, 600}(\theta) \exp \left((\sec \theta-1) \times 1020 / \lambda_{\rho}\right)\left[\mathrm{m}^{-2}\right],  \tag{2}\\
\lambda_{\rho}=(450 \pm 44)+(32 \pm 15) \log \left(\rho_{s, 600}\left(0^{\circ}\right)\right)\left[\mathrm{g} / \mathrm{cm}^{2}\right], \tag{3}
\end{gather*}
$$

where $\rho_{s, 600}(\theta)$ is the charged-particle density measured by scintillation detectors positioned on the

Earth's surface at the distance of $R=600 \mathrm{~m}$ from the shower axis. The axis coordinates and the density $\rho_{s, 600}(\theta)$ were calculated with the aid of the Linsley formula [14]

$$
\begin{equation*}
f_{s}=N_{s} C_{s} r^{-a}(1+r)^{a-b_{s}} \tag{4}
\end{equation*}
$$

where $r=R / R_{\mathrm{M}}, R_{\mathrm{M}}$ being the Mollier radius, which depends on the temperature $T$ and pressure $P$ as

$$
\begin{equation*}
R_{\mathrm{M}} \approx\left(7.5 \times 10^{4} / P\right)(T / 273) \tag{5}
\end{equation*}
$$

The $R_{\mathrm{M}}$ values were determined for each shower (according to the Yakutsk data $\left\langle R_{\mathrm{M}}\right\rangle \approx 70 \mathrm{~m}$ ). The as-yet-undefined quantities in (4) are the following: $C_{s}$ is a normalization constant; $N_{s}$ is the total number of charged particles at the observation level; $a=1$; and $b_{s}$ is the parameter defined in [15] as

$$
\begin{equation*}
b_{s}=b_{1}+b_{2} \cos \theta+b_{3} \log \left(\rho_{s, 600}(\theta)\right) \tag{6}
\end{equation*}
$$

where $b_{1}=1.38, b_{2}=2.16$, and $b_{3}=0.15$.
Our final analysis included showers for which the SM (LM) determined the coordinates of their axes to within 20-30 (50-60) m.

The entire set of showers was partitioned into groups with step values of $\Delta \cos \theta=0.1$ and $\Delta \log E_{0}=$ 0.2 . The showers were averaged within each of the groups. The individual densities in groups were normalized to the mean shower energy $\left\langle E_{0}\right\rangle$ and were averaged over the intervals of $\Delta \log R=0.04$. The averaged charged-particle densities not less than $4 \mathrm{~m}^{-2}$ were calculated by the formula

$$
\begin{equation*}
\left\langle\rho_{s}\left(R_{i}\right)\right\rangle=\left(\sum_{n=1}^{N_{1}} \rho_{n}\left(R_{i}\right)\right) / N_{1}\left[\text { particle } / \mathrm{m}^{2}\right] . \tag{7}
\end{equation*}
$$

In order to extend the range of $R$, especially for low $E_{0}$, we followed the procedure invented in [3, 4], determining the densities near the detector threshold by the method used for hodoscopes. The probability of the actuation of two detectors operating in the coincidence mode is

$$
\begin{equation*}
F=\left(1-\exp \left\{-\rho_{s}\left(R_{i}\right) S\right\}\right)^{2}=N_{1} /\left(N_{1}+N_{0}\right) \tag{8}
\end{equation*}
$$

where $N_{1}$ and $N_{0}$ are the number of stations that were actuated or not actuated, respectively, in showers at distances from the axes between $\log R_{i}$ and $\log R_{i}+0.04$, while $S=2 \mathrm{~m}^{2}$ is the area of an individual detector. From equation (8), it follows that

$$
\begin{equation*}
\left\langle\rho_{s}\left(R_{i}\right)\right\rangle=\beta \frac{-\ln (1-\sqrt{F})}{S} \tag{9}
\end{equation*}
$$

The coefficient $\beta=\rho_{s} / \rho_{\mathrm{ch}}$ considers that relation (9) is valid for charged particles and that expression (7) includes readings of the scintillation detectors. At distances of $R \approx 200-1000 \mathrm{~m}$, previous measurements at the Yakutsk array yielded the value of $\beta=1.23 \pm 0.07$ in $E_{0} \approx 10^{17}-10^{19} \mathrm{eV}$ showers [16].

The resulting LDFs for charged particles were approximated as

$$
\begin{equation*}
\rho_{s}(R)=f_{s}(1+R / 2000)^{-g_{s}} \tag{10}
\end{equation*}
$$

where $f_{s}$ corresponds (4) at $a=1.3$. At a specific choice of values for the parameter $g_{s}$, the functions in (10) agree better with experimental values than the functions in (4), especially at large distances from the shower axis.

As in $[1,2]$, the averaged muon densities for $E_{\mu} \approx$ $1.0 \times \sec \theta \mathrm{GeV}$ were found from the relation

$$
\begin{equation*}
\left\langle\rho_{\mu}\left(R_{i}\right)\right\rangle=\left(\sum_{n=1}^{N_{1}} \rho_{n}\left(R_{i}\right)\right) /\left(N_{1}+N_{0}\right) \tag{11}
\end{equation*}
$$

where $N_{1}$ and $N_{0}$ are the numbers of, respectively, nonzero and zero readings of the muon detectors in the interval between $\log R_{i}$ and $\log R_{i}+0.04$. Zero readings correspond to cases where the detectors in the waiting mode recorded no muons. Such events are possible near the threshold densities. Their number depends on the effective detector areas varying from 8 to $36 \mathrm{~m}^{2}$ in the case under consideration.

The LDFs for muons were approximated as

$$
\begin{equation*}
\rho_{\mu}(R)=f_{\mu}(1+R / 2000)^{-g_{\mu}} \tag{12}
\end{equation*}
$$

where $f_{\mu}$ is given by the well-known Greisen relation [17]

$$
\begin{equation*}
f_{\mu}=N_{\mu} C_{\mu} r^{-0.75}(1+r)^{0.75-b_{\mu}} \tag{13}
\end{equation*}
$$

Here, $r=R / R_{0}$ with $R_{0}=280 \mathrm{~m}, C_{\mu}$ is a normalization constant, $N_{\mu}$ is the total number of muons at the observation level ( $1020 \mathrm{~g} / \mathrm{cm}^{2}$ for Yakutsk), and $b_{\mu}$ is a parameter.

The most appropriate values of the parameters $\left(b_{s}\right.$, $g_{s}$ ) and $\left(b_{\mu}, g_{\mu}\right)$ in (10) and (12), respectively, were determined from a least squares fit, their significance being assessed on the basis of a $\chi^{2}$ test. The procedure for determining the LDFs for the two EAS components was verified by means of a mathematical simulation.

## 3. COMPUTATIONAL PROCEDURE

The LDFs presented here for charged particles and muons were calculated on the basis of the QGSJET model $[9,10]$ for primary protons and Fe nuclei. A feature peculiar to this model is that it takes into account a soft preevolution preceding hard parton scattering. Thus, a simulation of interactions of hadrons and nuclei with nuclei includes contributions both from soft parton cascades characterized by low transverse momenta,

$$
Q_{t}^{2}<Q_{0}^{2}
$$

$\left(Q_{0} \approx 2 \mathrm{GeV}\right)$, and from semihard processes, where

$$
Q_{t}^{2}>Q_{0}^{2}
$$

In the energy range from the threshold energy $E_{\mathrm{thr}}=$ $E_{0} \times 10^{-3} / A$, where $A$ is the atomic number of a primary particle, to $E_{0}$, the development of the nuclear cascade was simulated by the Monte Carlo method; below $E_{\text {thr }}$ the cascade was estimated in terms of averaged quantities. The equations for the nuclear cascade were solved numerically to a precision of about $1 \%$. The LDFs for electrons were calculated at the Mollier radius of $R_{\mathrm{M}}=$ 70 m to within $10 \%$. The response of the scintillation detector was not calculated because of difficulties plaguing the theory of electron-photon cascades.

We also took into account the deflection of EAS electrons and muons by the Earth's magnetic field, whose effect is pronounced for all showers [7, 18], including the most intense ones [19]. In the Yakutsk region, the Earth's magnetic field has a strength of $|\mathbf{B}|=$ 0.6 G , an inclination of $76^{\circ}$, and a west declination of $19^{\circ}$ from the northward direction.

The LDFs for muons were calculated with the threshold of $E_{\mu}=1.0 \times \sec \theta \mathrm{GeV}$ for distances from the shower axis in the range $\Delta R=150-1500 \mathrm{~m}$, while the LDFs for all charged particles were calculated for $\Delta R=$ $150-1000 \mathrm{~m}$ as the sum of the densities of electrons with energies $E_{e} \geq 0.5 \mathrm{MeV}$ and of muons with energies $E_{\mu} \geq 0.3 \mathrm{GeV}$; that is, $\rho_{\mathrm{ch}}=\rho_{e}(\geq 0.5 \mathrm{MeV})+$ $\rho_{\mu}(\geq 0.3 \mathrm{GeV})$.

The entire set of the data computed for the showers was partitioned into the same groups in $E_{0}$ and $\theta$ as those chosen in experimentally deducing the averaged LDFs. For each value of $\theta$, the number of showers simulated in these groups varied from 3000 for $E_{0}$ in the range $10^{18}-10^{18.2} \mathrm{eV}$ to 200 for $E_{0}$ in the range $10^{19.6}-10^{19.8} \mathrm{eV}$. In just the same way as the experimental LDFs, the simulated ones were represented analytically by the functions in (10) and (12), with the most appropriate values of the parameters $\left(b_{s}, g_{s}\right)$ and $\left(b_{\mu}, g_{\mu}\right)$, respectively, being determined by the least squares method.

## 4. COMPARISON OF DATA FOR $E_{0}<3 \times 10^{18} \mathrm{eV}$

All the results presented below were obtained from an analysis of the averaged LDFs. Figure 1 shows the theoretical and experimental LDFs of all charged particles and of muons for $\left\langle E_{0}\right\rangle=2 \times 10^{18} \mathrm{eV}$. Their parameters are listed in Table 1.

The experimental and theoretical LDFs for either component in nearly vertical EASs are consistent in shape, but the calculation overestimates the density by a factor of about 1.4. A similar pattern is observed at other $\theta$ values that are not very large. Only for strongly inclined showers $\left(\theta \geq 45^{\circ}\right)$ do we see deviations from it: there, the experimental LDFs for charged particles are much steeper than the calculated LDFs, intersecting them at distances from the axis about 400 m (see Fig. 1c).

Our analysis revealed that, at all $E_{0}$ values and $\theta \leq$ $60^{\circ}$, the calculated LDFs for muons are consistent with the approximation in (12) at $g_{\mu}=6.5$ and that the same conclusion follows from our experimental data; it


Fig. 1. Lateral distributions of (closed circles) all charged particles and (open circles) muons with threshold energy $E_{\mu} \approx 1.0 \times \sec \theta \mathrm{GeV}$ for $E_{0}=2 \times 10^{18} \mathrm{eV}$ showers at $\langle\cos \theta\rangle=(a) 0.98$, (b) 0.78, and (c) 0.58. Curves 1 and 2 represent the approximations (10) and (12) of (solid curves) the experimental data and (dashed curves) the distributions calculated within the QGSJET model for primary protons with the parameters from Table 1.
should be borne in mind, however, that, in [1, 2], our group used the approximation in (12) with $g_{\mu}=1$. A possible reason behind so great a distinction between the $g_{\mu}$ values is that it is difficult to determine accu-

Table 1. LDF parameters at $\left\langle E_{0}\right\rangle=10^{18.3} \mathrm{eV}$

| $\underbrace{}_{\text {Parameter }}\langle\cos \theta\rangle$ |  | 0.98 | 0.78 | 0.58 |
| :---: | :---: | :---: | :---: | :---: |
| $\overline{\left\langle b_{s}\right\rangle}$ | Exp. | $3.50 \pm 0.01$ | $3.06 \pm 0.01$ | $2.28 \pm 0.02$ |
|  | Theor. | $3.63 \pm 0.01$ | $3.00 \pm 0.01$ | $1.66 \pm 0.01$ |
| $g_{s}$ | Exp. | 1 | 1 | 3 |
|  | Theor. | 1 | 1 | 3 |
| $\log \left\langle\rho_{s, 600}\right\rangle$ | Exp. | $0.53 \pm 0.01$ | $0.27 \pm 0.01$ | $-0.19 \pm 0.01$ |
|  | Theor. | $0.64 \pm 0.01$ | $0.36 \pm 0.01$ | $-0.05 \pm 0.01$ |
| $\log \left\langle N_{s}\right\rangle$ | Exp. | $8.51 \pm 0.01$ | $7.93 \pm 0.01$ | $7.12 \pm 0.02$ |
|  | Theor. | $8.73 \pm 0.01$ | $7.97 \pm 0.01$ | $7.00 \pm 0.01$ |
| $\log \left\langle N_{s}(100-1000)\right\rangle$ | Exp. | $7.72 \pm 0.01$ | $7.30 \pm 0.01$ | $6.69 \pm 0.02$ |
|  | Theor. | $7.88 \pm 0.01$ | $7.36 \pm 0.01$ | $6.70 \pm 0.01$ |
| $\chi^{2}$ | Exp. | 37(32) | 29(29) | 22(33) |
|  | Theor. | 5(4) | 3(4) | 6(4) |
| $\left\langle b_{\mu}\right\rangle$ | Exp. | $2.21 \pm 0.04$ | $1.39 \pm 0.05$ | $1.21 \pm 0.06$ |
|  | Theor. | $2.08 \pm 0.01$ | $1.36 \pm 0.01$ | $1.09 \pm 0.01$ |
| $g_{\mu}$ | Exp. | 6.5 | 6.5 | 6.5 |
|  | Theor. | 6.5 | 6.5 | 6.5 |
| $\log \left\langle\rho_{\mu, 600}\right\rangle$ | Exp. | $-0.19 \pm 0.02$ | $-0.15 \pm 0.04$ | $-0.29 \pm 0.06$ |
|  | Theor. | $-0.07 \pm 0.01$ | $-0.10 \pm 0.01$ | $-0.15 \pm 0.01$ |
| $\log \left\langle N_{\mu}\right\rangle$ | Exp. | $6.86 \pm 0.04$ | $6.72 \pm 0.05$ | $6.56 \pm 0.06$ |
|  | Theor. | $6.95 \pm 0.01$ | $6.78 \pm 0.01$ | $6.68 \pm 0.01$ |
| $\log \left\langle N_{\mu}(100-1000)\right\rangle$ | Exp. | $6.66 \pm 0.02$ | $6.57 \pm 0.03$ | $6.40 \pm 0.03$ |
|  | Theor. | $6.76 \pm 0.01$ | $6.63 \pm 0.01$ | $6.53 \pm 0.01$ |
| $\chi^{2}$ | Exp. | 28(25) | 15(20) | 22(17) |
|  | Theor. | 5(9) | 6(9) | 12(9) |

rately the muon densities on the periphery of showers near their detection threshold. In order to avoid misdetections, the range of $R$ was reduced in [1, 2] by excluding the periphery; this led to the value of $g_{\mu}=1$, but different versions were also possible.


Fig. 2. Parameter $b_{\mu}$ as a function of $E_{0}$ for the lateral distributions (points) measured experimentally and (curves) calculated within the QGSJET model for proton-induced showers with $\langle\cos \theta\rangle=$ (closed circles, curve 1) 0.98 , (open circles, curve 2) 0.88 , (crosses, curve 3 ) 0.78 , (triangles, curve 4 ) 0.68 , and (squares, curve 5) 0.58 . The lateral distributions were approximated by the functions in (12) at $g_{\mu}=6.5$.

Figure 2 shows $b_{\mu}$ values corresponding to the approximations given in (12) with $g_{\mu}=6.5$ versus $E_{0}$ at various values of $\theta$. The curves in the figure illustrate the behavior of the parameter $b_{\mu}$ from the QGSJET model for primary protons. The results of the calculations are compatible with the relation

$$
\begin{equation*}
b_{\mu}=2.07+2.32(1-\cos \theta)+0.07\left(\log E_{0}-18\right) \tag{14}
\end{equation*}
$$

Experimental data for $E_{0} \leq 2 \times 10^{18} \mathrm{eV}$ suggest the value of $\partial b_{\mu} / \partial \cos \theta=2.36 \pm 0.12$ in agreement with (14) within the measurement errors, but they imply the higher rate of the growth of the parameter $\partial b_{\mu} / \partial \log E_{0}$ with energy $\left(\partial b_{\mu} / \partial \log E_{0}=0.19 \pm 0.09\right)$. The latter may be due to a change in the primary composition, from a mixture enriched at $E_{0} \sim 10^{17} \mathrm{eV}$ in heavy nuclei $\{Z=$ $10-30$ nuclei constitute $(63 \pm 7) \%[20]\}$ to a lighter composition [8]. According to our estimates [21], the fraction of protons is about $80 \%(\langle\ln A\rangle \approx 0.4)$ at $E_{0} \sim$ $10^{18} \mathrm{eV}$. By and large, the data here are in agreement with the theoretical results. At higher energies, the LDFs for muons will be considered below.

The LDF for charged particles is one of the important features of EASs because it is used to determine the axis coordinates; the density $\rho_{s, 600}(\theta)$; and many other shower parameters, including the primary-particle
energy $E_{0}$. At a fixed value of $g_{s}$, the LDF shape is governed solely by the parameter $b_{s}$, which depends on $E_{0}$ and $\theta$.

This is obvious from Fig. 3, which shows the $b_{s}$ values calculated for primary protons and the experimental results for LDFs (10) at $g_{s}=1$. For $\theta \leq 45^{\circ}$, the $b_{s}$ values found from the theoretical LDFs can be approximated by the dependence

$$
\begin{equation*}
b_{s}=b_{0}-b_{1}(\sec \theta-1)+b_{2}\left(\log E_{0}-18\right) \tag{15}
\end{equation*}
$$

where $b_{0}=3.58 \pm 0.02, b_{1}=1.9 \pm 0.05$, and $b_{2}=0.14 \pm$ 0.01. The experimental data at $E_{0} \approx(3-30) \times 10^{17} \mathrm{eV}$ and $\theta \leq 45^{\circ}$ are approximated by expression (15) with coefficients $b_{0}=3.45 \pm 0.03, b_{1}=1.9 \pm 0.11$, and $b_{2}=$ $0.30 \pm 0.05$. In more inclined EASs $\left(\theta>45^{\circ}\right)$, the experimental LDFs exhibit slighter dependence on the zenith angle: $b_{1}=1.05 \pm 0.13$.

In just the same way as for the parameter $b_{\mu}$, the discrepancy between the theoretical and experimental results for the coefficient $b_{2}$, which characterizes the rate at which the LDF for charged particles becomes steeper with increasing $E_{0}$ is interpreted in terms of the additional change in the primary-particle composition: $b_{2} \approx 0.14\left(1+\partial \log A / \partial \log E_{0}\right)$. The LDF has a smaller slope for primary Fe nuclei than for primary protons. The superposition model yields $b_{s}(p)-b_{s}(\mathrm{Fe}) \approx 0.25$.

Let us consider the behavior of the densities $\rho_{\mu, 600}(\theta)$ and $\rho_{s, 600}(\theta)$. Figure 4 shows the density $\rho_{\mu, 600}(\theta)$ as a function of $E_{0}$ at $\langle\cos \theta\rangle=0.98$ and 0.58 . Curves 1 and 5 represent the QGSJET results for primary protons and Fe nuclei. The model density for pro-ton-induced vertical EASs can be approximated by the dependence

$$
\begin{equation*}
\rho_{\mu, 600}\left(0^{\circ}\right)=0.45\left(E_{0} / 10^{18}\right)^{0.92 \pm 0.01} \tag{16}
\end{equation*}
$$

whereas the experiment yields

$$
\begin{equation*}
\rho_{\mu, 600}\left(0^{\circ}\right)=(0.32 \pm 0.02)\left(E_{0} / 10^{18}\right)^{0.84 \pm 0.02} \tag{17}
\end{equation*}
$$

In all probability, a slower growth of the experimental density $\rho_{\mu, 600}(\theta)$ with $E_{0}$ for $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ in relation to the dependence in (16) is caused by a transition from a heavy primary composition to a composition enriched in light nuclei and protons.

The zenith-angle dependence of $\rho_{\mu, 600}(\theta)$ at $\left\langle E_{0}\right\rangle=$ $2 \times 10^{18} \mathrm{eV}$ is depicted in Fig. 5a, whence we can see that the theoretical results and the experiment results both evince a slight change in this parameter for $\theta \leq$ $60^{\circ}$.

Figure $5 a$ also displays the zenith-angle dependences of $\rho_{s, 600}$ and $\rho_{e, 600}$ (the latter is the electron density at a distance of 600 m from the shower axis). Experimentally, $\rho_{e}$ was determined as the difference $\rho_{e}=\rho_{s}-d(\theta) \rho_{\mu}\left(E_{\mu} \geq 1.0 \times \sec \theta \mathrm{GeV}\right)$. The factor $d(\theta)=1.25-1.4$ was borrowed from the QGSJET calculations for a transition to the density of muons with threshold $E_{\mu} \geq 0.01 \mathrm{GeV}$.

Fig. 4. Density $\rho_{\mu, 600}(\theta)$ as a function of $E_{0}$ for the lateral distributions (points) measured experimentally and (curves) calculated within the QGSJET model for ( $p$ ) primary protons and (Fe) primary Fe nuclei at $\langle\cos \theta\rangle=($ closed circles, curve 1) 0.98 and (squares, curve 5) 0.58 . The solid and dashed curves represent, respectively, an interpolation and an extrapolation of experimental data for $\langle\cos \theta\rangle=0.58$.

The experimental values of the density $\rho_{s, 600}(\theta)$ for $\theta \leq 45^{\circ}$ can be approximated as

$$
\begin{equation*}
\log \left(\rho_{s, 600}\left(0^{\circ}\right)\right)=\log \left(\rho_{s, 600}(\theta)\right)+k_{\theta}(\sec \theta-1) \tag{18}
\end{equation*}
$$

with $k_{\theta}=1.02 \pm 0.08$. The results of the calculations are compatible with (18) at $k_{\theta}=1.14 \pm 0.05$.

Figure 6 shows the densities $\rho_{s, 600}(\theta)$ as functions of $E_{0}$ for $\langle\cos \theta\rangle=0.98,0.78$, and 0.58 . Curves 1,3 , and 5 represent the results of the calculations for primary pro-



Fig. 5. Densities $\rho_{600}$ of (1) all charged particles, (2) muons, and (3) electrons as functions of $\sec \theta$ ( $\theta$ is the zenith angle) at $E_{0}=(a) 2 \times 10^{18}$ and $(b) 2 \times 10^{19} \mathrm{eV}$ : (points) experimental data and (dashed curves) results of the QGSJET calculation for primary protons and (Fe) Fe nuclei.


Fig. 6. Density $\rho_{s, 600}(\theta)$ as a function of $E_{0}$. The solid and dashed curves represent, respectively, an interpolation and an extrapolation of experimental data (see main body of the text).
tons. At $\theta=0^{\circ}$, these results comply with the relation

$$
\begin{equation*}
\rho_{\mathrm{ch}, 600}\left(0^{\circ}\right)=2.4\left(E_{0} / 10^{18}\right)^{1.0 \pm 0.01} \tag{19}
\end{equation*}
$$

The $\rho_{s, 600}$ values (like $\rho_{\mu, 600}$ values) deduced from
the experimental data are less than the theoretical results. For $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ vertical showers, we have

$$
\begin{equation*}
\rho_{s, 600}\left(0^{\circ}\right)=(2.0 \pm 0.3)\left(E_{0} / 10^{18}\right)^{0.94 \pm 0.02} \tag{20}
\end{equation*}
$$

The relations inverse to (17) and (16),

$$
\begin{align*}
& E_{0}=3.94 \times 10^{18}\left(\rho_{\mu, 600}\left(0^{\circ}\right)\right)^{1.19 \pm 0.02}  \tag{21}\\
& E_{0}=2.4 \times 10^{18}\left(\rho_{\mu, 600}\left(0^{\circ}\right)\right)^{1.08 \pm 0.01}, \tag{22}
\end{align*}
$$

are convenient for determining $E_{0}$ from $\rho_{\mu, 600}\left(0^{\circ}\right)$. The estimates of energy that are obtained from these relations differ by a factor of about 1.4 near $10^{18} \mathrm{eV}$.

From (19) and (20), we similarly obtain the inverse relations

$$
\begin{gather*}
E_{0}=(4.8 \pm 0.3) \times 10^{17}\left(\rho_{s, 600}\left(0^{\circ}\right)\right)^{1.06 \pm 0.03}  \tag{23}\\
E_{0}=4.17 \times 10^{17}\left(\rho_{\mathrm{ch}, 600}\left(0^{\circ}\right)\right)^{1.0 \pm 0.01}, \tag{24}
\end{gather*}
$$

which also differ by a factor of about 1.2 near $10^{18} \mathrm{eV}$. The photon contribution disregarded in $\rho_{\mathrm{ch}}$ can increase the ratio of (23) and (24) up to 1.35-1.4.

Note that relations (23) and (1) involve different exponents. The exponent is equal to $1.06 \pm 0.03$ for $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ and to $0.94 \pm 0.03$ for higher energies. This is because the above method was used to deduce $\rho_{s, 600}\left(0^{\circ}\right)$ values in (23) from the averaged LDFs, whereas the preliminary processing of showers recorded by the Yakutsk array relied on the Linsley functions (4) with $a=1$ and $b_{s}$ as determined according to (6). The individual values $\rho_{s, 600}(\theta)$ and $E_{0}$ in showers were found on the basis of the same functions.

The above data suggest the following. The LDF for either component measured in the experiment is $\sim 1.4$ times less than the corresponding QGSJET result for primary protons. This difference cannot be associated with a transition to a heavier primary-particle composition because this assumption would lead to a more glaring contradiction with the experimental data. If the results of the calculation are normalized to the experimental data, for example, by reducing the energy $E_{0}$ in the calculations by a factor of about 1.4 at a fixed density $\rho_{s, 600}\left(0^{\circ}\right)$, the LDFs measured for EASs of energies $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ and those expected on the basis of the QGSJET model will have similar shapes. In this case, the dynamical features of the measured LDFs are compatible with the hypothesis that the primary-particle composition becomes lighter with increasing $E_{0}$ with the result that the primary mixture proves to be dominated by protons at $E_{0} \approx(1-2) \times 10^{18} \mathrm{eV}$.

## 5. COMPARISON OF DATA FOR $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$

As was indicated in [1-4] and as can be seen from Figs. 2-6, the development of $E_{0} \geq(3-5) \times 10^{18} \mathrm{eV}$ showers is somewhat different from the development of showers having lower energies. Figure 7 shows the experimental and theoretical LDFs for charged parti-


Fig. 7. As in Fig. 1, but for $E=2 \times 10^{19} \mathrm{eV}$ showers. The parameters of approximations are listed in Table 2.
cles and muons at $E_{0}=2 \times 10^{19} \mathrm{eV}$ for three zenith angles whose mean cosines are $\langle\cos \theta\rangle=0.98,0.78$, and 0.58 . The LDF parameters are listed in Table 2.

At first glance, it seems that, for $\theta \leq 35-40^{\circ}$ showers having such energies, the theory also exhibits some kind of agreement with the experiment data, especially for the LDFs for charged particles. The closed circles in Fig. 8 represent all values obtained by reducing the parameters $b_{s}$ displayed in Fig. 3 to the vertical direction and averaging the results. For $E_{0}>2 \times 10^{18} \mathrm{eV}$, this parameter approaches the QGSJET theoretical dependence [curve $1(p)$ ] for primary protons.

A different pattern is observed in more inclined EASs. This is clearly seen from Fig. $7 c$, where the experimental LDFs for the two components agree for all $R>100 \mathrm{~m}$. It follows that only muons with energies $E_{\mu} \geq 1.8 \mathrm{GeV}$ are detected in these showers at the above distances from the axis: there are no softer muons and, the more so, electrons, in contrast to what is observed in similar inclined EASs of energies $E_{0} \leq 3 \times 10^{18} \mathrm{eV}$ (see Fig. 1c).

Figure $5 b$ shows the densities $\rho_{s, 600}(\theta), \rho_{e, 600}(\theta)$, and $\rho_{\mu, 600}(\theta)$ in $E_{0}=2 \times 10^{19} \mathrm{eV}$ showers as functions of the zenith angle. The experimental densities $\rho_{\rho, 600}(\theta)$ were determined in the same way as those in Fig. 5a. Their behavior with increasing $\theta$ differs considerably from the model prediction: The experimental densities $\rho_{e, 600}(\theta)$ decrease much faster, while the densities


Fig. 8. $E_{0}$ dependences of the parameters (open circles) $b_{\mu}$ and (closed circles and crosses) $b_{s}$ of the approximation (10) of lateral distributions in vertical EASs at $g_{s}=1$ and 3.5, respectively. Curves represent the results of the QGSJET calculations for ( 1 ) all charged particles and (2) muons from showers induced by primary $(p)$ protons and $(\mathrm{Fe}) \mathrm{Fe}$ nuclei.

Table 2. LDF parameters at $\left\langle E_{0}\right\rangle=10^{19.3} \mathrm{eV}$

| $\sum_{\text {Parameter }}\langle\cos \theta\rangle$ |  | 0.98 | 0.78 | 0.58 |
| :---: | :---: | :---: | :---: | :---: |
| $\left\langle b_{s}\right\rangle$ | Exp. | $3.19 \pm 0.04$ | $2.67 \pm 0.03$ | $2.15 \pm 0.04$ |
|  | Theor. | $3.76 \pm 0.01$ | $3.23 \pm 0.01$ | $1.91 \pm 0.01$ |
| $g_{s}$ | Exp. | 3.5 | 3.5 | 3.5 |
|  | Theor. | 1.0 | 1.0 | 3.0 |
| $\log \left\langle\rho_{s, 600}\right\rangle$ | Exp. | $1.63 \pm 0.02$ | $1.35 \pm 0.02$ | $0.95 \pm 0.02$ |
|  | Theor. | $1.63 \pm 0.01$ | $1.39 \pm 0.01$ | $0.92 \pm 0.01$ |
| $\log \left\langle N_{s}\right\rangle$ | Exp. | $9.62 \pm 0.03$ | $8.97 \pm 0.04$ | $8.23 \pm 0.03$ |
|  | Theor. | $9.82 \pm 0.01$ | $9.17 \pm 0.01$ | $8.05 \pm 0.01$ |
| $\log \left\langle N_{s}(100-1000)\right\rangle$ | Exp. | $8.86 \pm 0.02$ | $8.40 \pm 0.02$ | $7.82 \pm 0.02$ |
|  | Theor. | $8.92 \pm 0.01$ | $8.48 \pm 0.01$ | $7.71 \pm 0.01$ |
| $\chi^{2}$ | Exp. | 17(18) | 26(20) | 32(24) |
|  | Theor. | 7(4) | 3(4) | 6(4) |
| $\left\langle b_{\mu}\right\rangle$ | Exp. | $1.92 \pm 0.06$ | $2.07 \pm 0.08$ | $1.32 \pm 0.03$ |
|  | Theor. | $2.12 \pm 0.01$ | $1.39 \pm 0.01$ | $1.13 \pm 0.02$ |
| $g_{\mu}$ | Exp. | 8.0 | 8.0 | 6.5 |
|  | Theor. | 6.5 | 6.5 | 6.5 |
| $\log \left\langle\rho_{\mu, 600}\right\rangle$ | Exp. | $0.74 \pm 0.05$ | $0.92 \pm 0.05$ | $0.98 \pm 0.03$ |
|  | Theor. | $0.84 \pm 0.01$ | $0.82 \pm 0.01$ | $0.75 \pm 0.01$ |
| $\log \left\langle N_{\mu}\right\rangle$ | Exp. | $7.82 \pm 0.04$ | $8.04 \pm 0.07$ | $7.85 \pm 0.06$ |
|  | Theor. | $7.87 \pm 0.01$ | $7.69 \pm 0.01$ | $7.59 \pm 0.01$ |
| $\log \left\langle N_{\mu}(100-1000)\right\rangle$ | Exp. | $7.62 \pm 0.02$ | $7.83 \pm 0.04$ | $7.69 \pm 0.04$ |
|  | Theor. | $7.68 \pm 0.01$ | $7.54 \pm 0.01$ | $7.44 \pm 0.01$ |
| $\chi^{2}$ | Exp. | 10(12) | 17(12) | 17(15) |
|  | Theor. | 11(9) | 6(9) | 12(9) |

$\rho_{\mu, 600}(\theta)$, in contrast, increase, appearing to be in accord with $\rho_{s, 600}(\theta)$ for $\theta>45^{\circ}$. The variations in the densities $\rho_{\mu, 600}(\theta)$ go beyond the boundary of the region compatible with the change in the primary-particle composition from protons to Fe nuclei, the maximal excess over this boundary being twofold. A noticeable increase in the muon contribution is accompanied by a reduction of the number of electrons (Fig. 5b); that is, the muon-to-electron ratio in the total flux of charged particles changes. This affects considerably the measurement of particle densities by ground-based detectors whose energy absorption is high (for instance, by the water Cherenkov reservoirs in the Haverah Park Array).

For $E_{0} \leq 10^{18} \mathrm{eV}$ showers, experimental data comply well with the approximation in (10) at $g_{s}=1$. This can be seen from Fig. 9, where closed circles represent the ratio of the measured LDFs to their approximations given by (10) at $g_{s}=1$ for $E_{0}=8 \times 10^{17} \mathrm{eV}$ showers at $\langle\cos \theta\rangle=0.98,0.78$, and 0.58 .

The observed pattern is strongly different for $E_{0}>$ $3 \times 10^{18} \mathrm{eV}$. It was indicated in [3, 4] that, here, the measured LDFs cannot be approximated by expression
(10) at $g_{s}=1$ over the entire range of distances from the shower axis. In the region $R>400 \mathrm{~m}$, the densities show much steeper variations. This is clearly seen from Fig. 9, where open circles represent the ratio of the LDFs measured in this energy region to the values extrapolated from the region $E_{0} \leq 10^{18} \mathrm{eV}$. The extrapolated LDFs were taken with the $\rho_{s, 600}(\theta)$ values depicted by the dashed curves in Fig. 6, the parameters $g_{s}$ being set to unity; as to the parameter $b_{s}$, it was chosen in accordance with Fig. 3 (for $E_{0} \leq 10^{18} \mathrm{eV}$ ):

$$
\begin{equation*}
b_{s}=3.45-1.9(\sec \theta-1)+0.3\left(\log E_{0}-18\right) . \tag{25}
\end{equation*}
$$

In order to increase the statistical significance, all data for $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$ were averaged and rescaled to $E_{0}=2 \times 10^{19} \mathrm{eV}$.

On the whole, the LDFs become more humpbacked. Analytically, they can be represented by the functions in (10) at $g_{s}=3.5$ (dashed curves in Fig. 9). The corresponding averaged values of the parameters $b_{s}$ in vertical showers are shown by the crosses in Fig. 8. They were obtained for all five intervals of zenith angles in just the same way as the values at $g_{s}=3.5$.

Let us compare the above LDFs for charged particles with the LDFs measured at the Akeno Giant Air Shower Array (AGASA), which employs scintillation detectors similar to ours [22]. According to [23], the LDFs measured at that array can be approximated by the form

$$
\begin{gather*}
\rho_{s}(R) \sim(R / 91.6)^{-1.2} \\
\times(1+R / 91.6)^{1.2-\eta}\left(1+(R / 1000)^{2}\right)^{-0.6}, \tag{26}
\end{gather*}
$$

which is similar to (10). For $E_{0} \geq 2 \times 10^{18} \mathrm{eV}$ showers with $\sec \theta \leq 1.7$, the parameter $\eta$ in the exponent on the right-hand side of (26) can be represented as

$$
\begin{equation*}
\eta=\eta_{0}-\eta_{1}(\sec \theta-1)-\eta_{2}\left(\log s_{600}-1\right), \tag{27}
\end{equation*}
$$

where $\eta_{0}=4.02 \pm 0.18, \eta_{1}=1.87 \pm 0.64$, and $\eta_{2}=$ $0.11 \pm 0.43$ [the parameter $s_{600}$ is equivalent to $\left.\rho_{s, 600}\left(0^{\circ}\right)\right]$. Since the quantity $\eta_{2}$ is much less than the measurement errors, the function in (26) with the parameter $\eta$ of the simplified form

$$
\begin{equation*}
\eta=(3.97 \pm 0.13)-(1.79 \pm 0.64)(\sec \theta-1) \tag{28}
\end{equation*}
$$

was used for all EASs of extremely high energies.
The coefficients of ( $\sec \theta-1$ ) in relations (15) and (28) agree well with each other, although the accuracy of (28) is very poor. Data represented by closed circles in Fig. 8 are also compatible with the conclusion that, for $E_{0} \geq 2 \times 10^{18} \mathrm{eV}$, the LDF for charged particles is independent of the EAS energy because the parameter $b_{s}$ can be taken to be invariable within the errors (along with the parameter $\eta$, it controls the LDF shape). However, this conclusion is erroneous because, as was mentioned above (Fig. 9), the shape of charged-particle LDF changes in this energy region.

## 6. PHENOMENOLOGY OF EAS DEVELOPMENT

The density $\rho_{s, 600}(\theta)$ as a function of $\sec \theta$, where $\theta$ is the zenith angle, is shown in Fig. 10 for a wide interval of $E_{0}$ values. The dashed curves represent the above theoretical LDFs considered for primary protons. To make a comparison more convenient, all theoretical values of $\rho_{\mathrm{ch}, 600}(\theta)$ (dashed curves) were reduced by a factor of 1.4.

In the region $E_{0}<(5-80) \times 10^{17} \mathrm{eV}$, the decrease in the theoretical density $\rho_{s, 600}(\theta)$ agrees well with the experimental data up to zenith angles of about $60^{\circ}$. For $E_{0} \geq 8 \times 10^{18} \mathrm{eV}$, the theoretical values fall somewhat short of the experimental densities $\rho_{s, 600}(\theta)$ for extremely inclined EASs. As $E_{0}$ is increased further, this trend is enhanced and is manifested in less inclined showers. Finally, it appears in vertical EASs for $E_{0} \geq$ $(4-5) \times 10^{19} \mathrm{eV}$.

The LDF for muons suffers more considerable changes in the region $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$. The data presented in Figs. 2 and 4 indicate that, in inclined EASs, the LDF becomes much steeper and greater than that expected on the basis of an extrapolation from the


Fig. 9. Ratio of the lateral distribution functions measured for all charged particles in EASs of energies (closed circles) $E_{0}=8 \times 10^{17} \mathrm{eV}$ and (open circles) $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$ to the lateral distributions approximated by (10) with $g_{s}=1$ and $b_{s}$ taken from Fig. 3 for $\langle\cos \theta\rangle=(a) 0.98$ ( 1207 showers), (b) 0.78 ( 788 showers), and (c) 0.58 ( 790 showers). The dashed curves represent the best fits in terms of expression (10) with $g_{s}=3.5$ at $E_{0}=3.16 \times 10^{19} \mathrm{eV}$.
region of lower $E_{0}$. From Figs. $1 c$ and $7 c$, it can be seen the QGSJET model for primary protons predicts that, as $E_{0}$ is increased by one order of magnitude, the LDF for muons decreases by a factor of about 1.2; on the contrary, the experimental LDFs show a nearly twofold increase. In addition, the data for $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$ in Fig. 2 suggest a slight zenith-angle dependence of the LDF shape, but this dependence is within the experimental errors.

Open circles in Fig. 8 represent the averaged values of $b_{\mu}$. For $E_{0}<2 \times 10^{18} \mathrm{eV}$ showers, the $b_{\mu}$ values from Fig. 2 (for five angular intervals) were first rescaled to the vertical direction and were then averaged. For $E_{0} \geq$ $3 \times 10^{18} \mathrm{eV}$, the experimental points from Fig. 2 were averaged directly.

Figure 11 displays the ratios of the muon densities measured in $\left\langle E_{0}\right\rangle=2 \times 10^{19} \mathrm{eV}$ EASs with $\langle\cos \theta\rangle=$


Fig. 10. Densities $\rho_{s, 600}(\theta)$ as functions of $\sec \theta(\theta$ is the zenith angle) for various $E_{0}$ values whose common logarithms are indicated on the curves: (closed circles) experimental data and (open circle) $\rho_{s, 600}\left(58.7^{\circ}\right)=54 \mathrm{~m}^{-2}$, the density of the most intense shower ( $E_{0} \approx 1.5 \times 10^{20} \mathrm{eV}$ ) detected at the Yakutsk array [24, 25]. The dashed curves represent the results of the QGSJET calculations for primary protons [calculated $\rho_{\text {ch, } 600}(\theta)$ values were reduced by a factor of 1.4].
$0.98,0.78$, and 0.58 (points) to the LDF for muons that was approximated according to (12) and which was then extrapolated from the energy region $E_{0}<2 \times 10^{18} \mathrm{eV}$ (horizontal zero line) at $g_{\mu}=6.5$ and at $b_{\mu}$ values from Fig. 2. For $\left\langle E_{0}\right\rangle=2 \times 10^{19} \mathrm{eV}$, the LDFs were obtained by averaging all data corresponding $E_{0} \geq 3 \times 10^{18} \mathrm{eV}$. The LDF for muons becomes more gently sloping for nearly vertical EASs and steeper for the most inclined EASs.

For a wide interval of $E_{0}$, Fig. 12 shows the zenithangle dependences of the density $\rho_{\mu, 600}(\theta)$, which appear to be an additional characteristic of general changes in the LDFs for muons. The dashed curves depict the QGSJET results for primary protons, while the points represent the measured density. All the calculated values of $\rho_{\mu, 600}(\theta)$ were reduced by a factor of 1.4 in order to eliminate the distinctions between the $E_{0}$ estimates obtained from the theoretical and experimental densities.

As in Fig. 10, the density $\rho_{s, 600}(\theta)$ for $E_{0}<2 \times 10^{18} \mathrm{eV}$ as obtained within the QGSJET model shows a descending angular dependence that complies with relevant experimental data. In the region of higher ener-gies-especially at extremely high energies-the calculated values deviate considerably from experimental
$\log \left(\rho_{\mu}^{\text {expt }}(R) / \rho_{\mu}^{\text {appr }}(R)\right)$


Fig. 11. Ratio of the lateral distribution of muons that was measured in the $\left\langle E_{0}\right\rangle=2 \times 10^{19} \mathrm{eV}$ EASs to the lateral distribution obtained by extrapolating approximation (12) from the energy region $E_{0}<2 \times 10^{18} \mathrm{eV}$ with $g_{\mu}=6.5$ and $b_{\mu}$ taken from Fig. 2 (points) at $\langle\cos \theta\rangle=(a) 0.98$ ( 868 showers), (b) 0.78 ( 909 showers), and (c) 0.58 ( 335 showers). The dashed curves represent the best fits in terms of expression (12) at $E_{0}=2 \times 10^{19} \mathrm{eV}$.
data. Experimental data suggest that, in inclined showers $\left(\theta>35-40^{\circ}\right)$, the relative fraction of muons in the total flux of charged particles increases (Fig. 5b) at all distances $R$ in excess of 100 m where the measurements were performed.

Open circles in Figs. 10 and 12 represent densities for the most intense shower detected at the Yakutsk array $\left[\rho_{s, 600}\left(58.7^{\circ}\right) \approx \rho_{\mu, 600}\left(58.7^{\circ}\right)=54 \mathrm{~m}^{-2}\right][24,25]$. The arrow in Fig. 10 indicates the rescaling of this density to the vertical direction according to (3), with the absorption range being $\lambda_{\rho}=530 \mathrm{~g} / \mathrm{cm}^{2}$. For the energy of this shower, relation (1) and the QGSJET model yield the estimated values of $E_{0}=1.5 \times 10^{20}$ and $2.2 \times$ $10^{20} \mathrm{eV}$, respectively.

From the above experimental data, it follows that the spatial structure of EASs changes at high ener-


Fig. 12. As in Fig. 10, but for the density $\rho_{\mu, 600}(\theta)$ [the calculated $\rho_{\mu, 600}(\theta)$ values were reduced by a factor of 1.4].
gies-specifically, the shape of the LDFs for electrons and muons is modified considerably (Figs. 2 and 3). The resulting shape cannot be explained by a transition to a heavier primary composition up to that dominated by iron nuclei (see, for example, the behavior of the LDF for muons in Fig. 5b). Any extrapolations of not only the experimental but also the calculated dependences to the region of extremely high energies may result in large errors-in particular, errors in the estimates of the primary-particle energy. In this energy region, it is necessary to study further the LDFs for charged particles and muons at arrays including detectors spaced by distances not greater than 200-300 m.

## 7. CONCLUSION

The results of the present analysis can be summarized as follows. In the energy range $E_{0} \approx(3-30) \times 10^{17} \mathrm{eV}$, the entire body of experimental data from the Yakutsk array for $\theta \leq 45^{\circ}$ can be described within the QGSJET model under specific assumptions. The observed 1.4-fold discrepancy between the estimates of $E_{0}$ and the distinctions between the shapes of LDFs for charged particles in showers with $\theta>45^{\circ}$ require additionally refining some parameters of the model and calculating the response of the scintillation detector.

At $E_{0} \geq(3-5) \times 10^{18} \mathrm{eV}$, a shower develops in a different way. First, its lateral structure is changed (Figs. 9 and 11). Second, the fraction of muons increases noticeably in inclined showers with $\theta>35^{\circ}-40^{\circ}$ (Fig. 5), the muon component undergoing more pronounced changes (Figs. 10 and 12). These changes cannot be explained within the QGSJET model for any primary-
particle composition from that of protons to that of iron nuclei. Thus, they require invoking new mechanisms of the development of EASs at extremely high energies. It can be assumed that these mechanisms become operative above the energy threshold of $(2-3) \times 10^{18} \mathrm{eV}$, where some new processes of nuclear interactions may come into play.

We are going to continue a global investigation of the electron and muon EAS components at the Yakutsk array both by further accumulating shower statistics and by analyzing data collected to date in greater detail and within improved processing techniques. A theoretical analysis of the problems discussed above will also be continued.
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