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Equilibrium between free and bound hydrogen in amorphous hydrogenated carbon has been
investigated by infrared spectroscopy. A quasireversible departure of hydrogen from the bound
state is observed. The activation energy of the bound–quasifree hydrogen chemical reaction
and the rate of return of hydrogen to the bound state are estimated. An energy diagram is proposed
for the bound–quasifree hydrogen reaction. ©1997 American Institute of Physics.
@S1063-7850~97!00104-3#

Hydrogenated amorphous carbon (a-C : H! is widely son, Fig. 2 also shows published data on the tempera
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used in technology because of its remarkable properties,
as high electrical resistance, chemical stability, optical tra
parency over a wide range of wavelengths, and attrac
tribological characteristics. These characteristics are c
monly attributed to the hydrogen content ina-C : H in dif-
ferent states. Bound hydrogen can easily be detected from
infrared vibrational spectrum,1 but free hydrogen can be de
tected only in thick films because of the low sensitivity of t
nuclear magnetic resonance technique. In addition, the p
lem of the ‘‘free’’ state of hydrogen ina-C : H remains un-
resolved.

In the present paper we attempt to explain the ‘‘fre
state of hydrogen ina-C : H by making an infrared spectro
scopic analysis of the equilibrium between bound and f
hydrogen. The optical transmission in the region of the
brational frequency of carbon–hydrogen bonds ina-C : H
was measured as a function of the aftergrowth annea
temperature. Layers ofa-C : H were prepared by magnetro
sputtering in an argon–hydrogen plasma~4 : 1! at a pressure
of 10 mTorr in the working chamber. The substrate tempe
ture was 200 °C. The argon ion energy was about 100
The a-C : H layers were deposited on silicon substrat
Measurements of the direct transmission were made usi
Specord 751R dual-beam spectrophotometer.

A typical fragment of the transmission spectra
a-C : H in the region of stretching vibrations of the C–
bonds is shown in Fig. 1. The band structure indicates
sp3 carbon bonds predominate in the material.

The samples were annealed in vacuum at temperat
of 100–450 °C in both isochronous and isothermal regim
The effect of annealing on the hydrogen state in
a-C : H layers was assessed by converting the transmis
spectra to the optical density~the logarithm of the transmis
sion coefficient! at the wavelength corresponding to th
maximum of the absorption band. It was assumed that
film thickness does not depend on the annealing time
that the absorption coefficient depends linearly on the c
centration of C–H bonds in thea-C : H film, i.e., the tem-
perature dependence of the optical density corresponds t
temperature dependence of the bound hydrogen conce
tion. Figure 2 shows the optical density of the vibration
band of bound hydrogen as a function of the temperatur
isochronous annealing for 1 h for two samples. For compar
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dependence of the hydrogen concentration ina-C : H ~Ref.
2!. It can be seen that our temperature dependences o
hydrogen concentration agree reasonably well with the p
lished data obtained by direct determination of the hydrog
concentration. Assuming that the decrease in the bound
drogen concentration, obtained from the infrared spectra
caused by its transition to a different state, we can write
temperature dependence of the hydrogen concentratio
this stateN in the form

N5N0~12exp~2E1 /kT!!, ~1!

whereE1 is the activation energy of the transition,N0 is the
concentration of bound hydrogen,T is the temperature, and
k is Boltzmann’s constant. Fitting curves fo
E1;0.560.2 eV, shown by the solid curves in Fig. 2, give
reasonable agreement with experiment. Bearing in mind
amorphous nature of the material and the limited tempera
range of the measurements, we were forced to confine
selves to the accuracy given above. It can also be seen
the bound hydrogen state disappears as a result of anne
at temperatures of the order of 400–450 °C for 1 h, wh
also agrees reasonably well with published.2

However, after some time, the hydrogen bound state
found unexpectedly to be restored, even at room temp
ture. This circumstance indicated that, as a result of ther
annealing in vacuum, hydrogen leaving the bound state
mains in the sample, without moving very far from its initi
position. Figure 3 shows time dependences of the opt
density near the vibrational frequency band of bound hyd
gen at two temperatures, fora-C : H samples annealed firs
at T5450 °C until the band disappeared completely~Fig. 2!.
It can be seen that the rate of recovery of the optical den
increases with temperature. This recovery of the band s
gests that a quasireversible process takes place under an
ing, which may involve the thermal excitation of bound h
drogen to a state whose characteristic frequencies are
recorded in the spectral range studied. Note that not only
intensity, but also the profile of the band is restored.

The activation energyE1 correlates reasonably well with
the difference between the energy for the detachment of
drogen from molecules such as ethylene C2H6, 5.2 eV, and
the energy of formation of a free hydrogen molecule, 4.5
~Ref. 3!. Assuming that the activation energy is the barr
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separating the bound and unbound hydrogen states, we
construct an energy diagram of the process, as shown in
4. The value ofE2, which determines the barrier height fo
the reverse reaction of recovery of the hydrogen bound s
can be estimated using the equation for the absolute rea
rate

V~T!5V0exp~2E1 /kT!.

The exponential behavior of the curves in Fig. 3 agrees w
this equation. Assuming that the preexponential factorVp

does not depend on temperature, we have for the two t
peraturesT1 andT2:

E25k~T1T2 /~T12T2!!ln~V1 /V2!.

The ratioV1 /V2 can be determined from the data plotted
Fig. 3. As a result, we obtain the estimate 0.15 eV forE2. If

FIG. 1. Optical density (ad) of the vibrational band of the C–H bond i
a-C : H.

FIG. 2. Optical density of the band versus one-hour annealing tempera
The squares and circles gives the experimental points for twoa-C : H
samples and the triangles give the published data. The solid curves giv
result of fitting1 to the experimental points.
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we attribute the reverse reaction to hydrogen tunneling to
bound state, we can estimate the order-of-magnitude w
of the barrier between states1 and2 shown in Fig. 4. For this
purpose, we write the frequency of the tunneling events
v5v0exp(2d/d0), whered05\/(2mpE2)

0.5 (\ is Planck’s
constant andmp is the proton mass!. The frequencyv0 can
be taken as the natural frequency of an oscillator with
binding energy E2 corresponding to state 2:
v05E2 /\52.231014 s21. This procedure gives the barrie
width d;1.5 Å, which corresponds to the distance betwe
hydrogen in the excited state and its initial position. T
similarity between the estimate and the half-width of
graphite ring suggests that fragments of the planes of
graphite-like component of thea-C : H structure may act as
possible storage area for the thermally excited hydrogen.
order-of-magnitude excited-state binding energy of hydrog
(;0.15 eV! is typical of the van der Waals forces. Such
bond may be expected in the interaction between hydro
and an easily-polarizablep-electron system of graphite clus
ters. As a result of this interaction, hydrogen is adsorbed
graphite-like structure fragments, formed by carbon atom
sp2-states. With decreasing temperature, the hydrogen
transferred to the ground state, becoming bound to car
atoms in thesp3-state by tunneling through the barrier. Thu
at temperatures below 450 °C the hydrogen does not le
thea-C : H but is in bound or adsorbed states. We may th
assume that in the normal state,a-C : H contains no free
hydrogen.

It should be stressed that these estimates of the pa
eters of the proposed model do not claim to be material c
stants, since they depend very much on the sample his
such as the substrate temperature during growth of the fi2

These estimates merely serve to demonstrate the plausib

re.

the

FIG. 3. Kinetics of recovery of the optical density of the band normalized
its maximuma0. The squares and triangles give the experimental data
the recovery of the sample at room temperature and 150 °C, respecti
The solid curves give the result of an exponential interpolation.
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f
FIG. 4. Energy diagram showing the transition o
hydrogen from the quasifree state2 to the bound
state1.
of the model and its suitability for interpolation for a given
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Unbounded increase in the dimension of chaotic attractors in linear filtering

ed
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An analysis is made of the limiting possibilities for adding complexity to chaotic oscillations in
high-order filters. It is found that the limiting dimension of chaotic oscillation attractors in
linear filters may increase to infinity, so that deterministic chaotic test oscillations with any desired
dimension can be generated. ©1997 American Institute of Physics.@S1063-7850~97!00204-8#

It has been established1–6 that linear radiophysical and oscillations of a chain of recursive filters can be analyz
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digital filters may add complexity to chaotic oscillations, i.
they may cause the attractor trajectories to become entan
and increase their dimensions. Two ways of making attr
tors more complex are feasible: 1! for finite-response filters
the attractor trajectories reconstructed from output osc
tions become elongated and repeatedly folded but their
structure is conserved and their dimension only increase
finite scales of observation and is conserved for«→` ~ob-
servable increase in dimension!; 2! for infinite-response fil-
ters, the trajectories of the reconstructed attractor bec
stratified in a fractal fashion and their dimension actua
increases.6 The increase in dimension for first-order filters
postulated to be unity, according to the hypothesis put
ward by Badii and Politi,1 and this is supported by exper
mental observations.1,2,5For higher-order filters however, th
increase in dimension is unclear. In the present paper,
analyze the limiting possibilities for adding complexity
chaotic oscillations in high-order filters.

By analogy with Ref. 6, we consider the simplest chao
oscillations generated by a quadratic map

xn512lxn21
2 . ~1!

Forl51.9 advanced chaotic oscillations occur in the syst
~1!, and the series$xn% covers the interval@21,1# almost
everywhere. The dimension of the attractor of these osc
tions clearly tends to 1 from below.

The simplest first-order recursive filter has the form

zn5azn211xn , ~2!

wherezn is the output signal,xn are the input oscillations
anda is a coefficient determining the cutoff frequency of t
filter. This type of digital filter corresponds to radio filters
the typeż5hz1x. The mechanism for increasing the com
plexity of chaotic oscillation attractors as they propag
through a first-order recursive filter, resulting in fractal stra
fication of the attractor, was analyzed in Ref. 6. Because
the linearity of these filters, the transition toi th-order filters
can be made by a simple series connection ofi recursive
first-order filters. We then obtain the chain

zn,i5a izn21,i1zn,i21 , ~3!

zn,05xn ,

wherei is the order number of the filter in the chain. Attra
tors reconstructed by the time delay method7 from the output
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either qualitatively, using the attractor projections, or qua
titatively, using their correlation dimension. However, ne
ther method can reliably identify the level of complexity
the oscillations because of the increase in the dimensio
the phase space and the substantial mixing of the attra
points. We therefore selected a method of visual analysi
the attractor structure using multiple Poincare´ cross sections.

Clearly, the cross section of a volume gives a surfa
the cross section of this surface gives a line, and the c
section of the line gives a point. By making successive cr
sections, we can therefore obtain simple geometric tra
forms suitable for visual identification. The results of a
analysis of the structure of the reconstructed attractors ca
summarized as follows. A single recursive filter transform
an attractor from a line witha50 ~see Figs. 1a and 1d! to a
surface witha→1 ~see Figs. 1b and 1e!. The resulting at-
tractor, reconstructed in three-dimensional phase sp
(zn ,zn11 ,zn12), is a parabolic trough~see Fig. 1f!, whose
structure is formed by lines of Poincare´ cross sections. The
entire surface is only realized fora→1 ~the filter cutoff
frequency tends to 0!. At higher filter cutoff frequencies, the
surface of the trough becomes widely spaced and its st
ture is not observed so clearly~see Fig. 1b!. In estimates of
the correlation dimension, this has the result that a lo
slope, rather than a plateau, will be observed on the corr
tion interval, i.e., the dimension will increase from 1 on o
servation scales comparable with the attractor size to 2
«→0. It is thus clear that such complexity is impossible f
periodic oscillations, since the finite number of points
which the periodic attractor consists, no matter how they
rearranged in phase space, cannot produce any fractal s
ture and thus does not add complexity to the attractor, and
dimension is conserved.

It then follows that oscillations whose attractor is clea
identified as a surface must be present at the exit of the
filter in order to identify the transformation of the attract
structure by a second-order filter. The propagation of os
lations through a second-order filter was therefore analy
for a150.8. Fora250.1, the filter gives a pattern of fracta
stratification of the attractor surface~see Fig. 1c! in the re-
constructed three-dimensional space, similar to the fra
stratification of the line for the first-order filter~see Fig. 1b!.
The relative stratification increases with increasinga2 and
for a250.8, the double cross section of the four-dimensio
embedding space (zn ,zn11 ,zn12 ,zn13) again yields a line

254254-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Evolution of the attractor of a quadratic map during linear filtering: a, d — attractor of the input signal~quadratic parabola!; b — attractor of the signal
after passage through a single recursive filter, in the space (xn ,xn11 ,xn12) ~for convenience of observation, the attractor is rotated relative to the axes!, with
the filter parametera150.1; e — attractor of the signal after passage through a single recursive filter in the space (xn ,xn11 ,xn12) ~the attractor is rotated
relative to the axes!, with the filter parametera150.8, showing several cross sections along the coordinatexn11; c — attractor of the signal after passag
through two recursive filters, in the space (xn ,xn11 ,xn12) ~the attractor is rotated relative to the axes!, with the filter parametersa150.8,a250.1, and the
cross section coordinatexn1150.2; f — attractor of the signal after passage through two recursive filters in the space (xn ,xn11 ,xn12) ~the attractor is rotated
relative to the axes!, with the filter parametersa150.8,a250.8, the coordinate of the first cross section isxn1350.2 and that of the second cross secti
xn1150.2.
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parabolic trough and the entire attractor is a thr
dimensional volume~see Fig. 1f!. This qualitative similarity
between the topological structures of the attractors of ini
unfiltered chaotic oscillations and the Poincare´ cross sections
of the attractor of chaotic oscillations after propagati
through the filters, clearly illustrates the recurrence period
the increase in complexity of the chaotic oscillations as th
propagate through high-order filters. The addition of ea
successive recursive filter yields qualitatively similar p
terns of increasing complexity: the first first-order filt
transforms a line into a surface by superfractalization,
second filter fractally stratifies the surface, transforming
into a three-dimensional volume, and thenth filter causes
fractal stratification of then-dimensional volume, and trans
forms it into ann11-dimensional volume. The self-simila
fractal structure of the attractor complexity as the order
the recursive filter increases, indicates that the nature of
initial signal is of fundamental importance in the filtering
chaotic oscillations. The mixing of the attractor trajector
~points! characteristic of chaos is selected by the filter a
fractal stratification of the attractor, where this stratificati
takes place in the direction of an additional degree of fr
dom coupled to the filter.

255 Tech. Phys. Lett. 23 (4), April 1997
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of the attractors of chaotic oscillations after passage thro
a filter is

Sout5D in1 i , ~4!

where i is the order of the filter. Consequently, the dime
sion of the attractors of chaotic oscillations in linear filte
may be increased to infinity, so that determinate test cha
oscillations can be generated with any desired dimension

At this point, the concept of limiting dimension shou
be specified, since an attractor generated as a result of re
sive filtering is an inhomogeneous~or multifractal! structure,
i.e., having different scales in different directions. This inh
mogeneity is uniquely related to the filter coefficientsa i ,
and becomes smaller as they increase. In addition, the
mension ~capacity, information dimension, correlation d
mension, and so forth! is by definition the exponentD in the
similarity relationN(«)5k«D, as«→0. Thus, the limiting
dimension is taken here to mean the dimension which m
be obtained for largea i ~weak inhomogeneity! and «→0
~fine structure resolution!. If the length of the data represen
tation and their accuracy are finite, the dimension is de
mined in a bounded range of variation of«, and for inhomo-
geneous attractors reconstructed after recursive filters,

255A. A. Kipchatov and E. L. Kozlenko
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2F. Mitschke, M. Moller, and W. Lange, Phys. Rev. A37, 4518~1988!.
3J. Theiler and S. Eubank, Chaos3, 771 ~1993!.

ng
observationD(«) ~Ref. 9!, which decreases with increasin
«. When calculated using observable data, the limiting
mension may well not be achieved. In any case however
unbounded increase in dimension is observed in the limi
strong filtering and infinite resolution and thus, the filteri
of chaotic oscillations is one of the probable mechanisms
the onset of deterministic high-dimension oscillations,
most indistinguishable from noise, in real systems.
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Materials with mixed conductivity in a HfO 2–YO1.5–PrO1.5 system

em.
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The phase composition and electrical properties of HfO2–YO1.5–PrO1.5 systems have been
determined. Studies have been made to identify how the specific electrical properties of these solid
solutions are influenced by praseodymium oxide additives when the yttrium oxide content is
constant, and how they are influenced by the interchangeability of praseodymium oxide with
yttrium oxide when the hafnium dioxide content is kept constant. ©1997 American
Institute of Physics.@S1063-7850~97!00304-2#
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that HfO2~ZrO!2–Ln2O3 solid solutions can be used to ob
tain a wide range of materials exhibiting different propo
tions of electron and ionic conductivity. According to o
preliminary studies of the HfO2–YO1.5–PrO1.5 system, the
solid solutions exhibit fairly high electrical conductivity an
a high proportion of electron conduction, which is importa
for the development of materials for high-temperature en
neering. In addition, purely ionic conductors, used as so
electrolytes in high-temperature fuel cells and as oxygen
tectors, have also been observed in this system.

The phase composition and electrical properties w
determined for the following pseudobinary section
~HfO2)0.5~Pr12yYyO1.5)0.5, ~HfO2)0.75~Pr12yYyO1.5)0.25, and
~YO1.5)0.095 @~HfO2)12y~YO1.5)y] 0.905.

The calculated mixtures of the initial oxides we
pressed into tablets using a polyvinyl alcohol solution a
were baked in an SShVL vacuum furnace at 1800 °C for
(;0.1 Pa vacuum!. The furnace and samples were th
cooled rapidly and the samples subjected tox-ray phase
analysis. Figure 1 shows the results obtained assuming
the HfO2 monoclinic phase fixed at room temperature was
the tetragonal modification at 1800 °C.

A wide range of fluorite-type solid solutions is chara
teristic of this system.

Regions of existence of a tetragonal solid solution an
two-phase region of existence of tetragonal and cubic s

FIG. 1. Isothermal section (1800 °C! of HfO2–YO1.5–PrO1.5 phase dia-
gram.

257 Tech. Phys. Lett. 23 (4), April 1997 1063-7850/97/04
t
i-
d
e-

e
:

d
h

at
n

a
id

The boundaries of a heterogeneous region of coexis
fluorite-type and pyrochlore-type cubic solid solutions we
determined.

The phase relationships in this system are fairly sim
to those of the HfO2–DyO1.5–PrO1.5 system described
earlier.1

The ‘‘blocking electrode’’ method2,3 was used to mea
sure the conductivity in the 800–1400 °C range, separa
into the ionic and electron components.

Isotherms of the electron, ionic, and total conductivity
a function of the sample composition were constructed
the first pseudobinary section of the three-component sys
at 1400 °C~Fig. 2!. It can be seen that the sample having t
composition ~HfO2)0.5–~PrO1.5)0.5 exhibits predominantly
electronic conductivity. When praseodymium is replaced
yttrium, an increase in the ionic component is observed. T
continuous increase in the ionic component confirms that
system has a wide range of existence of fluorite-struct
solid solutions. In the region rich in hafnium dioxide, th

FIG. 2. Electrical properties of solid solutions for~HfO2)0.5
~Pr12yYyO1.5)0.5 section (1400 °C, high-purity helium!. Notation:1— total
conductivity,2— ionic conductivity, and3— electronic conductivity.

257257-02$10.00 © 1997 American Institute of Physics
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fluorite-type solid solutions are solid electrolytes, i.e., th
possess predominantly ionic conductivity.

This behavior is also confirmed by the current-volta
characteristics for the appropriate samples. Figure 3 sh

FIG. 3. Current-voltage characteristic of a sample having the compos
~HfO2)0.828~YO1.5)0.095(PrO1.5)0.077 in a high-purity helium atmosphere a
1000 °C.
258 Tech. Phys. Lett. 23 (4), April 1997
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~PrO1.5)0.077~YO1.5)0.095 sample in a high-purity helium at
mosphere~dc current!. The dissociation potential of 2.3 V i
typical of ZrO2 and HfO2 fluorite-type solid solutions.4

These investigations have shown how the specific e
trical characteristics of these ternary solid solutions are
fluenced by praseodymium oxide additives when the yttri
oxide content is kept constant, and also how they are in
enced by the interchangeability of praseodymium oxide a
yttrium oxide when the hafnium dioxide content is kept co
stant.

Thus, once we know the specific relationships betwe
the structure and the properties, we can produce mate
with controllable properties for different applications
modern technology.
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2L. A. McClaine and C. P. Coppel, J. Electrochem. Soc.113, 80 ~1966!.
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4P. A. Tikhonov. A. K. Kuznetsov, M. D. Krasil’nikov, and M. V.
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Rearrangement of the shock wave structure in a decaying discharge plasma

ro-
A. S. Baryshnikov, I. V. Basargin, E. V. Dubinina, and D. A. Fedotov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted December 17, 1996!
Pis’ma Zh. Tekh. Fiz.23, 18–22~April 12, 1997!

A study has been made of the change in the structure of a shock wave in a decaying discharge
plasma with Mach numbers between 1.2 and 2. A novel method is proposed to investigate
the rearrangement of the shock wave structure under transient conditions. The times of the main
processes responsible for this effect are determined. ©1997 American Institute of
Physics.@S1063-7850~97!00404-7#

Rearrangement of the shock wave structure in a glow
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discharge plasma is a well-known effect.. The main den-
sity discontinuity, whose amplitude decreases in the plas
is accompanied by additional regions of abruptly increas
pressure and density. If the physical mechanism respons
for the effect were understood, it would be possible to fi
methods of predicting and controlling it. In the present pap
we study the structure of a shock wave in a discharge w
Mach numbers between 1.2 and 2. Such an analysis will h
towards understanding the physical mechanism of the ef
for a moderate-intensity shock wave. Once the mechan
has been clarified, the main characteristics of the effect
then be determined quite easily for strong shock waves.

Various hypotheses have now been put forward as to
nature of the physical mechanism. In broad terms, these
potheses can be divided into pure electrodynamic one3,4

which merely attribute the effect to the presence of a char
component, especially electrons, and physicochem
hypotheses,5 which explain the effect by means of comple
physicochemical kinetics for conversion of heavy particles
the plasma. In order to unravel the complex pattern of
effect, we note that, under transient conditions, processe
a different nature usually have different time scales.
studying the entire spectrum of characteristic times for re
rangement of the structure, we can draw some conclus
on the main processes and the principal components res
sible for the effect.

Transient conditions are created experimentally
switching off an external power supply whereby, after a c
tain time, the various components, electrons, ozone, and
cited atoms, gradually disappear and the air regains its in
composition. The decay time is the sum of the delay time
launching the shock wave and the time taken for it to pro
gate to a particular spatial point. In each series of exp
ments, the delay time is increased and the shock wave s
ture is studied after every increase in the decay time.
amplitude of the structure peaks and the amplitudes of
harmonics are studied after the distribution has been
panded as a Fourier series. Only the change in the ampli
of the first peak at maximum shock wave velocity was
vestigated in Ref. 6. The analysis is complicated by the
that a large amount of information must be processed
cause the results of separate experiments are analyze
each time interval. The analysis is performed on a perso
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cessing experimental information.
Figures 1 and 2 show typical pressure distributions in

shock wave in a glow discharge~Fig. 1a! and the pressure
distribution in air without a discharge~Fig. 1b!, as well as
the change in the amplitude of the first and second harmoni
of a Fourier-series expansion of the distribution as a functio
of the decay time~Figs. 2a and 2b!.

The most important result is that the time taken to con

FIG. 1. Pressure distribution in a shock wave~air, shock wave velocity 625
m/s, pressure 33 torr!: a — in a glow discharge plasma~voltage on elec-
trodes 650 V, discharge current 1.0 A!; b — in airwithout a discharge under
the same conditions.

259259-02$10.00 © 1997 American Institute of Physics
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vert from the distribution in Fig. 1a to that in Fig. 1b
approximately 100 s. This long time suggests that pure e
trodynamic hypotheses cannot explain the effect, becaus
estimated time taken for the concentration of the char
components to decrease by two orders of magnitude is on
ms ~Ref. 8!. In addition, long-lived excited states of atom
and molecules still exist after some tens of seconds, a fa
high concentration of these being sustained by secon
formation processes in the gas.8 The radiative time of some
metastable states of oxygen is known to be measure
hours.9

FIG. 2. Amplitude of the first~a! and second~b! harmonics of a Fourier-
series expansion of the pressure distribution in a shock wave as a functi
the discharge decay time.
260 Tech. Phys. Lett. 23 (4), April 1997
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rately identified was 10 ms. After this decay time, the seco
harmonic of the Fourier series expansion changes abru
and the amplitude of the harmonic is reduced by an orde
magnitude~Fig. 2b!. It should be noted that when the pre
sure in the plasma ahead of the shock wave is 33 torr,
time is the same as the characteristic deactivation time
most excited states in a decaying discharge.8 This abrupt
decrease in the amplitude of the second harmonic while
first remains the same, means that the depth of the pres
dip after the first pressure hump falls by an order of mag
tude in the pressure distribution profile of the wave and
distribution is converted from a double-hump to a virtua
single-hump profile.

In addition, there are various other time intervals ov
which the harmonic amplitude decreases, but not so abru
as that at 10 ms. It may be postulated that these inter
correspond to secondary processes of excited componen
mation, after which the concentration of these excited co
ponents falls sharply and the effect disappears. On the b
of these investigations, we will be able to identify the sp
cific mechanism responsible for the effect at a later date

In conclusion, the authors would like to express th
gratitude to the Russian Fund for Fundamental Research
supporting this research under Grant No. 96-01-00533.
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Qualitative boundary, abnormality, and structural transition

e

G. E. Skvortsov

St. Petersburg State University
~Submitted December 8, 1996!
Pis’ma Zh. Tekh. Fiz.23, 23–27~April 12, 1997!

A qualitative boundary law and an abnormality relationship are formulated and their genetic link
with the phenomenon of structural transition is demonstrated. This phenomenon includes
phase transitions, dissociation and ionization, turbulence, and explosion. The formulated
relationships are used to indicate classes of possible nonequilibrium effects. ©1997
American Institute of Physics.@S1063-7850~97!00504-1#

Highly nonequilibrium processes are becoming increas-scale influences~1.3! express the ratios of the space-tim
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ingly important in physics, chemistry, and biology. Studi
of these processes are generating new concepts, and
application is providing the basis of new technologies. Th
processes are extremely difficult to describe and qualita
analyses are especially valuable, for which fairly compreh
sive and constructive relationships are required, such
those formulated in Ref. 1.

In the present paper, as a continuation of Ref. 2, wh
was concerned with the law of structural conditionality, w
examine a quality boundary law and an associated abnor
ity relationship. The initial formulations of these relatio
ships are extended and investigated in greater depth. T
correlations with the phenomenon of structural transiti
and also with the phenomenon and effects of instability
demonstrated. The phenomenon of instability, its propert
and criteria were discussed earlier in great detail.3

1. An analysis is made of open systems in which p
cesses are initiated by internal and external influences.
systems are characterized by a layer of structure, which
pends on these influences and varies in the course of
process, so that we are dealing with a dynamic syst
process.

The fundamental characteristic of the process is the
gree of nonequilibrium, which is defined, according to t
law of structural conditionality,2 by the dimensionless prod
uct of the action factorg and a corresponding structure fact
s@g#:

ugsu: V5U uvTU, Ei5U e« iU, . . . ,
Win5t iU] t lnU anansUU, . . . , ~1!

whereu is the velocity of the medium,vT is the rms velocity
of a structure-kinetic element, and« i is its coupling and in-
teraction energy . . .~the complete set of these expressio
and the corresponding notation are given in Ref. 2!. In addi-
tion to the degree of equilibrium, the measure of action a
the measure of change in structure should be used

G5ugs0u, S5us@g#/s0u, s05s@0#. ~2!

According to their nature, the influences are subdivid
into active and scale: active influences~1.1!, ~1.2! determine
the gain and loss of mass, momentum, and energy while
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scales of these influences to the corresponding struct
characteristics.

2. The qualitative boundary law can be formulated
general terms as follows: when an influence increases~or
decreases! to a certain specific level, the system undergoe
qualitative change. An influence causing a qualitative cha
is active and its corresponding value is described as
qualitative boundary.

In an analytic description of a system~by means of equa-
tions of state, determining relations, responses!, a qualitative
change is observed as specific features in the main beha
jumps in quantities and their derivatives, bifurcation poin
and inversion intervals. These features reflect the abnorm
ity.

An abnormality in the form of an inversion is characte
istic of most highly nonequilibrium effects, such as the dec
of a thermal flux with increasing temperature difference fo
boiling crisis,4 the decrease in current with increasing vo
age ~as in the Gunn effect!, and anomalous relaxation i
shock waves with a whole range of inversions.5

These effects and similar ones in terms of abnorma
are directly related to the phenomenon of structural transi
and ensuing instability.6,7

3. The qualitative boundary is usually achieved by
transition from one structure to another. This includes
phenomenon of structural transition, which is a generali
tion of various effects such as phase transitions, disinte
tion ~dissociation and ionization!, turbulence, nuclear fission
fast chemical reactions, cell multiplication, and so forth.

The natural qualitative criteria for a structural transitio
in accordance with the condition of transition normalizatio2

for active processes have the form

gs.1 : u.vT , e.« i , . . . ~3!

The first condition implies a transition from subsonic to s
personic, and the second condition covers almost all the t
sition effects noted above.

In connection with the phenomenon of structural tran
tion, the abnormality relationship may be formulated as f
lows: a structural transition is accompanied by anomal
behavior of the determining quantities. The reverse statem
usually also holds: anomalous behavior of the determin
quantities is caused by a structural transition. These st

261261-02$10.00 © 1997 American Institute of Physics
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purposes~see Ref. 7!.
4. The criterion for negative differential susceptibility

a manifestation of abnormality.
The basic relations for moderate nonequilibrium may

expressed in the quasilinear formF(gs)5K(gs)gs, where
K is the susceptibility. The criterion has the form

Kd[
]F

]gs
5

]K

]gs
gs1K,0. ~4!

It was shown in Ref. 3 that for a single determinin
quantity, this condition implies instability~the principle of
abnormality was used for the first time in Ref. 3 to indica
the region of stability!. In general, the susceptibility criterio
is the only necessary condition for stability.

Logically, if the differential susceptibility is negative fo
small degrees of nonequilibrium, the sign in criterion~4!
should be reversed. In particular, positive compressibi
can explain the propagation of a stress-relief shock w
predicted by Ya. B. Zel’dovich. In this context, mentio
should also be made of the instability of a compressive sh
wave under conditions of positive compressibility along t
Hugoniot adiabatic curve, indicated in Ref. 6.

5. Among the wide range of applications of these re
tionships, we select the high-velocity impact of two sm
bodies. This effect may be expressed in terms of the r
ēT5eT /e of the kinetic energyeT after impact to the impac
energy e, as a function of the degree of nonequilibriu
Ei5e/« i , where« i is the structural transition threshold clo
est toe.

For the case of head-on impacte5(m1m2 /(m11m2))
3(v1

21v2
212v1v2), for bodies of equal mass and velocit

criterion ~3.2! becomes

2mvc
25« i . ~5!

We first apply this criterion to the collision between x
non atoms in a shock wave to determine the lower~in terms
of velocity! abnormal relaxation mode. Assumin
«150.5«@Xem]54.15 eV ~Ref. 8!, we obtain the threshold
velocity vc51.2 km/s, which is the same as the value for t
observed abnormal regime.9

We apply criterion~5! to the impact between two cubi
bodies of;1 mm edge. We assume that« i are the energies
of the structural transitions:«1 — melting, «2 — evapora-
tion, «3 — dissociation, and so on.

The qualitative boundary law will be observed near v
locities determined according to criterion~5! as a threshold
262 Tech. Phys. Lett. 23 (4), April 1997
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particle cloud, an abrupt shift of the luminescence spectr
toward shorter wavelengths, a change in the duration of
postcollision process, fluctuations ofēT , and so on. The
instability is mainly observed as a spread in the thresh
values ofvc , inhomogeneities of the explosion pattern, a
fluctuations of the radiation intensity.

The author is not aware of any experiments in whi
such observations have been made. However, some re
are available on the piercing of plates;1 mm thick by a
similar-diameter projectile,10 which demonstrate various ab
normalities: for example, the breakdown ‘‘flare’’ decreas
with increasing velocity and also the piercing by the fla
decreases to zero~Ref. 10, pp. 125–154!. It should be as-
sumed that the step dependence of the relative crater d
on the velocity for a thick target~see pp. 323–331! is related
to criterion ~5!.

To conclude, we note that the initial application of the
relationships, including the law of structural conditionality2

to natural evolving systems11 yields broadly consistent re
sults. However, in Ref. 11, no mention is made of the inv
sion abnormality of the structural transition. A closer com
parison of the results will undoubtedly yield a whole ran
of interesting conclusions.
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Magnetic sensitivity of protein

size
E. G. Rapis

Ichilov Hospital, Sourasky Medical Center, Sackler Faculty of Medicine, Tel-Aviv University,
63249 Tel Aviv, Israel
~Submitted September 23, 1996!
Pis’ma Zh. Tekh. Fiz.23, 28–38~April 12, 1997!

It is shown for the first time that protein acquires magnetic sensitivity when it condenses. A
visual optical method is used to observe the dynamics of the formation of the magnetic properties.
The magnetic sensitivity is established by a modified method of decoration with ferromagnetic
iron. © 1997 American Institute of Physics.@S1063-7850~97!00604-6#
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ies which have demonstrated for the first time the magn
sensitivity of protein. A direct method of assessing the ex
tence of magnetic properties during the condensation of
tein was used to determine the magnetic sensitivity, by de
rating the protein with ferromagnetic iron an
simultaneously monitoring nonmagnetic metallic materi
such as copper, aluminum, and so on.

The apparatus proposed by the author earlier was use
which the condensation of protein is observed optically in
aqueous system as it undergoes evaporationin vitro at room
temperature.1–5

By studying the dynamics of the condensation of pu
protein at the macroscopic level in an open system far fr
thermodynamic equilibrium, using an optical polarizing m
croscope~monitoring the observations with a video appa
tus!, more detailed information was obtained regarding p
vious experimental investigations.4,5 In addition to the
previously described spiral, anisotropic, dichromic, cohere
and synchronous autowave oscillations, more than th
cycles of diffusion activity processes were found, cor
sponding to several different time scales.

2. In the initial phase, the process developed rapidly
its various manifestations could be observed for a few s
onds, minutes, hours, and for the first few days. Over th
times, zones of merging, shallow centers appeared in a liq
droplet of the solution, accompanied by the formation
light fields, which then acquired clearly defined boundari
These effects were observed against a background of p
ous and remaining traces of global autowaves. The fie
became semitransparent hemispheres, which gradually
derwent diffusion spreading~Fig. 1!, moving counter to an
opposite field.

The first penetrating dislocation cracks suddenly
peared through the center of a still liquid homogeneous m
of protein, dividing it dichotomously into two parts~right/left
division in Figs. 2a and 2b, top/bottom division in Figs.
and 2d!, according to the opposite motion of the fields.

The thin film of protein~liquid crystal phase! exhibited
an ‘‘optical pulsation’’ consisting of a sudden consiste
color change in the zone of a single domain. Two-colo
autowaves generated so-called fingerprints on either sid
defects.

Then, curved moving lines, forming the turns of a spir
appeared in the denser, viscous mass of protein. These
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~or nucleus, Figs. 3b and 3c! in each block or domain. Di-
viding rectilinear defects appeared along the domain bou
aries~Fig. 3a!. The motion of the lines was either slow an
gradual or abrupt~avalanche-like!. These discretely packe
lines of spiral turns spawned three-dimensional funn
shaped vortex structures. The number of turns increase
they changed from liquid to dense vortex funnels. We str
that a pair of vortices always had the opposite direction
rotation with a rectilinear defect in between~Fig. 3a!.

In the sample we frequently observed a phenome
whereby the field~or center! of the ‘‘mother’’ spiral split into
two oval blocks, linked by a single dividing line, similar t
the division of an egg or cell of a living organism~Figs. 3a
and 3b!. The division was initiated at the center of the fie
width from a single curving line. Each oval could then b
divided again into two, then four in a geometric progressi

3. After a few weeks, the process of change in the p
tein structure typically continued in the later phases. For
ample, after a few days, weeks, and months, new struct
forms, given the name filaments, appeared in the optical
face zone of dense protein mass. These filaments w
bounded by lines which appeared dashed with alterna
darker and lighter zones~Fig. 4!.

Quite frequently, two or four ‘‘daughter’’ spirals rotatin

FIG. 1. Formation of transparent hemispheres with defined outer edges~a!.

263263-05$10.00 © 1997 American Institute of Physics



one

FIG. 2. The first dislocations~cracks! divide the still liquid homo-
geneous protein mass dichotomously through the central z
~right/left division — a, b! into two parts, upper and lower~c, d!,
according to the distribution of the counterpropagating fields.
in the opposite direction, were formed inside a mother spiral
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at the point where the ovals divided~Fig. 3! and these re-
sembled the familiar spiral-in-spiral structures.

4. On reviewing the morphological and functional man
festations of the specific ordering of the protein as it co
densed, we noted that, strange as it may seem, many o
properties are the same as those in media~far removed from
biology! with strong magnetic fields. For example, on co
paring the data obtained and described above on the beh
of the curved lines and vortices in condensing prot
with the familiar lines and vortices in type I
superconductors,11–16the following common properties wer
observed: a! the motion of the lines is gradual~diffusive! or
avalanche-like,11,12 and discretely packed lines form vorte
spiral structures, initially liquid and then dense;10–16b! it was
established that the appearance of the lines depend
changes in temperature;11,12 c! curved defects are formed i
the line zone;11 d! the spiral turns~lines! of each vortex in
one domain are linked to a common center~nucleus!;11 e!
rectilinear fractures~defects! are formed at the boundary o
each domain; f! pairs of three-dimensional funnel-shap
vortices are observed with a defect between them;10–16 g!
these structures are highly anisotropic;12–16h! a cycle of new
-
the

-
ior
n

on

of these lines at the center of the magnetic field width7,8

which is attributed to the law of opposite polarization.
It is also worth noting that, according to new data, t

spiral vortex structures of DNA resembles the vortices
type II superconductors.13,17

5. A modified version10 of the familiar method of deco-
rating with iron was used to identify the magnetic sensitiv
of protein during its condensation process.

The method was as follows: iron filings were placed
the surface of a viscous solution of protein~lysozyme! in a
Petri dish. Exactly the same experiments were used as a
trol, except that copper and aluminum filings were placed
the surface of the lysozyme. All the experiments were carr
out under the same macroconditions using the technique
scribed above. The differences were that the protein ha
ened in the presence of the filings.

The experiments revealed that when iron, possess
magnetic properties, was added to the protein, unlike
copper and aluminum additives, which are nonmagnetic m
als, the structure of the vortices and filaments changed qu
tatively as the protein condensed. For example, the num
of spiral turns in the vortices fell sharply~Fig. 5a!, and the
i-

d

ia

re

ls
FIG. 3. Formation of a pair of opposite-rotating vort
ces~B, C! with an interspersed defect~A!. The primary
mother spiral~B! begins to split into two oval elliptical
blocks~a, b! from curved lines at the center of the fiel
width ~c!, similar to the division of a living egg or cell
~downward division of a living snake egg — Pater
minaita!. Optical phase~to 185! ~By courtesy of Dr.
Richard Boolootian BSCS, Boulder, Colorado!. Thin
optical lines at an angle of 45° to the vertical axis we
formed on the inside of the pair of vortices~d! and
zones of attraction consisting of solid black rings~or
lines! appeared in the vortices, where rotating funne
~and thin lines! merged~e!.
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FIG. 4. Fields of equalized filaments with lines havin
contrasting dark and light zones, resembling dash
lines ~a!.
nucleus of the vortex became enlarged and changed shape
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are now classified as turbulent and chaotic effects.12,21,22
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~Fig. 5b!. The filaments and their bounding lines becam
disordered, they diverged from a piece of iron like a ‘‘M
dusa’s head’’~Fig. 6!, acquiring a coarse dashed~broken!
appearance~Fig. 6a!. New structures were also observed
the form of thin semitransparent fibrous filaments~Fig. 7a!,
encircling particles of iron~Fig. 7b!.

However, the most important result of this experime
was that sudden changes in the vortices and filaments,
structures not observed by us previously in protein, w
only observed when the protein condensed in the presenc
the ferromagnetic iron filings and not the nonmagnetic m
als. It may be postulated that this pattern reflects the inte
tion between the magnetic fields of the protein and the ir

6. Another factor, no less unexpected, was that man
the effects observed during the condensation of protein
similar and analogous to the known turbulent and cha
behavior of various systems.

This observation particularly applies to the autowave
cillations described previously in the liquid phase,1–4 which
e
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In the denser phase, domain copies appear sync
nously, in which more ordered zones in the form of straig
lines ~defects! alternate with less ordered sections of clea
increasing branching, in the form of spiral anisotropic lin
and vortices, within each domain. Discretely and regula
packed turns and circles are replaced by irregularly dist
uted sections, where thin lines and turns clearly merge
solid black rings and bands, in other words, zones of attr
tion ~Figs. 3 and 4!, similar to those described in oscillatin
synchronous chaos.20

Dual behavioral features are also identified in the te
poral dynamics: gradual motion of the lines clearly alterna
with a sudden avalanche-like appearance of copies.

These spatial and temporal characteristics and feat
of the process are characteristic of systems exhibiting cha
behavior.18–23

The appearance of the structural forms described~such
as helical vortices, and so on! does not depend on the siz
and scale of the domain, being repeated at the microsc
en
ns
FIG. 5. Change in the structure of the vortices wh
iron filings are added to the protein: the number of tur
and their decoration with iron decreases~a! while the
nucleus becomes larger and changes shape~b!.
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FIG. 6. Damage to the structure of the filaments a
their bounding lines. They become disordered, enc
cling pieces of iron like a ‘‘Medusa’s head’’ and ac
quiring a coarse dashed pattern~a!.
and macroscopic levels~i.e., when observed under the mi-
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nied by internal transport of the angular momentum, which is
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ly
croscope and with the naked eye! and is repeated on an
level, which is consistent with the generally accepted data
the helical structure of protein at the molecular level.

When discussing these structural characteristics of p
tein and attempting to understand their role, it should
borne in mind that the formation of helical vortices in a
material, or the creation of strongly rotating fields, is
source of turbulence at any structural level,8,9 and is also an
analog of magnetic fields and a key factor in th
generation.21

7. On this basis, it may be hypothesized that in ene
terms, the transition of a protein from the liquid to the so
state may be associated not only with turbulent~chaotic!
hydrodynamics, generating pairs of vortex structures,
also with the magnetic properties of the protein, compris
MHD turbulent instability and dynamics.

However, in order to refine this hypothesis, we also ne
to determine the direction of transport of the angular mom
tum, since it is known that MHD turbulent instability an
dynamics caused by MHD turbulent instability, is accomp
n

o-
e

y

t
g

d
-

-

not the case in simple turbulent hydrodynamics.8,9

In this respect, the following observation was mad
when a mass of protein begins to condense, the appear
of a rectilinear defect, separating pairs of domains, is imm
diately followed by the formation of thin discrete lines
each domain. These lines move in opposite directions,
tending from the outside inward on either side of a defe
near its upper boundary and are therefore distributed in
each of the two pair domains and two vortices. These das
~lines! are most frequently positioned at an angle of 45°
the defect. Twisting lines~Figs. 3d and 4!, spiral turns, and
an internal elbow begin to be formed from these lines.
thick black angular line, or attraction zone, often at an an
of 60° and sometimes more, frequently appears suddenl
this zone at the site of the discrete lines or replaces them

Thus, a pair of contrarotating vortices is formed with
interspersed fracture and two differently directed angu
zones on the inside of each vortex. This structure was a b
one in the solid phase of protein.

It is possible that the internal distribution of the optical
n
FIG. 7. Formation of new structures in the form of thi
white semitransparent fibrous filaments~a! encircling
pieces of iron~b!.
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of the angular momentum, and may serve as an additio
argument in support of the hypothesis.

However, even more important confirmation is provid
by the observation that condensing protein is magnetic
sensitive~see experimental data!.

8. Thus it has been established that a magnetized m
rial ~iron filings! influences the self-organization process
protein, altering the nature of its flow, which is observed a
decrease in the spiral turns and vortices, an increase
change in the domain nuclei, and the appearance of
structures. This is the key issue in the present study.

These data, combined with various others presen
above, indicate that protein possess as yet unknown pro
ties and that there may be a link between the turbulent~cha-
otic! and magnetic properties, which are observed dur
condensation. On this basis, we put forward the hypoth
of MHD turbulent instability and dynamics during the pr
tein phase transition.

We assume that this hypothesis requires quantita
verification and a more comprehensive in-depth study. Th
as yet merely qualitative observations most likely refl
some aspects of the complex phenomenon of protein con
sation.

However, it may be considered that the proposed met
of visualizing the cooperative phenomenon of magnetic
turbulent~chaotic! properties in the transition phase of pr
tein opens up promising new approaches to the deta
study of the self-organization mechanism with allowance
these factors.

To conclude, I should like to thank Professors D. Am
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cussions of the results and proposed hypotheses, and
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Critical importance of the single-level approximation to account for the highly non-

monotonic dependences of carrier lifetimes on recombination impurity concentration

V. A. Kholodnov and P. S. Serebrennikov

Theory Department, State Science Center of the Russian Federation, Orion State Scientific-Industrial
Organization, Moscow
~Submitted December 4, 1996!
Pis’ma Zh. Tekh. Fiz.23, 39–45~April 12, 1997!

This paper is a continuation of an analysis regarding an increase in the lifetimes of
nonequilibrium electronstn and holestp by several orders of magnitude, observed with
increasing concentration of recombination centers. It is shown that a substantial increase intn
andtp may also occur for three charge states of the recombination impuritiesN, and the
curvestn5 f (N) andtp5 f (N) may each have two minima and maxima. ©1997 American
Institute of Physics.@S1063-7850~97!00704-0#

It has been reported1–4 that in semiconductors with im-
5–9
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purity recombination of nonequilibrium carriers, the de-
pendences of the electron and hole lifetimes,tn andtp , on
the recombination impurity concentrationN, which generally
decrease with increasingN, may have a section where th
lifetimes increase by several orders of magnitude becaus
the nonequilibrium filling of the recombination level. A
model of two possible charge states~to be specific, neutra
and negative singly-charged states with the concentrat
N0 and N2) of the recombination impurities~single-level
approximation! was used in Refs. 1–4. However, this effe
is observed whend15N2

e /N0
e@1 ~Refs. 2 and 4!, where

N2
e and N0

e are the corresponding equilibrium concentr
tions. This implies that capture of electrons by negat
singly-charged centers may play a significant role, wh
was neglected in Refs. 1–4. Given the feasibility of obta
ing long lifetimes for largeN, as demonstrated in Refs. 1–
our aim in the present paper is to study how critical t
single-level approximation is to the existence of this effe
A slight deviation from the equilibrium state is analyzed,
in Refs. 1–4. This may be achieved by recording weak
tical radiation by semiconductors.

Let us assume that nonequilibrium electrons and ho
having the concentrationsDn5n2ne andDp5p2pe , are
only formed by interband excitation or by injection fro
contacts, wheren andp are the electron and hole concentr
tions, andne andpe are their equilibrium values. As in Refs
1–4, we assume that there are shallow, completely ion
donors with the concentrationND and that the recombinatio
impurities are acceptors, which, unlike the model used
Refs. 1–4, are in a negative doubly-charged state,5–9with the
concentration

N225N2N02N2 ~1!

with the equilibrium valueN22
e 5d2N0

e ~two-level approxi-
mation!. Neutral atoms capture electrons with probabil
w01 and thermally generate holes; singly charged cen
capture both electrons and holes with probabilitiesw21 and
w10, respectively, and also thermally generate both type
carriers; doubly charged centers capture holes with proba
ity w21 and thermally generate holes. Thus, the rate of
combination of the electrons is
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2w12d1d2
21neN22 , ~2!

and that of the holes is

Rp5w10pN21w21pN222w10d1peN0

2w21d1
21d2peN2 . ~3!

In the steady-state case, the charge state of the reco
nation impurity atoms is determined by

Rn5Rp , ~4!

]N0

]t
52w01nN01w01d1

21neN21w10pN2

2w10d1peN050. ~5!

The equation of neutrality for a nondegenerate semic
ductor in thermodynamic equilibrium6–8may be expressed in
the form

N5
nt1
2

@11d11d2~d1!#Y~d1!,

Y~d1!5
~B11A1d12d1

2!

d1•@d112d2~d1!#
, ~6!

where

d2~d1!5d1
2nt1
nt2

, Aj52
ND

nt j
, Bj54

pt j
nt j

, ~7!

nt j and pt j are the equilibrium carrier concentrations wh
the Fermi level coincides with the recombination lev
( j51 corresponds to the lower level andj52 corresponds
to the upper level!. To derive expressions~6! and ~7!, we
assumed, as in Refs. 2 and 4, that the degeneracy facto
the acceptor levels areg15g251/2 ~Refs. 6–8!.

If the carrier concentrations and the concentrations
their trapping centers have small deviations from their eq
librium values, DN05N02N0

e , DN25N22N2
e , and

DN225N222N22
e , respectively, Eqs.~1!–~5! can be lin-

earized with respect to these deviations. Then, using
Poisson equation

268268-03$10.00 © 1997 American Institute of Physics
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div~DE!5
4pq

«
•~Dp2Dn2DN222DN22!, ~8!

as in Ref. 4, we obtain

Rn5
Dn

tn
1andiv~DE!, Rp5

Dp

tp
1apdiv~DE!, ~9!

where

1

tn~d1!
5

d1nt1
2

•Fw01x11Sw122
w01

d1
D x2

2w12

d1
d2
x31~w01d1

211w12!Y~d1!G , ~10!

1

tp~d1!
5
2pt1
d1x4

•Fw21x31Sw102w21

d2
d1

D x22w10d1x1G
1~w10d11w21d2!

nt1
2
Y~d1!, ~11!

the dependences ofx1, x2, x3, andx4 on d1 are determined
by the system of equations

x11x21x350, ~12!

FIG. 1. Lifetimes of electronstn and holestp versus concentrationN of
two-level recombination impurities for large and small differences betw
the energies of the upper and lower recombination levelsE t2 andE t1: 1—
E t22E t1523kT, 2 — E t22E t155kT, wherek is Boltzmann’s constant,
and T is the temperature. It is assumed that:nt151024ni , ND5105ni ,
w10 /w015102, w10 /w125103, andw10 /w2151021. The times are measure
in units of 1/(niw10) andN is measured in units ofni .

269 Tech. Phys. Lett. 23 (4), April 1997
~w01d11w10B1!•S x2d1
2x1D1w10d1Y~d1!x45w01Y~d1!,

~13!

x422x32x251, ~14!

Sw121w21

B1d1
d1
3 D •S d1

d2
x32x2D1w21

d2
d1
Y~d1!x4

5w12Y~d1!, ~15!

an(d1) andap(d1) are coefficients, andDE is the change in
the electric field strength caused by the deviations ofn, p,
N0, N2 , andN22 from their equilibrium values. We use th
same terminology for the lifetimestn and tp , even when
quasineutrality is violated.4 This is justified because in th
equation~fourth-order! for the spatial distribution ofDn ~or
Dp), the coefficient preceding the term inDn ~or Dp) is
always 1/tn ~or 1/tp) ~Ref. 10!, as in interband
recombination.11

n

FIG. 2. Electron lifetimestn versus recombination impurity concentratio
N: a — for a two-level system with average spacingE t22E t1517kT ~I!
andE t22E t1516kT ~II ! between the upper and lower levels; b — for the
single-level systemsN0, N2 ~II ! andN2 , N22 ~I!: 1 — E t22E t1525kT,
2 — E t22E t1517.5kT, and 3 — E t22E t155kT. It is assumed that:
nt151024ni , ND5105ni , w10 /w015102, w10 /w125103, and
w10 /w2151021. The times are measured in units of 1/(niw10) and N is
measured in units ofni .
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By defining the values ofd1, we can obtain the curves
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A detailed physical interpretation of these results can be
ip-
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da-

l

e,
tn(N) andtp(N) using Eqs.~6!, ~7!, and~10!–~15!. It can be
seen from Fig. 1 that, as in the single-level problem,1–4 these
may have a section where the lifetimes increase by more
two or three orders of magnitude~or even more!. Unlike the
single-level approximation,2–4 the maxima of these function
are not generally observed at the pointN5ND and their po-
sitions do not coincide fortn(N) and tp(N). Two maxima
and two minima may even be observed~Fig. 2a!. This be-
havior is caused by the nonequilibrium filling of the levels2,4

and by the different curves oftn(N) and tp(N) for single-
level N0, N2 ~lower level! andN2 , N22 ~upper level! sys-
tems because of the additional charge (22qN22) in the lat-
ter case. For example, a maximum oftn(N) for the N0,
N2 system can only occur forN5ND ~Refs. 2 and 4!,
whereas for theN2 , N22 system, maxima can occur fo
N5ND and for N5ND/2 ~Fig. 2b!. When nt2 /ni is fairly
large andnt1!ni , whereni is the intrinsic carrier concen
tration, maxima oftn(N) are obtained for both systems fo
N5ND ~Fig. 2b!. Thus in a two-level systemtn(N) has one
maximum for N5ND ~Fig. 1!. With decreasingnt2, two
maxima of tn(N) are observed for theN2 , N22 system
~Fig. 2b!, so that in a certain range of values ofnt2 /nt1, two
minima and two maxima are formed in a two-level syste
~Fig. 2a!. As nt2 decreases further, the curvetn(N) for the
N2 , N22 system has only one maximum atN5ND/2, and
the curvetn(N) for N5ND for theN2 , N22 system is lower
than that for theN0, N2 system~Fig. 2b!. Thus, there is
again one peak but atN5ND/2 ~Fig. 1!.
270 Tech. Phys. Lett. 23 (4), April 1997
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made by using the principle of partial components of rec
rocal carrier lifetimes.2,4 However, this requires a larg
amount of journal space4 and thus will be reported sepa
rately.
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Numerical simulation of a porous cooling effect observed when a hypersonic stream

spe-
of viscous gas with a decaying shock wave flows round a wall
S. A. Isaev, A. I. Leont’ev, V. V. Nosatov, and G. S. Sadovnikov

Academy of Civil Aviation, St. Petersburg; N. E´ . Bauman State Technical University, Moscow
~Submitted December 16, 1996!
Pis’ma Zh. Tekh. Fiz.23, 46–50~April 12, 1997!

The concept of porous cooling observed when a hypersonic stream of viscous gas with a
decaying shock wave flows round a wall is substantiated by means of a finite-difference solution
of the Reynolds equations, closed by using a two-parameter dissipative turbulence model.
© 1997 American Institute of Physics.@S1063-7850~97!00804-5#
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thermophysical characteristics of the hypersonic flow o
viscous gas near a wall with a thermally stressed sectio
an oblique shock wave incidence test is aimed at substa
ating the prospects offered by the concept of porous coo
for the development of new heat protection systems
power installations on modern aircraft. A software packa
was developed for solving the Navier–Stokes equations
laminar flow using a method of determination, and solvi
the Reynolds equations, closed by means of a two-param
model of dissipative turbulence for turbulent flow, and th
software was tested for a set of calculations of continu
and stalled supersonic and hypersonic flows of a visc
gas.1,2 The classical problems of flow in plane-parallel a
expanding channels, in a stepped channel with a rear-fa
step, and in a hypersonic air intake were also considere
should be noted that the MacCormack3 explicit–implicit
scheme is used to discretize the convective terms of
equations.

In the present study this software package is used
analyze the laminar flow of a hypersonic stream of visco
gas around a planar wall when a generated oblique sh
wave is incident on it, as in Ref. 1, in the calculation zo
between the wall and the wedge-shaped surface of the s
generator. To reduce the size of this region, it is assumed
the stream is symmetric about an upper reference plane,
parallel to the wall, and emerges from the sharp edge o
oblique shock wave generator. Thus, an analysis is mad
the evolution of a hypersonic flow of viscous gas in a ch
nel of variable through cross section with a central conv
gent section. The physicochemical conversions which m
take place at these flow velocities, are neglected in this
lution of the problem. The initial conditions are defined a
suming that the stream is uniform within the calculati
zone. Moreover, the gas parameters at all the calcula
points are assumed to be equal to those in the unpertu
stream. The stream parameters are kept constant at th
trance to the zone, while ‘‘soft’’ boundary conditions or co
ditions for continuation of the solution, are imposed at t
exit. Conditions of attachment are satisfied in the calculat
process at the lower wall, and the wall temperature is k
constant. Conditions corresponding to those at a therm
insulated wall are assumed at the upper surface of the s
generator.

When calculations of supersonic flows with shock wav
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cially the MacCormack scheme,the solution must be mad
monotonic because pulsations of a nonphysical, purely c
putational, nature are usually observed in the ranges of h
gradients of the flow-determining parameters. In the pres
paper, as in Ref. 4, we use a procedure which involves
troducing a diffusion constant exclusively at points of no
monotonicity, i.e., in regions of computational ‘‘ripple.’’ Os
cillations originating from the scheme are there
eliminated.

In our investigations, the calculation region was divid
by a mesh dense near the walls, especially near the lo
wall, and in the region of incidence of the shock wave, wh
a separation zone was formed. The mesh contained 81361
calculation points. The minimum mesh size at the lower w
was selected as around 1024. It should be noted that the
height of the channel through cross section at the exit fr
the region was taken as the characteristic linear dimens
and the velocity and density of the incoming stream w
selected as the scales for making the variables dimension
The results of calculations of the flow of a hypersonic stre
of viscous gas around an impermeable wall and aroun
wall with a porous cooling section, in the presence of a
caying shock wave were compared assuming laminar fl
~the Reynolds number is 5000!. The Mach number was set a
8.2 and the ratio of the wall temperature to that of the g
blown across the porous section was assumed to be 0.27
porous cooling section was located at the most therm
stressed point~betweenx514 andx516), corresponding to
the point where the shock impacts on the wall. The blo
gas pulse was fixed at 5%.

Figures 1 and 2 give the results of a comparative ana
sis of the flow around a wall without and with blowing. Th
fields of the flow characteristic near the wall were analyz
when the solution had stabilized, i.e., after steady-state
flow had been achieved. This state was obtained for dim
sionless times greater than 15. The steady-state flow pa
of the viscous gas in the boundary layer reveals a zone
flow stagnation near the wall at the most thermally stres
point, i.e., at the point of incidence of the shock wave.
separation zone is formed at this point although this is fa
weakly defined when there is no blowing. As was to be e
pected, the presence of a cooled insert does not have
significant influence on the flow field. This is confirmed by
comparative analysis of the pressure and temperature d

271271-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Comparative analysis of calculated isobar patterns
tained when a hypersonic stream of viscous gas with a dec
ing shock wave flows around a wall with~a! and without~b!
blowing across part of the wall. The lines are plotted: a — with
step 1 between 1 and 17 and b — with step 1 between 1 and 1
~the pressures are relative to the pressure in the incom
stream!.
bution patterns in the boundary layer with and without blow-
he
im
u
y
b

ha
n

re

profile at the wall. Only a slight increase in pressure is ob-
sis
tics
can
is
is

po-

ed
ted
ing. The transformation of the surface distributions of t
relative values of the static pressure and heat flux with t
demonstrates the establishment of the process in flow aro
a wall without blowing, with the formation of a thermall
stressed zone, corresponding to the point of interaction
tween the shock and the boundary layer at the plate. From
analysis of the curves in Fig. 2, it is interesting to note t
the flow pattern and the distribution pattern of the force a
thermal loads is broadly established by the timeT510.
Blowing has very little influence on the relative pressu
e
nd

e-
an
t
d

served at the point when gas blowing is initiated. An analy
of the calculated distributions of the thermal characteris
at the wall shows that blowing across a porous insert
essentially remove the thermal load on the wall, which
responsible for the efficiency of this type of cooling. Th
conclusion is supported by physical experiments.5 This nu-
merical analysis has therefore confirmed the concept of

rous cooling of thermally stressed sections of streamlin
components in objects of various types. It has been no
re

ic
d to
FIG. 2. Comparison of the distributions of the relative pressu
P/Pinf ~a! and the relative heat fluxQ/Qinf ~b! along the wall at
various times without~1–4! and with blowing ~5!. Here the
subscript ‘‘inf’’ describes the flow parameter for hyperson
flow along a planar plate. The numbered curves correspon
the following times:1— T53; 2— 10; 3— 15; 4— 20; and
5— 20.
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that this type of cooling has a local effect, which does not
b

an
0

me

in Power Machinery (HTEPM’ 95)MSTU, Moscow 1995. Vol. 2.
pp. 151–152.
significantly influence the streamline flow pattern of the o

ject.
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Fabrication of indium arsenic-antimony-bismuthide multilayer heterostructures

res
by ‘‘capillary’’ liquid-phase epitaxy
R. Kh. Akchurin, V. A. Zhegalin, T. V. Sakharova, and S. V. Seregin

M. V. Lomonosov State Academy of High-Precision Chemical Technology, Moscow;
Institute of Chemical Problems in Microelectronics, Moscow
~Submitted November 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 51–55~April 12, 1997!

Low-temperature ‘‘capillary’’ liquid-phase epitaxy is used to grow InAs12x2ySbxBiy /InSb12yBiy
multilayer epitaxial heterostructures on InSb~111!A substrates. The heterostructures
contained up to sixty epitaxial layers of thickness between 0.05 and 0.15mm, which was
controlled by the epitaxial growth conditions. The heterostructures were investigated by scanning
electron microscopy and secondary-ion mass spectrometry, and results are presented.
© 1997 American Institute of Physics.@S1063-7850~97!00904-X#

Solid solutions of indium arsenic-antimony-bismuthide fully from presupercooled solutions, at epitaxy temperatu
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(InAs12x2ySbxBiy) are attractive materials for the sensin
elements of far-infrared (l58214mm! photodetectors uti-
lizing the intrinsic photoconduction effect. However, th
scope for epitaxial deposition of materials withEg~77 K!
,0.15 eV is limited by the increased technological difficu
ties involved in obtaining solid solutions of the require
composition (x'0.620.7), the limited solubility of bismuth
in solid solutions (y<0.005), and also by defects in the e
itaxial layers because of the lack of suitable substrate m
rials to fabricate isoperiodic heterostructures.1,2

Numerical estimates were made in Ref. 3 to show th
in principle, a material having the fundamental optical a
sorption edge atl>12mm at 77 K can be fabricated usin
multilayer elastically stressed InAs0.39Sb0.61/InAs12xSbx su-
perlattice heterostructures (x.0.73), formed on InSb sub
strates. Recent success in the fabrication of these heteros
tures by molecular-beam epitaxy and gas-phase epi
using organometallic compounds and in the developmen
efficient photodetectors utilizing these materials has stim
lated increased interest in these solid solutions.4–6 According
to estimates made in Ref. 7, it is preferable to use elastic
stressed InAs12x2ySbxBiy /InSb heterostructures for thi
purpose. In order to achieve values ofEg~77 K! 5 0.12–0.14
eV, the predicted composition of the InAs12x2ySbxBiy solid
solutions will be in the rangex'0.8620.92, allowing for the
maximum solubility of bismuth as a function of temperatu
and the critical thicknesses of the epitaxial layers to conse
the elastic stresses will be in the range of 0.0520.1mm.

The feasibility of using ‘‘capillary’’ liquid-phase epitaxy
to form multilayer elastically stressed InAs12x2ySbxBiy het-
erostructures was analyzed in Ref. 8. In accordance with
calculated data, epitaxial layers of uniform composition w
sharp heteroboundaries are best achieved by forming he
structures with alternating epitaxial layers
InAs12x2ySbxBiy ~active layers! and InSb12yBiy ~auxiliary
stretching layers!, grown on an InSb substrate from fluxes
indium and bismuth alloys.

In the present paper, we report results of experime
studies on the development of these structures by the me
described above. According to estimates made in Ref. 8,
itaxial layers of subcritical thickness can be grown succe
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no higher than 300°C, under isothermal conditions, wh
the time of contact between the solution and the subst
should not exceed 1–3 s. The uniformity of the thickness a
composition of the epitaxial layers over the substrate len
can be improved by increasing the flux velocity of the liqu
in the gap and by using ‘‘relaxation’’ types of epitaxy~where
the flux is stopped briefly after the solutions are exchan
in the working space between the substrates!. The epitaxial
growth processes were carried out in an S-3348 liquid-ph
epitaxy system in a high-purity hydrogen atmosphere.
flow-through type of graphite container was used with
growth channel 250mm thick. The InSb~111!A substrates
were subjected to standard chemical treatment. Immedia
before epitaxial growth, the substrates underwent additio
treatment in the reactor of the liquid-phase epitaxy system
eliminate any defects from the pre-epitaxial treatment and
remove the oxide film. This treatment involved slightly di
solving the surface layer 5–7mm thick by contact between
the substrate and an unsaturated In–Sb–Bi flux
2702280°C. Subsequent cooling in the range of 10–20°C
a rate of 0.4°C/min resulted in the growth of a
InSb12yBiy buffer layer 3–5mm thick. The heterostructure
were formed by a relaxation type of liquid-phase epita
under the following conditions: epitaxy temperatu
230–260°C, initial supercooling of solutions 5–20°C, flow
thrugh time 1 s, and pause time 1.4 s.

By regulating the number of flow-through cycles, w
obtained heterostructures with between eight and sixty
ers. The composition of the InAs12x2ySbxBiy layers was in-
vestigated by secondary ion mass spectrometry with la
by-layer ion etching using an IMS-3F system. We used
Cs1 primary ion source, with a primary beam energy of 6
keV, a beam current of 100 nA, and a secondary ion sa
pling zone of 60mm. The reference samples were epitax
layers of known composition (x50.9620.92) determined by
x-ray spectral analysis. The distribution of the concentratio
of the main components, arsenic, tin, and antimony, was
vestigated over the thickness of the epitaxial layers. The
face and cleaved sections of the heterostructures were e
ined using a Hitachi-800 field-emission scanning elect

274274-02$10.00 © 1997 American Institute of Physics
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microscope with incident electron beam energiesE51–20
keV.

The thickness of the epitaxial layer was between 0
and 0.15mm, depending on the growth conditions, and
appreciable spread was observed over the area of the he
structures~Fig. 1!. The distribution profiles of the main com
ponents over the thickness of the epitaxial layers obtained
secondary ion mass spectrometry confirm that the he
oboundaries are fairly abrupt~Fig. 2!. The InAs concentra-
tion in the active layers was 6–7 mol.%.

The results of these preliminary experiments have the
fore demonstrated that multilayer heterostructures formed
InAs12x2ySbxBiy solid solutions with epitaxial layers hun
dredths of a micron thick can be produced by capilla
liquid-phase epitaxy. This enables the elastic stresses t
conserved as a means of influencingEg . By optimizing the
compositions and thicknesses of the epitaxial layers, it m
well be feasible to use elastically stress
InAs12x2ySbxBiy /InSb12yBiy heterostructures, fabricate
by liquid-phase epitaxy, in infrared technology.

The authors are grateful to T. I. Gromov and P. B. Orl
for their assistance with investigations of the heterostruc
samples.

FIG. 1. Electron micrograph of a cleaved section of
InAs12x2ySbxBiy /InSb12yBiy heterostructure grown on an~111!A InSb
substrate.
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FIG. 2. Concentration profile of a multilaye
InAs12x2ySbxBiy /InSb12yBiy heterostructure, measured by secondary
mass spectrometry~I — coating layer,II — main layers, andIII — buffer
layer!.
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Hydrodynamic characteristics of the propagation of polymerization waves

ess
in liquid media
A. S. Segal’ and A. V. Kondrat’ev

State Institute of Precision Mechanics and Optics, St. Petersburg (Technical University)
~Submitted December 12, 1996!
Pis’ma Zh. Tekh. Fiz.23, 56–61~April 12, 1997!

An analysis is made of the hydrodynamic characteristics of the propagation of thermal
polymerization waves in liquid media without hardening of the final polymer product. The process
is described mathematically using a system of equations for the dynamics and the heat and
mass transfer in a reacting liquid medium, written in the Boussinesq approximation and assuming
the simplest overall polymerization reaction. ©1997 American Institute of Physics.
@S1063-7850~97!01004-5#

Thermal waves of polymerization reactions, observed
1,2

we report a numerical simulation of the propagation proc
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and studied for the first time by Chechilo and colleagues
demonstrate a particular example of wave chemical phen
ena in condensed media. Compared with other similar p
nomena~see, for example, Ref. 3!, they have many charac
teristic features, which were studied in detail by Pojman a
colleagues in a series of experiments and allow the proce
be visualized directly.4,5 In particular, when a wave propa
gates in the direction of the gravitational force, the followi
effects are observed: 1! the wavefront remains planar an
horizontal, despite any slope of the reactor and/or heat lo
through the side walls; 2! the front may be preceded by pow
erful vortex motion of the liquid; 3! pulsation or ‘‘spin’’
wave propagation regimes may be established; and 4! poly-
mer ‘‘fingers’’ may grow near the front. In the present pap
-
e-

d
to

es

,

of a polymerization wave, which can reproduce some
these effects.

The process is described mathematically by using a s
tem of equations for the dynamics and for the heat and m
transfer in a reacting medium, written in the Boussinesq
proximation and implying the simplest ‘‘monomer→ poly-
mer’’overall kinetic polymerization reaction:

]M /]t1~V•¹!M5¹•~D¹M !2W, ~1!

rc@]T/]t1~V•¹!T#5¹•~l¹T!1QrW, ~2!

r@]V/]t1~V•¹!V#52¹p1¹~2mS!1rg~bTdT

1bMdM !, ~3!
FIG. 1.
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FIG. 2.
¹•V50, ~4!

,

f
pe

.
a

al
is

Th
iu

to
il

at all walls~V 5 0!. At zero time, the reactor is assumed to

cit
tial
.
a
si-

We
ed
cu-

bil-

ly
the
the
ob-
t to
of
d a
pa-
re

er
un-
is

e is
where V is the velocity vector of the medium,M is the
monomer~mass fraction! concentration,T is the temperature
W is the reaction rate,p is the dynamic pressure,t is the
time,r is the density,c is the specific heat,Q is the reaction
energy, D is the binary diffusion coefficient of the
monomer–polymer mixture,l is the thermal conductivity,
m is the dynamic viscosity,bT andbM are the coefficients o
thermal expansion and concentration compression, res
tively, g is the vector of the acceleration due to gravity,¹ is
Hamilton’s vector operator, andS is the strain rate tensor
The dependence of the reaction rate on the temperature
monomer concentration is expressed in the form

W5k0 exp~2E/RT!M , ~5!

wherek0 is a preexponential factor,E is the activation en-
ergy, andR is the universal gas constant.

An analysis is made of the propagation of a wave in
plane rectangular reactor, initiated from the hot upper w
Then, the ‘‘ignition’’ boundary conditions are set at th
wall: M50,

T5Tm5T01Q/c, ~6!

whereT0 is the initial temperature of the medium andTm is
the temperature of adiabatic propagation of the reaction.
other walls are assumed to be impermeable to the med
and adiabatic:]M /]n50, ]T/]n50, wheren is the normal
coordinate to the corresponding wall. For the velocity vec
we use standard conditions of attachment and impermeab
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be filled with cold monomer (M51, T5T0).
The system~1!–~5!, with the appropriate initial and

boundary conditions, was solved using a partially impli
finite-difference system with an approximation of the spa
derivatives on a spaced MAC-mesh~see, for example, Ref
6!, which linearizes the initial problem. The transition to
new time layer was made by a method of splitting by phy
cal processes and coordinates.

Let us now discuss the results of these calculations.
analyze the behavior of a polymerization wave in a tilt
reactor inclined at an angle of 45° to the vertical. The cal
lations were made for a range of kinetic parametersk0 and
E of the reaction which ensures diffusion and thermal sta
ity of the process7 ~no pulsation or spin regimes!.

In the first series of calculations, allowance was on
made for thermal expansion of the medium caused by
heat released during the polymerization reaction. From
very beginning of the process, the heated liquid was
served to rise along the hot upper wall, transferring hea
the upper corner of the reactor. This caused a buildup
more vigorously heated liquid in this zone and generate
plane horizontal reaction front, which then began to pro
gate downward~see Fig. 1a, which shows the temperatu
field contours at one point in time!. In Fig. 1b, which shows
the current contours at the same time, the low
counterclockwise-rotating vortex is caused by this rise of
reacted liquid along the hot upper wall. The upper vortex
formed because the temperature in the reaction zon

277A. S. Segal’ and A. V. Kondrat’ev



slightly higher than the temperatureTm maintained at the
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upper wall~this can be seen from Fig. 1a!. In this context,
the upper wall was ‘‘cold’’ for the reacted liquid behind th
front, which resulted in a downward flow of liquid, formin
a clockwise vortex.

Note that the vortex motion of the liquid near the fro
rapidly equalizes the temperature field and stabilizes
front in the horizontal direction. This behavior occurs b
cause the characteristic time for natural convection is sho
than the characteristic times for conduction and chemical
action, so that free convection is the dominant proc
~simple estimates yield the following values for the
characteristic times: t free conv'0.25 s, tcond'57 s, and
tchem'5.6 s!.

Allowance for concentration compression of the mediu
in the course of polymerization~shrinkage! abruptly alters
the pattern of wave propagation. In this case, stability is
because of the interaction between two opposing trends, t
mal expansion and concentration compression. It has b
established that this interaction may give rise to doub
diffusion convection,5 which induces the growth of polyme
278 Tech. Phys. Lett. 23 (4), April 1997
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gers into droplets, which sink slowly to the bottom of th
reactor. Figure 2 gives the contours of the monomer conc
tration field, which show the growth of polymer fingers and
layer of heavy cold polymer deposited at the bottom.

The results of this numerical simulation have therefo
qualitatively reproduced the main experimentally observ
characteristics of the propagation of a polymerization wa
in a liquid medium in the range of diffusion thermal stabilit

1N. M. Chechilo, R. Ya. Khvilivitski�, and N. S. Enikolopyan, Dokl. Akad
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Thick-layer glycerin-containing bichromated gelatin for recording volume holograms

For
Yu. N. Denisyuk, N. M. Ganzherli, I. M. Maurer, and S. A. Pisarevskaya

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted December 17, 1996!
Pis’ma Zh. Tekh. Fiz.23, 62–65~April 12, 1997!

A thick-layer light-sensitive material consisting of glycerin-containing bichromated gelatin has
been prepared and used to record real-time volume holograms with 0.44mm
helium–cadmium laser radiation. The thickness of the layers is 400–600mm. The holographic
sensitivity of the material is 1 J/cm2. The highest diffraction efficiency of holograms
recorded using a symmetric system with parallel beams is 32%. ©1997 American Institute of
Physics.@S1063-7850~97!01104-X#

In earlier studies, we proposed and investigated a thick-fraction efficiency being observed at the second peak.
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layer light-sensitive material consisting of gel-like bichr
mated gelatin, designed to record volume holograms.1,2 This
material has the advantage that the image is reconstru
directly in the hologram recording process, and in layers
around 2 mm thick, and the diffraction efficiency of hol
grams recorded using a symmetric system with para
beams may be 17–18%. However, the inadequate diffrac
efficiency and the limited information storage time rend
this material unsuitable for many practical applications.

Another type of self-developing layer of bichromate
gelatin with glycerin additives of up to 93% by weight of d
glycerin, having a layer thickness of around 5–10mm after
drying, is described in the literature.3 The glycerin in these
layers functions as a plasticizer and is also used to s
some water molecules which, because of the presenc
hydrogen bonds, perform the developing process. In a
tion, a higher rate of accumulation of photogenerated Cr~V!
ions can be achieved because of the good electron-d
properties of glycerin.

We prepared and investigated self-developing glyceri
containing layers of bichromated gelatin, which were arou
4002600mm thick after drying. The layer fabrication tech
nology differed very little from the casting technology fo
these thin layers. A molten solution of 6% bichromated ge
tin, to which we added 93% glycerin and 5% ammoniu
bichromate by weight of the dry gelatin, was poured ont
glass substrate at 40 °C. After being left to gel in a refrige
tor for 24 h, the layers were then dried at room temperat
for several days, during which they decreased in thickne
for example, layers having an initial thickness of 2 mm d
creased to 400mm.

The main holographic characteristics of the layers w
determined by recording holograms of two plane wav
formed from 0.44mm helium–cadmium laser radiation. Th
interfering beams propagated symmetrically with respec
the normal to the surface of the layer and the angle of c
vergence of the beams was 14°. The diameter of the exp
spot was 10 mm. The power density of the radiation in
plane of the hologram was of the order of 4 mW/cm2. The
reconstructed wave appeared in the first few seconds o
hologram recording process. A typical curve of the diffra
tion efficiency versus the exposure is plotted in Fig. 1. It c
be seen that this curve has two peaks with the highest
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0.5 mm thick layers, this maximum diffraction efficiency
32% for an exposure of 5.4 J/cm2. With allowance for the
parameters of the exposing radiation, the holographic se
tivity of this material can be estimated as 1 J/cm2, which is
better than that of the gel-like bichromated gelatin lay
described by us previously.

An increase in the angle of convergence of the interf
ing beams during the hologram recording process redu
the highest attainable diffraction efficiency to 21%, wh
this angle is 20°~spatial frequencyn5790 mm21), 6% for
30° ~1180 mm21), and 2% for 40°~1330 mm21). Assuming
that a hologram diffraction efficiency of 1% is sufficient, th
resolution of the self-developing layers of glyceri
containing bichromated gelatin may be taken to be 12
mm21.

Measurements were also made of the angular select
of the holograms recorded with an angle of convergence
14° as a function of the exposure. The readout wavelen
wasl50.63mm. Figure 2 gives the diffraction efficiency a
a function of the angle of incidence of the reconstructi
radiation for exposures of 5.4 J/cm2 ~curve1!, 1 J/cm2 ~curve
2!, and 0.5 J/cm2 ~curve3!. The angular selectivity improve
with increasing exposure and is 408 at the half-maximum of
the distribution for the hologram with the highest diffractio
efficiency ~curve1!. The thickness of the bichromated gel

FIG. 1. Diffraction efficiency of the holograms as a function of exposur

279279-02$10.00 © 1997 American Institute of Physics
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FIG. 2. Diffraction efficiency of the holograms as a function
the angle of incidence of the readout beam for different exp
sures:1— 5.4 J/cm2, 2— 1 J/cm2, and3— 0.5 J/cm2.
tin layer on which the hologram was recorded was
re

w
f
is
th
r

fo
y
h
le
ol
rie
lig
he
r

fairly long time also causes no significant changes in the
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400mm. An estimate of the effective layer thickness cor
sponding to an angular selectivity of 408, made using a for-
mula derived in Ref. 4 in an approximation valid for lo
diffraction efficiency, yields a value of the order o
150mm. Having regard to the approximate nature of th
theoretical estimate of the effective layer thickness,
agreement between the theoretical estimate and the
thickness may be considered to be satisfactory.

It should be noted that, as well as having the capacity
self-development of a latent image, the proposed thick-la
light-sensitive material can also store recorded holograp
information for a fairly long time without any appreciab
deterioration in the diffraction efficiency because water m
ecules are stored as complexes with glycerin in the d
layer of gelatin. The layer thickness only decreases neg
bly over time as a result of drying out. Exposure of t
recorded holograms to radiation from a mercury lamp fo
280 Tech. Phys. Lett. 23 (4), April 1997
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holographic characteristics.
This light-sensitive material is fairly easy and cheap

produce. The layers may be used for recording thr
dimensional images by the method of referenceless sele
grams and also for investigations of optical memories.
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Growth of delta-doped silicon layers by molecular beam epitaxy with simultaneous low-

-

energy ion bombardment of the growth surface
Sh. G. Shengurov, V. N. Shabanov, and A. V. Shabanov

N. I. Lobachevski� Physicotechnical Scientific-Research Institute, Nizhni� Novgorod State University
~Submitted September 23, 1996!
Pis’ma Zh. Tekh. Fiz.23, 67–72~April 12, 1997!

It is shown that high-quality structures may be fabricated by applying a potential to the substrate
to obtainn- andp-type delta-layers during low-temperature growth of epitaxial layers from
subliming silicon sources doped with antimony or gallium. ©1997 American Institute of Physics.
@S1063-7850~97!01204-4#

Delta-doped layers are attracting interest among re-tential relative to the source,V530–300 V, was then ap
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searchers because of the possibility of producing fundam
tally new electronic devices.1,2 Delta-doped silicon layers ar
usually obtained by molecular-beam epitaxy, either co
bined with solid-phase epitaxy1,3,4 or with low-energy ion
implantation.5,6 These techniques are used because of
need to suppress segregation effects inherent in convent
molecular beam epitaxy, as a result of which it is impossi
to obtain layers with an dopant concentration close to
solid-phase solubility limit and abrupt transition region
However, these methods use relatively high temperatu
(>650°C! to anneal the layers, which increases the diffus
spreading of the dopant concentration profile in the de
layer.

However, it has been established7,8 that segregation o
the dopant can be reduced by applying a negative potenti
the substrate during the growth process when silicon
evaporated using an electron gun. The low-energy Si1 ions
formed by ionization of the molecular flux activate trappi
of dopant ~mainly donors! from the adlayer. Appreciable
thermionic emission was also established during the subli
tion of silicon.9,10 We observed an increase in the transp
coefficient of donor and acceptor dopants during the epi
ial growth of silicon, when a negative potential was appli
to the substrate.10–13

In the present paper, we demonstrate the feasibility
applying a potential to the substrate to obtainn- and
p-type delta-layers during the low-temperature growth of
itaxial layers from subliming silicon sources doped with a
timony or gallium.

The layers were grown by a procedure described in R
10–13. The sources of the silicon and dopant fluxes w
rectangular silicon blocks cut from KE´S-0.01, KDG-0.06,
and KDG-0.005 single crystals. The substrates were rec
gular wafers of ~110! and ~100! oriented KÉF-0.005 or
KDB-0.01 silicon. The substrate and the source were pla
parallel to each other in a growth chamber and were he
by passing a current. The growth rate of the layers w
;0.820.9 nm/s and the residual gas pressure during gro
did not exceed 1.331025 Pa.

After high-temperature (1330°C! purification of the sub-
strate surface from any passivating oxide film, the tempe
ture was reduced to 700°C and a;1mm thick buffer layer
was grown. During this growth process, the substrate t
perature continued to decrease to;520°C. A negative po-
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plied to the substrate for timet53 s and the layer growth
continued. A layer 30–200 nm thick was grown after t
potential was switched off.

Figure 1 gives the results of a secondary ion mass sp
troscopic~SIMS! analysis of the antimony distribution ove
the depth of an epitaxial structure grown on Si~100! with the
brief application of a potentialV52100 V. The structure
consisted of a 1mm thick buffer layer, ad-layer, and a 60
nm thick upper layer. The profile has one peak caused by
increase in the dopant concentration at the instant when
potential is applied, and another peak near the surface o
layer, which is caused by the buildup of antimony on t
growth surface as a result of its segregation and is a frac
of a monolayer thick.14

The thickness of thed-layer cannot be estimated direct
because of the ion mixing effect of the SIMS profile. How
ever, it can be seen that the peak inside the epitaxial struc
and the peak near the surface are of similar width and hei
which suggests that the thickness of the internal doped la
is small~less than 8 nm! and the dopant concentration in it
fairly high.

The SIMS data also indicate that the boundary of
d-layer is abrupt. It should be noted that the impurity co
centration in the upper layer is close to the concentration
the buffer layer.

Similar SIMS profiles were obtained for the gallium
doped layers. Figure 2 gives the calculated hole concen
tion profile in thed-layer for a two-dimensional concentra
tion of electrically active dopantNs55.6431011 cm22 and a
background acceptor concentrationNa5531015 cm23. Also
plotted are the experimentally measured concentrations
termined from capacitance-voltage measurements. In
view, satisfactory agreement is observed between the ca
lated and measured values, particularly at high concen
tions. The asymmetry of the measured profile is proba
caused by some asymmetry in the doping of thed-layer. In
addition, thed-doping approximation is evidently not satis
fied at low dopant concentrations (,531017cm23).

It was also established that as the applied potentia
increased, the maximum dopant concentration increa
somewhat. For example, for layers doped with gallium, a
plication of the potentialV52300 V to the substrate in
creased the concentration by a factor of approximately
compared with the caseV52100 V.

281281-03$10.00 © 1997 American Institute of Physics
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FIG. 1. SIMS profile of the antimony distribution
over the thickness of a silicon epitaxial layer grow
under the short-lived~3 s! application of a potential
V52100 V to the substrate.
Capacitance-voltage measurements of structures with
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d-doped layers showed that the maximum concentrati
were ;1.531013 cm22 for n-type layers and 431014

cm22 for p-type layers. According to the C–V data, the ca
rier concentration profiles are very steep~the half-width of
the hole profile is;2 nm!.

All the layers were single-crystal, regardless of the do
ing level, and the electron diffraction patterns only contain
Kikuchi lines. When examined under a transmission elect
microscope, layers having a surface concentrat
Ns<1.531013 cm22 revealed a low dislocation densit
(;103 cm22), whereas layers having the concentrati
Ns;431014 cm22 revealed a pileup of dislocation loop
with the density;105 cm22.

The formation of sharp dopant concentration peaks
epitaxial layers grown under the pulsed application of a
tential may be explained as follows. It is known that galliu
and antimony are dopants which segregate at the surfac
low growth temperatures.4,14,15As a result, a thin adlayer o

FIG. 2. Calculated hole concentration profile in the delta-layer~solid curve!,
hole profile measured with a C–V profilometer~1!, and background accep
tor concentration~2!.
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When a negative potential is applied to the substrate, dop
from the adlayer begin to be efficiently trapped by the gro
ing layer under the ion bombardment. We establish
earlier13 that the degree of ionization of the silicon flux inc
dent on the substrate is 102721026. Thus, during growth of
the doped layer, the ion dose did not exceed 1010 cm22, i.e.,
there are;50 atoms trapped by the dopant layer per incid
ion. Some of the atoms become embedded in the layer
result of doping with recoil atoms.14 However, a substantia
increase in the concentration of implanted dopant canno
explained by a negligible flux of low-energy ions. A mo
likely mechanism is the activation of dopant trapping, f
example, by rearrangement of the surface and the genera
of surface defects. Similar conclusions were reached by o
researchers who performed similar experiments using h
energies and ion fluxes.7,8 The increase in the maximum dop
ant concentration with increasing potential is most like
caused by an increase in the density of defects generate
the surface layer under bombardment by higher-energy io
and may also be caused by an ion focusing effect.

Thus, by using the ion component of the molecular fl
from the subliming silicon source and applying a small ne
tive potential,d-doped layers having a surface concentrat
of ;1.531013 cm22 for n-type layers and;431014 cm22

for p-type layers can be obtained at low growth temperatu
(;520°C!.
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Irregular dynamics of a chain of circle maps with quasiperiodic excitation

T. E. Vadivasova, O. Sosnovtseva, and V. S. Anishchenko

Saratov State University
~Submitted December 16, 1996!
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An analysis is made of the spatial evolution of quasiperiodic regimes in a chain of coupled circle
maps. Mechanisms for the appearance of strange nonchaotic dynamics and the properties of
irregular attractors are analyzed. ©1997 American Institute of Physics.
@S1063-7850~97!01304-9#

Chains and grids of individual elements possessing non-coupling coefficientg. The cell having the numberj51 is
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trivial dynamics represent a very simple model of a distr
uted medium and have thus been studied fa
intensively.1–9 Compared with other one-dimensional map
the circle map

x~n11!5x~n!1V2~K/2p!sin~2px~n!!, mod 1

possesses far richer dynamics. This map demonstrates
ous periodic, quasiperiodic, and chaotic regimes. A ch
consisting of such elements provides greater scope for st
ing various scenarios in the evolution of nontrivial dynam
but so far, has been very little studied.

It may be postulated that, under certain conditions,
unidirectional influence of preceding elements on subseq
ones, assuming the existence of quasiperiodic oscillation
these elements, should generate so-called nonchaotic str
attractors, i.e., fractal sets possessing no mixing prope
The concept of nonchaotic strange attractors was introdu
in Ref. 10. Studies11,12 have shown that the strange nonch
otic attractor is typical of systems with quasiperiodic exci
tion. Various mechanisms are known for the destruction
ergodic qausiperiodic oscillations, resulting in nonchao
strange attractors: 1! a torus crisis, where a fractal structu
is formed at the instant when a stable invariant curve~which
is a mathematical transform of two-frequency quasiperio
oscillations! comes in contact with an unstable one in a c
tain set of points12,13and 2! loss of torus smoothness.14 Thus,
the concept of irregular dynamics should include not o
chaotic regimes but also regimes corresponding to stra
nonchaotic behavior.

The aim of the present paper is to analyze the mec
nisms for the evolution of chaotic and nonchaotic oscil
tions in a chain of unidirectionally coupled circle maps.

The discrete model studied may be written in the form

x0~n11!5x0~n!1u0 , mod 1

x1~n11!5x1~n!1V12~K1/2p!sin~2px1~n!!

1A cos~2px0~n!!, mod 1

xj~n11!5xj~n!1V j2~Kj /2p!sin~2pxj~n!!

1g cos~2pxj21~n!!, mod 1

where j52, 3, . . . ,m is the number of the partial cell~the
spatial coordinate!, and n is the discrete time. All partia
cells (j.1) are assumed to be identical. The influence of
preceding cell on the subsequent one is described by
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influenced by the cell of numberj50, possessing the rota
tion numberu0. If u0 is irrational, this influence is quasip
eriodic ~in a flow system this corresponds to two-frequen
excitation with the frequency ratiov1 /v25u0). The excita-
tion intensity is characterized by the parameterA.

We briefly list the effects observed in the chain for d
ferent parameters.

1. In the supercritical region (K.1), whenA50, chaos
may be observed as a result of a finite number of doub
bifurcations along the chain~similar to the results obtained in
Refs. 3 and 5!. However, a very weak qausiperiodic excit
tion destroys the chaos and leads to the formation of nonc
otic strange attractors. Figure 1a shows (x02xj ) projections
of the phase trajectories for cells withj54, 5, 6. The pa-
rameters were:K51.55,V50.5,g50.13, andA50. In this
case, chaotic dynamics appear in the fifth cell. The Lyapu
exponent for this subsystem isl510.0434. The following
cells do not add positive Lyapunov exponents and appea
relay the chaotic dynamics formed in the fifth cell. Figure
gives phase portraits for the same cells, for the same par
eters, and the same initial conditions, but with a weak q
siperiodic excitationA50.001 having the rotation numbe
equal to the golden meanu050.5(A521). Instead of chaos
a nonchaotic strange attractor regime (l520.0516) is ob-
served in the fifth and following cells. A further increase
the excitation leads to fractalization of the invariant curve
cells with j,5.

2. A quasiperiodic influence on the elements of the ch
in the rangeK.1 may not only destroy but may also induc
the evolution of chaotic dynamics along the chain. F
example, when K51.65, V50.5, A50.15, and
u050.5(A521), a nonchaotic strange attractor regime is
tablished in the first cell (j51), whereas in the following
cells, the development of chaos may be observed for a
tain range of variation of the coupling parameterg
P @0.13,0.29#. For g50.2 each successive cellj52, 3...9
adds a positive Lyapunov exponent to the Lyapunov cha
teristic exponent. Thus, hyperchaos evolves along the ch
Outside this range ofg values, no chaos appears in any ce

3. Under conditions of fairly strong coupling along th
chain, chaos stabilization may be observed, similar to t
studied in Ref. 4. For example, for the parametersK52.0,
V50.5, A50.15, and smallg;0.120.2, an almost linear
increase in the Kolmogorov entropyHj5( i51

j l i
1 with in-

creasingj is observed in the first thirty cells. With increasin

284284-03$10.00 © 1997 American Institute of Physics



r
FIG. 1. (x02xj ) projections of phase portraits fo
j54, 5, 6 for K51.55, V50.5, andg50.13: a —
without any external excitationA50; b — with exter-
nal quasiperiodic excitationA50.001.
coupling parameterg, the following cells cease to add posi-
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-

o
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a
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th

5. It should be noted that in the subcritical region
nly
dic
-
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n
nts
a-
tive Lyapunov exponents and the entropy ceases to incr
along the chain~for example, forg50.4 the entropy is sta
bilized from the second cell onward!.

4. Whereas in the supercritical region (K.1), two types
of nontrivial dynamics may develop along the chain, f
K,1 chaotic behavior is excluded~for K,1 the partial cell
is a reversible one-dimensional map, which cannot pos
chaotic dynamics either in its own right or under extern
excitation!. Studies have shown that this case is typified
the evolution of nonperiodic, nonchaotic oscillations alo
the chain. This evolution takes place for various values of
cell parameters and degrees of coupling.
se

r

ss
l
y

e

(K,1), a strange nonchaotic attractor may appear not o
as a result of the destruction of two-frequency quasiperio
oscillations~invariant curve! but also as a result of the de
struction of three-frequency quasiperiodic oscillations~and
clearly, in the general case ofN-frequency quasiperiodic os
cillations!. Figure 2a gives (x02xj ) projections of the phase
trajectories in cells withj54, 5, 6 for the case of a quasip
eriodic influence with the rotation numberu05A221 ~silver
mean! on the first element of the chain with the excitatio
amplitudeA50.058. The parameters of the chain eleme
areK50.8 andV50.610074, which corresponds to a qu
;
FIG. 2. a — (x02xj ) projections of phase portraits
b — Poincare´ cross section in the planex150.5 for
j54, 5, 6 whereK50.8, V50.610074,g50.2, and
A50.058.
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siperiodic regime in a partial cell with a rotation number
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A chain of circle maps also provides scope for introduc-
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approximately equal to the golden mean. The coupling
rameterg is 0.2. A three-frequency quasiperiodic regime
established in the first elements of the chain. Its evolut
with increasing j is difficult to identify from the two-
dimensional projection of the phase portrait. Thus, a cr
section of the phase portrait in a plane, which can reduce
dimensionality of the set to unity, is introduced to analy
the dynamics. Figure 2b shows (x02xj ) projections of the
phase portrait cross sections in the planex150.5 for
j54, 5, 6. The cross sections are constructed with an a
racy of 1024. It can be seen that forj54, 5 the curve ob-
tained in the cross section is smooth, which correspond
the three-frequency quasiperiodic regime. The sixth cell
veals fractalization of the curve in the cross section, sim
to the fractalization of the invariant curve corresponding
two-frequency quasiperiodic oscillations.

In summary, these investigations have shown tha
chain of circle maps is typically characterized by effects
ready studied for chains with different partial elements~such
as period doubling bifurcations and the evolution of cha
along the spatial coordinate, multistability, saturation
chaos along the chain, and so forth!, as well as by new ef-
fects arising from the possibility of quasiperiodic regimes.
typical consequence of defining a quasiperiodic regime e
in the zeroth element of the chain~quasiperiodic excitation!
is the appearance of coarse nonchaotic strange attra
over a wide range of parameters in cells from a cert
numberj .
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ing mismatch between the cell parameters which con
their rotation numbers, so that multifrequency, quasiperio
regimes may be obtained and their destruction may be s
ied. Such an investigation will form the subject of furth
experiments.
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Russian State Committee on Higher Education in Fundam
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Free oscillations in a ferroelectric liquid crystal

e
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A description is given of experimental investigations in which free electromechanical oscillations
are obtained for the first time in ferroelectric liquid crystals. ©1997 American Institute of
Physics.@S1063-7850~97!01404-3#

Resonance effects have been observed in studies ofpulse ~Fig. 1a; DT5T*2T is the difference between th
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forced electromechanical oscillations in a ferroelectric liqu
crystal.1 The authors supposed that these effects were ca
by a chevron texture in the sample, but this supposition w
not substantiated. Since the chevrons divide the crystal si
domain into separate elements, the discreteness of the m
rial and the interaction between structural elements mus
taken into account in the deformation process. It is extrem
important to estimate the parameters of the statistical
semble of molecules which is involved in the oscillatory m
tion and determines the inertial properties of the reson
structure. We propose to study free oscillations rather t
forced oscillations to determine the inertial properties
resonant structures. We then describe experimental inv
gations, in which free electromechanical oscillations w
obtained for the first time in a ferroelectric liquid crystal a
were observed as a nonmonotonic relaxation to bulk po
ization equilibrium. The moment of inertia of a structur
element is estimated. Oscillatory resonant structures are
teresting as a new direction in the study of dynamic p
cesses in these crystals, and may extend the range of p
cal application of liquid crystals.

For the investigations we used a binary mixture
the achiral smectic C 2-~4-octyloxyphenyl!-5-octyl-
pyrimidine and the chiral additive bis-4,48
-~2-s-methylpentyl!-terphenyldicarboxylate. These com
pounds have frequently been used to study the natur
spontaneous polarization.2 The composition used~additive
concentration5 19.7 wt.%! has the following phase trans
tion temperatures:

I →
66 °C

SmA →
60 °C

SmC* ,

where I is the isotopic phase, SmA is a smecticA, and
SmC* is a chiral smecticC. The spontaneous polarizatio
PS is 9 nC/cm

2 atT558 °C. The crystal was placed betwee
glasses having a transparent conducting coating. Pl
boundary conditions were achieved by applying an orient
The layer thickness was 24mm and was normalized by
means of spacers. The lower glass was clamped firmly
heating element, while the upper glass was left free. To
cell we applied rectangular heteropolar voltage pulses o
ms duration, which generated an electric fieldE of up to
104 V/cm. Measurements were made of the polarization
versal current induced by reversal of the electric field po
ity in the sample. In the temperature rangeDT,4 °C, we
observed complex, multifrequency, slowly decaying osci
tions against the background of the polarization reve
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SmA→SmC* phase transition temperature and the obser
tion temperature!. The instant of reversal of the electric fiel
polarity is taken as the origin in Fig. 1a.

The maximum amplitude and power of these oscillatio
are comparable with the amplitude of the current and
power of the polarization reversal pulse. The oscillatio
have the highest intensity atDT51.75 °C and
E58.753103 V/cm. In this case, the oscillation power is
least three orders of magnitude higher than the noise of
measuring apparatus. The frequency spectrum covers
tween 4 and 16 kHz. The decay time of the oscillations
around 10 ms. The high temporal stability of all the oscil
tion characteristics should be noted. The oscillatory respo
to each pulse repeats the previous one with a relative de
tion of less than 1023. This stability allowed us to acquire
data for 100 or more cycles, and increased the signal-to-n
ratio by more than an order of magnitude. This is necess
at the edges of the temperature range of the oscillatio
DT,1 °C andDT.3 °C, where the amplitude of the osci
lations does not exceed the noise level. The transient na
of the process rules out simple methods of spectral analy
Thus, the entire time interval of the oscillations was divid
into overlapping segments, of duration such that the assu
tion of a steady-state process was valid, to some degre
accuracy, within each segment. Fourier analysis was use
an individual segment. The frequencies and amplitude (A) of
the spectral components obtained referred to the time at
center of the segment. The oscillation spectrum for the ini
time ~Fig. 1b! characterizes the establishment of the osci
tions i.e., the mechanism for transfer of energy from the fi
reversal pulse to the free decaying oscillations. Most of
energy is transferred to the rapidly decaying component
frequencies of 6.6 and 8.1 kHz, which decay over a period
up to 1.5 ms. The spectral components at frequencies of
and 5.9 kHz have a decay rate an order of magnitude low

We obtained temperature dependences of the ampli
of the various spectral components of the oscillations in
der to study the conditions for the establishment of th
oscillations~Fig. 2a!. Each spectral component has a value
DT for which the amplitude is largest at the onset of osc
lation. This value ofDT corresponds to the point where th
period of the oscillations coincides with the half-heig
width of the polarization reversal pulse (Dt). The duration
of the polarization reversal pulse depends on the rela
between the rotational viscositygw , the electric field
strength, and the spontaneous polarization:3

287287-02$10.00 © 1997 American Institute of Physics
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As DT increases at constantE, the rotational viscosity
increases monotonically andDt increases, causing redistri
bution of energy from the high-frequency components of t
oscillation spectrum to the low-frequency components.
this case, the frequencies of the spectral components
mained the same, which suggests that a resonant struc
may exist with a set of natural frequencies.

FIG. 1. Time dependence of the polarization reversal current~a! and oscil-
lation spectrum~b! for DT51.7 °C andE58.753103 V/cm.

FIG. 2. Temperature dependences of the oscillation amplitude~a! and the
damping rate~b! at different frequencies.
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nentially decaying, and is described by the damping ratea,
which has different values for the different spectral comp
nents. Two oscillation modes may be identified according
the value ofa, which are probably associated with differe
structures in the crystal. The first oscillation mode includ
rapidly decaying oscillations (a.23104 s21), which have
an initial amplitude comparable with the polarization reve
sal pulse. These are the spectral components with freq
cies of 6.6 and 8.1 kHz in Fig. 1b. According to the inert
theory of the dynamic behavior of a liquid crystal, the equ
tion of motion for the directorn has the form:4

s
]2w

]t2
5K

]2w

]x2
2gw

]w

]t
2PSE;w, ~2!

wheres is the moment of inertia per unit volume,w is the
azimuthal angle of the director, andK is the elasticity con-
stant. It is easy to see that the damping rate is related to
viscosity and the moment of inertia as follows:

a5
gw

2s
. ~3!

For the first oscillation mode, Eq.~3! yields s;331026

g/cm, which corresponds to a structural element having
characteristic size;20mm. Since the diameter of zigza
defects on a chevron structure is 22–24mm, it may be pos-
tulated that these determine the parameters of the first o
lation mode. The second oscillation mode (a;103 s21) is
not described by Eq.~2!, since the density of the moment o
inertia, in accordance with Eq.~3!, is ;331025 g/cm,
which increases the characteristic size of a structural elem
by an order of magnitude. Temperature dependences oa
were obtained for this oscillation mode. Figure 2b gives
curves ofa(DT) for the spectral components at frequenc
of 4.7 and 5.9 kHz. Assuming that the oscillation energy
dissipated as heat on account of the viscosity of the cryst
monotonic increase in the damping rate may be expec
with increasing coefficientgw . However, the damping rate
decreases near the SmA→SmC* phase transition and has
minimum forDT around 2.5 °C. This behavior ofa(DT) is
typical of all spectral components of the second oscillat
mode. Components whose decay is determined by the i
tial properties of the moving glass substrate are also
served.

In this report, we have confined ourselves to qualitat
reasoning. The results of a more detailed and quantita
analysis will be published separately.

The authors are grateful to L. A. Kutulya and V. V
Vashchenko for synthesizing the ferroelectric liquid cryst
and chiral additive, and also for valuable discussions dur
this work.

1A. Jakli and L. Bata, Liquid Cryst.7, 105 ~1990!.
2M. V. Loseva, E. A. Pozhidaev, A. Z. Rabinovichet al., Itogi Nauki
Tekhn. Ser. Fiz. Khim.@in Russian#, VINITI, Moscow ~1990!.

3K. Sharp, Ferroelectrics84, 119 ~1988!.
4B. J. Edwards, A. N. Beris, and M. Grmela, Mol. Cryst. Liquid. Crys
201, 51 ~1991!.

Translated by R. M. Durham
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A negative-feedback garnet laser

ion
N. V. Bystrov and S. M. Zakharov

P. N. Lebedev Physics Institute, Russian Academy of Sciences, Moscow
~Submitted December 15, 1996!
Pis’ma Zh. Tekh. Fiz.23, 86–88~April 12, 1997!

A reduction in the time taken to achieve cw lasing from milliseconds to microseconds is
obtained in an actively mode-locked Nd:YAG laser when weak, slow-response, negative feedback
was inserted. The laser is designed to illuminate the photoinjector cathode of an electron
accelerator. ©1997 American Institute of Physics.@S1063-7850~97!01504-8#

Photoinjectors are being increasingly widely used in-sponse time is governed by the lifetime of the conduct
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stead of thermionic cathodes and bunchers in elec
accelerators.1 Electron bunching is achieved by appropria
laser illumination of a photocathode. Depending on the f
quency of the accelerating field and the duration of the
celeration cycles, the requirements for the laser vary wid
micropulse length between 1 and 200 ps, pulse repetition
between 50 MHz and 3 GHz, and train~macropulse! length
between a few and hundreds of microseconds. The par
eters required for our accelerator2 were 100 ps, 150 MHz
and.100ms, respectively. Such long trains can be cut fro
a continuous series of micropulses generated by a m
locked, cw-pumped laser. Pulsed quasi-cw pumping is e
getically more favorable, but then the duration of the tra
sient processes must be taken into account. Calculati3

have shown that when initially disordered modes are activ
mode-locked, the lasing in a Nd:YAG laser becomes
within milliseconds, whereas in a single-mode field, this
achieved within microseconds. Mode disorder is especi
observed in the spiky structure characteristic of free runn
in solid-state lasers and before mode locking is implemen
it is desirable to achieve nonspiky free running. This con
tion can be achieved by incorporating passive or active ne
tive feedback. Amplitude feedback is implemented, but
frequency and phase structures of the cavity modes
clearly efficiently influenced. Passive feedback is based
nonlinear effects~conversion to the second harmonic, tw
photon absorption!, it has an almost instantaneous respon
and is effective for short~of the order of 1ms! trains.4,5

However, if the two-photon absorption is accompanied by
appreciable buildup of conduction electrons, the slo
response component may dominate in the response. Th

FIG. 1.
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electrons. Active feedback is achieved using electroop
materials, it usually has a slow response, and is suitable
operation with long trains.

In the laser described, quasi-cw pumping of up to 1.5
duration was provided by a uniform artificial line. Its wav
impedance~0.5 V! was matched with an 800 J flashlam
The garnet crystal used had a diameter of 0.5 cm an
length of 6 cm. The cavity formed by a 40% plane mirr
and a nontransmitting spherical mirror (R5280 cm! was
tuned to the 150 MHz intermode beat frequency. A therm
statically controlled acoustooptic modulator was suppl
with a power of up to 20 W by a 75 MHz pulse generato
The percent modulation was 10%. A KDP electroop
modulator with a double-pass half-wave voltage of 200
and a photodiode with a time resolution of 1ms and an out-
put signal amplitude of less than 10 V formed a negat
feedback loop. This weak feedback was sufficient to a
fundamentally both the nature of the free running and
mode-locked lasing. The spiky structure usually observed
free running~Fig. 1a! completely disappears~Fig. 1b! and
the time taken to reach cw lasing under active mode lock
is reduced from approximately a millisecond~Fig. 1c! to
microseconds~Fig. 1d!. Note that the oscilloscope traces
Fig. 1c are remarkably similar to those in Fig. 4 in Ref. 3,
which the cavity tuning precision and the time taken to rea
cw lasing were determined from the nature of the osci
tions.

The time resolution of the traces in Fig. 1 is inadequ
to identify the micropulses. To observe these pulses, the
nal from a coaxial photocell was fed directly to the deflecti
plates of an S1-75 oscilloscope, which were swept by a
MHz sinusoidal signal from the same generator as the ac
tooptic modulator. Thus, two pulses can be identified in F
2, one formed by the superposition of all even micropulse
the train and the other formed by the superposition of all o
micropulses~some hundreds of thousands of pulses!. Al-
though the exact pulse profile cannot be determined bec

FIG. 2.

289289-02$10.00 © 1997 American Institute of Physics



of the time resolution of the oscilloscope, the clear superpo-
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3D. J. Kuizenga, Opt. Commun.22, 156 ~1977!.
4A. V. Babushkinet al., Kvantovaya Elektron.~Moscow! 16, 2036~1989!
sition of the pulses indicates that they are fairly identical,

least in terms of energy. Note that the duration of illumin
tion of the electron-beam tube was selected so as to cu
the laser pulse tail and avoid the associated blurring of
micropulse image.

1C. Travier, Nucl. Instrum. Meth. Phys. Res. A340, 25 ~1994!.
2A. Agafonovet al., Nucl. Instrum. Meth. Phys. Res. A341, 375 ~1994!.
290 Tech. Phys. Lett. 23 (4), April 1997
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@Sov. J. Quantum Electron.19, 1310~1989!#.
5S. A. Bakhramovet al., Kvantovaya Elektron.~Moscow! 23~5!, 479
~1996!.

6K. P. Komarovet al., Kvantovaya Elektron.~Moscow! 13, 802 ~1986!
@Sov. J. Quantum Electron.16, 520 ~1986!#.

7K. Burne�ka et al., Kvantovaya Elektron.~Moscow! 15, 1658 ~1988!
@Sov. J. Quantum Electron.18, 1034~1988!#.

Translated by R. M. Durham
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Investigation of inhomogeneous kinetic processes in a gaseous medium excited

by multiply charged ions

A. P. Budnik, I. V. Dobrovol’skaya, P. P. D’yachenko, and S. V. Kozel

A. I. Le�punski� Physics and Power Institute, State Science Center of the Russian Federation, Obninsk
~Submitted November 22, 1996!
Pis’ma Zh. Tekh. Fiz.23, 89–94~April 12, 1997!

The space–time characteristics of track structures in a gaseous medium excited by multiply
charged ions have been studied theoretically for the first time and the influence of these structures
on the quality of the radiation beam from lasers has been assessed. A model has been
developed to describe the diffusion and drift of heavy particles at all stages of the track evolution
process. ©1997 American Institute of Physics.@S1063-7850~97!01604-2#
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gas lasers excited by multiply charged ions~including fission
fragments!, strong fluctuations in the concentration of som
components of the medium may be observed as a resu
track effects. Studies of track effects are of scientific a
practical importance because the optical microinhomoge
ities of the active media, induced by these fluctuations, m
determine the quality of the radiation beam produced by
high-energy wide-aperture quantum amplifiers now be
developed,2 whose active media are excited directly by fi
sion fragments.

We shall briefly explain the fundamental reasoning b
hind this model. Following Ref. 1, we represent the pump
process as a superposition of deterministic continuous
random pulse components. The pulse component simu
the near transits of the multiply charged ions, and the c
tinuous component simulates the distant transits. The n
transit of the multiply charged ions is a random process
the time of incidence of the ions near a selected poin
described by a Poisson distribution. We shall then investig
the case where most of the track cores1! decay sooner than
the next multiply charged ion transit closest to the core, a
the track sheaths overlap repeatedly within the core lifetim
We only take into account the strong fluctuations induced
the track cores and we neglect the weak ones induced by
sheaths. The evolution of the core of a multiply charged
track can then be approximated as a process taking p
against a background of constant homogeneous pump
This approximation imposes upper and lower limits on
permissible values of the specific pump power.

Assuming that the ion track is axisymmetric, and n
glecting any inhomogeneity along the axis of the track,
shall describe its evolution in the plane perpendicular to
axis of the track using the system:4,5

] f 0
]t

1
v
3

¹ r S 2
v
n

¹ r f 01
eEc
men

] f 0
]v D

1
1

v2
]

]v S E2e2

3m2n
v2

] f 0
]v D1S0~ f 0 ,Nik!50, ~1!

]Nik

]t
5
1

r

]

]r F r SDik

]Nik

]r
2m ikENikD G1 f ik , ~2!
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where t is the time,r is the distance from the axis of th
track, v is the electron velocity,f 0(r ,v,t) is the electron
velocity distribution function,Ne(r ,t) and Ni(r ,t) are the
electron and total ion concentrations,Nik(r ,t) is the concen-
tration of particles of speciesk, E(r ,t) is the electric field
strength,e andm are the electron charge and mass,n(«) is
the electron–atom collision frequency,« is the electron en-
ergy,S0( f 0 ,Nik) is the collision integral,Dik andm ik are the
diffusion coefficient and mobility of particles of speciesk,
and f ik are terms describing the creation and annihilation
particles of speciesk.

The system of equations~1!–~3!, with appropriate initial
and boundary conditions,4,5 can be used to simulate the ev
lution of the track core. Calculations were made for a m
ture of helium and cadmium vapor. The helium atom co
centration was assumed to be close to the optimum
pumping by a hard ionizer, while the Cd atom concentrat
was slightly exaggerated (1.131017 cm23) to permit appli-
cability of the model. The system of plasma-chemical p
cesses and radiative transitions in He-Cd was constru
using data from Refs. 6 and 7 and was described in deta
Refs. 1 and 8. In total, the model allowed for 19 plasm
components~electrons, He and Cd atoms, He1 and Cd1 ions
in the ground and excited states, He2 molecules, and He2

1

and Cd2
1 molecular ions!, 54 plasma-chemical reactions, an

16 radiative transitions.
A typical result of the mathematical simulation is plotte

in Fig. 1. After the transit of the multiply charged ions, th
He1 ion concentration undergoes the strongest perturbat
The concentration of the molecular He2

1 ions is less per-
turbed. It increases initially as a result of the conversion
atomic He1 ions to molecular ions, and then decreases
cause of charge transfer and diffusion. An increase in
concentration of molecular He2

1 helium ions as a result o
charge transfer between the He2

1 ions and cadmium atom
increases the concentration of Cd1 ions in the upper lase
level for thel5441.6 nm transition. The track core deca
as a result of plasma-chemical processes, radiative tra
tions, and diffusion.

Allowance for the diffusion of heavy particles reduc
the amplitude of the fluctuations compared with the calcu

291291-03$10.00 © 1997 American Institute of Physics
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tions made earlier in Ref. 1. However, the main conclus
reached in Ref. 1, that the parameters of the medium m
undergo strong fluctuations, still holds.

The results of the simulation were used to calculate
correlation functions of the complex permittivity~Fig. 2! of a
helium-cadmium medium. The correlation functions of t
imaginary part of the permittivity are greater than those
the imaginary and real parts, and also greater than thos
the real part of the permittivity, and thus are not shown in
figure.

Using the data plotted in Fig. 2, for linear amplificatio
of a plane electromagnetic wave in a statistically uniform
pumped helium–cadmium medium, we can obtain the
lowing relations:

ss
25sx

254.8731012 ln M , ^u2&51.72310213 ln M ,

where ss(sx) is the phase~level! variance of the wave
^u2& is the mean square of the angle characterizing
divergence of the radiation;9 M is the amplification,

FIG. 1. Concentrations of various ions as a function of distance from
track axis of multiply charged ions in a helium–cadmium plasma at vari
times after transit of the multiply charged ions:1 — 200 ps,2 — 1.3 ns,
3 — 7.8 ns,4 — 26 ns, and5 — 57 ns. Ion chargeZ515, mass number
A5144, and kinetic energyE580 MeV. The concentration of helium atom
is 5.8631019 cm23 and the concentration of cadmium atoms is 1.131017

cm23. The average pump power is 60 W/cm3. 1~a! — dashed curve —
concentration of He1 ions, continuous curve — total ion concentration;1~b!
—concentration of He2

1 ions; and1~c! — Cd1 ions in upper laser level
(l5441.6 nm!.
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M5exp(̂g&z); z is the distance traveled by the radiation i
the medium, and̂g& is the average linear amplification of
the radiation.

Thus, for moderate values ofM and a high Cd vapor
concentration, the fluctuations of the radiation are small a
the angular divergence caused by the track structures o
exceeds the diffraction limit when the amplifier aperture
around 1 m. When the Cd vapor concentration is reduce
the influence of track effects on the radiation fluctuations c
obviously increase considerably because of the increa
lifetime of the cores. However, the overlap of the core trac
must be taken into account for an accurate estimate of t
effect.

It has therefore been shown for the first time that th
discrete nature of nuclear pumping imposes fundamen
constraints on the quality of the radiation beam in lase
whose active media are excited directly by multiply charge
ions ~especially fission fragments of heavy nuclei!.

The authors would like to thank the Russian Fund fo
Fundamental Research for supporting this work~Grant No.
96-02-17443a!.

1!In radiation chemistry, the region near the axis of a heavy, charged part
track, in which the energy release density is much higher than that in
surrounding medium, is called the track core, and the track sheath is
region surrounding the core, where the energy release is fai
appreciable.3 The fluctuations in concentration are highest in the core r
gion.

1A. P. Budnik, A. S. Vakulovski�, and I. V. Dobrovol’skaya, Pis’ma Zh.
Tekh. Fiz.20~23!, 67 ~1994! @Tech. Phys. Lett.20, 964 ~1994!#.

2A. V. Gulevich, P. P. D’yachenko, A. V. Zrodnikovet al., At. Energ.
80~5!, 361 ~1996!.

3A. K. Pikaev,Modern Radiation Chemistry. Radiolysis of Liquids and
GasesVol. 2 @in Russian#, Moscow~1987!.

4A. P. Budnik, Yu. V. Sokolov, and A. S. Vakulovskiy, Hyperfine Interact
88, 185 ~1994!.

5A. P. Budnik and A. S. Vakulovski�, Abstracts of Papers Presented at the
Second International Conference on Physics of Nuclear-Excited Plasm
and Problems of Nuclear-Pumped Lasers~LYaN-97!, Arzamas-16, 1997,
Vol. 1 @in Russian#, pp. 75–89.

e
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FIG. 2. Correlation function of the imaginary part of the permittivity for
transverse pumping by a multiply charged ion beam as a function of t
distancer in the plane perpendicular to the direction of beam propagatio
for various t ~1 — t50 ns, 2—t540 ns, 3 — t560 ns, and4 —
t5100 ns! for a helium–cadmium medium. The parameters of the mediu
and the pumping are the same as in Fig. 1.
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‘‘Bioceramic–titanium nickelide’’ functional composites for medicine

V. I. Itin, N. A. Shevchenko, E. N. Korosteleva, A. A. Tukhfatullin, M. Z. Mirgazizov,
and V. É. Gyunter

V. D. Kuznetsov Siberian Physicotechnical Institute, Tomsk State University
~Submitted December 15, 1996!
Pis’ma Zh. Tekh. Fiz.23, 1–6 ~April 26, 1997!

‘‘Bioceramic–titanium nickelide’’ functional composites are proposed and investigated. It is
shown that the incorporation of an alloy~titanium nickelide! possessing superelasticity and shape
memory enhances the strength properties of the composite while the porosity through the
material needed for the ingrowth of living tissue is maintained. These composites are
biocompatible and exhibit a property similar to the superelasticity characteristic of living tissue.
© 1997 American Institute of Physics.@S1063-7850~97!01704-7#

From the biomechanical point of view, functional mate- were then used to select the optimum sintering regime.
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rials for implantation in the body should have propert
similar to those of living tissue, i.e., they should poss
elasticity and have a stress–strain diagram similar to tha
tissue, with its characteristic hysteresis on the loadin
unloading diagram. Among existing materials, only allo
with shape memory exhibit similar properties under isoth
mal conditions.1 The bioceramics used in medicine do n
have these properties, although they do have the advan
of high mechanical strength, nontoxicity, and maximum b
compatibility compared with other materials. A serious d
advantages of bioceramics, particularly porous ones, is t
brittleness.

In the present paper we propose a new class
‘‘bioceramic–titanium nickelide’’ composites for medicine
One component~titanium nickelide! of these composites ex
hibits superelasticity and shape memory, while the ot
component provides the bioceramic properties.

Porcelain, which is a brittle material widely used in o
thopedic stomatology, was selected as the ceramic com
nent. Porcelain is highly brittle because of the cont
stresses formed at various phase and grain boundaries, w
are considerably greater than the average applied stre
The contact stresses in the ceramic may undergo relaxati
energy is dissipated in this stress zone through a phase t
formation in the titanium nickelide. A change in temperatu
or the application of a load, induces a martenistic trans
mation in the titanium nickelide, which causes efficient
laxation of the stresses in the matrix when the composit
under load, so that the solid component can sustain the
plied load.2

The samples were prepared using PN55T45 titan
nickelide powder and ‘‘Gamma’’ stomatological porcela
mass, which were dried, measured out, and mixed in
following ratios: porcelain1 25 wt.% ~13 vol.%! TiNi and
porcelain1 50 wt.% ~30 vol.%! TiNi. Cylindrical samples
10 mm in diameter and 5–7 mm thick, with an initial poro
ity of 40–43%, were pressed from the mixture.

The samples were placed in the chamber of an SN´

1.3.1/16ICh electric furnace and were sintered in a vacu
of 13331024 Pa at various temperatures and times. Af
sintering, the loss of mass, final porosity, and the linear
bulk changes in the samples were measured, and these
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The chemical compatibility between titanium nickelid
and bioceramic was studied using aQ-1500 drift indicator
~Hungary! and a DRON-1 x-ray diffractometer using coba
radiation.

Static compression testing was carried out using an
stron 1185 testing device. The true flow stresses, y
strength, and the relative deformation before damage w
determined.

In studies of the chemical compatibility between tit
nium nickelide and stomatological porcelain using thermo
raphy and drift indication, the curves reveal no thermal
mass effects up to temperatures of 1120–1130 °C. As a
sult of further heating, thermal effects do occur but they
small. These results agree with the x ray phase analysis
for the sintered samples, which reveal new, undeciphera
lines in addition to those assigned to the components.
intensity of these lines increases with the sintering tempe
ture. We postulate that the chemical interaction between
porcelain mass and oxides on the surface of the titan
nickelide particles results in the formation of new phas
possibly of the spinel type, and an oxide bond is created
well as the mechanical bond~particle coupling!.

An investigation of the sintering behavior of mixtures
stomatological porcelain and titanium nickelide powders
dicated that the following sintering regime was the optimu
for the composite: sintering temperatureT51150 °C and sin-
tering timet52 h. This regime ensures fairly high porosi
through the sample, combined with good strength propert

The strength properties of porcelain and composites
presented in Table I. An increase in the density of t
samples and the titanium nickelide content in the compo
is accompanied by an increase in the true flow stresses
yield strength, and the deformation before fracture.

Three types of load diagram are obtained for compos
sintered under different conditions. As well as load diagra
with a normal smooth profile~Fig. 1, curve1!, for compos-
ites having different compositions, porosities, or deformat
rates, we observed irregular stress fluctuations on the str
strain curves~Fig. 1, curve2! or elongated sections~steps!
with very different rates of change in stress with increas

294294-03$10.00 © 1997 American Institute of Physics



strain ~Fig. 1, cu

TABLE I. Strength properties of sintered porcelain and porcelain–titanium nickelide composites.
Final Compressive, Relative deformation
Material porosity, % yield strength, MPa before damage, %
Porcelain 47 19 3.1
Porcelain–25 wt.%TiNi 45 39 3.0
Porcelain–50 wt.%TiNi 41 106 5.1
Porcelain–25 wt.%TiNi* 25 500 20.1

* The samples were prepared by a pressing–sintering–grinding–pressing–sintering process.
rve3!. Moreover, the amplitude of these
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iNi,
irregular fluctuations varied randomly.
These irregular stress fluctuations in highly porous m

terials are caused by processes, which, according to the
sification put forward by V. I. Vladimirov,3 develop on a
structural level with a characteristic size of 202200mm and
are determined by the distribution, size, and morphology
the pores, and by the chemical composition of the con
zone of the powder particles.4 The main type of fracture
mechanism involves the formation and evolution of mic
scopic cracks in regions containing pores and interpart
necks. Fracture is also promoted by microcracks in the
ramic component, which are formed during pressing and
inherited after sintering. Merging of microcracks to form
main crack under high stressing leads to fracture of
sample.

The step-profile load diagrams correspond to the leve
which independent macroscopic cracks are formed,3 causing
fracture in various parts of the sample. After fracture h
occurred at the weakest points, where the stresses
reached the yield strength, the stresses are redistributed
gions which have not undergone fracture are addition
loaded, and the deformation continues to increase. Thu
increase in the deformation of the porous composite
caused by the sequential fracture of various parts of the
terial.

FIG. 1. Stress–strain diagram of porous composites:1 — porcelain–50
wt.% TiNi, hcon535%,Vdef50.5 mm/min;2 — porcelain–50 wt.% TiNi,
hcon535%,Vdef50.1 mm/min;3 — porcelain–25 wt.% TiNi,hcon530%,
Vdef50.520.6 mm/min.
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a porous sample of porcelain–50 wt.% TiNi composite. T
loading and subsequent unloading curves do not match,
form a loop. It has been established that the elastic recov
of the volume of porous compressed samples of superela
titanium nickelide powder is caused by the breaking of int
particle contacts and is determined by the strength of
briquet, which depends on the porosity and on the con
coupling forces.5 Weakening these forces by adding oth
components, such as finely disperse tungsten or silicon
bide, to the titanium nickelide powder appreciably enhan
the elastic effect, since strong like-contacts between titan
and nickel are replaced by unlike ones.5 Since the elastic
effect decreases as the titanium nickelide content in the c
pact is reduced, the concentration dependence of the el
recovery of the volume usually has an extremum.5

In a porcelain–titanium nickelide composite, the comp
nents interact weakly, and after sintering the contacts
tween the ceramic and metallic components are weake
Under loading, these contacts are the main ones to break
the elastic recovery of the volume increases. As a result,
deformation is reversible and the composite exhibits prop
ties similar to superelasticity.

The biocompatibility of this stomatological porcelain
titanium nickelide composite was studied by a histologi
method, by evaluating the reaction of rat tissue to sample
the composite~test group! and porcelain~control! implanted

FIG. 2. Stress–strain diagram of porous composite porcelain–50 wt.% T
hcon535%,Tsin51150 °C, andt52 h.
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beneath the skin of the anterior abdominal wall. In both
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1V. É. Gyunter, V. I. Itin, L. A. Monasevichet al., Shape Memory Effects
and Their Application in Medicine@in Russian#, Nauka, Novosibirsk

t-
cases, the nature of the tissue reactions, their incidence,
the characteristics of the cellular changes were identi
Thus, bioceramic–titanium nickelide composites are b
compatible.

These investigations have demonstrated t
bioceramic–titanium nickelide porous permeable compos
are biologically compatible with living tissue, they posse
properties similar to superelasticity, and may be used
medicine.
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Application of statistical methods to solve global reconstruction problems

ve
A. N. Pavlov, N. B. Yanson, and V. S. Anishchenko

N. G. Chernyshevski� State University, Saratov
~Submitted December 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 7–13~April 26, 1997!

A solution of the problem of reconstructing a mathematical model using statistical methods to
specify the evolution operator is optimized. It is shown that this procedure can be used
for modeling with short time series, so that the metric and dynamic characteristics of an attractor
can be determined with a knowledge of the reconstructed model equations. Direct methods
of analyzing scalar time series are less effective in this situation. ©1997 American Institute of
Physics.@S1063-7850~97!01804-1#

One method of mathematical modeling is the global re-that a more rigorous approach to the problem will invol

o

im
ith
h-
ra
o

n
rr
o
.
e-
nt
th
th
at
s
o

f
el
ob
ss

l

ar
o
-

.
er

asi-
ef-
ose
ra-
the
de-
del
me

un
in.
for
son
on-
ed
ies
e
s of
e

d
the
ace,

iva-
al

on
ts

0

construction of dynamic systems, i.e., the reconstruction
the evolution equations of a system using experimental t
series. The concept of reconstruction is primarily linked w
Packard1 and Takens,2 who demonstrated and verified mat
ematically the feasibility of reconstructing the phase port
of an attractor in terms of the one-dimensional realization
some processa(t), discretized with the stepDt, i.e., using
the time seriesai5a( iDt). In 1986, Ref. 3 was published, i
which the authors described an algorithm to establish co
spondence between a real signal and a mathematical m
in the form of a system of ordinary differential equations

The concept of this algorithm is broadly as follows. D
fining dynamic systems involves specifying a set of qua
ties, that uniquely determine the state, and specifying
evolution operator. Defining in this way presupposes
presence of two stages in the reconstruction of the m
ematical model — reconstruction of the phase coordinate
the vector of state, and writing the specific form of the ev
lution equations.

The conventional approach to the reconstruction o
phase trajectory involves using the Packard–Takens d
method. However, when a mathematical model is to be
tained, most researchers prefer to use a method of succe
differentiation, since this can yield a simpler model,3–6 spe-
cifically:

ẋ15x2 , ẋ25x3 , . . . ,ẋn5 f ~x1 ,x2 , . . . ,xn!, ~1!

where f is a nonlinear function, defineda priori, which, in
the simplest case, may be represented by a polynomia
some degreen:

f ~x!5 (
l1 ,l2 , . . . ,l n50

n

Cl1 ,l2 ,..,l n)i51

n

xi
l i , (

i51

n

l i<n. ~2!

In the global reconstruction algorithm,K unknown coef-
ficients of the polynomialCl1 ,l2 , . . . .,l n

are approximated by
the least squares method, i.e., a system ofN linear algebraic
equations is solved withK unknowns, whereN is the num-
ber of points of the initial time series,K5(n1n)!/(n!n!).
As a result, we obtain a model system of first-order ordin
differential equations. However, in practical applications
the algorithm,Cl1 ,l2 , . . . ,l n

will depend on the choice of pa
rameters of the numerical system (n,n,N, and so forth!, so

297 Tech. Phys. Lett. 23 (4), April 1997 1063-7850/97/04
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studying the dependences ofCl1 ,l2 , . . . ,l n
on the parameters

In the present paper, we propose to consid
Cl1 ,l2 , . . . ,l n

(N).
Thus the aim of the present paper is to study the fe

bility of obtaining a rough mathematical model whose co
ficients are selected by statistical methods. We also prop
to show that this procedure can specify the evolution ope
tor even when very short time series are used, so that
metric and dynamic characteristics of an attractor can be
termined fairly accurately by using the reconstructed mo
equations. Direct methods of calculation using scalar ti
series are less effective under these conditions.

The global reconstruction algorithm has recently beg
to be applied to realizations of processes of biological orig
Specifically, the reconstruction of a mathematical model
a single period of an electrocardiogram of a healthy per
was analyzed in Ref. 7. An arbitrarily selected section, c
taining P,Q,R,S, andT waves and a pause, was repeat
many times to obtain a sufficiently long periodic time ser
~Fig. 1a!. Integrals with variable upper limits taken from th
initial time series were selected as the first two coordinate
the vector of state. A similar procedure for definition of th
state vector may be implemented as follows. Ifa(t) is the
initial time series, we calculate

b~ t !5E
0

t

a~t!dt, c~ t !5E
0

t

b~ t !dt. ~3!

Then,c(t) is used as the initial realization. The metho
of successive differentiation is then used to reconstruct
remaining coordinates of the state vector in phase sp
which thus has the following form:

xi5$ci ,dci /dt, . . . ,d
n21ci /dt

n21%5$x1 ,x2 , . . . ,xn%,
~4!

whereci5c( iDt), i is the number of the point, andDt is the
sampling time. Clearly,d2ci /dt

2 is the initial signal
a( iDt). Since the coordinates of the state vector are der
tives of the signalc(t), the reconstructed mathematic
model has the form~1!.

We fix all the parameters of the global reconstructi
algorithm apart fromN, and we approximate the coefficien
Cl1 ,l2 , . . . ,l n

of the functionf by varyingN. We construct the

297297-03$10.00 © 1997 American Institute of Physics
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dependencesCl i ,l2 , . . . ,l n
(N) and calculate the probability

distribution density for each of these. For the specific form
the evolution operator, we select those values
Cl i ,l2 , . . . ,l n

which correspond to the maximum probabili
density.

By integrating the model system thus obtained, we c
confirm~Fig.1b! that the maximum of the probability densit
corresponds to an approximate solution which highly ac
rately reproduces the initial signal. It should also be no
that variation ofCl1 ,l2 , . . . ,l n

over a fairly wide range relative
to the probability maximum does not impair the dynam
regime.

A characteristic feature of the global reconstruction
gorithm where statistical methods are used to specify
evolution equations, is that the modeling can be perform
over a fairly short realization. We shall illustrate this usi
specific examples.

If the global reconstruction algorithm is applied to th
periodic signal obtained by integrating the equations fo
Van der Pol oscillator (n52, n53), the curves
Cl1 ,l2 , . . . ,l n

(N) for most coefficients have the form shown
Fig. 2a, i.e., they exhibit a clear tendency to converge w
increasingN. If an accuracy of up to 1–2% is convenie
when determining the coefficient,1! we can confine ourselve
to a realization of the order ofM510 periods of the initial
signal ~or less depending on the sampling timeDt).2!

Similar results are also obtained for other periodic re
izations, especially for the example of the process of biolo
cal origin described above (n54, n53), whereM'20 pe-
riods of the initial signal were required to achieve the sa
accuracy~1–2%!.

We shall now analyze a chaotic signal obtained by in
grating a system of Ro¨ssler equations:

ẋ52~y1z!, ẏ5x1ay, ż5b1z~x2c!. ~5!

The realization of the coordinatey for the values of the
parametersa50.15,b50.2, andc510 was used as the ini
tial realization~Fig. 2c!. For this example, one can only ta
about an arbitrary oscillation period~corresponding to the
base frequency of the spectrum!. An average ofM'22 of
these periods (N'2200, n53, n52) is required to deter-
mineCl1 ,l2 , . . . ,l n

with an accuracy of 1–2%.
Figure 2b shows a typical curve ofCl1 ,l2 , . . . ,l n

(N) for
this example. It can be seen from Fig. 2d that a solution

FIG. 1. a — Initial signal obtained by repetition of a single ECG perio
b — solution of a model system of equations~the valuesCl1 ,l2 ,l3 ,l4

corre-
sponding to the maximum of the probability density distribution, calcula
using the dependence of each coefficient on the parameterN, were used for
the specific form of the evolution operator!.
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the mathematical model, reconstructed using 2200 poi
sufficiently accurately reproduces the initial dynamic regim
Thus, by using the model, we can determine the metric
dynamic characteristics of the attractor, which is an e
tremely difficult task for such a short scalar time series.

In practice, calculations of the Hausdorff dimension8 us-
ing the slope of the linear section of the graph~Fig. 2e! yield
highly inaccurate estimates of the dimension.3! Calculations
of the oldest Lyapunov characteristic exponent using
method described in Ref. 9 can yield a value close to the
value for this particular example, but these results must
treated with extreme caution because of the absence of
‘‘shelf’’ on the curve ~Fig. 2f!.

If we have the reconstructed mathematical model at
disposal, we can calculate these characteristics with a h
degree of accuracy. In particular, the spectrum of the ch
acteristic exponent (l150.07, l250, l35210.22) calcu-
lated using the reconstructed dynamic system by the Ben
method,10 has values close to the true ones (l150.09,
l250, l35210), so that the information dimension of th
attractor can also be estimated by using the Kaplan–Yo
formula10 for the Lyapunov dimensiondL . Using the spec-

;

d

FIG. 2. a, b — Typical dependences of the approximation coefficients of
polynomials on the number of periods of the initial signal for a Van der P
generator and a Ro¨ssler system in the chaotic regime, respectively~in the
second case, an arbitrary oscillation period corresponding to the base
quency in the spectrum is considered!; c, d — initial signal~curve ofy(t)
obtained by integrating the system~5!! and solution of the reconstructe
model system of equations, respectively; e — curve of log(m) versus
log(e), which can be used to estimate the Hausdorff dimension (e is the
dimension of a dividing cell in the phase space andm is the number of filled
cells!; f — oldest Lyapunov characteristic exponent, calculated by
method described in Ref. 9, versus the delay timet, measured in units of
Dt ~the Packard–Takens method for reconstruction of the attractor p
portrait was used to calculatel l).
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trum of the model system gaveDL52.007, whereas the ac-
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Cl1 ,l2 , . . . .,l n
0 is the corresponding maximum of the probability density.
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Rev.
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8.
o,
curate value of the dimension isdL52.01 ~Ref. 9!.
To conclude, we have studied dependences of spe

values ofCl1 ,l2 , . . . ,l n
on the choice of the parameterN. We

have shown that when statistical methods are applied to
problem of global reconstruction, assuming that the gen
form of the evolution equations has been successfully
lecteda priori, it is possible to obtain an approximate mod
and to reconstruct the most probable evolution operator. T
procedure allows the modeling to be confined to a fa
short scalar time series, whereas if the modeling is perform
neglecting the statistics of the coefficients, the accuracy
the determination ofCl1 ,l2 , . . . ,l n

may be above our desire
accuracy of 1–2%, even for realizations more than 100
riods in length~with the same sampling!, for various values
of the numerical parameters. Thus, although the applica
of statistical methods frequently requires fairly lengthy c
culations, there is no doubt that this approach has an ad
tage.

1!In this case, the accuracy of determining the coefficient is understoo
mean the ratio uCl1 ,l2 , . . . ,l n

(N)2Cl1 ,l2 , . . . ,l n
0 u/uCl1 , . . . ,l n

0 u, where

Cl1 ,l2 , . . . ,l n
(N) is the instantaneous value of the coefficient a
299 Tech. Phys. Lett. 23 (4), April 1997
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For this particular example, we used a sample of approximately 100 po
per period.

3!The same is also observed for other generalized dimensions, especial
correlation dimension.
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Mutual synchronization of switching processes in coupled Lorenz systems

h

V. S. Anishchenko, A. N. Sil’chenko, and I. A. Khovanov

Saratov State University
~Submitted December 23, 1996!
Pis’ma Zh. Tekh. Fiz.23, 14–19~April 26, 1997!

A numerical analysis is made of the synchronization of the mean switching frequencies in two
symmetrically coupled Lorenz systems functioning in a chaotic regime. The observed
effect on the coupling–mismatch parameter plane corresponds to a region of synchronization of
the switching processes, within which the mean switching frequencies coincide to a given
accuracy. ©1997 American Institute of Physics.@S1063-7850~97!01904-6#
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oscillatory systems is synchronization, as a result of wh
the interacting subsystems demonstrate a tendency to o
late at equal~or rationally coupled! frequencies.1 A ‘‘fre-
quency locking’’ effect occurs in weak interactions, where
one of the natural frequencies is suppressed in fairly str
interactions. It has been established in physical and num
cal experiments that mutual and forced synchronization
fects also occur in the interaction of chaotic and stocha
systems.

A stochastic synchronization effect via locking of th
mean switching frequency by an external excitation sig
was observed in studies of a bistable system driven by
external periodic force and white noise.2 Stochastic synchro
nization of switching processes was observed in Ref. 3 in
analysis of two symmetrically coupled bistable syste
driven by statistically independent noise sources.

In Refs. 5 and 6, the classical concept of the synchro
zation of dynamic systems was generalized to the cas
systems having a saddle-focus chaotic attractor, whose s
trum contains a clearly discernible base frequency. For
synchronization of switching processes induced by ‘‘chao
chaos’’ intermittence in a Chua circuit was analyzed
Ref. 7.

With this in mind, it seems quite logical to analyze th
synchronization process of two symmetrically coupl
bistable systems, in which switching is not induced by
action of noise sources, as in Ref. 3, but by the inter
dynamics of the subsystems themselves. We selected a
renz system8 as a subsystem possessing these properties

The dynamic system studied has the form

ẋ15s~y12z1!1g~x22x1!,

ẏ15r 1x12x1z12y1 ,

ż15x1y12z1b,

ẋ25s~y22x2!1g~x12x2!,

ẏ25r 2x22x2z22y2 ,

ż25x2y22z2b. ~1!

It can be seen from Eq.~1! that the interacting sub
systems are mismatched in terms of the parameterr . The
parameters of the subsystems are such (s510, r 1528,

300 Tech. Phys. Lett. 23 (4), April 1997 1063-7850/97/04
h
cil-

s
g
ri-
f-
ic

l
n

n
s

i-
of
ec-
d
–

e
l
o-

of them. In accordance with the ‘‘two states’’ method,in-
troducing the quantities

x185H 11, x1.0

21, x1,0,
x285H 11, x2.0

21, x2,0,

we shall analyze this model as a system of two symme
cally coupled chaotic bistable systems. The switching p
cess in the subsystems may be characterized by the dist
tion density of the residence timesp(t) in one of the states
denoted by us as11 and21. By analogy with a stochastic
bistable system, we can introduce the mean transition
quency^ f &, having determined the switching period as t
first moment of a steady-state random process with the
tribution densityp(t):

^T&5 lim
T→`

1/TE
0

`

tp~t!dt, ^ f &51/̂ T&.

The results of calculations of the switching frequenc
^ f 1& and ^ f 2& as a function of the degree of coupling a
plotted in Fig. 1a. Forg50 the switching frequencies of th
subsystems are nonidentical, because the values of the
rametersr 1 and r 2 differ. At this point, it is appropriate to
note that increasing the parameterr of a subsystem causes
slow monotonic increase in its mean switching frequen
With increasing coupling, the mean switching frequenc
^ f 1& and ^ f 2& initially decrease, reaching a minimum fo
g>2.8. A further increase in coupling causes these frequ
cies to increase gradually and converge, and atg56 the
switching frequencies coincide. It should be noted that
steady-state mean switching frequency in the synchron
tion regime (g.6) differs from the initial values of̂f 1& and
^ f 2& for g50.

By analogy with the classical theory of oscillations, th
convergence of the switching frequencies in the subsyst
with increasing coupling is logically described as the mut
synchronization of the mean switching frequencies of sy
metrically coupled bistable systems.

The increase in the degree of correlation of the switch
processes in the subsystems may be illustrated by mean
the coherence function:

G2~v!5
uSx1x2~v!u

Sx1~v!Sx2~v!
,

300300-03$10.00 © 1997 American Institute of Physics
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whereSx1x2(v) is the mutual power spectrum of the pro-
cessesx1(t) andx2(t), andSx1(v) andSx2(v) are the spec-
tra of the processesx1(t) andx2(t), respectively. It is easy to
see that the coherence function varies between 0 and 1. T
fact thatG tends to unity in a certain frequency range implies
an increase in coherence. The results of the calculations a
plotted in Fig. 1b. For zero coupling we findG50 ~see curve
1 in Fig. 1b!. A gradual increase in the coupling increases th
coherence function in the low-frequency range, which indi
cates an enhanced degree of correlation between the switc
ing processes in the subsystems~curves2, 3, 4, 5, and6were
calculated forg50.5,1.5,3.0,4.5, and 5.5, respectively!.

The qualitative changes in the dynamics of the system
are caused by bifurcations which take place as the couplin
is increased, i.e., symmetry-loss bifurcations, as a result
which an attracting family of saddle cycles is formed in the
neighborhood of a symmetric halfspace, as well as Hopf b
furcations of equilibrium states. A detailed analysis of the
bifurcation mechanism of the effect is outside the scope o
the present article.

It is known from the classical theory of oscillations that

FIG. 1. a — Mean switching frequencies versus coupling; b — coherence
function for various degrees of coupling.
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the principal characteristic feature of the synchronization e
fect is the existence of a region of coherent behavior of t
subsystems on the coupling–mismatch parameter space.
analogy with the classical case, it seems quite logical to e
visage the construction of a similar region for the case whe
the subsystem is a bistable system with switching proces
induced by its complex internal dynamics. The parameterr
was selected as the parameter ‘‘controlling’’ the mea
switching frequency in the subsystem. In this case, we ta
the mismatch of the systems to bep5r 1 /r 2, wherer 1 and
r 2 are the parameters of the first and second subsyste
respectively.

Since the time scales characterizing the subsystems
this case are associated with random quantities~these being
the mean switching frequencies!, we cannot strictly talk of
the construction of a clearly defined region on th
mismatch–coupling parameter space. In our view, it is mo
reasonable to envisage the construction of a region with
which the switching processes are more coherent~the mean
frequencieŝ f 1& and^ f 2& coincide to a given accuracy! than
those outside this region. The results are plotted in Fig.
The mean switching frequencies^ f 1& and ^ f 2& are synchro-
nized within region1, differing by 0.5%. Region2 is the
region of total synchronization of the subsystems (x15x2,
y15y2, z15z2). It can be seen from the figure that region2
lies within region1, i.e., synchronization of the switching
processes in the subsystems with varying coupling prece
the total synchronization of the chaotic oscillations of th
subsystems.
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Time modulation of the input signal during recording of holograms on hydrogenated

out
amorphous silicon–liquid crystal structures
A. N. Cha ka, N. L. Ivanova, and A. P. Onokhov

S. I. Vavilov State Optical Institute, All-Russian Scientific Center, St. Petersburg
~Submitted December 18, 1996!
Pis’ma Zh. Tekh. Fiz.23, 20–25~April 26, 1997!

It is shown that the resolution and diffraction efficiency ofp2 i2na2Si:H2liquid crystal
structures can be improved without causing any deterioration in the other parameters, by
introducing amplitude modulation of the recording light beam synchronous with the
supply voltage. ©1997 American Institute of Physics.@S1063-7850~97!02004-1#

A prerequisite for the development of various architec-the interfering beams. The recorded holograms were read
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tures of optical neuron networks is the rapid recording
holograms, with the capacity for erasure and subsequen
recording within short time intervals.1,2 The feasibility of
developing a holographic recording element with a nonlin
transfer characteristic is also an interesting proposition. W
the success achieved in the development of optically
dressed light modulators based on hydrogenated amorp
silicon (a-Si:H! with a modulating liquid-crystal layer, one
can now obtain a good combination of the principal para
eters — resolution, speed, and sensitivity — required
reversible recording of holograms in real time. By incorp
rating a photoconducting layer in the form of ap- i -n diode
made ofa-Si:H, the speed of the modulator can be improv
without causing any deterioration in its other paramete3

The aim of the present paper is to further improve the co
bination of parameters of optically addressed light modu
tors by increasing the spatial resolution and the diffract
efficiency. This has been accomplished by amplitude mo
lation of the recording light beam.

To study hologram recording process on liquid-crys
structures, the interference pattern between two plane wa
of equal intensity (I 12I 2) was formed in the plane of the
photoconductor–liquid crystal interface using He–Ne la
radiation (lW50.633mm!. In this case, the spatial frequenc
of the pattern is determined by the angle of convergence

FIG. 1. Response of ap- i -n a-Si:H2liquid crystal structure with a time-
constant input signal~a! and with amplitude modulation~b!.
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using cw radiation from a semiconductor injection las
(lR50.845mm! and the first diffraction order was recorde
with a photomultiplier. When a time-constant interferen
pattern reaches thep- i -n a-Si:H2nematic liquid crystal
structure, the leading edge of the positive supply pulse era
the previously recorded information and the incoming tra
ing edge triggers the visualization of the latent image form
by the photogenerated carriers during exposure of the str
ture ~Fig. 1a!. Under these conditions, an important part
played by the carrier diffusion along the boundary of th
n-layer and the liquid crystal, which leads to erosion of th
potential relief and consequently reduces the percent mo
lation of the pattern formed in the liquid-crystal layer. This
observed as a deterioration in the resolution and the diffr
tion efficiency of the holographic recording element. Amp
tude time-modulation of the recording light beam was intr
duced with the aim of utilizing more fully the capabilitie
offered by thep- i -n a-Si:H–liquid crystal structure. For this
purpose we developed a liquid-crystal switch utilizing
ferroelectric liquid crystal, which operated on the basis of t
Clark–Lagervoll effect, giving an on/off time of less than 3
ms. The switch, together with a polarizing element, incorp

FIG. 2. Diffraction efficiency versus spatial frequency of recorded ho
grams:1 — with a time-constant input signal and2 — with amplitude
modulation of the input signal.

303303-02$10.00 © 1997 American Institute of Physics
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TABLE I.
rated in the circuit to achieve amplitude modulation, w
placed directly ahead of the He–Ne laser. In the experime
the ratio of the recording pulse durationtW to the repetition
period tW was maintained at 1/3 and the amplitude of th
supply voltage pulse was kept at 45 V. The pulsed supply
the p- i -n a-Si:H2liquid crystal structure and the liquid
crystal switched were synchronized by ensuring that the s
ply to the optically addressed modulator was in phase w
the pulsations of the interference pattern reaching
photoconductor–liquid crystal interface, and the electroop
response was formed with a phase delay relative to the in
signal ~Fig. 1b!. Figure 2 shows the behavior of the max
mum diffraction efficiency of the response formed by th
p- i -n a-Si:H2liquid crystal structure to a time-constant te
interference pattern~curve1! and when amplitude modula
tion was introduced in both interferometer arms~curve2!. It
can be seen that modulation substantially improved the re
lution of the structure. The fact that the response does
depend on the spatial frequency in the operating freque
range ensures that the correlators of the combined trans
mation, and optical neuron networks based on these, are
variant to shift whenp- i -n a-Si:H2liquid crystal structures
are used to record Fourier holograms in real time, since
displacement relative to the etalon of the image being p
cessed in the entry window always alters the spatial f
quency of the Fourier hologram.4

When modulation was introduced, the maximum diffra
tion efficiency increased to more than 12% and was achie

FIG. 3. Diffraction efficiency of holograms versus exposure to recordi
pulseI 1tW ~the spatial recording frequency isn0585 mm21).
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for an exposing pulse of 7.531027 J/cm2, i.e., without any
loss in the sensitivity of the structure. Figure 3 gives t
diffraction efficiency of the response formed by ap- i -n
a-Si:H2liquid crystal structure, plotted as a function of th
exposure to the recording pulseI 1tW , whereI 1 is the inten-
sity of one of the two beams forming the interference patte
The threshold sensitivity of the optically addressed modu
tors is at least 1028 J/cm2. Particular attention is drawn to
the nonlinear behavior of the transfer characteristic, wh
consists of two regions (A andB in Fig. 3! with different
slopes. This behavior not only avoids cutoff of the upp
information frequencies of the joint Fourier transformati
hologram,4 but also ensures that they increase nonlinea
This characteristic, like the previous one, was obtained
tW540 ms andtW /tW51/3.

When the repetition frequency of the recording puls
was increased, the drop in the diffraction efficiency was
so great as for the holograms recorded without modulat
Table I gives comparative data on the speed of ap- i -n
a-Si:H2liquid crystal structure in the write–erase mode.

To conclude, by incorporating amplitude modulation
the recording beam synchronized to the supply, we can
tain high values of the parameters of rewritable optica
addressed modulators, which are required to construct o
cal neuron networks and for various applications of real-ti
holographic recording.

The authors would like to thank E. I. Shubnikov fo
discussions of this work.
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Speed, Hz

Diffraction efficiency, %

without modulation~Ref. 1! with modulation

8.3 5.5 12.8
11.9 4.6 12.2
27.8 2.3 7.0
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Room-temperature lasing in structures with CdSe quantum islands in a ZnMgSSe matrix

without external optical confinement

A. V. Sakharov, S. V. Ivanov, S. V. Sorokin, I. L. Krestnikov, B. V. Volovik,
N. N. Ledentsov, and P. S. Kop’ev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 26–30~April 26, 1997!

It has been shown that lasing may be achieved in structures with submonolayer CdSe inclusions
in a ZnMgSSe matrix at above-room temperatures without additional optical confinement
of the active region by thick layers of lower refractive index. The temperature dependence of the
excitation density at the lasing threshold is typical of structures with three-dimensional
carrier localization. ©1997 American Institute of Physics.@S1063-7850~97!02104-6#

Structures based on II–VI compounds and group-threeby 28 Å ZnMgSSe barriers, was grown on a GaAs~100! sub-
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nitrides have recently been studied intensively in connec
with the development of light-emitting diodes and lasers
erating in the blue–green part of the spectrum. The la
structures are usually grown in a standard geometry de
oped for III–V lasers~the active region is confined by wide
gap layers of lower refractive index!. In many cases, how
ever, it is difficult to obtain thick wide-gap layers because
the lack of a suitable heteropair or because of the difficul
involved in doping a wide-gap compound~for instance, for
p-ZnMgSSe layers!. In our previous studies,1,2 we showed
that there is no strict need for additional optical confinem
to obtain lasing in structures with CdSe quantum islands
ZnSe matrix because a waveguiding effect may be produ
by an increase in the refractive index in the exciton re
nance range, and the lasing is achieved via the localiz
exciton ground state. Lasing occurs even if the average C
content in the quantum island regions is only 3–4%.

In the present paper we investigate a structure wh
active region has no additional optical confinement by th
layers of lower refractive index. A short-period superlattic
of twenty periods, consisting of submonolayer CdSe inc
sions with an average thickness of 0.4 monolayer, separ
n
-
er
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f
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a
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d-
Se

e
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strate by molecular-beam epitaxy.The superlattice was
separated from the substrate and the surface by 1mm and 500
Å thick ZnMgSSe layers, respectively, having lattice para
eters matched with the GaAs. Superlattices of ZnS/Mg
100 Å thick, were used for electronic confinement of t
carriers in the superlattice region.

It was shown in Ref. 1 that lasing via exciton states
feasible because of the lifting of the momentum select
rules, caused by the spatial localization of the exciton a
lowering of the symmetry of the system. In our case,
distance between the lasing energy and the photolumi
cence energy of the submonolayer superlattice is 28 me
room temperature, whereas in ZnCdSe/ZnSe quantum-
structures, the lasing energy is usually shifted by 30–60 m
in the long-wavelength direction. This shift is caused by
electron–phonon amplification mechanism in free-exci
structures,4 since a ‘‘hot’’ exciton with a large waveguide
vector cannot recombine radiatively.5

It was demonstrated in Ref. 2 that lasing may
achieved in a structure formed by CdSe submonolayers
ZnSe matrix. In this case, however, the lasing was only
tained at fairly low temperatures (T,120 K!. A sharp rise in
us
FIG. 1. a — Intensity of photoluminescence from
the end as a function of excitation density; b —
Spectra of luminescence from the end at vario
excitation densities ~100 kW/cm2 — 1, 83
kW/cm2 — 2, and 69 kW/cm2 — 3!.
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FIG. 2. a — Temperature dependence of the thresh
excitation density; b — temperature dependence of th
surface photoluminescence energy for the matrix~1!
and the submonolayer superlattice~2! ~excitation den-
sity 1 W/cm2), and temperature dependence of the la
ing energy~3!.
the threshold excitation density was observed with increasing
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temperature, which may be caused by thermal ejection
carriers into the matrix or by an increase in the width a
decrease in the amplitude of the exciton modulation of
refractive index. In the present study, we placed the C
submonolayers in a wider-gap ZnMgSSe matrix, which
preciably increased the localization energy and suppre
the thermal ejection.

Figure 1 gives the photoluminescence intensity of a d
bly cleave sample as a function of the excitation density
well as the lasing spectra for various excitation densities~re-
corded at 300 K!. It can be seen that at excitation densities
the order of 80 kW/cm2, the half-width of the photolumines
cence line falls sharply to 6 meV, which suggests a transi
to lasing.

Figure 2a gives the threshold excitation density ver
temperature. At low temperatures we observe a section
a negative temperature dependence, typical of structures
three-dimensional carrier localization.6 As the temperature
increases, the threshold excitation density increases slo
but at temperatures above 260 °C, it begins to rise sharpl
a result of thermal ejection of carriers into the matrix.

Figure 2b shows temperature dependences of the en
position of the edge photoluminescence lines for a ZnMgS
matrix, and the photoluminescence from the CdSe submo
layer superlattice, recorded from the surface of the sam
Also plotted is the temperature dependence of the lasing
ergy. It can be seen that the edge photoluminescence en
agrees with the temperature dependence of the ZnMg
band gap. The small difference observed at low temperat
can be attributed to the localization of excitons at fluctu
tions in the composition of the quaternary solid-solution. T
lasing energy follows the temperature dependence of
band gap, which indicates that the lasing mechanism rem
unchanged. However, the temperature dependence of
photoluminescence from the submonolayer superlattice
306 Tech. Phys. Lett. 23 (4), April 1997
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perature curve of the threshold excitation density. At lo
temperatures, the main contribution to the photolumin
cence is made by large islands with a high localization
ergy. Then, as the temperature increases, the carriers be
redistributed between the islands and the higher-ene
states become populated, and at temperatures above 26
the photoluminescence peak follows the temperature cu
of the band gap.

To sum up, we have demonstrated that phonon-free
ing may be achieved at above-room temperatures~40 °C! in
structures with CdSe quantum islands without additional
tical confinement. We attribute the retention of high gain
an increase in the carrier localization energy when the
lands are incorporated in the matrix of a wider-gap mater
It has also been shown that the exciton-induced modula
of the refractive index is sufficient to produce a waveguidi
effect and sustain it up to above-room temperatures.

This work was supported by grant INTAS-94-481 a
by a grant from the Russian Fund for Fundamental Rese
No. 95-02-04056.
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Influence of multilevel crystallization on the intensity oscillations of diffracted high-

energy electrons during growth of aluminum arsenide by molecular beam epitaxy

A. N. Alekseev, S. Yu. Karpov, M. A. Ma orov, and V. V. Korablev

Advanced Technology and Development Center, St. Petersburg; St. Petersburg State Technical University
~Submitted January 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 31–36~April 26, 1997!

Theoretical and experimental investigations are made of the influence of multilevel crystallization
on oscillation of the specular reflection intensity of diffracted high-energy electrons during
growth of aluminum arsenide by molecular beam epitaxy. The kinematic approximation is used
to construct a model to analyze the profile of the oscillation curve and its dependence on
the filling of the excess layers. The theoretical predictions are compared with the experimental
data. © 1997 American Institute of Physics.@S1063-7850~97!02204-0#

Since the eighties, recording of oscillations of the high-at the point corresponding to the vectorr n
0, measured from
t
ta

o
in
nl
e
e
e

os
s
y
b
nd
lta

lly
u
e
h-

l o
m
w
o
a

i-

ta
es

ree

sur-
next
of
on
t
r
f

g
lti-
cent

ber

he
a-
lti-
f
stal

a
by

0

energy electron diffraction intensity has been widely used
study the mechanisms of growth of semiconductor crys
using molecular beam epitaxy.1,2 The interpretation of the
profile of the oscillation curves has been discussed m
comprehensively for GaAs. In particular, it was shown
Refs. 2 and 3 that a two-level surface model, which o
allows for the formation and growth of two-dimensional on
monolayer-high islands, yields good agreement with the
perimental observations. According to Ref. 3, the decreas
the specular reflection intensityDI in this case is propor-
tional to u(12u), whereu is the degree of filling of the
upper, growing monolayer. However, the behavior of the
cillation curves obtained during growth of AlAs and InGaA
on GaAs~Ref. 4! differs appreciably from that predicted b
the two-level model. This difference may be explained
multilevel crystallization effects, whereby nucleation a
growth of nuclei take place in several upper layers simu
neously.

The aim of the present study is to identify, theoretica
and experimentally, the main aspects of the influence of m
tilevel crystallization on the profile and behavior of th
specular reflection oscillation curves of diffracted hig
energy electrons.

The analysis was performed using a kinematic mode
diffraction which allows for scattering of an electron bea
by surface atoms distributed in different layers of the gro
ing crystal. In the kinematic approximation, the intensity
the diffracted high-energy electrons scattered by surface
oms is given by

I5U(
n

f n•exp~ iK•r n!U2, ~1!

where the vectorr n describes the position of thenth atom on
the rough surface of the growing crystal,K5k2k0 is the
scattering vector (k0 andk are the wave vectors of an inc
dent and scattered wave, respectively!, and f n is the scatter-
ing amplitude of a single atom. The vectorr n may be ex-
pressed in the formr n5r n

01ann•ez , wherer n
0 is a vector

lying in the plane of the uppermost completely filled crys
layer,ann describes the local height of the surface roughn
(a is the monolayer thickness andnn is the number of layers
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the last filled layer withnn50), andez is the unit vector
perpendicular to the crystal growth plane.

We shall assume that layers withn.0 are only partially
filled, and then each layer may be characterized by its deg
of filling or by the coverage of the given layerun5Nn /N,
whereNn is the number of atoms in thenth layer andN is
the total number of atoms on the plane sections of the
face. Provided that there are no structures where the
layer ‘‘overhangs’’ the previous one, the number of atoms
the nth layer contributing to the scattering of an electr
wave will obviously beN(un2un21). Then, assuming tha
the scattering amplitudef n does not depend on the laye
number or the position of the atom~on the plane section o
the surface or near a step!, expression~1! may be trans-
formed to give

I5I 0U(
n50

@un112un#exp~ i2fn!U2, ~2!

where 2f5(K•ez)a, andI 0 is the electron diffraction inten-
sity at an atomically smooth surface.

For purposes of clarity, we introduce various simplifyin
assumptions relating to the filling of the layers on a mu
level surface. We shall assume that the coverages of adja
monolayers satisfy the universal relationun115gun , where
g is a parameter which does not depend on the layer num
n, and the coverage of the first layeru15u varies arbitrarily
and is unrelated to the filling of the preceding layers. T
caseg50 clearly corresponds to the two-level system an
lyzed in Ref. 3. Asg increases, the surface becomes mu
level and the caseg;1 (u,1) in fact describes a system o
three-dimensional isolated islands distributed over the cry
surface.

Under these assumption, the coverage of thenth layer
may be expressed asun5u•gn21, and after summation in
Eq. ~2!, the diffraction intensity has the form

I5I 0H 12
4sin2f

~11g!224g•cos2f
@u•~12u!1gu#J . ~3!

It can be seen from Eq.~4! that the intensity at the maxim
and minima of the oscillation curve are respectively given

307307-02$10.00 © 1997 American Institute of Physics
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Imax5I 0

~12g!2

~11g!224g•cos2f
, ~4a!

Imin5I 0
~12g!2•cos2f

~11g!224g cos2f
. ~4b!

Let us examine various consequences of the propo
model. Let us assume thatg50 before the onset of growth
and thatg increases slowly with time during the growt
process, characterizing the evolution of a multilevel surfa
Then, if the anti-Bragg conditions are exactly satisfied,
intensity of the minima is zero, and the maxima of the os
lation curve decay with increasingg as

Imax5I 0S 12g

11g D 2. ~5!

If the anti-Bragg conditions are not exactly satisfied, th
according to Eq.~4!, the intensity of the maxima and th
minima of the oscillation curve will decay at the same ra

Another consequence of the model is a sharp fall in
intensity of the diffracted electrons at the first period of t
oscillations, accompanying the formation of thre
dimensional islands on the surface (g;1, u,1). This be-
havior of the oscillation curves is typical of the growth
strained InGaAs structures on GaAs.4

For the experimental investigations we selected AlAs
material exhibiting a tendency toward multilevel crystalliz
tion when grown by molecular-beam epitaxy. The expe
ments were carried out on GaAs~001! substrates after a
0.5mm thick buffer layer of gallium arsenide had been grow
on them. The As4 flux was kept constant (;2 ML/s!
throughout the experiment. The specular reflection inten
of the diffracted high-energy electrons was measured in
~110! azimuthal direction at an electron beam energy of
keV.

Figure 1a and 1b shows oscillation curves obtained
AlAs, which demonstrate multilevel crystallization effect
Figure 1a corresponds to anti-Bragg scattering geome

FIG. 1. Oscillations of the specular reflection intensity after the onse
AlAs growth: a — for an anti-Bragg diffraction geometry; b — with devia-
tion from anti-Bragg diffraction conditions.
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The model predicts that the intensity of the diffracted ele
trons at the minima of the oscillation curve will remain a
most constant while the maxima decay as a result of
gradual evolution of a multilevel surface during the grow
process. Figure 1b is plotted for a small deviation from an
Bragg geometry. It can be seen that, the intensity of both
maxima and the minima decay.

Figure 2 shows oscillation curves obtained at 525 °C a
various growth rates under conditions close to anti-Bra
geometry. It can be seen that at a low growth ra
(Vg50.14 ML/s!, the maxima show little decay; i.e., th
degree of filling of the layers formed above the main gro
ing surface (n51) is negligible. Conversely, at a hig
growth rate (Vg50.53 ML/s! the surface becomes essentia
multilevel in the first three oscillations. Estimates made
ing expression~5! show that for a few periods after initiatio
of the aluminum flux,g increases linearly as a function o
the number of deposited monolayers. At a growth rate
0.14 ML/s the rate of increase ing is 0.025 ML/s, whereas a
0.53 ML/s the rate of increase is three times higher. Th
the rate of evolution of multilevel crystallization is dete
mined to a considerable extent by the rate of crystal grow

This work was supported by the International Scien
Foundation~Grant R16300!.
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FIG. 2. Oscillations of the specular reflection intensity obtained at vari
AlAs growth rates.
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Laser-chemical gas-phase synthesis of highly disperse titanium carbide

ond
ceramic powders
G. I. Kozlov

Institute of Problems in Mechanics, Russian Academy of Sciences, Moscow
~Submitted November 21, 1996!
Pis’ma Zh. Tekh. Fiz.23, 37–41~April 26, 1997!

Gas-phase synthesis of titanium carbide powders is described. A thermodynamic analysis is
made to optimize the process parameters. Preliminary experiments were carried out using a system
incorporating a cw gas-discharge multibeam CO2 laser and these demonstrated the advantages
of the laser-chemical process over other methods. ©1997 American Institute of
Physics.@S1063-7850~97!02304-5#

The aim of the present study is to develop a new effi-propane containing a small quantity of butane. The sec
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cient technological process for the continuous laser-chem
gas-phase synthesis of highly disperse titanium carb
ceramic powders, possessing good hardness and
resistance.

It is known that the carbon–titanium system has o
one carbide phase, TiC, which is high-melting (Tmp53420
K! and possesses good microhardness (Hm53200 kgf/
mm2). These characteristics have promoted the widespr
use of titanium carbide in industry to fabricate various fi
resistant components and metal-ceramic instruments. H
ever, the existing technological processes for obtain
silicon carbide in a discharge plasma1 do not meet contem
porary requirements for a high-purity product with speci
properties.

The process of laser-chemical gas-phase synthesi
highly dispersed titanium carbide powders, as developed
us, is based on the laser pyrolysis of suitable reagents
high-power CO2 laser radiation field. For the implementatio
of such a process, it is important to know what are the o
mum conditions required to synthesize titanium carbi
Thermodynamic calculations indicate that titanium carbide
formed only in the condensed phase, over a wide rang
temperatures, roughly between 1200 and 3000 K. Howe
the optimum temperature range for the production of p
titanium carbide is considerably narrower. In fact, at te
peratures up to approximately 2200 K, a considera
amount of carbon is formed in the condensed phase as
as the titanium carbide. In practice, a sufficiently pure pr
uct can only be obtained at temperatures above 2300 K
high-temperature limit is also imposed, since at temperatu
above 2500 K significant quantities of hydrocarbons~such as
C2H2, and so on! are formed in the system. A thermody
namic analysis therefore indicates that the optimum temp
ture range for the production of titanium carbide at atm
spheric pressure is approximately 2300–2500 K. Prelimin
experiments have shown that these conditions may
achieved with a fairly high-power CO2 laser, capable of de
livering a high intensity~higher than 104 W/cm2) in a reac-
tion zone of the order of a few millimeters.

A prerequisite for the laser-chemical gas-phase synth
of titanium carbide powder is that at least one of the reage
should fairly strongly absorb the laser radiation. In our e
periments to synthesize titanium carbide, this reagent
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reagent was titanium tetrachloride.
Experiments to synthesize ceramic powders were car

out using an apparatus incorporating a 6 kW, diffusion-
cooled, cw gas-discharge multibeam CO2 laser. The laser
radiation, with a divergence of 331023 rad, was focused by
a potassium chloride lens of 110 cm focal length onto
edge of a special burner. The diameter of the focusing s
i.e., the characteristic size of the zone of interaction betw
the laser beam and the reagent flux from the burner,
approximately 6.5 mm. The burner had a rectangular cr
section, 30 mm long in the direction of the laser beam and
mm in width and incorporated a special container filled w
liquid titanium tetrachloride. Propane supplied to the burn
bubbled through the TiCl4, becoming saturated with vapo
and the resultant vapor–gas reagent mixture was fed to
exit cross section of the burner. The laser beam crossed
reagent jet at the edge of the burner, thereby fixing the re
tion zone in space. Since in this case, the reaction zone
quite specific dimensions, which are determined by the
ameter of the focusing region of the laser beam, the gro
of the forming titanium carbide particles can be reliably co
trolled by varying the residence time of the reagents in
reaction zone. The reagent flux leaving the burner was
lated from the atmospheric air by a coaxial shield of heliu
gas.

The temperature in the reaction zone was measured
an optical pyrometer, which recorded the brightness te
perature of the reagent flux.

Finally, the titanium carbide particles formed in the ga
phase synthesis reaction were collected on a cold metal
face by briefly inserting special metallic ‘‘mushrooms’’ i
the stream of reaction products directly above the reac
zone. These mushrooms could be mounted on the stage
electron microscope.

At the first stage of the process development, we inv
tigated the action of the high-power laser radiation on
propane jet alone, in order to determine the intensities
which the propane dissociated to form the active atoms
radicals needed to synthesize the titanium carbide. In
course of these experiments, it was observed that at inte
ties of approximately 23104 W/cm2, a brightly luminous jet
of laser pyrolysis products of propane is produced, acco
panied by the profuse formation of carbon particles. Me

309309-02$10.00 © 1997 American Institute of Physics
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surements indicated that the temperature of the jet burnin
the laser beam was 2800 K, which creates favorable co
tions for the gas-phase pyrolysis of titanium carbide p
ticles, as is deduced from the analysis of the results of
thermodynamic calculations presented above.

After these measurements, TiCl4 was poured into the
burner and the propane jet became saturated with this
agent. At the exit from the burner, the stream of vapor–
mixture crossed the region of the laser beam, where the
agents were pyrolyzed and titanium carbide particles w
synthesized. The reaction zone in the laser beam glo
with a dazzling brightness, and can be identified, toget
with the trail of forming particles, in the photograph show
in Fig. 1. The particles were collected on a metal surfa
directly beyond the reaction zone, where the glow and the
fore the temperature of the reaction products were alre
reduced. This is one of the main advantages of the la

FIG. 1. Photograph showing the region of interaction between the l
beam and the stream of gas–vapor mixture leaving the burner.
310 Tech. Phys. Lett. 23 (4), April 1997
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chemical process over other methods: the laser beam
form a strictly defined, fairly narrow reaction zone in spac
which is difficult to accomplish as efficiently by other met
ods.

The titanium carbide powder synthesized in the la
beam was analyzed under an electron microscope. Figu
shows a photograph of the powder, which shows that
average size of the particles synthesized by laser pyrolys
less than a micron and the particles are nearly spher
Further experiments will allow us to determine the con
tions for producing nanosize powder, as well as the degre
purity, which is extremely important for applications.

To conclude, the author would like to thank V. A. Laku
tin for assistance with this work.

1R. L. Stephens, J. S. Me Featers, and B. L. Welch,Abstracts of Papers
Presented at the 11th International Symposium on Plasma Chemi
Loughborough University, 1993, pp. 65–70.

Translated by R. M. Durham
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FIG. 2. Electron micrograph of laser-synthesized powder, 10mm per divi-
sion.
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Numerical simulation of the extraction of ions from a magnetized plasma

n-
N. S. Demidova and V. A. Mishin

Institute of General Physics, Russian Academy of Sciences, Moscow
~Submitted October 22, 1996!
Pis’ma Zh. Tekh. Fiz.23, 42–46~April 26, 1997!

The extraction of ions from a magnetized plasma in laser isotope separation systems is analyzed
using one-dimensional, time-dependent equations of two-fluid magnetohydrodynamics. It is
suggested that electron emission from the cathode may be used to compensate for the ion space
charge which limits the rate of extraction. It is shown that at an accelerating voltage of
25 V and an emission current of 2.5 mA/cm2, a plasma with a density of 1011 cm23 is accelerated
to a velocity of 1.53105 cm/s in 3ms. In this case, the maximum temperature of the plasma
electron component does not exceed 1.5 eV. ©1997 American Institute of Physics.
@S1063-7850~97!02404-X#

A method of isotope separation based on the isotopicallymethod of isotopically selective photoionization were exte
se
ia
b

id
hi
a
b

th
ti
-
no
f
e
on
sa
th

a

l
po
.
ti
-
n
s
nt
s

by

ne
ro
a
b
u

ns,

-

la
tom
ir.

n-
As

e:

t

is-
s-

mes

0

selective photoionization of atoms~AVLIS method! has re-
cently been developed intensively. The method is based
the idea of photoionization of a particular isotope by la
radiation during free-molecular flow of vapor of the mater
being separated through the irradiation zone, followed
extraction of the resultant plasma ions. The basic problem
the extraction process is that the laser-produced ions rap
exchange charge with neutral atoms of other isotopes, w
lowers the enrichment factor. Thus the development of
efficient method of ion extraction is one of the basic pro
lems for the practical implementation of the process.

The ions may be extracted by a method based on
electric-field-induced acceleration of the ions in a magne
field perpendicular to the electric field~Hall plasma accelera
tor!. If the electron drift current is closed, the charges can
be separated in theE direction within times of the order o
the period of the plasma frequency and the electric field p
etrates into the plasma. The acceleration process is
slowed when an ion space charge is formed. To compen
for this, we propose that electrons should be emitted from
cathode.

We give some typical plasma parameters in the extr
tor. The neutral atom density is 101321014 cm23 and the
initial plasma density is 1011 cm23. The plasma is neutra
and the initial temperature of the electron and ion com
nents,Te andTi , is 0.1 eV. The interelectrode gap is 2 cm
It is assumed that the plasma is generated by laser radia
in an external magnetic fieldB0z . The magnetic field is as
sumed to be 33 G, which satisfies the conditions for mag
tization of the electrons without magnetization of the ion
We neglect the magnetic self-field of the plasma curre
The potential difference is assumed to be 25 V. For the
lected magnetic field, the Hall parametervet is 10, where
t is the total frequency of electron collisions and is given
1/t5vei1vea .

For the numerical simulation we used a system of o
dimensional, transient equations of two-fluid magnetohyd
dynamics. The plasma electron component is heated by p
ing a current through the discharge gap and is cooled
inelastic interaction with neutral atoms. The numerical sim
lation was performed for ytterbium vapor~the system and
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sively developed in Ref. 1!. For ytterbium, the main contri-
bution to the heat losses is made by inelastic collisio
which excite atoms from the 61S0 ground state to the 61P1

and 71P1 states, with energiesDE53.1 and 5.02 eV, respec
tively. The rate constant̂vs& for excitation of a transition
with the energyDE was estimated according to a formu
proposed in Ref. 2. It was assumed that the neutral a
density is so high that they form an infinite energy reservo

The system of equations has the form:

]ni
]t

1
]

]x
~niv ix!50, ~1!

Mni S ]

]t
v ix1v ix

]

]x
v ixD52kTi0

]ni
]x

1eniEx , ~2!

]ne
]t

1
]

]x
~nevex!50, ~3!

ene
]w

]x
2k

]neTe
]x

2
e

c
vetvexneB0z2

vex
t
mne50, ~4!

]2w

]x2
524pe~ni2ne!, ~5!

3

2
kneS ]Te

]t
1vex

]Te
]x D52

]x'

]x

]Te
]x

1
j x
2

s'

2kneTe
]vex
]x

2^vets&NaDEne . ~6!

Herex' ands' are the transverse electron thermal co
ductivity and the transverse conductivity, respectively.
the initial conditions we have:ni5ne51011 cm23 and
v i5ve50. As the boundary conditions we hav
n(0)5n(L)50 ~for the electrons and ions!, w(0)5w0,
w(L)50, andTe(0)5Te(L)50.1 eV. The emission curren
from the cathode was given by:j e5nev t /(vet). The emis-
sion process is self-consistent with the solution of the Po
son equation~5! and electrons are only emitted in the pre
ence of an electric field at the cathode. The system~1!–~6!
was solved by a method of conservative difference sche
in Lagrangian coordinates.

311311-02$10.00 © 1997 American Institute of Physics
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The dynamics of the extraction process is shown in F
1. It can be seen that at the initial stage of the process,
plasma is accelerated for 3ms and the ions acquire a velocit
of 1.53105 cm/s. During this time an electron emission cu
rent, having a density of 2.5 mA/cm2, flows in through the
plasma, heating it to 1.5 eV. Figure 2 shows the distribut
of the potential in the plasma gap at various times betw
0.5 and 4ms. It can be seen that the electric field in t
plasma disappears 3ms after the beginning of acceleration.
weak electric field induced by the magnetization of the el
trons and decelerating the plasma can be identified during
period of free plasma motion. This field plays a positive ro
since it slows the ions formed by secondary ionization. Re
nant charge transfer and secondary ionization by elect

FIG. 1. Extraction dynamics allowing for heating and cooling of the plasm
1 — dynamics of ion extraction, arb. units;2 — dynamics of emission
current, mA; 3 — mass-averaged ion velocity,3105 cm/s; 4 — mass-
averaged electron temperature, eV. The extractor parameters are: an
cathode gap 2 cm, accelerating voltage 25 V, initial plasma density11

cm23, and neutral atom density 1014 cm23.
312 Tech. Phys. Lett. 23 (4), April 1997
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can obviously only influence the separation factor during t
period of ion acceleration (3ms!. The secondary ions formed
after this period cannot reach the collector because ther
no electric field inside the plasma layer and no momentum
transferred by secondary ionization and charge transfer.

The authors would like to thank Professor A. A
Rukhadze for discussions of the results, the staff of t
Atomic Spectroscopy Laboratory at the Institute of Gener
Physics of the Russian Academy of Sciences for their p
ticipation, and the ‘‘ALTEK’’ AO for financial assistance
with this work.

1S. K. Borisov, M. A. Kuz’mina, and V. A. Mishin, Prikl. Fiz. No. 1, 65
~1995!.

2H. van Regemorter, Astrophys. J.136, 906 ~1962!; see also: L. A.
Va�nshte�n, I. I. Sobel’man, and E. A. Yukov,Cross Sections for Electron
Excitation of Atoms and Ions@in Russian#, Nauka, Moscow, 1973!.

Translated by R. M. Durham
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FIG. 2. Potential distribution at various times. The numbers on the curv
give the time in microseconds. The extractor parameters are: anode–cat
gap 2 cm, accelerating voltage 25 V, initial plasma density 1011 cm23, and
neutral atom density 1014 cm23.
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Synchronization of self-excited stochastic systems by a pulsed signal

sto-
V. V. Rozhdestvenski  and Yu. V. Rozhdestvenski 

Moscow Physicotechnical Institute, Dolgoprudny� Branch
~Submitted February 16, 1997!
Pis’ma Zh. Tekh. Fiz.23, 47–52~April 26, 1997!

It is shown by means of a natural experiment that the synchronization of smooth fluxes is caused
by the presence of stable fragments on their trajectories. ©1997 American Institute of
Physics.@S1063-7850~97!02504-4#

The phenomenon of synchronization as a transition from The system studied was a radiophysical self-excited
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chaotic oscillations to periodic oscillations coherent with
periodic external signal has been analyzed by many aut
~a review of studies on this topic is presented in Ref.!.
However, the cause and mechanism of this phenomenon
still unclear. In our previous studies2,3we demonstrated theo
retically and numerically that the synchronization of smoo
maps is caused by the presence of stable fragments on
trajectories and we advanced the hypothesis that sm
maps possess such fragments. In the present paper we
pose to show by means of a natural experiment that a sim
synchronization mechanism is also feasible for smo
fluxes.
rs

re

eir
th
ro-
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h

chastic oscillator,shown schematically in Fig. 1a, where1
is a phase inverter,2 is a nonlinear delayless element,3 is a
buffer stage,4 is a low-frequency filter,5 is the external
signal input, 6 is the output,C51000 pF, R15825 V,
R25500 V, R3518 V, andR45160 V. Stage2 is a two-
cycle stage, consisting of two KP103M field-effect trans
tors, and its characteristic is shown in Fig. 1b. The lo
frequency filter is a six-elementLC filter with P-shaped
elements, a characteristic resistance of 1330V, and a cutoff
frequency of 85 kHz.

As well as the usual set of equipment, the experimen
setup also included a personal computer with an L-1230
-
FIG. 1. Diagram of self-excited oscillator and oscilla
tion characteristics in autonomous mode.
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FIG. 2. Region of synchronization of four-cycle cycl
and oscilloscope trace of synchronized oscillations.
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package allowed the computer to operate as a digital o
loscope to measure the statistical characteristics of the sig
and to determine the point dimension of the attractor. Figu
1c–1e show trajectory fragments, as well as the spect
and distribution function of the oscillations of a self-excit
oscillator in the autonomous regime. The attractor dimens
in this regime wasDp54.2.

Unlike previous investigations, where synchronizati
by a harmonic signal was studied, we analyzed synchron
tion by a pulsed signal. The action of a short pulse~in the
d-pulse limit! on the dynamic system induces an instan
neous shift of the mapping point in the phase space b
displacement vector which is determined by the parame
of the pulsed signal and the its point of application to t
system. In other respects, the system moves autonomo
Thus, synchronization by a pulsed signal, i.e., the format
of stable periodic motion, can be achieved provided that
conditions are satisfied: 1! orbit-stable fragments exist on th
trajectories of the autonomous system and 2! the action of
the pulse shifts the final point of the stable fragment to
initial point.

First, using a procedure described in Ref. 3, we p
formed a numerical simulation of pulsed synchronization
ing a simplified mathematical model of an oscillator —
two-dimensional smooth map:4,5

314 Tech. Phys. Lett. 23 (4), April 1997
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In these formulasx is proportional to the voltage at th
output6, y is proportional to the voltage across the capa
tanceC, andw(t) is proportional to the voltage across th
resistorR3 ~Fig. 1a!. This map relates the values of the va
able at timet with their values at timet1t, wheret is the
delay time in the feedback loop. The values of the para
etersp, a, and c corresponded to the oscillator operatin
regimes and were 9, 0.6, and 0.4. It was found that for
type of signal studied, having only anx-component, and for
numbers of cyclesT,10, synchronization of any number o
cycles can be achieved but the minimum amplitude of
synchronizing signal is obtained forT54 and accounts for
approximately 1/15 of thex-diameter of the attractor. The
polarity of the optimum signal is negative.

For an experimental study of synchronization, we fed
pulsed synchronizing signal to the input5 ~Fig. 1a!. The
pulse may be considered to be short if its length is less t
1/f c , where f c is the cutoff frequency of the low-frequenc
filter. The delay timet depends on the profile of the oscilla
tions in the self-excited oscillator on account of the disp
sion properties of the low-frequency filter.6 The lower limit
of t is given byt15t0 /p, wheret05N/ f c (N is the num-
ber of elements of the low-frequency filter!. As a rule, exag-

314V. V. Rozhdestvenski  and Yu. V. Rozhdestvenski 
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t25t0/2. Thus, in our case, the pulse repetition frequen
for synchronization of four-cycle stable fragments should
in the range between 7 and 11 kHz.

The experiments in fact revealed synchronization a
pulse repetition frequency around 8.5 kHz and an amplit
around 0.3 V, which accounts for approximately 1/10 of t
x-diameter of the attractor. Figure 2 shows the synchron
tion region on the frequency–amplitude plane of the s
chronizing signal~a! and a trace of the synchronized oscill
tions ~b!. The pulse length is 10ms and the polarity is
negative. A small increase in the pulse length negligibly
fluences the synchronization process. The synchroniza
pattern is also conserved for decreasing pulse length,
vided that the amplitude increases proportionately. A co
parison between Fig. 1c and Fig. 2b indicates that fragm
very similar to the trajectory of the synchronized oscilla
do in fact exist on the trajectories of the autonomous os
lator.

The pulsed synchronization experiments also dem
strated that other regions of this type of synchronization a
exist, but they have a higher synchronization thresho
There are also much broader regions of synchronizat
where the pulses are not short but their amplitude is la
We treat this type of synchronization as strong-signal s
chronization, for which the natural self-oscillating behav
of the system is suppressed and the periodic output proce
simply the response of a stable nonlinear system to a p
odic pulsed signal.

The synchronization by a weak, short, pulsed signal
studied above, exhibits all the features characteristic of
synchronization of smooth maps:2,3 upper and lower ampli-
315 Tech. Phys. Lett. 23 (4), April 1997
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of synchronization, and the synchronization is destroyed,
period doubling when the amplitude of the pulse signal
creases, and abruptly when the amplitude increases.
type of synchronization only exists in a very narrow range
pulse repetition frequencies.

Finally, we note that if the signal shape is made mo
complex, i.e., if several short pulses of different polarity a
amplitude are supplied within the repetition period rath
than a single short pulse, the synchronization threshold m
be reduced substantially. For instance, by selecting the
larity and amplitude of the partial signal pulses, we su
ceeded in reducing the synchronization threshold more t
threefold in the particular case studied. The profile and a
plitude of the synchronized oscillations remained the sa
the dimensions of the synchronization region decreased
portionately, and the transient chaos time increased subs
tially.

This work was supported financially by the Russi
Fund for Fundamental Research, Project No. 95-02-0363
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Production of wavelength-selective, time-resolved, x-ray images of a neon plasma

mis-
in the SPEED 2 plasma focus
S. V. Bobashev, D. M. Simanovski , G. Decker, W. Kies, P. Röwekamp, Kh. Zol’,
and U. Berntin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Heinrich-Heine-University, Du¨sseldorf, Germany
~Submitted December 27, 1996!
Pis’ma Zh. Tekh. Fiz.23, 53–59~April 26, 1997!

The dynamics of pinching of a neon plasma in the SPEED 2 facility has been investigated by
recording wavelength-selective, x-ray images of the plasma with good space and time
resolution. A series of images of the plasma focus was obtained on thel51.21 nm andl51.35
nm emission lines of hydrogen- and helium-like ions at various stages of plasma
compression. The stable nature of the discharge in a neon plasma was confirmed. It was
established that at the final stage of pinching, the charge of the neon ions increases rapidly from
19 to110, and when the pinch diameter is less than 1 mm, the plasma is completely ionized.
© 1997 American Institute of Physics.@S1063-7850~97!02604-9#
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facility has been investigated by recording time-resolv
x-ray images of the plasma on emission lines of hydrog
and helium-like neon lines.

The SPEED 2 facility is a powerful electric driver de
signed to generate and compress a plasma having a ‘‘pla
focus’’ configuration. The facility has a current rise tim
~quarter period! t5400 ns and a maximum discharge curre
of 2 MA with an initial voltage up to 300 kV~Ref. 1!.
SPEED 2 was initially designed for fusion research and w
intended to operate with a deuterium plasma. It has rece
been demonstrated that this facility may be used to gene
x-rays by injecting rare gases into the anode region o
deuterium discharge. As a result of dynamic compressio
the injected gas by a compressive deuterium sheath, a hi
ionized dense plasma, which is an intense source of
x-rays, is formed at the final stage of the discharge.2

Discharges doped with argon and neon have been in
tigated in SPEED 2. It was observed that the pinching
namics and the spatial structure of the resultant dense pla
differ substantially for Ar and Ne discharges.

In argon-doped discharges established at typical volta
of 180 kV and a maximum current of 1.5 MA, stron
Rayleigh–Taylor instability (m50) was observed to de
velop at the final stage of dynamic compression, resulting
the formation of so-called micropinches caused by radia
collapse.3,4 It was also established in Ref. 2, that a consid
able fraction of the x-rays emitted by the plasma~some tens
of joules! is accounted for by these micropinches.

A different pattern was observed in neon-doped d
charges, for which a stable homogeneous pinch without
signs of radiative collapse was typically formed. This beh
ior may be explained by the fact that at the final compress
stage, the neon becomes completely ionized~to bare nuclei!,
which reduces the rate of radiative losses and thereby
vents the evolution of radiative collapse and micropinch f
mation.

To check out this hypothesis and to determine the spa
distribution of the Ne ions in the plasma at the final co
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sion lines of hydrogen- and helium-like neon ions, cor
sponding to the 1s22p (l51.21 nm! transition in the
Ne101 ion and the 1s221s2p (l51.35 nm! transition in
Ne91. A time-gated image detector was used to obtain i
ages corresponding to different phases of plasma comp
sion.

An x-ray system consisting of a parallel configuration
cylindrical multilayer x-ray mirrors was used to construct t
plasma images.5 The optical system of the apparatus co
nected to the experimental facility is shown in Fig. 1. T
principal optical element is a rotating multilayer mirror a
sembly, which is used to focus and monochromatize the
diation. The focusing properties of this system, in which
diation is successively reflected by two closely spac
mirrors that are curved cylindrically along the radiiR1 and
R2 in mutually perpendicular planes, are almost equival
to the focusing properties of a single spherical mirror. T
first cylindrical mirror focuses the radiation in the meridion
plane while the second focuses it in the saggital plane.
main advantage of this configuration of optical elements
that the working wavelength can be varied smoothly by
tating the focusing element about its axis.

The distance between the cylindrical mirrors, 1.6 c
was much shorter than the focal length of the syst
2F550 cm. This relationship allowed us to use simplifie
formulas from Ref. 6 to determine the radii of curvature
the mirrors:

R152F/ sin q, ~1!

R252F sin q, ~2!

whereF is the focal length of the system andq is the angle
of incidence of the radiation on the mirror. Multilayer W–S
x-ray mirrors with a structure periodd51.18 nm, deposited
on 0.5320350 mm silicon substrates, were developed at
Institute of Microstructure Physics of the Russian Acade
of Sciences, for the 1.2121.35 nm wavelength range. Th
reflection coefficient of a single mirror at these waveleng

316316-03$10.00 © 1997 American Institute of Physics
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was 0.7%. The spectral resolution after two reflections w
l/Dl'150, so that the spectral lines of hydrogen- an
helium-like neon ions could be reliably separated. The wor
ing range of angles of incidence of the radiation on th
multilayer x-ray mirrors was 31–35°. For these angles
incidence, the radii of curvature of the mirrors determine
according to formulas~1! and ~2!, were R1'1.8 m and
R2'0.5 m, respectively.

The distance between the focusing mirrors1 and the
plasma was 1.2 m~Fig. 1!. Such a large distance was neede
to protect the vacuum-tight filter3, separating the imaging
system and the discharge chamber, from the action of t
shock wave and the radiation. The filter was made of 1.5mm
thick polyethylene terephthalate film~Makrofol KD! coated
with 0.15mm thick layers of aluminum foil on both sides.
The filter was needed to protect the detector from the s
vacuum ultraviolet discharge radiation, which could be re
flected nonselectively by the multilayer x-ray mirror. The
filter was also required to separate the high-vacuum cham

FIG. 1. Optical system of imaging apparatus connected to experimen
facility: 1 — cylindrical multilayer x-ray mirrors,2 — rotating mirror as-
sembly,3— filter, and4— image detector.
s
d
-
e
f
d

e
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ber, filled with deuterium to a pressure of 324 Torr.
Images of the plasma were recorded using a time-ga

microchannel plate detector4. A voltage pulse of 5 kV am-
plitude and 3 ns duration was applied to the microchan
detector to obtain an image at a specific time. The volta
was divided between the chevron assembly of the mic
channel plates~1.5 kV! and an accelerating gap in front of
phosphor screen~3.5 kV! deposited on a fiber-optic plate
The image, converted into visible light, was recorded
high-sensitivity Fuji Neopan 1600 film clamped directly
the surface of the fiber-optic plate.

The spatial resolution achieved by the imaging syst
was primarily determined by the aberrations of the focus
optics and the resolution of the detector. The experiment
determined resolution was 80mm. In many cases, wher
plasma images were recorded using weak emission lines
actual resolution was lower and was determined by the
tistical nature of the images.

The main difficulty encountered in the measureme
was that the time spread of the pinching time, around 50
was several times greater than the time window of the de
tor ~3 ns! and the lifetime of the dense plasma (;15 ns!. In
a series of experiments using this imaging system, involv
more than 100 discharges, we obtained around twenty
cessful photographs of a neon plasma at various stage
compression on the 1.21 and 1.35 nm lines. For all the
charges the initial driver voltage was 180 kV and the sto
energy was 70 kJ.

A series of plasma images obtained at 1.35 n
(1s2–1s2p, Ne91) was used to study the dynamics of th
pinching, which was initiated near the anode surface a
then evolved along theZ axis. A typical photograph of the
plasma at the instant of maximum luminosity near the an
is given in Fig. 2a. The results indicate that the pinchi
process propagates along theZ axis from the surface of the
anode at a velocity of;108 cm/s and the plasma radiation

tal
—
FIG. 2. Image of a neon plasma at the wavelengths: a
1.35 nm and b — 1.21 nm.
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the given wavelength is reliably recorded at distances up to 3
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cm from the anode surface. Moreover, the length of the em
ting region of the pinch did not exceed 1 cm at any time a
its diameter was at least 4 mm. An emitting zone of su
large diameter indicates that the plasma attains a degre
ionization characterized by a fairly high concentration
helium-like ions at a fairly early stage of pinching. As th
plasma undergoes further compression and heating, the
centration of helium-like ions drops, as is evidenced by
absence of their radiation from a plasma of less than 3
diameter.

The plasma images at 1.21 nm (1s–2p, Ne101) reveal
that the diameter of the plasma pinch with a high concen
tion of hydrogen-like ions is around 1 mm. This indicat
that as the plasma is compressed from 4 to 1 mm, the a
age charge of the plasma ions increases from Ne91 to
Ne101, and as a result of further compression, the plas
becomes completely ionized, containing Ne111 nuclei and
free electrons.

These results support the hypothesis that the rate o
diative losses of a neon plasma decreases under severe
318 Tech. Phys. Lett. 23 (4), April 1997
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The proposed method of obtaining plasma images will
used for further studies of the mechanism of stable pinch
resulting in the formation of a spatially homogeneous de
plasma.

The authors would like to thank N. N. Salashchenko
supplying these unique x-ray mirrors. The work was ma
possible by NATO Grant CRJ950937.
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Ion charge-state distribution in a high-power pulsed electron cyclotron resonance

pa-
discharge sustained by millimeter-wavelength radiation
S. V. Golubev, V. G. Zorin, and S. V. Razin

Institute of Applied Physics, Russian Academy of Sciences, Nizhni� Novgorod
~Submitted October 28, 1996!
Pis’ma Zh. Tekh. Fiz.23, 60–64~April 26, 1997!

Measurements have been made of the ion charge-state distribution in a high-power, pulsed,
electron-cyclotron discharge in argon sustained by millimeter radiation. It has been observed that
the maximum of the distribution is shifted toward higher charge states compared with the
distributions in conventional cw sources of multiply charged ions pumped by centimeter radiation.
This shift of the distribution maximum evidently occurs because a so-called quasigasdynamic
plasma confinement regime can be established in a magnetic trap when higher-power,
shorter-wavelength gyrotron radiation is used, and in this regime, an increase in plasma density
is accompanied by an increase in the confinement parameterNt , which determines the
ion charge distribution. ©1997 American Institute of Physics.@S1063-7850~97!02704-3#

The most promising sources of multiply charged ions attion toward higher degrees of ionization. In the present
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the present time are those utilizing a microwave discha
plasma sustained in an open magnetic trap under elec
cyclotron resonance conditions. These sources are prim
designed for injection of ions in cyclotron accelerato
whose operating efficiency is, in many respects, determi
by the operating efficiency of the ion source~Ref. 1!.1!

For its part, the operating efficiency of these sources
be substantially enhanced, i.e., the charge state and inte
of the ions beams can be increased, by increasing the m
wave pump frequency. This line of research was purs
following the publication of a series of experimental stud
~see, for example, Ref. 5!, in which a substantial increase i
the yield of multiply charged ions was demonstrated wh
the pump frequency was increased from 10 to 18 GHz —
ion current with the charge averaged over the distribut
increased proportionately as the square of the pump
quency (f 2). However, the ion charge distribution remain
almost the same~Fig. 1!. In terms of elementary concept
this behavior may be explained as follows. As the mic
wave pump frequency is increased, the plasma densitN
increases while the plasma losses caused by Coulomb c
sions increase proportionately asN ~the plasma lifetime in
the trap ist;1/N). In this case, at the optimum electro
energy, the ion charge distribution determined by the c
finement parameterNt remains unchanged, but ifN; f , the
multiply charged ion current, determined by the parame
N/t, will be proportional tof 2. This reasoning stimulated
increased interest in studies of an electron cyclotron re
nance discharge sustained by high-frequency radiation, s
the multiply charged ion current should increase accordin
In addition, the millimeter radiation of modern gyrotron
may well produce an increase in the plasma density, wh
will change the nature of the plasma confinement in the t
— a so-called quasigasdynamic plasma confinement reg
will be established,6 where the plasma lifetime depend
weakly on its density.2! The establishment of this regime wi
not only increase the intensity of the multiply charged i
beams but, more importantly, will increase the parame
Nt, which should substantially shift the ion charge distrib
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per, we report the first experimental data on the ion char
state distribution in a high-power pulsed electron cyclotr
resonance discharge sustained by short-wavelength gyro
radiation. The apparatus is shown schematically in Fig.
Microwave radiation from a pulsed gyrotron1, having a fre-
quency of 37.5 GHz, a pulse length of 1 ms, and a powe
130 kW, was focused by a dielectric lens2 into a discharge
vacuum chamber3. The beam is linearly polarized. The dis
charge chamber, having a 70 mm diameter entrance wind
was inserted in a straight magnetic trap created by two s
noids ~the length of the magnetic field pulse was'13 ms!.
The length of the trap was 25 cm and the mirror ratio w
3.2. The maximum magnetic field strength in the mirror w
2.3 T. To estimate the plasma density in the discharge,
measured the coefficient of transmission of diagnostic mic
wave radiation by the plasma~4 and5!. The diagnostic mi-
crowave radiation at a frequency of 35.52 GHz, whose
larization corresponded to the ordinary wave, was injec
into the center of the trap perpendicular to the magnetic fie
Ions escaping the plasma parallel to the magnetic field w
analyzed using a two-stage~magnetic and electrostatic! ion
analyzer6, capable of making independent measurement
the ion energy and their charge-to-mass ratio with a res
tion (q/m) @D(q/m)#2153. The analyzer~the analyzing
magnet current! was calibrated using hydrogen ions. Th
analyzer was connected to the discharge chamber via a
necting section7. The working gas~argon! pressure was se
by means of a pulsed flow regulator and was varied betw
1023 and 1025 Torr, with gas being admitted into the dis
charge chamber~Fig. 2!, while a low pressure of;1026

Torr was maintained in the analyzer and in the connect
section. A distinguishing feature of these experiments w
that the multiply charged ion generation efficiency was
vestigated at fairly high plasma densities, an order of m
nitude higher than those in conventional electron cyclot
resonance sources of multiply charged ions. In the exp
ments we observed total screening of the diagnostic
high-power microwave radiation by the discharge, whi
suggests that a plasma having a density higher t

319319-02$10.00 © 1997 American Institute of Physics
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431013 cm23 is formed under our conditions.
The efficiency of generation of the multiply charged ions

and their energy depended strongly on the gas pressure a
the microwave radiation power. At an optimum gas pressu

FIG. 1. Signal from ion analyzer versus analyzer magnet current. Th
graduation lines in the upper part of the figure show the magnet curren
corresponding to argon ions of different charge~1 — our experimental
results,2— data from Ref. 5,3— Ref. 8,4— Ref. 9, and5— Ref. 10.!

FIG. 2. Schematic diagram of experiment.
320 Tech. Phys. Lett. 23 (4), April 1997
nd
re

plasma was between 100 eV and 10 keV. The charge di
bution of the ions depended weakly on their energy. Figur
shows the signal from the ion analyzer as a function of
analyzing magnet current, which describes the ion cha
distribution for 900 eV ions. Also plotted for comparison a
the ion charge distributions obtained in conventional
electron cyclotron resonance sources of multiply charg
ions pumped by centimeter radiation~between 6 and 18
GHz! ~Refs. 5 and 8–10!. It can be seen that the distributio
obtained in our experiments is shifted toward higher degr
of ionization~the maximum is obtained for an ion charge
11–12, as compared to 8 in conventional sources!.

It is therefore postulated that the use of higher-pow
shorter-wavelength gyrotron radiation resulted in the est
lishment of a quasigasdynamic plasma confinement regi
where the parameterNt was increased and the ion charg
distribution was shifted toward higher degrees of ionizatio

1!In addition, an electron cyclotron resonance discharge is also consider
be a possible source of soft incoherent x-rays.2–4

2!In the quasigasdynamic confinement regime of a dense plasma with m
netized collisionless electrons and cold ions, where the main electron
channel is loss-cone scattering during interaction with the resonant m
wave pump radiation, the plasma lifetime is given, according to Ref. 7
t;LK/V, whereL is the characteristic dimension of the trap,V is the ion
sound velocity, andK is a coefficient which depends weakly on the plasm
density.
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Laser multipass probing in Thomson plasma diagnostics

-

M. Yu. Kantor and D. V. Kuprienko

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted December 27, 1996!
Pis’ma Zh. Tekh. Fiz.23, 65–72~April 26, 1997!

A new approach to a system of laser probing for Thomson diagnostics of a high-temperature
plasma is proposed. The approach is based on the principles of multipass intracavity
laser probing, which can improve the sensitivity of the method by between one and two orders
of magnitude and allows the electron temperature to be measured at frequencies higher
than 10 kHz. Results of testing a probing system developed for the FT-2 tokamak are presented.
© 1997 American Institute of Physics.@S1063-7850~97!02804-8#
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The Thomson diagnostic technique is widely used
measure the local electron temperature of a hot plasma
plasma densities higher than 1013 cm23, this technique offers
extensive scope, including measurements of the evolutio
the spatial temperature profiles. At lower densities, this di
nostic technique encounters appreciable difficulties beca
of the low scattered radiation energy. Nevertheless, ther
no viable alternative under these conditions, since ot
methods do not provide reliable data on account of the
tortions of the electron distribution function. Measureme
of the temperature evolution of a low-density plasma p
additional problems. Lasers with a pulse repetition freque
of some tens of kilohertz are required because of the
nature of the transient processes under these condit
Even in dense plasmas, a high sensitivity is needed to m
sure the electron distribution function or the plasma curr
density1, as well as the electron temperature profiles,
means of a single spectral device.

In the present paper we propose a new approach to
omson diagnostics, based on the principles of multipass
racavity probing, whereby the sensitivity of the method c
be improved by more than an order of magnitude, and e
tron temperature measurements can be made at freque
around 10 kHz. In multipass probing, the laser beam rep
edly passes through the volume under study, which enha
the sensitivity of the diagnostics because of the increas
the scattered radiation energy. After passing through
plasma volume, the beam is returned to the laser active
ments. Thus, the plasma volume is contained within the la
cavity, which substantially reduces the radiation losses in
system. This effect cannot be used to achieve any signifi
increase in the pulse radiation energy~this is usually close to
the maximum permissible value!. However, the effect can
extend the capabilities of the laser, particularly under mu
pulse lasing. We present results of an experimental stud
a new probing system developed on these principles
Thomson diagnostics of the FT-2 tokamak plasma.

2. OPTICAL SYSTEM FOR MULTIPASS INTRACAVITY LASER
PROBING

The laser optical system used for Thomson diagnos
must be revised for intracavity probing. The usual multista
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cause the returned beam is forced to pass through the
oscillator, which is not only unable to sustain the beam
ergy but also cannot maintain its high intensity. In this ca
we need to dispense with a multistage system and us
single active element to generate the radiation. The sto
inversion can be efficiently converted into laser radiati
with low radiation losses in an extended laser cavity. A sim
lar system was used for the first time in the FT-1 tokama2

An optical system for multipass, intracavity laser probing
shown in Fig. 1.

A cavity formed by a nontransmitting mirror1 and the
mirrors 6 and7 of the multipass system is Q-switched by
phototropic filter4. Possessing a high initial absorption, th
filter can sustain a fairly high inversion in the active mediu
The avalanche-like bleaching of the filter under the action
the spontaneous radiation generates a high-power laser p
which can be repeated many times during a single discha
of the flashlamps.

The multipass system is the key factor in the new a
proach. A system designed to pass a beam many ti
through a plasma, whereby the beam is focused on the
servation axis and then returned to the laser, was propose
Ref. 3 and used on the FT-1 tokamak.4 The system consists
of two spherical mirrors6 and7, between which is located a
plasma volume8, and a lens5 to focus the radiation on the
observation axis. The mirrors are separated by a dista
equal to the sum of their radii of curvature. The maximu
number of passes of the beamN[8D/b in the system is
achieved by moving the centers of curvature of the mirr
relative to each other byb2/16D along the observation axis
Here,b is the diameter of the input beam andD is the mirror
diameter along the observation axis. The divergence of
beam should not exceedb/2NF, whereF is the focal length
of the lens, otherwise an increase in the transverse dim
sions of the beam will result in losses of radiation from t
system. Stringent constraints on the divergence of the ra
tion may seriously limit the application of multipass probin
in plasma experiments.

These constraints may be eased by specially aligning
multipass system and introducing measures to reduce
beam divergence. This alignment essentially involves o
mizing the position of the mirrors and the lens. A sm
relative shift of the mirrors converts the multipass syst

321321-03$10.00 © 1997 American Institute of Physics



er
FIG. 1. Optical system for multipass, intracavity las
probing:1— 100% cavity mirror,2— objective,3—
laser active element,4— phototropic filter,5— focus-
ing lens,6, 7— mirrors of multipass system, and8—
plasma volume.
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verging beams. The magnitude of the shift is dictated by
need to confine the beams in the system and prevent t
from being focused near the surface of the mirrors. In t
case, the divergence of the laser beam plays a decisive
The methods usually used to reduce divergence are
suited to intracavity probing. To solve this problem, we
serted an objective2 into the cavity to correct the optica
inhomogeneity of the active element3, which substantially
reduced the divergence. These aspects will be examined
separate study.

In cases of low radiation losses, these elements are
ficient for lasing. For additional control of the laser, it ma
be useful to have an auxiliary cavity formed by placing o
or two semitransmitting mirrors9 and10with low reflection
coefficients near the active element and the phototropic fi
In cases of high radiation losses, this cavity is needed
shape the initial pulse.

3. EXPERIMENTAL RESULTS

A ruby rod 240 mm long and 21 mm in diameter, havi
a Cr2O3 impurity concentration of 0.012 %, was used in t
probing system. The crystal aperture was limited by a 16 m
diaphragm. The phototropic filter consisted of KC-19 tint
glass with CdSe impurities. The multipass system w
formed by two mirrors, having 1000 mm radii of curvatu
and diameters of 120 mm, and a lens of 1250 mm fo
length, positioned 3 m from the crystal. Apart from the end
of the ruby, the surfaces of all the optical elements had
tireflection coatings.

An objective, consisting of positive (F51250 mm! and
negative (F521500 mm! lenses, was mounted between t
active element and the nontransmitting mirror1. By selecting
the focal length of the objective, the beam divergence w
reduced from 6 to 1 mrad and the threshold laser pump
ergy was almost halved. Up to 36 passes of the beam thro
the system could be achieved by shifting the mirrors by
mm relative to each other. The constriction of the fan of ra
on the observation axis measured 2312 mm and the outpu
beam was matched with the aperture of the active eleme

The system was studied with two IKT-1M and IKT-1
radiation energy meters and an FE´K-1 coaxial photocell,
which measured the lasing power. One of the meters de
mined the energy of the forward beam leaving the act
element and the other measured the energy of the re
beam, returning from the multipass system to the la
These measurements were then used to determine the
ing energy. The signal from the FE´K-1 photocell was digi-
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After 28–30 passes of the beam, up to 80% of the rad

tion was returned from the multipass system to the crys
which corresponds to an increase in the probing energy b
factor of 25–27. In this case, the effective length of the la
cavity is around 70 m. Two phototropic filters with initia
transmissions of 55% and 70% were used to control the
tem. With the first filter, most of the stored inversion is us
to generate the pulse, which increases the radiation en
and power in the pulse. This is accompanied by a reduc
in the pulse repetition frequency and in the number of puls
Trains of probe pulses obtained with the 70% and 55% filt
are shown in Fig. 2. In both cases, the total probing ene
exceeds 1500 J. The average radiation energy in the puls
50 and 115 MW, respectively. The pulse energy and pow
as well as the number of pulses can be varied by mean
the pumping and the filters~Fig. 3!. The pulse repetition
frequency is mainly determined by the filter transmissio
and decreases slightly with decreasing pumping. It can
seen from the figures that with the 70% filter, the laser
livers a train of twenty lasing pulses at a repetition frequen
up to 15 kHz.

On account of the great cavity length, the length of t
laser pulses is 1–2ms, which is unusual for Thomson diag
nostics. Nevertheless, the probing power is quite suffici
for the scattering signal to exceed the background plas

FIG. 2. Multipulse lasing: a — 55% filter, b — 70% filter.
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FIG. 3. a — Laser pulse energy versus pumping:1— 55% filter,2— 70% filter; b — number of lasing pulses versus pumping,1— 55% filter,2— 70%
filter; c — power versus energy of probe laser pulse.
radiation. Measurements of the plasma luminescence showed
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probe pulse may be additionally amplified by means of the
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that this is correctly subtracted in Thomson measuremen
these signal durations.

In these experiments, the probing energy and po
were limited by the fact that the pulse energy density at
active element should not exceed 5 J/cm2 per pulse. Even
with this constraint however, the new system gives an
proximately twentyfold increase in the probing energy
each pulse as compared with the conventional system. It
also be used for repeated measurements at frequencies
15 kHz. The accumulation of signals from all the pulses
the lasing train can enhance the sensitivity of the Thom
diagnostics approximately 300 times. By using an elem
with a higher maximum permissible energy density, t
323 Tech. Phys. Lett. 23 (4), April 1997
at

r
e

-

an
p to

n
nt
e

pumping and by installing a denser phototropic filter.
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Influence of charge flow along a semiconductor surface on the nature

of the multiplication coefficient in a silicon–wide-gap layer structure

Z. Ya. Sadygov and T. V. Jejer

Joint Institute of Nuclear Research, Dubna
~Submitted December 11, 1996!
Pis’ma Zh. Tekh. Fiz.23, 72–76~April 26, 1997!

It has been shown that the flow of mobile minority carriers along the semiconductor–wide-gap
layer interface substantially influences the uniformity of the multiplication coefficient in
an avalanche photodetector. Around inhomogeneities in the semiconductor substrate, a ‘‘dead
zone’’ of fairly large area is formed, where the multiplication coefficient is several orders
of magnitude lower than that on the remaining area of the device. Specific methods are proposed
to improve the uniformity of the avalanche process in a semiconductor–wide-gap layer structure.
© 1997 American Institute of Physics.@S1063-7850~97!02904-2#

The feasibility of developing a new type of avalancheface, I a is the avalanche current in the semiconductor,I 0 is
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photodetector utilizing silicon heterostructures has rece
been discussed quite extensively. Layers of SiO2 ~Refs.
1–3!, SiC ~Refs. 4 and 5!, and other materials whose ban
gap is greater than that of silicon, are usually used as
wide-gap layer. In silicon heterostructures a local increas
the avalanche current increases the mobile charge accu
lated at the semiconductor–wide-gap layer interface, wh
screens the electric field in the semiconductor region w
reduced breakdown potential. Thus, negative feedback is
tablished between the multiplication coefficient of the av
lanche process and the voltage drop in the semiconduct

However, a nonuniform distribution of the surface m
bile charge density leads to the appearance of longitud
electric fields which cause these mobile charges to spread
by flowing along the semiconductor–wide-gap layer int
face. In the present paper we investigate the influence of
charge flow on the multiplication coefficient in silicon he
erostructures, for various resistances of the wide-gap lay

We consider a silicon heterostructure in which avalan
charge multiplication takes place under the action of an
plied voltage. By generation we understand the avalan
multiplication of charge carriers, and by recombination
understand the drift of these carriers into contacts via
wide-gap layer. Under certain conditions, the rate of car
generation in the semiconductor exceeds their recomb
tion, resulting in a buildup of minority carriers at th
semiconductor–wide-gap layer interface, which screens
electric field in the avalanche region of the semiconducto

The charge flow equation can be obtained from the w
known equation of continuity for the total current in the d
pleted layer of a semiconductor.6 After integrating this equa-
tion of continuity over the thickness of the inversion laye
assuming that there is no current diffusion component,
derive the following charge flow equation:

I a2I 02¹sI s5
]s

]t
,

I s52ms¹scs , ~1!

where s5*0
dr(x,y,z)dz is the surface charge densit

I s5*0
dJ(x,y,z)dz is the current component along the su
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the leakage current of the wide-gap layer, and¹s is the gra-
dient operator along the surface. The avalanche currentI a in
the photodetector is determined by the well-known Mill
formula7 linking the carrier multiplication coefficientM with
the surface potential of the semiconductor, and the leak
currentI 0 may be determined by assuming for simplicity th
the conductivity of the wide-gap layer is purely ohmic. Thu
we have:

I a5 i aM5
i a

12~cs /c0!
m ,

I 05
V0

R0
, ~2!

wherei a is the avalanche-inducing current,c0 is the break-
down potential of the semiconductor surface,m is an empiri-
cal parameter having values between 1 and 5, andR0 is the
resistance of a wide-gap layer of unit area.

Using the well-known solution of the Poisson equatio
we can derive the following relation between the surfa
potential and the surface mobile charge density for
semiconductor–wide-gap layer structure:7

cs5u01SV2
s

CD2Au0F2SV2
s

CD1U0G , ~3!

where

u05
«qN

C2 ,

q is the electron charge,N is the impurity concentration in
the semiconductor, andC is the specific capacitance of th
wide-gap layer.

We now assume that on the surface of the photodete
substrate there is a single region of radiusr 0, within which
the breakdown potential is lower than that of the rest of
device. We position our origin at the center of a circle
radius r 0, wherec05c01 for r<r 0, andc05c02.c01 for
r.r 0. Taking into account the symmetry of the problem, w
shall use polar coordinates. Then, under steady-state co
tions, Eqs.~1!, ~2!, and~3! yield the following equations for
the surface potential:

324324-02$10.00 © 1997 American Institute of Physics
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i a
12~cs /c0!

m2
V2cs

R0
,

I s52mC~V2cs2A2u0cs!
]cs

]r
. ~4!

By solving Eq.~4! with allowance for expression~2!, we can
study the behavior of the multiplication coefficient along th
surface of the avalanche photodetector. Results of calcu
tions of the avalanche multiplication coefficient as a functio
of the coordinate on the plane of the avalanche photodete
are plotted in Fig. 1. It can be seen that the avalanche m
tiplication coefficients inside the circle of radiusr 0 and at
some distance from this circle, have almost the same valu
despite the different breakdown coefficients in these regio
This is accomplished by the buildup of mobile charge with
the region of radiusr 0, which screens the electric field in this

FIG. 1. Multiplication coefficient as a function of the coordinate on th
surface of a silicon–wide-gap layer avalanche structure withV553.8 V,
r 0510mm, N51.531016 cm23, d50.1mm, m52, i a51023 A/m2,
m50.05 m2/s•V2, C01539.9 V, C02540.0 V. 1 — R050.1 V•m; 2 —
R051V•m, and3— R0550 V•m.
325 Tech. Phys. Lett. 23 (4), April 1997
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outside this region of radiusr 0 ‘‘suppresses’’ the avalanch
process in this region. The influence of the mobile cha
extends as far as the distance from which mobile charges
completely drift into contacts via the wide-gap layer. It c
be seen from the figure that the size of the region where
multiplication coefficient is reduced appreciably as a res
of charge flow, depends on the resistance of the wide-
layer. For example, when the resistance of the wide-
layer is R0550V•m2, which corresponds to a resistivit
531010 V•cm for d50.1 mm, the radius of the photocon
ductor region with reduced multiplication coefficient excee
500mm.

Thus, in order to obtain a uniform multiplication coeffi
cient over the entire sensitive area of the device, meas
must be taken to prevent charge flow along t
semiconductor–wide-gap layer interface. One method of p
venting this flow is to form separatep–n-junctions, having
dimensions of 2–3mm and separated by intervals of
mm, on the semiconductor surface. The results of exp
ments presented in Ref. 8 indicate that the spread of
signal multiplication coefficient in this type of photodetect
does not exceed 10% with an average ofM553103.
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Physical model of the influence of oversize impurities on the radiation hardening

of iron a-alloys

V. V. Rybin and Yu. V. Trushin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted February 5, 1997!
Pis’ma Zh. Tekh. Fiz.23, 77–83~April 26, 1997!

A physical model is proposed for the influence of oversize impurities on the characteristics of
radiation-defect formation in neutron-irradiated iron alloys at low and high irradiation
temperatures. A comparison is made between the theoretical expressions obtained for radiation
hardening at different temperatures and the existing experimental data. For low
temperatures, the agreement was satisfactory, so we can estimate one of the microscopic
parameters of impurity atoms — the relative size of the region of influence of the impurity atoms.
For high irradiation temperatures, the behavior of the radiation hardening of an alloy with
oversize impurities is predicted as a function of impurity size. ©1997 American Institute of
Physics.@S1063-7850~97!03004-8#

Experimental studies of the influence of oversize impu-region I! of interstitial atoms (k5 i ) and vacancies (k5v)
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rities, W, Ti, Ta, Nb, and others, on the radiation harden
(Ds) of iron a-alloys have revealed1,2 that at high irradia-
tion temperatures~;300 °C!, the value ofDs is lower than
that at low temperatures~;50 °C!. In the present paper, w
propose a physical model to explain this decrease, base
the kinetics of radiation point defects at various temperatu
in the presence of large-radius impurities.

Mutual recombination of vacancies and interstitial ato
reduces the total number of radiation defects and there
reduces the radiation hardeningDs, which depends on the
concentration of residual radiation defects, slowing down
dislocations.3–5 By creating fields of compressive stress
around themselves, under irradiation these oversize imp
ties, in the same way as coherent pre-precipitates,6–9, pro-
mote additional migration of interstitial atoms from their r
gions of influence~A! to a region I between the impurities
This creates conditions for enhanced recombination of
cancies with interstitial atoms in region I. In addition, ove
size impurities (j ) may trap vacancies (v) to form vacancy–
impurity (v j ) complexes. Thus, some of the vacancies m
combine in fixed complexes which act as ‘‘stoppers’’ for t
motion of dislocations. At elevated temperatures howev
these complexes may dissociate with the release of va
cies. The recombination in regions I should then be e
more vigorous but the impurities~on average! remain free
from vacancies and their contribution to the slowing of t
dislocations will be typical of the initial unirradiated mat
rial.

We consider the case of a neutron-irradiated alloy at
temperatures (T15323K!. We then assume that: 1! the va-
cancies (v) are fixed and trapped by impurities to for
vacancy–impurity (v j ) complexes, 2! mobile interstitial at-
oms (i ) recombine with vacancies, 3! interstitial atoms mi-
grate from the compressed regions A around impurities
region I, and 4! the v j complexes are sinks for interstitia
atoms.

By virtue of assumption 3!, the rates of generationgk
I ~in
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can be written as~see Refs. 9–11!

gi
I5g1d i , gv

I 5g, ~1!

where g is the rate of generation of Frenkel pairs in th
undeformed material,d i describes the additional migration o
interstitial atoms from regions A to region I:

d i5q jdv j
A ; dv j

A 5g•~r Fe/Rv j !
b,

qv j5E V~RA8 ! f ~RA8 !dRA8

5V~RA!rnCj

5~4p/3!~Rv j
3 2r Fe

3 !rnCj ~2!

is the volume fraction of regions A,V(RA) is the volume and
f (RA) is the size distribution function of regions A with th
radius

Rv j5r Fe1Dr j1r v j
c 5r Fe@11~Dr j1r v j

c !/r Fe# ~3!

for vacancy-impurity complexes,r Fe is the radius of an iron
atom,Dr j5r j2r Fe, r j is the radius of an impurity of specie
j , r v j

c is the size of the region of influence of a vacancy
j -impurity complex,Cj is the relative concentration of im
purities of speciesj , rn is the nuclear density of the matrix
andb is an exponent. The quantityd i may be expressed a

d i5gwv j ,

wv j5~p/2!Cj

Dr j1r v j
c

r Fe
@11~Dr j1r v j

c !/r Fe#
12b. ~4!

Since the radiation hardeningDs(F) reaches steady
state values for irradiation doses of the orderF'1021n
• cm22s21 ~i.e., for irradiation times of'108 s!, it may be
postulated that the defect concentrationsCk are also steady-
state.

Solving a system of steady-state balance equations~see,
for example, Refs. 9–11! for the concentrations of vacancie
(Cv

I ), interstitial atoms (Ci
I), impurities (Cj

I ), and vacancy–

326326-03$10.00 © 1997 American Institute of Physics



impurity complexes (Cv j
I ), it can be shown that almost all
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Eq.
the oversize impurities form complexes with vacancies, i

Cv j
I 'rnCj . ~5!

Thus, at the temperatureT1 the defects formed by irra
diation, at which dislocations will undergo further slowin
should be considered to be: vacancy–impurity comple
(k5v j ), vacancies (k5v), and interstitial atoms (k5 i ). The
total concentration of radiation-induced defects will the
fore be

(
k
Ck
I 5Cv j

I 1Cv
I 1Ci

I . ~6!

At high temperaturesT25573 K, we assume that: 1! the
vacancies are fixed, 2! vacancies do not form stable com
plexes with oversize impurities because of dissociation
high temperature;1! 3! vacancies and interstitial atoms r
combine on impact, and 4! interstitial atoms migrate from
compressed regions A~as atT1) to region I.

Assuming steady-state conditions, as at low tempe
tures, we derive the following relations for the concent
tions

Ci~T2!5
Dv~T2!kv

2

Di~T2!ki
2 Cv~T2!1

gw j

Di~T2!ki
2 , ~7!

Cv~T2!5
ki
2

2m
~12w ja2!FA11

4a2~11w j !

~12w ja2!
221G

2
gw j

Dv~T2!kv
2 , ~8!

whereDk is the diffusion coefficient of defects of speciesk
(k5 i ,v), kk

2 is the sum of the sink forces for defects of typ
k, m54pr R , r R is the radius of spontaneous recombinati
of vacancies and interstitial atoms,

a25mg/Dv~T2!kv
2ki

2 ,

w j5~p/2!Cj

Dr j1r j
c

r Fe
@11~Dr j1r j

c!/r Fe#
12b

~see Eq.~4!!. ~9!

Thus, the total maximum concentration of radiation-induc
defects at high temperaturesT2 is

(
k
Ck5Cv1Ci . ~10!

Compared with the low temperature case@see Eq.~6!#,
the total concentration~10! is considerably lower on accoun
of the increased recombination between vacancies ‘
leased’’ from impurities and additional interstitial atoms m
grating from the regions A of influence of oversize impu
ties.

Analytic dependencesDs}(Ck)
n with the exponent

n,1, were obtained for the radiation hardeningDs as a
function of the absolute concentrationCk of stoppers of type
k. In some studies12–15 this exponent isn51/2 and in others
~for example, Refs. 16–20!, it is n51/3.
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which must be overcome by the dislocations as they mig
through a field of stoppers of various typesk

s5Gb(
k

ak~CkRk!
n, ~11!

whereak is a coefficient allowing for the power of stoppe
of typek, Rk is the size~or radius! of the region occupied by
a stopper of typek, G is the shear modulus of the materia
andb is the Burgers vector.

For an alloy with oversize impuritiesj at temperature
T1, using Eq.~6! we have

Ds j~T1!5s j~T1!2s j
0~T1!, ~12!

where

s j
0~T1!5sFe

0 ~T1!1a jGb~rnCj Rj !
n,

s j~T1!5sFe
0 ~T1!1av jGb~Cv j

I Rv j !
n

1Gb( ak~Ck
IRk!

n, k5v,i . ~13!

Then from Eq.~11!, allowing for Eqs.~5! and ~6!, we write

Ds j~T1!5av jGbB1Cj
n@11~Dr j1r j

c!/r Fe#
n

1Gb(
k

ak~Ck8Rk!
n~Ck

I /Ck8!n, ~14!

where

B15~r Fe rn!@~11Dr v j
c / Rj !

n2a j /av j #. ~15!

Obtaining from Eq.~14! the expression for the radiatio
hardeningDsFe(T1) of iron at temperatureT1 under the
same assumptions as for the alloy, we write

Ds j~T1!'DsFe~T1!1av jGbB1Cj
n

3@11~Dr j1r j
c!/r Fe#

n. ~16!

Performing similar transformations for the high
temperature case, we have

Ds j~T2!'DsFe~T2!2avGbB2Cv

8nDr j1r j
c

r Fe

3@11~Dr j1r j
c!/r Fe#

12b, ~17!

whereCv8 is the concentration of vacancies in pure iron e
posed to high-temperature irradiation,

B25~p/2!nAa2r Fe
n Cj .

By comparing the numerical values of the radiati
hardening of the alloy at low temperatures as given by
~16! ~for n51/2) and the experimental data1,2 it is possible to

TABLE I. Relative changes in the size of the regions of influencer v j
c /a of

vacancy–impurity complexes.

j W Ti Ta Nb
Dr j /a 0.423 0.426 0.436 0.440
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estimater v j
c @see Eq.~3!#, by averaging over the concentra

tions Cj . The values of r v j
c /a are given in Table I

(a52r Fe is the diameter of an Fe atom!.
An example of the dependence ofDs j on Dr j5r j2r Fe

@see Eq.~3!# is plotted in Fig. 1 forT1 according to Eq.~16!
andT2 according to Eq.~17! for Cj50.631022.

It can be seen from Fig. 1 and formulas~16! and ~17!
that at low temperatures the radiation hardeningDs j (T1) of
the alloy increases with increasing size of the impurity ato
because, as these atoms increase in size, they increas
trap vacancies in compression regions. This results in
formation of stoppers for dislocations in the form
vacancy–impurity complexes, as is predicted by our mod

At high temperatures these complexes do not form,
cause of their high degree of dissociation. However,
larger the size of the impurity, the stronger the compress
elastic field it creates around itself~region A!. This means
that the impurity more forcefully ‘‘expels’’ interstitial atom
from its neighborhood and these atoms additionally migr
into region I between the impurity atoms. This serves
intensify the recombination between interstitial atoms a
free vacancies, which at high temperatures are not boun
complexes with impurities. On account of this anomalo
recombination, the concentrations of radiation-induced
fects decrease and the radiation hardening is reduced
effect being greater, the larger the impurity atoms. Figur
shows radiation hardening curvesDs j (T2) for two values of
the exponentb @see Eq.~9!#: b51 andb52. The exponent
b is responsible for the type of decay with distance exhibi

FIG. 1. Radiation hardeningDs j of alloy versusDr j /r Fe ~the relative dif-
ference between the radii of impurity and iron atoms! for low
(T15323 K! and high (T25573 K! temperatures for alloys with oversiz
impurities j5W, Ti, Ta, and Nb~DsFe

exp(T1) andDsFe
exp(T2) are the experi-

mental values of the radiation hardening of pure iron at temperatureT1
andT2).
328 Tech. Phys. Lett. 23 (4), April 1997
s
gly
e

l.
-
e
e

e
o
d
in
s
-
the
1

d

as the decay of the compressive field of the impurity b
comes slower, the radiation hardening of the alloy decrea
more rapidly.

To sum up, a physical model has been proposed for
influence of oversize impurities on the formation charact
istics of radiation-induced defects in neutron-irradiated ir
alloys for low (T1) and high (T2) irradiation temperatures
The theoretical expressions obtained for the radiation ha
ening at different temperatures were compared with the
perimental data. Satisfactory agreement was obtained for
temperatures, which enabled us to estimate one of the mi
scopic parameters of impurity atoms — the relative va
r v j
c /a of the sizes of the regions of influence of the impur
atoms. For high temperatures the behavior of the radia
hardening of an alloy with oversize impurities was predict
as a function of impurity size.

1!Then, the radius of region A will beRj5r Fe1Dr j1r j
c , wherer j

c is the
size of the region of influence of an impurity atom of speciesj .
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Thermocapillary mechanism of pore evaporation during sintering and crystallization

elt-
of YBa 2Cu3O72d

S. A. Churin

Institute of Microstructure Physics, Russian Academy of Sciences, Nizhni� Novgorod
~Submitted December 16, 1996!
Pis’ma Zh. Tekh. Fiz.23, 85–89~April 26, 1997!

The thermocapillary effect is used to explain the phenomenon of shrinkage observed during the
annealing of YBa2Cu3O72d components. The proposed model can be used to estimate the
characteristic time taken for pores to reach the surface of ceramic samples. ©1997 American
Institute of Physics.@S1063-7850~97!03104-2#

One method of crystallizing YBa2Cu3O72d involves and CuO phases are formed as a result of incongruent m
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partial melting followed by slow cooling of the samples
furnaces with a temperature gradient.1,2 The samples are pre
pared by pressing stoichiometric powder into suita
shapes. Immediately after pressing, the sample is placed
muffle furnace where it is sintered at temperatures
9002960°C for several hours. During the sintering proce
the density of the sample increases from 3–3.5 g•cm23 to
4–5 g•cm23. A further increase in density is then achiev
in crystallization furnaces. Observations reveal that the
of shrinkage is highest at the start of annealing or crysta
zation. At a temperature gradient of 5 °C•min21 in the range
8002940°C, the sintering process is mainly complet
within 30 min. The shrinkage time during the crystallizatio
process is 0.5–1.5 h at;1000°C. Annealing of the sample
followed by crystallization is accompanied by various ph
nomena. First, as has been noted above, the density o
sample increases because of a reduction in the volume o
pied by the pores. Second, when cylindrical samples are
nealed, changes in the geometry occur on account of
external diameter. Third, a deviation from stoichiometry
observed — a green deposit appears on the outer surfac
the cylinder~the Y2BaCuO5 phase is formed!. Fourth, the
onset of shrinkage and the formation of the BaCuO2 and
CuO phases is observed at the same temperature.

This combination of phenomena may be explained
means of the thermocapillary effect. The thermocapilla
drift of air bubbles in water was studied in Ref. 3, and dro
lets of a viscous liquid in another liquid filling the entir
space were considered in Ref. 4. In the present case
propose a model to determine the drift velocity of a pore i
partially molten sample, where the dependence of the sur
tension, not only on temperature but also on the concen
tion of the liquid phase, must be taken into account.

We consider an isolated pore in a YBa2Cu3O72d ce-
ramic, situated in a field with a temperature gradient~see
Fig. 1!. At this point, it should be noted that during extern
heating, a temperature gradient will always exist in the cr
section of the sample because of its finite thermal conduc
ity. For simplicity, we assume that the pore is a cylinder
length l and radiusR0 and we assume that the temperatu
T2 exceeds the incongruent melting temperature of
YBa2Cu3O72d ceramic. We also postulate that the BaCu2
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In this case, the surface of the pore begins to be coa

with a layer of liquid phase and sinceda/dT<0 (a is the
surface tension!, a shearing stress begins to act on the inci
ent surface of the liquid phase, inducing a flow of the liqu
phase along the surface of the pore into the low
temperature zone. To determine the velocity of the liqu
phase, the following hydrodynamic equation can be writ
in cylindrical coordinates:

h
1

r

d

drS r ]vz
]r D50 ~1!

with the boundary conditions

vzur→`50, ~2!

h
]vz
]r

ur5R0
52

da

dz
, ~3!

whereh is the viscosity of the liquid andvz(r ) is the veloc-
ity of the liquid phase. Here we neglect any change in
density and viscosity of the liquid over the volume. The s
lution of Eq. ~1! with the boundary conditions~2! and~3! is
given by the function:

vz~r !52
R0

h

da

dz
lnr1C2 . ~4!

From the first boundary condition we obtain an express
for C2:

C25
R0

h

da

dz
ln~nR0!. ~5!

Here,n>1 characterizes the region involved in forming th
flow of liquid phase. It is assumed that the liquid phase flo
over the surface of the pore and thus no divergence occu
the pointr50. The inclusion of pointsr50 within the limits
of integration would also imply that there is no pore at t
given point. Finally, we obtain the following expression f
vz(r ):

vz~r !52
R0

h

da

dz
ln
nR0
r

. ~6!

We define the flow rate of the liquid phase per unit time p
unit pore length as:
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da
5

]a dT
1

]a dCl
, ~10!
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6

DQ5E
R0

nR0
vz~r !dr. ~7!

The lower limit of integration coincides with the pore radi
~we neglect the thickness of the film on the pore surfa!
while the upper limit is defined as half the distance from
neighboring pore. After integrating, we obtain

DQ5prR0
3 1

h

da

dzS 12 ~n221!2 lnnD , ~8!

wherer is the density of the liquid phase. From Eq.~8! we
obtain the pore velocity

vpore5
R0

h

da

dzS 12 ~n221!2 lnnD . ~9!

In expression~9! we have

FIG. 1.
330 Tech. Phys. Lett. 23 (4), April 1997
dz ]T dz ]Cl dz

whereCl is the concentration of the liquid phase. Express
~9! can be used for a numerical check of the proposed mo
of pore evaporation during the sintering and crystallizat
of samples of the high-temperature superconduc
YBa2Cu3O72d . We find the velocity of a pore of radiu
R051025 m in a field with the temperature gradien
20°C•cm21 for the case whereh5100 Ncm22 ~Ref. 5! and
]a/]T521 g•s22K21, neglecting ]a/]Cl and setting
n52. We find thatvpore.231027 m•s21. We assume tha
the characteristic distance which must be covered by a p
before it reaches the surface is 2 mm. We then find that
annealing time is 104 s, which is of the same order of mag
nitude as the observed value. The severalfold difference m
be explained by the fact that we neglected]a/]Cl and we
disregarded the pore size distribution in the bulk of t
sample. It should be borne in mind that as the pores mo
they increase in size by merging with smaller pores. Th
the pore velocity increases and the time taken for the por
leave the sample decreases. The proposed model ma
used to assess the loss of stoichiometry by YBa2Cu3O72d

targets in the course of their fabrication and utilization.
This work was carried out under Project 95032 in t
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Problems in the Physics of Condensed Media.’’
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AlGaAs/GaAs-heterostructure cw laser diodes with a working output optical power

of 3 W ( l50.81mm) and an operating life of 2000 hours

D. M. Demidov, N. I. Katsavets, R. V. Leus, A. L. Ter-Martirosyan, and V. P. Chaly 

ZAO ‘‘Semiconductor Devices,’’ St. Petersburg
~Submitted February 5, 1997!
Pis’ma Zh. Tekh. Fiz.23, 90–94~April 26, 1997!

Quantum-well AlGaAs/GaAs heterostructures with separate confinement have been used to
fabricate laser diodes emitting at 0.81mm, with a cw output optical power of 4 W and an operating
life of more than 2000 h at a power of 3 W and a temperature of120 °C. © 1997
American Institute of Physics.@S1063-7850~97!03204-7#

High-power laser diodes are being increasingly widelyW at 152 °C. In this case, the threshold currents (I th) were
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used in various fields of medicine~ophthalmology, surgery
and oncology!, quantum electronics~as pump sources fo
solid-state lasers!, robotics, geology, spectroscopy, and oth
areas, because of their small size and weight, their high
ficiency, low energy consumption, and the feasibility of d
rectly modulating the radiation intensity. The problems
increasing the output optical power and the operating life
these laser diodes are therefore top-priority. The presen
per is a continuation of a series of studies1–3 and deals with
the development of high-power cw laser diodes having
operating life of several thousand hours.

The laser diodes were fabricated using quantum-w
AlGaAs/GaAs heterostructures with separate confinem
grown by molecular-beam epitaxy. A detailed description
these heterostructures and their growth conditions can
found in Ref. 1.

The laser diodes consisted of three stripe emitters, i
grated on a single substrate but not optically coupled. E
emitter comprised a phased laser array, constructed on
‘‘shallow mesa with additional insulation’’ principle, with a
interstripe optical coupling coefficient regulated by varyi
the etching depth of the mesa.2 Profiled heterostructures wer
produced by ion etching via a photoresistive mask, usin
partially neutralized, collimated beam of up to 1000 eV
gon ions. The total width of the emitting area of the las
diode was 550mm. A reflecting coating~reflection coeffi-
cient higher than 95%! was deposited on the rear face of t
laser diode, while the front face had an antireflection coat
~reflection coefficient around 10%!. After the coatings had
been deposited on the cavity mirrors, the laser diodes w
soldered to a nickel-plated copper heat sink with
p-layers facing downward.

A calibrated Coherent LaserMate power meter was u
to measure the power-current characteristics, spectral m
surements were made using a KSVU-23M spectral comp
and an apparatus described in Ref. 4 was used for near-
far-field measurements.

Figure 1a shows power-current characteristics of the f
ricated laser diodes operating in the cw mode at heat
temperatures of1 20 °C and1 52 °C. The maximum optica
output power (P) without any appreciable deterioration
the differential quantum efficiency was 4 W at120 °C and 3
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1200 mA (j th5240 A/cm ) and I th 1600 mA (j th5320
A/cm2), and the differential quantum efficiencies were 45
and 40% at heat sink temperatures of120 °C and152 °C,
respectively. The width of the lasing spectrum at ha
maximum was less than 2 nm~see Fig. 1b!, so that these

FIG. 1. Watt–ampere characteristics of cw laser diodes at different temp
tures~a! and typical lasing spectrum of a three-stripe laser diode at a pu
current of 5 A and a temperature of 20 °C~b!.
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laser diodes can be used for efficient pumping of Nd31 ions
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FIG. 2. Typical characteristics of a three-stripe laser diode at a pump cu
of 5 A and a temperature of 20 °C: a — near field and b — far field.
332 Tech. Phys. Lett. 23 (4), April 1997
in YAG:Nd solid-state lasers.
Near-field measurements~shown in Fig. 2a! revealed

that the optical flux intensity was almost the same in all th
emitters, which suggests that the parameters of the laser
erostructure are highly uniform. Since the high-power la
diodes were fabricated using phased arrays with a low in
stripe optical coupling coefficient, a typical far-field patte
~Fig. 2b! comprised the weakly modulated field of an ind
vidual component of the phased array.

To determine their operating life, the laser diodes we
tested at an elevated heat sink temperature of152 °C and an
output optical power of 3 W for 100 h, which corresponds to
2000 h at120 °C~Ref. 5!. The decrease in the optical powe
of the laser diodes after testing did not exceed 2%.

To sum up, we have succeeded in fabricating and inv
tigating high-power laser diodes (P54 W, l50.81mm!
with an operating life longer than 2000 h. These diodes
extremely interesting for efficient pumping of Nd31 ions in
YAG:Nd solid-state lasers.
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