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Computer simulation is used to study two-dimensional dendritic growth in a medium susceptible
to phase separation. It is shown that in this highly nonequilibrium system, cyclic changes

in the dendrite morphology may accompany a continuous change in the concentration of phase-
stratifying impurity. A close analogy is noted between this phenomenon and the reentrant
phase transitions in liquid crystals. ®997 American Institute of Physics.
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Attention is now being focused on many different sys- 2. The salt flux density at each timer at the crystal—
tems (hydrodynamic, chemical, biological, and otheim  solution interface is given by:
which abrupt changes in the properties and symmetry are |,
observed at certain critical values of the thermodynamic 1=b(Cs Caad(Cs5~ Co/Css.
fluxes and forces(so-called kinetic phase transitiorls®  whereCg s is the density of the solid sal€; is the instanta-
One of the most interesting systems which is of practicaheous density of the salt in the cell bordering on that
importance but difficult to study is the nonequilibrium which crystal growth is taking placeCs, is the saturation
growth of crystals from a solution/melt with appreciable concentration of the solution, arwis the kinetic coefficient
supersaturation/supercooling, leading to the growth of skelof crystallization. The impurity flux density at the crystal—
etal and dendritic form&. The morphological characteristics solution interface is calculated assuming that the impurity is
of these dendritic structures are predominantly studied bgompletely expelled by the growing crystal. The bulk fluxes
computer simulation methods because of the mathematic&€ calculated using the diffusion equation for the flux den-
difficulties involved in the analysi. sity i_n_dilute _so_lutioné (for w_hich the impurity diffusion

Studies of dendritic growth in a fairly strongly super- coefficientD, is introducedl. It is assumed that the fluxes of

saturated solution in the presence of a second componeme salt and the second component in the solution are unre-
which, on being repelled by the moving crystal surface and2t€d- o

reaching a certain concentration, is transformed into a differ- > Yhen the salt concentration in the cell reachigs,

ent phase, thereby creating local obstacles to growth, are 6lf1e cell is colored and the next cell nuclei become the nearest
major theoretical interébtand also have useful practical N€!9NPOrs to the cell. We shall assume that when the impu-

applications’ Media of this type may include a protein—salt rity being expglled reaches the concentratiiyy,, it is con-
) : . g . .~ verted to a different phase, whereupon no fluxes can pass
solution, in which the protein is converted into a liquid-

crystal or gel phase as a result of crystallization of the salt. tEreogng the cell and it is impossible for salt to crystallize in

similar system was analyzed previously by the authors using This model has five controlling parameters: the relative
a computerr-model® It was shown that during the growth of supersaturation @, ;— Ces)/Cens  the relativé density
a skeletal crystal in this phase-stratifying medium, both B ‘ o '
continuous change in morphology and an abrupt change {Cos™Coin)/Css, the stability parametebL/Ds, the rela-
o " tive impurity mobility Ds/D,, and the relative impurity con-
kinetic phdasle transllt|on h_ are o?}sefrve(;. Here we use thfzenth,m/Cp,s. On the basis of the aim stated in the intro-
same model to analyze the growth of a dend@estructure  y,ctory section, the first three parameters will have only the
which occurs in the presence of large deviations from equifjyaq values(0.9, 0.68, and 0.15, respectivilyfor which
librium as compared with a skeletal structufe a phase-  gengrites with tertiary branches are formed in the system
stratifying medium. . according to the results presented in Reftt& values of the
~ Crystal growth is simulated using themodel proposed  coefficients refer to NaCl saltThe fourth parameter is taken
in Ref. 8. We note the main features of this model. to be 19.5(which corresponds to the ratio of the diffusion
1. The calculations are made on a square grid whergpefficients of NaCl and albumin protgin
each square is of dimensian The time interval after which The sequence of structures obtained during the growth of
the concentration fields are recalculated is taken to be thg dendrite in the presence of an increasing relative concen-
time for relaxation of the concentration between two neigh+ration of impurity is shown in Figs. 1a—1e. With increasing
boring cellst=L2/(2Dy), whereDy is the coefficient of dif-  impurity content, the impurity converted to a different phase
fusion of the crystallizing componersaly. Each cell is as- at first gradually fills the interbranch spaces, which negligi-
signed a specific concentration of s@lf and impurityC,  bly influences the structure of the growing dendrisee
and initially, the concentrations in all the cells are the sameFig. 13. When the relative impurity content is in the region
Cs,in andCy iy, respectively. of 0.56, the action of the impurity leads to the formation of a

n
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FIG. 1. Morphology of dendrite growth accompanying changes in
the relative initial impurity conten€, ;, /C, s: 0.53(a), 0.56(b),
0.59(c), 0.64(d), and 0.67(e). The black shows the salt distribu-
tion and the gray shows the impurity transferred to a different
phase. For convenience only the distribution of the impurity trans-
ferred to a different phase is shown in the bottom right quadrant.

dendrite predominantly with only secondary branckiese This cyclic change in morphology demonstrated by com-
Fig. 1b. It was concluded from earlier studiBshat the sim-  puter simulation has also been observed in various experi-
plification of the structure initiated at this point should con- ments. For instance, it was shown in Ref. 9 that the habit of
tinue and the interbranch spaces should gradually increasige crystals formed from vapor may undergo periodic repeti-
In this case, however, at relative impurity concentrations ofion with changes in supercooling.
0.58-0.63, the dendrite acquires further branches including The results of our computer simulation suggest that cy-
tertiary onegsee Fig. 1¢ However, when the impurity con- clic changes in morphology take place in this system. It may
tent is 0.64, the dendrite morphology again reveals only sete said that cyclic kinetic phase transitions take place in this
ondary branchegsee Fig. 19 When further impurity is  highly nonequilibrium system. It is knows that kinetic
added, the dendrites again acquire further branches includinghase transitions are commonly described using the termi-
tertiary onegsee Fig. 1eand this is followed by a very rapid nology and approaches developed in the physics of equilib-
transition to underdeveloped crystal structures. rium phase transitiongsuch as the concept of the order pa-
This cyclic repetition of structures can be attributed torameter, Landau theory, and so fortfrhe phenomenon of
the fairly strong nonequilibrium of the growth process in areentrant phase transitions discovered for some organic sub-
phase-stratifying medium. The morphology of the growingstances forming a liquid crystal phase is familiar in the phys-
structure is influenced by two interrelated parameters: supefes of liquid crystalsi® Reentrant transitions are character-
saturation at the crystal—solution interface and localized oby,eq py a cyclic sequence of phases which gradually replace
stacles to growth formed as a result of the nonuniform congach other with continuously varying temperature. This ef-
version of the impurity to a different phaséypical fect has not been fully described in the specialist literature,
feedback In fact, as the impurity concentration increases,jthough it can be qualitatively attributed to the presence of
the transition from the structure shown in Fig. 1a to that iny,, interacting orientational and translational order
Fig. 1b takes place as a result of phase stratification of thBarameteré.l By using a qualitative analogy, we can de-
impurity near the growing secondary branches, which iMcipe the sequence of morphologies obtained in the present
pedes diffusion and takes place almost simultaneously ity qy with varying impurity content, as a kinetic reentrant
the growth of these branchéhe transition from a structure yangjtion. The quantitative changes in the structures are not
with tertiary branches to one with secondary branches Qe annreciable in these reentrant kinetic phase transitions
Figs. 1c and 1d can be explained similarifhe transition ¢, instance, the fractal dimension of the structures changes
from t'he structure shown in Fig. 1b to tlhat in Fig. 1c can bevery little, 1.61+ 0.02, see Fig. Lalthough the symmetry of
explained by the fact that the dendrite branches becomg o', rphotypes changes periodically, and this may correlate

thicker as a result of the earlier phase stratification of the ... o cyclic changes in symmetry accompanying the re-
impurity, and in these salt and impurity concentration ﬁelds’entrant phase transition

conditions are created for the formation of tertiary branches.

The last transitiorisee Figs. 1d and lénitiated by a change

in the impurity content in the system, is caused by an in-

crease in the interbranch spacing and enlargement of the in-

terbranch spaces QUrlng the growth process. AS a Consel_H. Haken, Synergetics: An IntroductiokSpringer-Verlag, Berlin, 19%7
quence, the density of the crystal structure is reduced, [ryss. transl. Mir, Moscow, 1980

conditions are established for freer movement of impurity 2p. Glansdorff and I. PrigogineThermodynamic Theory of Structure,
from the growing Crysta| surface, and at the same time, the Stability and FluctuationgWiley, New York, 197) [Russ. transl. Mir,
yicmity of Fhe solution ne_ar the Cry.StaI becomes Ie_ss dgpleteqyosgggr,llz?;ials (Plenum Press, New York, 1988Russ. transl. Mir,
in salt. This leads to rapid branching of the dendrite with the \oscow, 1991

formation of tertiary branches. 4J. S. Langer, Rev. Mod. Phys2, 1 (1980.
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X-ray monitoring of the filling of cluster lattices in synthetic opals
V. V. Ratnikov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted December 15, 1996
Pis'ma Zh. Tekh. Fiz23, 7-10(July 12, 1997

It is proposed that the filling of cluster lattices in synthetic opals can be monitored by
measurements of the absorption of x-rays. It is demonstrated that the degree of filling of the
pores in the opals depends on the method of incorporating In, Te, and HgSEQ9®American
Institute of Physicg.S1063-785(07)00207-3

Fairly perfect crystals of synthetic opals, comprising a pgf
system of close-packed spheres of amorphous,, S2000— Px(op) (%)= — X100 2
2500 A in diameter, have now been prepared. These large Px
spheres may consist of smaller sphe@80—-400 A in diam-  gives the percent filling of the opal with substanceHere,
eten which are made up of even smaller sphere§0 Ain  py (g/en?) is the density of the filler substance and the ef-
diametert The octahedral and tetrahedral voids between thdective densitiepS’ (g/cn?) of the substances = In, Te, or
spheres together with their connecting channels form a sd4gSe incorporated in the opal were obtained from measure-
called cluster lattie — a regular three-dimensional system of ments of the x-ray absorption by opals incorporating fillers:
voids which, when filled with different materials, yield ob-
jects with interesting electronic and optical properfiéghe pef ©)
different subsystems of pores and channels in synthetic § (ulp)xXt
opals, their methods of filling, and the filler composition pro- Heret (cm) is the sample thicknesk, and! are the incident
duce cluster lattices having a wide range of properties.  ang transmitted x-ray intensitietcounts/s, respectively,
However, the structure of these new objects has not bee(r)u/p)aSio2 (cm?lg) is the mass absorption coefficient of
studied in sufficient detail. The most important structuralgmorphous SiQ ng (glcn®) is the density of the initial
characteristics of opal lattices include the porosity and th%pal, which is 1.28 g/chaccording to the measurements
degree of filling of the voids and channels by incorporatedyagde in Ref. 4, il p), (glcn®) is the x-ray mass absorption
substances. The author has used measurements of the absQ{gxfficient of a substance having the density, (g/cn®)
tion of x-rays propagating through these objects to determinﬁ"ing the pores in the opal. Values ofu(p)25%=234.67
these parameters. _ . cn?/g and p?S'%=2.22 g/cni were obtained by measuring
X-ray absorption porosimetry was performed using aihe apsorption of x-rays propagating through a futedor-
standard x-ray source, and suitable collimation of the x-ray$noug quartz plate. The values of(p), for x = In, Te, and
allowed the measurements to be made for a portion of thﬂgse and, for In and Te were taken from Ref. 5. Since the
sample defined by the beam size. _ density of HgSe differs for the sphalerite and wurtzite
The measurements were made using monochromatighases, an x-ray diffraction pattern was obtained for opal
CuKq, radiation with a beam cross section of 05 mm.  containing HgSe. This revealed that the HgSe in the opal
Particular attention was paid to the stability of the incidentcrystallizes in the form of a polycrystalline material with a
intensity 1o, for which the relative measurement error wassphalerite lattice. Thus, the valggs=8.26 g/cni (Ref. 6
+0.1%. The relative error in the measurements of the transwyas used for the calculations.
mitted intensityl depended on the sample thicknéssd the The results of measurements of the degree of filling of
type of substance filling the cluster lattice, and did not exthe pores in opals with indium, tellurium, and mercury se-
ceed+5%. The error in the micrometer measurements of thedenide are given in Table I. The filing was accomplished by
sample thickness did not exceed0.2%. As a result, the immersing the opals in a solution of filler salts or by immer-
relative measurement error for the density and the porositgion in a melt(including under pressuye

IN(1o/1) = (ul p)3SC%x p& Xt

did not exceedt 5.5%. It can be seen from Table | that the method of filling
The porosity of the initial opals?,,, required to deter- from a Te melt under pressufsample No. bgives a degree
mine the percent filling of the pores in the opal, of filling three times higher than immersing the opal in a

solution of Te salts followed by reducing the salts to elemen-
Pyop tal _Te (sample No._ 4 The perpent fiIIing of the pores
Py(pon(%0) = 5 x 100, (1)  achieved by immersing the opal in a solution of In salts was
op higher: for sample No. 3P,,=23.87% of the entire pore
volume was achieved. If the In content in this opal is taken
was determined previouélyy x-ray absorption porosimetry relative only to the volume of the large poré6% of the
and showed negligible difference between single-crystabpal volume, their percent filling as reported he{88.82%)
(42.35% and polycrystalling42.50% opals. shows good agreement with the results of liquid porosimetry
In formula (1) (40% as reported by D. A. Kurdyukav
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TABLE |. Effective densitypjf (x=In, Te, HgSg, degree of opal fillingP,(y, and filling of opal pores

Px(por-

Sample No. p¥, glen? Pxop)» % Pypory» %0 Remarks

1. Opah-In 0.32 4.36 10.30 Filling from solution of In salts
3. Opak-In 0.74 10.10 23.87 As above

4. Opak-Te 0.15 2.38 5.60 From solution of Te salts
5. OpaktTe 0.47 7.58 17.83 At high pressure from melt
6. Opah-HgSe 0.83 10.08 23.70 From gas phase

Thus it is subsequently advisable to use combined meahat the degree of filling of the pores depends on the method
surements of the integrated porosigyrays and the volume of filling, and it has been demonstrated that the filler distri-
of the open porediquid porosimetry to distinguish between bution profile over the sample thickness can be determined.
the closed and open pores. The values of the integrated po- The author would like to thank D. A. Kurdyukov for
rosity obtained from optical measurements of the refractivesupplying the samples and L. M. Sorokin for useful discus-
index may be distorted by foreign substances adsorbed asions.
the surface of the pores during synthesis of the opals, and by The work was supported by the Russian Fund for Fun-
residual gases in closed pores. damental ReseardiiNo. 96-02-16948a

It is also interesting to study the distribution profile of
the incorporated substance over the thickness of the opal
wafers. The initial sample- No. 1 compri}?(a'Z mmthiCk- ‘< V. G. Balakirev, V. N. Bogomolov, V. V. Zhuravleet al, Kristal-
wafer. Ur_1der th_e assumption that the In distribution profile is lografiya38(3) 111(1993 [Cwsta”og'r. Rep3s, 348 (1993, :
symmetric relative ta=(1/2)t,,, the sample was ground on 2y "\, Bogomolov, S. A. Ktitorov, D. A. Kurdyukoet al, JETP Lett61,
one side to (1/2),, and measurements of the transmitted 753(1995].
x-ray intensity were made as the sample thickness was reggé ’\é-zgf(’fggmﬁo]'ovv D. A. Kurdyukov, A. V. Prokofewt al, JETP Lett.
duced from the outside in steps of several tens of miCromesx,; "\, "oy, Fiz. Tverd. Telast. Petersbuigd9, (1997 [Phys. Solid
ters. The linear dependenceltaf(t) indicated that there was  state39, 1997 (in press.
no In concentration gradient in the sample. S5A. Guinier, Theorie et Technique de la Radiocristallographi®unod,

To sum up, xray porosmety can be used to measurg s, 1l vl Caag poscow 16
the degree of filling of cluster lattices in synthetic opals. ’ ' ' o '
Various fillers(In, Te, and HgSehave been used to show Translated by R. M. Durham
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The possibility of using a modulation photoreflection method for diagnostics of ion-implanted
layers in silicon carbide is considered. It is shown that the photoreflection method can

be used to determine the layer thickness and also the variation in the optical parameters of the
layer as a function of the implanted ion dose. 1©97 American Institute of Physics.
[S1063-785(17)00307-9

Serious attention has recently been paid to studying thand allowed a better assessment of the limiting capabilities
possibilities of using photothermal methods for diagnosticof the method.
of semiconductor materials.The most commonly used The results of an investigation of the photoreflection sig-
method for this purpose is a photoreflection meth8e¢a-  nal as a function of the modulation frequency for silicon
pable of providing high sensitivity and good spatial resolu-carbide samples implanted with different doses of Hens
tion, and also of performing nondestructive measurementsyre plotted in Fig. 1. The measurements were made at fixed
The photoreflection method has been successfully tried oyhodulation frequencies, which were gradually increased
on various materials such as #Refs. 4-11 and GaAs  from 94 kHz to 12 MHz. It can be seen from these results
(Refs. 1, 12, and 13 that the degree of implantation has a strong influence on the

In addition, increasing attention has recently been paigytoreflection signal. A characteristic feature of using the
to the applications and development of methods of diagnosspotoreflection method under these conditions is the highly
tics for W|de-gap_st—;-m|conduct01r§,part|cularly silicon car-  honmonotonic dependence of the signal on the implantation
bide. A characteristic feature observed when the photorefle(aose. For a silicon carbide sample with a dose f1%'°

tion method is used to study these semiconductors is thgm_z, the signal phase is shifted by 180° relative to samples
deep penetration of the pump and probe radiation into th?vith doses of 18 cm™2 and 165 cm™ 2. This behavior of the
material. This behavior is not typical of semiconductors sucfb

: . otoreflection signal for silicon carbide differs substantially
as Si and GaAs and occurs because the photon energies O

i m that of silicon and GaAs, for which the signal increases
the pump and probe lasers are substantially lower than th%irly monotonically with implantation dosk

band gap. In this context, it is interesting to examine the For a more detailed study of the characteristics of for-

characteristics of using the photoreflection method for diag- .. . . N .
. . . mation of the photoreflection signal in silicon carbide, we
nostics of wide-gap semiconductors.

Here we examine the possibility of using the photore_lnvesngated its behavior on transition from the implanted to

flection method for diagnostics of ion implantation processeéhe unimplanted zone. Figure 2 gives results of measure-

in silicon carbide. We used a modified version of the photo—ments of the optical reflection coefficient, amplitude, and

reflection method described in detail in Ref. 15, where '[heDhase of the photoreflection signal when the sample is swept

photoreflection signal was excited and recorded at the sanff"Pendicular to the interface between these zones. Over the

wavelength. The radiation source in this photoreflection mi-SWeep. the depth of the implanted layer remains constant

croscope was a semiconductor laser with a power of approxgince the ion energy is fixed at 3 keV.5 At tf\ze same time,
mately 10 mW at 785 nm. The laser radiation was focused€Ctions with doses ranging fromeiOll cm< to com-
onto the surface of the object in a spot of aroundr@. The pletely unimplanted zones are sequentially passed through.

modulation frequency of the radiation varied between 1001 Nis nonmonotonic behavior of the optical reflection coeffi-
kHz and 12 MHz. cient during sweeping indicates that a thin optical layer is

The experiments were carried out using 6H—sicformed on the surface of the sample as a result of implanta-
samples grown by the Lely method, implanted with 37 kevtion. The position of the photoreflection signal maximum
He' ions. Samples implanted with three ion doses were stugdoes not coincide with the maximum of the optical reflection
ied: 10 cm™2, 10" cm™2, and 5x 10 cm~2. One of the coefficient and is observed at a dose substantially lower than
samples contained a boundary between an unimplanted zofe< 10" cm™ 2. Note also that, as can be seen from the data
and a zone implanted with a dose ok80" cm 2. The plotted in Fig. 2, the phase of the photoreflection signals in
implantation of comparatively low-energy, light, Héons  the zone with an ion dose of>%510™ cm™? differs by 180°
caused little change in the optical properties of the sampleom the zones with doses of ¥ocm 2 and 16° cm 2. In
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FIG. 1. Behavior of the real and imaginary parts of
the photoreflection signal as functions of the modu-
lation frequency for three silicon carbide samples
implanted with 37 keV Hé ions. The measure-
ments were made at frequencies of 0.094, 0.125,
0.200, 0.300, 0.500, 0.750, 1.00, 1.60, 2.50, 3.00,
: 4.00, 6.00, 8.00, 10.00, and 12.00 MHz. The arrows
-5 d indicate the photoreflection signal corresponding to
: a frequency of 12 MHz.

ImS, arb. units

ReS, arb. units

addition, as can be seen from Fig. 2, the amplitude of the In accordance with the results of Ref. 17, the change in
recorded photoreflection signal does not decrease to zero ahe refractive index of completely amorphized silicon car-
crossing the boundary between the implanted and unimbide is approximately 30% of the value for the unimplanted
planted zones, although a zone with a clearly defined redugnaterial. Thus, at doses significantly lower than the amor-
tion in signal amplitude is observed. There is no one pOSitiorbhization threshold, it may be assumed that the changes in
where the ph(_)toreflection signallva.mishes during sweeping,s real and imaginary parts of the permittivity caused by
because the size of the laser ra_dlatlon spot on the surface %plantation are small compared with the permittivity of the
the sample, 2um, was not sufficiently small. unimplanted SiC. The concentration of defects induced in the

We shall now briefly consider a model capable of ex- : . :
- . . .. semiconductor by implantation at doses below the amor-
plaining the main experimental results. In accordance with

Refs. 1-4, the photoreflection signal may be generally eXphization thrgshold is a!oproximated byadependencg propor-
pressed as tional to the implanted ion dog&.In the present case, it can

therefore be assumed that the changes in the real and imagi-
nary parts of the permittivity are also proportional to the
S=A<£AT+§AN> (1) implanted ion dose. Then, using the relation between the
aT dN ’ refractive index and the permittivity components, one can
whereA is a proportionality factorR is the coefficient of ~Show that the changes in the refractive index and the absorp-
reflection from the object for the optical radiation intensity, tion coefficient should also be linear functions of the dose.
AT are the fluctuations in the surface temperature of the Known methods of calculating the reflection of optical
sample, andAN is the change in the concentration of free radiation from thin layers can be used to determine the co-
carriers generated by the radiation. efficient of reflection from SiC with an implanted lay®r.
Since the photon energy of the radiation used in the phoFor our particular case it should be assumed that the change
toreflection experiments is less than the band gap of silicoin the refractive index at the interface between the implanted
carbide, no free carriers are generated directly by the lightand unimplanted SiC is small, almost no 785 nm light is
Thus, the photoreflection signal in this case is only assocCinpsorbed in the unimplanted Sf€,and the condition
ated with the excitation of thermal waves in the object and is,q«<1 is satisfied & is the coefficient of absorption of ra-

described by the first term in expressi. . diation in the implanted layer andi is the thickness of the
The optical and thermophysical properties of the 'm'implanted layer

planted layer must be taken into account to determine the To determine the photoreflection signal as given by ex-

photoreflection signal from the implanted silicon carbide. It ressior(1), we need to know the temperature fluctuations at
was shown in Ref. 16 that a three-layer optical model can b ' . . P
e surface of the object, which should be calculated assum-

used to describe the characteristics of formation of the phof[— ) ) )
toreflection signal over a wide range of implantation dosednd that light is absorbed and thermal waves are excited pre-

allowing for amorphization of the semiconductor material. dominantly in the implanted layer. For typical implanted
One of these layers is used to describe the layer of amofayer thicknesses and thermal wavelengths in SiC up to fre-
phized material. In our case, the implantation of comparaduencies of 1 MHz, we can assume that the generation of
tively low-energy, light, H& ions caused no amorphization thermal waves is purely a surface process. Confining our-
of the material, so we used a single-layer model to model theelves to this frequency range, we immediately obtain the
optical properties of the implanted layer. final result for the photoreflection signal
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FIG. 2. Behavior of the photoreflection signal and the reflection coefficient

when the interface between the implanted and unimplanted zones is swept.

The implantation dose in the implanted zone was1®'° cm 2, the sweep  described by the linear functionsn=7y,D and a=y,D

step was 0.5um, and the modulation frequency was 1 MHz. The letters (, anq ., are proportionality factojs The refractive index

A, B, and C refer to sections with implantation doses of'4010'%, and . f

5% 10 cm-2. no for 6H-SIC at\ =785 nm is between 2.61 and 2.GRef.
21). Experimental data on the reflection coefficient and the
photoreflection signal for various implantation doses may be

used to determine the parameters of the implanted layer.

1+3ny—2n3 e , )
S=adA'{ny—1+ ———— (ng—1) Here, a similar problem was solved by simultaneously mini-
No(No+1) mizing the rms error for the deviations between the theoret-
No—2 4mnd an 1+ng— |c_al and experimental data _obtal_ned for the reflection coeffi-
+2 An|cos P . cient and the photoreflection signal. The results of these
No+1 A 4m No(No+1) calculations are plotted in Fig. 3. When the refractive index

2.rd mnd of silicon carbide was taken as,=2.64, the following

+(ng—1) N An|sin x , (2 values were obtained for the other parameters:

¥1=6.48<10" Y cm ?, y,=1.10<10 *? cm, andd=243
whereA’ =A (32,/gK) [ng/(1+ng)°] (dng/dT), lgisthe  nm. On the basis of these data, the change in the refractive
optical radiation intensity,g=\iw/k, w=2=f, f is the index atthe maximum implantation dose ok80'° cm 2 is
modulation frequencyK andk are the thermal conductivity 12% of the value for the unimplanted material and the ab-
and the thermal diffusivity, respectively, is the refractive  sorption coefficient is 6.8 10° cm™ 1. Thus these results in-
index of the unimplanted materiahn is the change in the directly support the assumption that silicon carbide does not
refractive index caused by implantation, arthg/oT) is the  undergo complete amorphization under these conditions.
variation in the refractive index of silicon carbide with tem- Then, in accordance with procedures developed to determine
perature. the parameters of implanted layéfsthe depth of the im-
Expression(2) can be used to determine the photoreflec-planted layer for 37 keV He ions is 220 nm. Hence the
tion signal for different implantation doses provided that thethickness of the implanted layer determined by the photore-
thickness of the implanted layer and the dose dependences fiéction method shows good agreement with the known
An anda are known. In accordance with the results of Ref.value.
18, we shall assume that for this particular case, the depen- To sum up, these results have shown that the photore-
dences ofAn anda on the Hé ion implantation dos® are  flection method using incident radiation within the transpar-
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Amorphous silicon and germanium films for uncooled microbolometers
T. A. Enukova, N. L. Ivanova, Yu. V. Kulikov, V. G. Malyarov, and I. A. Khrebtov

S. I. Vavilov State Optical Institute, All-Russian Science Center, St. Petersburg
(Submitted February 17, 1997
Pis'ma Zh. Tekh. Fiz23, 21-26(July 12, 1997

The possibility of using amorphous silicon and germanium films prepared by magnetron
sputtering as components in uncooled microbolometers has been analyzed experimentally and
results are presented. Amorphous silicon and germanium films having activation energies

of 0.135 and 0.2 eV, and resistivities of 50 and 0(%-lem, respectively, were fabricated. €997
American Institute of Physic§S1063-785(M17)00407-7

Developments of uncooled multielement detectors, andtructures per sputtering process. The electrodes in these
particularly microbolometer arrays, have recently been at theamples were titanium films.
forefront of infrared technology programs currently being The properties of the samples were assessed by measur-
undertakert™* These arrays have a sensitivity in the 8—14ing the temperature dependence of the resistance and the
um wavelength range close to that of cryogenic arrays andoise spectra. The temperature dependence of the resistance
their lower cost and better operating characteristics meansas measured at a direct current of 18. The noise spec-
they have great potential. tra were investigated in the frequency range between 10 Hz
One of the main problems involved in developing high-and 1 kHz using a low-noise preamplifier and an SK4-56
sensitivity, uncooled microbolometers for an infrared array isspectrum analyzer.
the fabrication of a thin-film heat-sensitive element having  The properties of the heat-sensitive films depended on
dimensions between 4040 and 10 100 wm, a resistance the Ar pressure and the discharge power. The magnetron
of 5-30 K, a low noise level, and a high temperature coef-source operated stably at pressures betweerd (L ? and
ficient of resistance at room temperatite-3%/K). In addi- 3x10 2 Torr. The resistivity of the deposited films varied
tion, the technology used to fabricate this component shoulbetween 1% and 16 Q-cm. However, films with
be compatible with modern silicon microcircuit technology. p=10° Q-cm obtained at low pressures could peel off in air
Amorphous silicon and germanium films show promise inbecause of strong compressive internal stresses. The opti-
meeting these requiremerfts. mum pressure was found to bex10 2 Torr. Films with
The two most widely used types of structure for thep=10° Q-cm could be obtained by increasing the discharge
sensing element of a microbolometer are plafsit) and  current from 50 to 100—120 mA. Any further increase in the
sandwich structures? In the former structure, a heat- discharge current did not reduce the resistivity.
sensitive film is placed in a planar gap between two sections The resistance and the conduction activation ené&gy
of metallic film which function as electrodes, while in the of the a-Si films also depend on the degree of doping of the
latter structure, a heat-sensitive layer is formed between uparget materiaf. A KES silicon target with a resistivity of
per and lower thin-film electrodes. For the planar type 0f0.02()-cm was used to achieve a further reductionpin
microbolometer the heat-sensitive film should have a resisFilms with p = 90-50 K)-cm andE;=0.135 eV(the tem-
tivity p of the order of 1-1Q()-cm at room temperature. perature coefficient of resistance was 1.8%/K at 2bWwe€re
Films with p = 5-50 K)-cm are required for sandwich- obtained with this target, in a planar electrode configuration
structure microbolometers. Amorphous silicon and germawhich would be satisfactory for sandwich-structure microbo-
nium (a-Si anda-Ge) films fabricated by magnetron sputter- lometers provided that the films possessed no anisotropic
ing were used in our investigation. properties. However, the value pffor sandwich structures
Films of a-Si ~1 um thick were prepared by sputtering was an order of magnitude or more higher than that for pla-
a KEF silicon target, having a resistivity of @3-cm, using  nar structures obtained in a single sputtering process. The
a planar dc magnetron in an argon atmosphere. Prior to eachsistances of sandwich samples in the same batch differed
sputtering process, the vacuum chamber was evacuated Iy a factor of 10-20 at a measuring current-of A and
7%x10 7 Torr and the Ar working pressure was maintaineddepended on the magnitude and direction of the current.
by means of a sorption pump, which was evacuated together Figure 1 shows the temperature dependence of the resis-
with the chamber before the sputtering process. Because tdince for one of the sandwiché&sample No. 4-)ifor differ-
the lack of cooling, the substrate temperature could rise tent directions of the-2 wA measuring current. For one di-
80—200 °C during the sputtering process] h), depending rection we findE;=0.295 eV and for the otheE,;=0.051
on the discharge power. The films were deposited on pyroeV (the temperature coefficient of resistance at 25 °C is 3.8
ceramic substrates with deposited planar platinum electrodesnd 0.7%/K, respectivelyWe postulate that this effect may
and simultaneously on silicon wafers with an insulatingoccur because of the influence of asymmetric situation with
SiO, layer. In the latter variant, removable copper-nickelthe Ti-TiO-Si barrier contacts on one side, and Si-SiO-Ti
masks were used to obtain eight 20000 um sandwich contacts on the other side of the sandwich structure. This
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FIG. 1. Temperature dependence of the resistaneeSifanda-Ge (Sample
No. 6-1 film samples. Sample Nos. 4-1, 5-8, and 4—-6A have a sandwich
configuration with an area of 0.01, 0.01, and 0.9 nrespectively; sample
No. 6-1 has a planar configuration and an 8 %mworking area of heat-  factor of 2.5 and the activation energy was=0.12 eV, i.e.,
sensitiv_e film. The {) and (—) signs indicate the different directions of the g|most the same as for sample No. 4—6A. The change in the
measuring current. . . .
resistance when the direction of the current was reversed was
5-9%.

The composition of the residual atmosphere in the
supposition was confirmed by measurements of the currentlacuum chamber and the purity of the argon must be care-
voltage characteristics of the structures. fully monitored to obtain amorphous silicon films of lower

In sandwich sample No. 4-64-ig. 1), having an area resistivity, down to 1Q(2-cm, under our experimental con-
of 0.9 mn?, we used a Wood’s metal electrode instead of theditions. If hydrogen, oxygen, and water vapor are present in
upper deposited Ti electrode. The activation energy of thishe chamber, these gases may passivate broken bonds in the
sample(0.13 e\ was close tdE, for a planar sample but the amorphous silicon, resulting in the deposition of a film of
room-temperature resistance was ZD kigher than that cal- amorphous hydrogenated silicon, a material with different
culated usingp for a planar sample, although it remained electrical and optical propertiés.
almost the same when the direction of the measuring current When germanium is used as the sputtered target, the
was reversed. This behavior also supported the assumpti@ame values oE; can be achieved as for silicon, but with a
of asymmetric barrier effects. It is significant that foreign lower resistivity and noise levéiThis was confirmed by the
researchers who observed similar effects, used singlaesults of sputtering a single-crystal GMO-grade germanium
chamber sputtering of sandwich structures without breakingarget with a resistivity of 50)-cm under the same condi-
vacuum? The noise spectra of sample No. 4—6A at differenttions as those used to obtarSi films. The films were de-
currents are shown in Fig. 2. The noise is clearly of currenposited on a pyroceramic substrate with a planar electrode
origin and depends on frequency a$'f/ At these currents configuration. Fop=4xX 107 Q-cm, this sampléNo. 6-1)
the measured noise voltage was two orders of magnitudead an activation energl;=0.2 eV. The resistivity of the
greater than the thermal noise voltage of the resistance aradGe film only differed from that of the target by a factor of
was caused, in our opinion, by the non-Ohmic property ofeight (for silicon this difference was four orders of magni-
the contacts. tude. This indicates that Ge is less sensitive to residual gases

In order to reduce the influence of oxides at the metalthan silicon. In addition, for germanium hydrogen passiva-
semiconductor interface, the substrate and the Ti electrodigon of broken bonds is desirable to obtain the optimum re-
were lightly etched in an Ar glow discharge plasma beforesistivity. For example, it was shown in Ref. 7 that films of
deposition of thea-Si film. The surface of tha-Si film was  amorphous hydrogenated germanium obtained by adding
also cleaned in Aksample No. 5-8, Fig.)lin another ap- 10% H, to Ar, have resistivitiesp up to 1¢Q-cm and
paratus before depositing the upper Ti electrode. The resids;=0.42 eV. Another promising technique is to obtain
tances of this batch of samples differed by no more than a-Si,Ge, _, films by combined sputtering of silicon and ger-
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manium. By altering the ratio of Si and Ge in the sputtered'R. A. Wood and N. A. Foss, Laser Focus Work9(6), 101 (1993.
target, films with a wide range @f andE; combinations can 2M. H. Unewisse, B. I. Craig, R. J. Watson, and K. C. Liddiard, Proc. SPIE
be obtained. 2254 43 (1995.
To sum up, magnetron sputtering has been used to obtair31C' Marshall, N. Butler, R. Blackwell, R. Murphy, and T. Breen, Proc.
. n . - SPIE 2746 23 (1996.

a_-Sl anda-Ge films having a temperature co_efﬂ(_:lent of_ r€- 4\ H. Unewisse, K. C. Liddiardetal, Proc. SPIE 2552 77
sistance between 1.6 and 2.6%/K at 25°, which is consistent ;995
with that of microbolometers in uncooled arrays developedSw. T. Pawlewicz, J. Appl. Phy€19, 5595(1978.
by foreign researchers? The required resistivity and acti- °N. L. vanova, V. V. Nikitin, and A. P. Onokhov, Opt. Zh. No. 7, 45
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a-Si films. The technology used to obtain low-noise Ohmic ~Nguyen Van Dong and Tran Quoc Hai, Phys. Status Solid&3 355

' o . 1978.
contacts between these heat-sensitive films and electrodeé 9
requires further development. Translated by R. M. Durham

506 Tech. Phys. Lett. 23 (7), July 1997 Enukova ef al. 506



Low-temperature radiation-stimulated gettering of impurities and defects in silicon
by layers of porous silicon

A. V. Kulikov, V. A. Perevoshchikov, V. D. Skupov, and V. G. Shengurov

Physicotechnical Scientific-Research Institute at the N. |. Lobache®ke University, NizhhiNovgorod
(Submitted February 18, 1997
Opticheski Zhurnal23, 27-31(July 12, 1997

Experimental results are presented for the low-temperature gettering of impurities and defects in
semiconductor silicon wafers by layers of porous silicon followed by argon ion irradiation.

It is shown that the gettering effect is caused by the simplest mobile point défecenciesand
elastic waves. ©1997 American Institute of Physids$1063-78507)00507-1

It has been establishkthat layers of porous silicon ef- cate that first, the anodization and subsequent ion irradiation
fectively getter impurities and cluster-type defects fromof the porous silicon does not appreciably alter the energy
single-crystal silicon substrates when these structures urevel spectrum in the band gap typical of the initial silicon
dergo high-temperature annealing in a gaseous medium @nd second, the reduction in the surface resistivity is mainly
vacuum. In addition, the results of layer-by-layer mass-caused by increased carrier mobility as a result of a decrease
spectrometric analysis of porous silicon—single-crystalin the total concentration of scattering centers in the single
silicon structures presented in Ref. 2 indicate that impuritiesrystal near the interface with the porous silicon. The depth
are gettered, albeit weakly, at room temperature during thé& which the change in the surface resistivity after anodic
electrochemical formation of porous silicon layers and subetching and irradiation can be traced by layer-by-layer etch-
sequent holding of the samples under normal conditions. Oung of the silicon substrates increases as the thickness of the
aim in this study was to investigate the possibilities for en-porous silicon and the ion energy increase. Table | gives the
hancement of low-temperature gettering by irradiating layersiepths at which the electrical resistivity agrees withfor
of porous silicon with moderate-energy ions. the initial silicon substrates within 2 3% confidence inter-

We investigated structures formed by anodic treatmenval (with a 0.95 confidenode i.e., the effective gettering
of KDB-0.005 (111) silicon crystals in a HF:KO: depth.

C,H50H = 1:1: 2solution (parts by volumgat an anode The results of a layer-by-layer determination of the mi-
current density of 10 mAcm™ 2. Layers of porous silicon, 1, crodefect density in the surface zone, revealed in the patterns
3, and 10um thick, with a porosity of~35%, were formed. of selective chemical etching in the form of flat-bottomed
The structures were then irradiated on the porous silicon sidetch pits, correlate with the electrical measurement data. By
by 40 and 100 keV argon ions to a dose 0£10® cm 2. way of illustration, Fig. 2 gives the microdefect density as a
After irradiation, the porous silicon was placed in a 15%function of the etched layer depth for structures with a po-
KOH solution and on the side of the substrates in contact

with the porous silicon we made layer-by-layer measure-

ments of the surface electrical resistivity at temperatures of

77-375 K, and of the microdefect density using patterns of R;’/Oi Q/U

chemical selective etching in an H@8%) :H,0O 1:2
(parts by volumg solution.

The experiments showed that as a result of the anodic
treatment and subsequent irradiation of the porous silicon
with Ar* ions the surface resistivity of the single-crystal
substrate is reduced near the interface with the porous sili-
con, and these changes are more clearly defined, the greater

"o Starting
silicon

05

the thickness of the porous silicon and the higher the energy €0

of the implanted iongFig. 1). At the same time that the

surface-averaged resistivity decreases, the variancB;of a5k

also decreases: after anodic treatment and etching of the po-

rous silicon, the variance decreased by 9-10%, and after

irradiation and removal of the porous silicon, it decreased by | .

25-30%. This indicates enhanced uniformity of the distribu- q0 =100 keV
tion of the impurity—defect components in the surface layer

of the single crystal. The temperature dependences ofthe &8 L 4 o .y v 4 1+ 1 1 1 dps, um
surface resistivity of the unirradiated and irradiated porous- 01 2345678390

S|I|con—S|hg_le-crystal-sm_co_n St_ruc_tures did not reveal anyFIG. 1. Change in the surface resistivity of a single-crystal substrate after
characteristic features distinguishing them from those of th@rgon ion irradiation of porous silicon layers of varying thickness with a

initial substrates, within measurement error. This may indi-dose of 2x 10'¢ cm™2.
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TABLE |. Effective gettering depth in porous-silicon—single-crystal-silicon

2
structures for various argon ion energies. 205 b Neetr» €M
Thickness of porous Irradiation Gettering depth, st /
silicon, um ion energy, keV um e —
1 0 4-6 2
1 40 8-10
1 100 16-18 4
3 0 8-10 4
3 40 13-15
3 100 18-20 5
10 0 17-20
10 40 22-24
10 100 25-28
03 1 - 2 ) AKX, pm

a Y 70 5 20 25

- . . FIG. 2. Density of microdefects versus distance from porous-silicon—single-
rous silicon layer 1Qum thick. As the thickness of the po- crystal-silicon interface for initial crystakd), after the formation of porous

rous silicon decreases, the region of reduced microdefesilicon (2), and after irradiation of the porous silicon with 40 k¢8) and
density approaches the interface between the porous silicolf® keV(4) argon ions.

and the single-crystal silicon. o
These results may be explained using concepts of lon0-43=0.04 num), it is assumed that the observed enhanced

temperature gettering of impurities and defects in the Sing|egette'ring is caused by the_ simplgst mobilg point defect§ ar?d
crystal silicon by layers of porous silicon, whereby fluxes ofélastic waves generated in the ion stopping zone, which is
nonequilibrium intrinsic point defects, predominantly vacan-ocalized in the porous SIIlco‘hl_:urther_research is planned
cies, are injected into the surface zone of the substrate durirfg 'dentify specific laws governing the influence of the anod-
the electrochemical formation and subsequent ion irradiatioffi"9 and irradiation conditions on the efficiency of
of the porous silicoR3 These point defects are formed at the fadiation-stimulated gettering by porous silicon layers.

stage of local dissolution of the silicon near micropores dur-

ing the anodic treatment, during the subsequent active, Iow-lv A Labunov. V. P. Bondarenko. and V. E. Borisenko. Zarulekion
temperature oxidation of the porous silicon in‘aémd under  1exn. No. 15, 31978, ' o o '
irradiation. The ion irradiation intensifies the relaxation pro- 2v. A. Perevoshchikov, V. D. Skupov, and V. G. Shengurolekon.
cesses taking place in the thermodynamically nonequilibrium3$‘3kAh-F§ef- 71(#8& 10. 4V, D. Skunoh . .
porous-silcon-single-crystal-Siicon sysem, such as redis P IS=hios 1 v, 0 SupeCharcet Fotes of e
bution of impurities and dissolution of microdefects after gjan, Nizhnir Novgorod State University Press, NizhnNovgorod,
anodization and during oxidation. Since the thickness of the (1992.

porous silicon layers in these structures is much greater thanP- V- Paviov, Yu. A. Semin, V. D. Skupov, and D. I. Tetelbaum, Fiz.
the argon ion patHwith allowance for the lower density ~<Mm- Obrab. Mater. No. 6, SE199D.

of the porous silicon, the path of 100 keV ions is Translated by R. M. Durham
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Intensity and phase of reflected radiation in a vanadium dioxide structure
with surface plasmons

V. F. Nazvanov and D. |. Kovalenko

Saratov State University
(Submitted February 20, 1997
Pis’'ma Zh. Tekh. Fiz23, 32—36(July 12, 1997

Results of theoretical calculations are presented for the angular dependences of the reflection
coefficient and phase of reflectpdpolarized radiation at wavelengths of 6328 A and

11 500 A in vanadium dioxide layered structures with surface plasmons. Results of calculations
are presented for the two phases of the vanadium dioxide films — semiconducting and metallic.
© 1997 American Institute of PhysidsS1063-78507)00607-1

Vanadium dioxide, V@, exhibits a first-order can be seen from the data plotted in Fig. 2 that the, VO
semiconductor—metal phase transition at a critical temperghase transition is accompanied by a substantial change in
ture of around 68 °C, which is accompanied by rearrangethe angular dependencB$6) and ¢(8), where the changes
ment of the crystal structure and changes in the electrical anith R(6) and ¢(6) are comparable.
optical properties; and which allows this material to be To sum up, we have reported the first results of theoret-
used in electronics and optoelectronics. In particular,, VO ical calculations of the angular dependences of the amplitude
films are widely used in optoelectronics for modulation of reflection coefficient and phase of reflected radiation at two
visible, infrared, and millimeter radiation, in robot eye de- wavelengths, 6328 and 11500 A, in layered structures with
vices, coherent information processing systems, holographyurface plasmons, and consisting of two phases of vanadium
and other device¥:'” All these applications rely not so much dioxide films — semiconducting and metallic. The results
on the valueper seof the optical constants of the \UGilms
as on changes in them accompanying a phase transition near
the critical temperature, which for Vi@ilms can be reduced R
to 47 °C by means of suitable technoloyThe data ob-
tained in Ref. 11 led the authors to conclude that the modu- ©.98
lation of 6328 A radiation by a V@film is predominantly
phase modulation, whereas at 11 500 A the contributions of
the amplitude and phase components become comparable. ©o.924

Here we report the first results of theoretical calculations
of the behavior of the amplitude reflection coefficient and the
phase of reflecteg-polarized radiation in a layered structure ©-.9
formed by vanadium oxide films with surface plasmons us-
ing Kretchmann’s schemé&, as a function of the angle of
incidence of the radiation for two wavelengths, 6328 and o©.sse
11500 A. 6 10 20 30 40 S50 0 70 80

As in Ref. 19, we used a matrix method for the calcula- 9, deg
tions and we investigated glagprism)—gold-layer—vVQ ¥, deg
film structures. For the calculations at 6328 A, the refractive sol 1
indices(dielectric constanjsof the glass and the gold10 A b
thick) were taken to be=1.52 ande=—12.4+i-1.43, re- sol / J
spectively. The optical coefficients for the Y@Ims at these
wavelengths were obtained from Ref. 10. The thickness of aof N
the VO, films in these structures was taken to be infinite.

The results of the calculations are plotted in Figs. 1 and
2. Figure 1a gives the amplitude reflection coefficienof
6328 A radiation as a function of the angle of incidedder
a structure with a V@ film at two temperatures: 20°C  so} .
(semiconducting V@ phase¢ and 80 °C (metallic phasg
Figure 1b gives the corresponding results of calculations of g 36 26 36 a0 S50 €6 70 60 90

0.92

30 2 4

the phase of the reflected radiation for the same parameter: 8, deg
It can be seen from Figs. 1la and 1b that the changes in
R(6) are greater than the changes in the phage). FIG. 1. a — Energy reflection coefficient versus angle of incidence

: : =6328 A). The curves are plotted for different temperatutes- 20 °C,
Figures 2a and 2b give the angular dependences of t — 80 °C; b — phase shift between tipe ands-polarized components of

amplitude reﬂe_Ction coefficient and the phase of 11500 Aye refiected radiation versus angle of incidenke=6328 A). The curves
reflected radiation at the same temperatures: 20 and 80 °C. dte plotted for different temperaturelsi— 20 °C,2 — 80 °C.
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may be useful for the development of optical radiation
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0.9 VO, films with surface plasmons.
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Influence of the ionizing and displacing components of proton irradiation on structural
changes in boron nitride

V. A. Stepanov and P. A. Stepanov

State Scientific Center of the Russian Federation, Institute of Energy Physics, Obninsk
(Submitted February 4, 1997
Pis'ma Zh. Tekh. Fiz23, 37-41(July 12, 1997

Raman spectroscopy has been used to study structural changes in pyrolytic boron nitride
irradiated by 7 MeV protons. It is shown that the ionizing component of the proton irradiation
effectively reduces the number of grain boundaries while the displacing component

induces the formation of stacking faults in the boron nitride structure.19897 American

Institute of Physicg.S1063-78507)00707-9

The influence of the ionizing and displacing components  The shifts of the fundamental frequency are caused ei-
of radiation on structural changes in solids is an importanther by damping of vibrations at the surface of the crystals,
topic in solid-state radiation physics. The mechanisms foor by local vibrations at boundaries associated with impuri-
this influence, particularly for ceramic insulators, have notties (hydrogen, halogen iompsor they are caused by changes
yet been studied. The different components of the radiatioin the force constants of the atomic bonds at boundaries. For
can be separated experimentally when materials are irradk/2 damping at the surface, the complex frequency of the
ated with high-energy particles. In this case, the displacingitomic vibrations in the surface zone is expressed in terms of
component is observed predominantly at the end of the pathe fundamental vibration frequeney, (Ref. 3:
ticle tracks in the materials while most of the track section is
characteristic of the ionizing component. In this investigation @y =i\/2+ wy—ar? wy, )
Raman spectroscopy is used to make a structural analysis of

areas of proton-irradiated pyrolytic boron nitride correspondsynerea is a numerical coefficient€1). A shift of the vi-

ing to different sections of the ion tracks. o bration frequencies b w~10 cm ! in boron nitride is ob-
A stack of eight thin (6Qum) samples were |r_r<';1dlated served forx =100 cm L. In the presence of local vibrations
by protons(energy 7 MeV, intensity 2810 cm™*s™", 5 e frequencyw which differs from the natural frequency

dose 5.X10"cm ?) whose projected in boron nitride is
~350 um. For each sample, measurements were made of
the Raman line profile of the high-frequeniy, vibrations!
Raman spectra of samples from the irradiated stack are T T T
shown in Fig. 1. It can be seen that while the position of the
maximum remains the sani@365-1367 cm?), the Raman
line width gradually decreases with increasing sample num-
ber (distance along the tracksind then increases substan-
tially at sample 6(at a distance of 300—36@Qm). A com-
parison with calculations made using the Kinchin—Pease
model (TRIM-90 program allows us to relate the ionizing 1
and damaging components of the proton irradiation to the
Raman line width(Fig. 2). As the ionizing component in-
creases, the Raman line width decreases. The region of maxi- 2
mum damaging action and hydrogen accumulation corre-
sponds to a broad Raman liithe calculated proton range
was 356.5um with a variance of 6.2.m). A decrease in the
line width compared with the initial value is also observed
for deeper regions which were exposed to the ionizing action
of the gamma bremsstrahlung. 4
When interpreting these results, it must be borne in mind

>

that pyrolytic boron nitride is a nanocrystalline material with 5

a specific structural hierarcHyAggregates of up to 2000 nm

consist of~100 nm grains, which in turn consist of slightly L 1 1 l p
misoriented crystals of 30—60 nm. The large number of in- bg 10 B 1380 o bom

tergranular and intercrystallite boundaries have an appre- . o

ciable influence on the Raman line profile which. in bOI’OhFIG' 1. Raman spectra of boron nitride samples from proton-irradiated
. . . . p ! 7" 'stack.1 — sample No. 1(0-60 um section of track 2 — sample No. 3

nitride materials, is determined by a set of frequencie§i120-180.m), 3 — sample No. 5(240-300.m), 4 — sample No. 6

shifted relative to the fundamental vibrational frequehcy. (300—-360um), and5 — sample No. 7.
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-
o |
FIG. 2. Half-width of Raman scattering peak
(S/2) versus proton range compared with calculated
curves of ionization losse<y) and atomic displace-
ments P). The dashed curve indicates the hydro-
. gen saturation region.
4
P+10" displacements per atom
1 1
0 } 1 .
100 200 300 400 pm

wgq, the decrease in the amplitude of the atomic vibrations at  As the fraction of the displacing component in the irra-
the frequencywg with increasing atomic numben is de-  diation increases, the Raman line is broadened considerably
scribed by? (Fig. 2. This broadening is caused by radiation defects and
-~ n hydrogen impurities accumulating in the bulk of the crystal-
Sn=Sol(1=e)/(1+e)}", @ lites and along the grain boundaries. The asymmetric broad-
where 1-e=(wo/wg? Assuming that the broadening of ening of the Raman line in the low-frequency rangpec-
the Raman line to 25 citt is caused by a spectrum of local trum 4 in Fig. 1) indicates that stacking faults are formed in
vibrations at the surface of the crystallites, we find that ahe hexagonal structure of the boron nitride.
shift of the natural vibration frequencies takes place at dis- The authors would like to thank B. N. Sharupin for
tances of up to 5 nm from the surface of boron nitride crys«kindly supplying the boron nitride samples and L. M.
tallites. For crystallite sizes of 30-60 nm, up to 30% of theKryukova for discussions of the results.
atoms have vibration frequencies differing frang.
A decrease in the Raman line width is associated with a
decrease in the fraction of atoms having shifted vibration!v. A. Stepanov and P. A. Stepanov, Opt. Spektrdk.431 (1995 [Opt.
frequencies or with a decrease in the number of boundarie;\S/PeSCfg;gl-( 338'\(38;(1'3:23;/ V.V, Looatin and B. N. Sharusin. Kristal
in the material. A reduction in the number of boundaries > 2ees o0 08 [C’rys.talllogr.pRep’SS, 248(1093] pin,
under ionizing irradiation may be caused by free carrier re-3s va vetrov and V. F. Shabanovjbrational Spectroscopy of Dispro-
laxation processes of radiation origin at the boundaries. As aportionate Crystalgin Russian (Nauka, Novosibirsk, 1991
result of a release of energy at Crysta”ite boundaries, Chemifo. Madelun_g, Festkapertheorie Ill. Lokalisierte Zustade (Springer-
L . . Verlag, Berlin, 1973
cal bonds with impurities may be broken and partial recrys-
tallization may occur. Translated by R. M. Durham
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Determination of the average size and concentration of air bubbles in water by nuclear
magnetic resonance

B. G. Emets

Kharkov State University
(Submitted February 13, 1997
Pis'ma Zh. Tekh. Fiz23, 42—-45(July 12, 1997

Nuclear magnetic resonance has been used to determine the mean radius of air bubbles in
distilled water that has stood for a long time and the volume concentration of these “reduced to
mean radius” bubbles. It is shown that the kinetics of the change in the concentration of

these bubbles can be observed from the change in the spin-spin relaxation tin97©
American Institute of Physic§S1063-785(17)00807-7

For many applications in liquid-state physics, such asThe results described by the formul@ were confirmed in
determining the tensile strength of a liquid, it is important tothe experiments carried out by the author. The degree of
know the size and volume concentration of stable gasncrease in the relaxation rates is determined by the increase
bubbles contained in the liquid. In the literature dealing within the concentration of paramagnetic centers dissolved in the
distilled water that has stood for a long time there are diswater, such as oxygen molecules.
crepancies in the estimates of these parameters. In Ref. 1, for It follows from the theory of nuclear magnetic
instance, the author reports the observation of bubbles havelaxatior”’ that the second terms in the formulé®),

ing radii of 10 '~10"° cm with a volume concentration of T-1(N) and T, }(N), caused by the presence of dissolved
bubbles of all sizes of £8-10' cm™>. The authors of Ref. 2 paramagnetic centers, should be the same, but in these for-
obtained 3<10°° cm for the maximum stable gas bubble mylas (2), they are dissimilar. This disparity may be ex-
radius in water, while the authors of Ref. 3 observed ultrasplained by the fact that the authors of Ref. 6, having mea-
mall bubbles of 1.8 10~ 7 cm radius with a concentration of gyred T, by the Carr-Purcell technique, neglected the
10** cm™2. The aim of this investigation was to determine presence of air microbubbles in the water, near whose sur-
the mean radius of air bubbles in water and the volume confaces a substantial magnetic field gradient exists
centration of these “reduced to mean radius” bubbles.

A pulsed nuclear magnetic resonan@MR) method T~ WHO(XU,S_Xv,m)'l/E 3)
was used to measure the spin-lattice and spin-spin nuclear
magnetic relaxation timesl; and T, (Ref. 4. This tech- (HereH, is the external magnetic field strengtp, s is the
nigue uses the fact that the tirfig for the nuclei of liquids, volume magnetic susceptibility of aif, , is the volume
measured by the Carr-Purcell mettiodepends on the sizes magnetic susceptibility of water, arilis the mean radius of
of inclusions if any are present in the liquid. This procedurethe bubbles. Expressid8) is the result of solving the Pois-

gives the spin echo amplitude at tirtte son equatioH =V ¢ for the scalar potentiap when analyz-
pr2em 2 ing the field distribution for a sphere in a medium situated in
h(t)=h(0)exp(—t/T,)exp(—1/3 yT'“D 7). (1) the fieldH, (Ref. 10).

In this situation the diffusion term in Eql) cannot be

Here y is the gyromagnetic ratio of the resonant nucldus, . . — .
Y 9y 9 neglected since the gradieht may be fairly large. For ex-

is the magnetic field gradienD is the diffusion coefficient . -
of the liquid molecules containing resonant nucteiis the amp_leéXllgis thed prefe_rn? Z;iiﬁﬁ&: ?r']SSX 1]?3 Gf'
time interval between the 90° and 180° pulses, h(@) is ~ Xv:s™ ’ an )iv,m_ : X ),.a_ € sur acej)l a
the amplitude of the echo signal at “zero” time. Usually, bubble of radius 10" cm the gradient id"=149 Gem .
knowing the nonuniformity T) of the field of their NMR The need to allow for the diffusion term in measurements of
relaxometer magnet and the diffusion coefficient of theT2 by the Carr-Purcell method in liquids containing small
sample molecules, experimentalists select a small interval (R=10"2 cm) glass spheres was convincingly demonstrated
such that the diffusion term in E€1) may be neglected. The in Ref. 11. According to Eq(1), water molecules diffusing
authors of Ref. 6 followed this procedure and from the re-in the gradientl’ undergo rapid relaxation, which leads to
sults of their measurements, they derived empirical formulaghis severe reduction in the observed tiferelative to the
linearly relating the rates of relaxation of the water protonstime T,, which is completely insensitive to the magnetic field
T;' and T, %, to the numbemN of oxygen molecules dis- gradient.

solved per cr of water: When these facts are taken into account, the contribution
_ to the total rate of spin-spin relaxation caused by the pres-
Tl_l(N)=0.284r+— Tl_l(N)=0.28AH 4.65<10 *°-N, ence of dissolved paramagnetic centers in the water is given

by:

Tgl(N)=O.455+T271(N)=0_455F5.25X 10-19. N. - -, B
2 T2 N) =T X(N)X(1— @)+ 1/34’T 2D 72a. @
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Herea is the fraction of the time spent by each proton in thefor r=2x 1072 s, we obtainR=(1.8+0.2)x 10 5 cm and
layer of water directly in contact with the surface of each,=(9+1)x10° cm 3~10% cm3.

bubble (in the zone of the gradierf_) and (1-«) is the

fraction of the time spent by each proton in contact with the ‘L. R. Gavrilov, Content of Free Gas in Liquids and Methods of Measure-

paramagnetic centefexygen moleculgs whose concentra-
tion is N. (In the absence of any bubbles,should be set to
zero and the; }(N) =T, *(N), i.e., the above requirement
of relaxation theory that the paramagnetic centers dissolved

ment in Physical Principles of Ultrasound Technolggsdited by L. D.
Rosenberdin Russian (Nauka, Moscow, 1970 pp. 395-426.

2V. K. Makarov and N. V. Chulkova, Akust. ZH5, 175 (1989 [Sov.
Phys. Acoust35, 108(1989].

3N. F. Bunkin, A. V. Lobeev, O. I. Vinogradova, T. G. Movchan, and A. I.

Kuklin, JETP Lett.62, 685(1995.

in the water should make the same contributions to the ratesa_apragam,The Principles of Nuclear MagnetistGlarendon Press, Ox-

T, 1(N) and T, *(N) is satisfied.

ford, 1961 [Russ. transl. IL, Moscow, 1963

Assuming that the thickness of the water layer in contact’H: J Carr and E. M. Purcell, Phys. Re3#, 630 (1954

with the surface of a bubble is equal to the diameter of a;
water molecules=1.54x 10" 8 cm, and introducing the vol-

ume concentratiomw of bubbles of “averaged” radiuR, we

obtain a=4mR25v. Substitutinge into formula (4) indi-
cates that the change in the concentratiomay be moni-

tored Entir&ously by measurinfjgl(N) in the sample
(sinceI’~1/R). Substituting into formula4) the values of
T;Y(N) andT, *(N) from the empirical formulag2) for the

R. Hausser and F. Noak, Z. Naturforsch28, 1668(1965.
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Integrated-optics detectors with recording of the reflection coefficient in a prism
excitation system

I. U. Primak, A. B. Sotskil, and A. V. Khomchenko

Institute of Applied Optics, Belarus Academy of Sciences, Mogilev
(Submitted July 24, 1996
Pis'ma Zh. Tekh. Fiz23, 46-51(July 12, 1997

Detectors whose operating principle is based on recording the energy reflection coefficient in a
prism waveguide excitation system are proposed for measuring physical quantities. The
possibilities of maximizing the sensitivity of these devices is determined. An experimental
investigation was made of a detector for the ammonia concentration in the atmosphet897©
American Institute of Physic§S1063-785(17)00907-5

A considerable number qf detectors to measure _the p3=m(Reh_—,80), m=W(sin( @))%,
physical parameters of media based on planar optical

waveguides have now been propo$éd.he operating prin- 5= kyg(kyp)*l[gpsgl]ﬂ,

ciple of these detectors is usually based on recording the .

angles of resonant excitation of the modes. However, the — exp(—2Kygg)(1+id)kyg
. . ) Ah=h—-h=- -

changes in these angles accompanying external influences on (1-id)Reh

the waveguide are extremely small, so that the analysis of the

measurement results presents some difficulties. In addition, %
these angles are only related to the real parts of the mode
propagation constants and do not provide any information —
about the imaginary parts, which are also subject to variation Kyg,p= \/|(Re h)*— koag,p|'
under external influences. . .

Here we propose detectors which record the integrated N:f ng' delo(€,0))%
intensity of a light beam reflected by a prism coupling sys- - —
tem at a fixed angle of incidence. The intensity depends o : . . —
the variations of the real and imaginary parts of the mod r|1r|]ereh s the tpropagatl?n ion?t?;:t of th[e PTXC'ted rgdde? h
propagation constant. These detectors provide appreciab ae propagafion constant 0 e outgoing mode o e

differential amplification of the effects of external inﬂuencesWavegu'de_Iorlsm structurey andsw are th_e perml_tt|v_|t|es
o{ the buffer layer and the waveguid¥(y) is the distribu-

and have a convenient rugged construction for measuremepIon of the mode fieldp=1 for TM modes angh=0 for TE

purposes. Aspects of maximizing the Qetector sgnsﬂwﬂy ar?"nodes. The value dR depends on three dimensionless pa-
analyzed and a detector for atmospheric ammonia was inves- ) :
. . rametersp,, p,, andps, which may vary under external in-
tigated experimentally. fluences. However, under the usual conditioggn>1
The apparatus is shown schematically in Fig. 1. We as- ' ' '

sume that the waveguide is excited by a beam whose field aetxp(—Zkygg)<l, and the variationsp, are negligible com-

the base of the prism is given by= yo(x/W, zsin(a)/ pared with the variation$p,; and §p; caused by the incre-

W) exp(—iBq2), wherey is the component of the, field for mentsS(Re h) and §(Im h). With allowance for this factor,
the TE moges' or thel.. field for the T™M modesWxis a scale formula(2) yields the following expressions to determine the
X

factor characterizing the beam dimensionsjs the angle corresponding reflection coefficient increment

between the beam axis and the base of the prism,

Bo=KoC0os@)(e,)°> ko=2m/\, is the wave number in oR=0SF, F=(p1tp2)|>—+D-—
P . i . JIp1 JIp3

vacuum, ande, is the relative permittivity of the prism.

Then using the results of Ref. 3 we can derive the following ~We  initially —assume that the values of

expression for the energy coefficient of reflection of thedS=d(Im h)/Im h and D= §(Re h)/5(Im h), characteriz-

0 -1
f Y?(eq(Resy) " HPdy|

IR
- )

beam from the base of the prism: ing the waveguide, are fixed. Then, maximizing the detector
. sensitivity reduces to searching for the maximum of the
R=1-4p,(1+p2p; )Ref), (D function |F(py,p,.ps)|, which is equivalent to determining
. . c the optimum beam widthW, the optimum detuning of the
f:N—lJ’ ng dgﬁ;(é@f Yo(&,0") angle a  from the resonant value
e S - a,=arcco$Re h(k3e,) "], and the optimum buffer layer
Xexpt(¢' —¢)]de’, thicknessg. To search for the extrema &f, it is convenient
to cast the variables in the foron=p,/p4, v=p3/p,, and
t=ip3—p;, p;=mimh, H=1/p,;. We assume that = yoexple), wherego_ is a con-
stant(the beam is focused at the base of the pyisfhen for
p,=26|Ahjm(1+6%) 71, H—0 we can obtain the asymptotic expansion
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the limiting solutions(3).

FIG. 1. Reflection coefficient versus ammonia concentration and schema
diagram of detectorl — prism, 2, 3 — buffer layer and waveguide of
thicknessg andd, respectively4 — substrate, and — photodetector.

4H?u(u+1) 3D(u+1) complete agreement is achieved between these curves and
F=Fo+ N — the limiting solutions(3) for |H|<0.2.
(1=iv) We now discuss some aspects relating to the choice of
e(4u+3_iuv>l w0 w0 AL waveguide films. First we note that, in accordance with Eq.
Rg ———— f dgf dZ| —| +O(H?3), (2), the sensitivity of the detector increases monotonically
(1-iv)* —o S 7] 0L with decreasing mode losses. However, the results obtained
Fo=4u(u+1)(1+0v2) v2—2u—1-2Dv(u+1)], above indicate that the overall dimensions of the detector

o _ must also increase. We subsequently analyze TE-polarized
from which it follows that the extremurf, of the function  modes(the results for the TM modes are basically similar
F is attained aH =0, i.e., in the plane-wave limit. The so- and confine ourselves to detectors for impurity components

lution of the systenyFy/du=0, dF,/dv =0 is given by in liquids or gases located in the regigrc —g—d (Fig. 1).
N .
TO9F,t2’ YT 9F,r2’ T3V 3 ' ' , the p impurities |

3) duces a change in the complex permittivity of the fig. In
the second case, the detector either records a change in the

From this it follows that there are two optimum sets of pa-complex permittivitye ¢ of the regiony< —g—d or the pres-
rametersu andv, which give equivalent sensitivity of the ence of a layer of molecules of thickneSsand permittivity
detector. e, deposited on the film. The values 65 andD can be

We investigated the deviations of the solution of the op-determined by analyzing the differential equation describing
timized problem from the limiting solution obtained for real the mode field. From this it follows that the relations
bounded beams. Figure 2 gives results of numerical calculep = 5(Re ¢,,)/ 8(Im &,,) and 6S=&(Im &,,)/Im &, are sat-
tions of the extrema of the functiof, and also of the cor- sfied for the variations ok,,, i.e., the sensitivity of the
responding parametersandv as a function of the param- detector does not depend on the thickness of the deposited
eter H for the excitation of the waveguide by a Gaussianjayer but is determined by its composition. For the variations
beam[ yo(£,¢) =exp(—&—7?)]. It can be seen that almost of £, we haveD = §(Re &.)/d(Im &),

8(Im &) (e,,—e4)[Kaey— (Reh)?]

S: L
kyd k§d(e,—eg) (e, —e2) +Kyg(ew—el) Tky(e)—eg)]IM &

(4)

wherek, ;= /(Re h)z—sgko2 andeg,,=Re(es,,). For the case of practical importance where an adsorbed layer of thickness
A<ky*'and low absorptiond— o) is formed, expressiof2), with allowance for Eq(3), yields

R *4(ea—el)(eg—eg)Kiey,— (Re)?]A
3\/§[kéd(8\:\,_ sg)(s\;\,— ey)+ kyg(s\:\,— eg)+ kys(s\;\,— gg)]Im sW.

®
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Calculations performed using expressigd$ and (5) with Interpolating these curves f@<4.3x 10”4 mg/liter yielded

allowance for the dispersion equations for planark,'9(Reh)/dC=—1.32 liter/mg, ko to(Im h)/aC

waveguide$ have shown in particular that the values of =—0.135 liter/mg, andD=9.81. This value ofD corre-

|6 8(Im £¢)]7 Y| and|SR[(e.—eL)koA] ™} have maxima sponds to the optimum cun®(C) plotted in Fig. 1a, which

for critical thicknesses of the waveguide film, and decreasevas calculated with expressiord) and (3) for Fy>0,

with increasing mode number. For comparison, we note thatv=870 um (H=—0.126) using the given values of the

in conventional detectors, where the angles of resonant excparameters. For our waveguide structuses —0.183 dif-

tation of the modes are recorded, the optimal thicknesses déred significantly from the optimuma=—0.315 @=0.052

the waveguide films differ from the critical valuésTheir ~ um) and thus the detector was optimized only by increasing

values correspond to the maxima ¢#Reh/de.| and the beam radius t&V=870 um and selecting the angle

|oReh/dA|, i.e., they are selected using different criteria. from the conditiondF,/dv=0. The corresponding calcu-
These results were used to fabricate a detector to medated curveR(C) is plotted in Fig. 1, curve b. The asterisks

sure the ammonia concentration in the atmosphere. Theepresent the experimental data obtained after taking into ac-

waveguide structure was prepared by rf sputtering of a buffecount the coefficients of propagation of the beam through the

layer of silicon dioxide £,=2.19 andg=0.13 um) on a  side faces of the prism.

glass prism &,=3.06145) followed by the deposition of a The authors wish to thank A. V. Tomov for assistance

porous waveguide filmd=4.98 um, &;,=2.3173) of poly-  with fabricating the waveguides.

methylmethacrylate activated with methyl red. The radiation

source was a single-mode helium—neon lasey=(0.6328

um). The measurements were made by placing the detector

in a transparent closed container, filled with air with a known K. Tiefenthaler and W. Lukosz, J. Opt. Soc. Am 63209 (1989.

concentrationC of ammonia. The complex propagation 2A. K. Nikitin, A. A. Tishchenko, and A. I. ChernyaZarub. Radioelek-

ConStan_t of the dominant mOd? was first meas_ured by tthAr(.)g. gztslk(r) ié(\}?ligémchenko, and L. |. Sotskaya, Opt. Spektros.

waveguide methotfor a Gaussian beam of radivy=91 502 (1995 [Opt. Spectrosc. 78, 453 (1995].

um. As a result, we obtained(alRe h|C=O=1_52072, 4D. Marcuse,Integrated Optics(IEEE Press, New York, 1973 Russ.

koMIm hlc_o=—3.07<107%, pilc_o=—0.694, and p,  "ansh M Moscow, 1978

=0.127 and we plotted Re and Imh as functions ofC. Translated by R. M. Durham
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Normal zone propagation velocity in a superconducting wire with a copper-aluminum
stabilizing matrix

V. V. Lysenko and O. P. Anashkin

“Kurchatov Institute” Russian Scientific Center, Moscow
(Submitted December 19, 1996
Pis’'ma Zh. Tekh. Fiz23, 52-57(July 12, 1997

Results of measurements of the normal zone propagation velocity in superconducting wires with
a copper-aluminum stabilizing matrix are presented. The measurements were made using

test coils which reproduce the structure of real, compound and noncompound, magnets. One-
dimensional propagation of the normal zone in the winding was simulated by means of

a special coil design. €1997 American Institute of Physids$$1063-785(17)01007-7

The propagation of the resistive zone to a considerablas a stabilizing material to achieve steady-state stability, for
extent determines the quench behavior of a superconductinghich the purest possible aluminum was used. These con-
magnet undergoing a transition to the normal state. A knowlductors do not possess such high electrical conductivity and
edge of the propagation velocities of the normal zone allowsre designed for use in magnets which are not steady-state
us to predict the maximum temperature and electrical voltstabilized.
ages in the winding and to design a protection system. The The experiments were carried out using compound and
strong dependence of this velocity on the electrical and themoncompound coils in order to study the influence of liquid
mophysical properties of the conductor, the insulating matehelium possibly contained in the winding. The coils were
rials, and the liquid helium content in the winding makes itimpregnated with ED20 epoxy compound by the “wet”
fairly difficult to use calculation methods. winding method. For the unimpregnated coils our estimates

The propagation of the normal zone boundary along andicated that the voids did not occupy more than 3% of the
transport-current-carrying superconductor has been studiddtal volume, bearing in mind that the winding was close
experimentally for single conductors washed with boilingpacked. The test coils were wound onto Textolite formers
helium?!? and also for ideal thermally insulated conductors. and had an inner diameter of 58 mm, an outer diameter of
These conditions differ substantially from the situation inside110 mm, and a length of 80 mm. There were 12 layers in the
tightly wound magnets, where the heated part of the conduowinding. Measurements were made on the fifth layer, which
tor inside the winding is cooled by thermal contact with was the only one to which current was supplied. The other
neighboring turns and, in noncompound windings, by heatayers provided the boundary conditions simulating the struc-
transfer to the boiling helium, some of which may be locatedture of a real magnet. The fifth layer was wound with two
in the voids. Three-dimensional propagation of the normaparallel wires. For the measurements the current was sup-
zone in adiabati¢compound magnets has been studied ex- plied to one of the wires in the layer and the second wire
perimentally by various authofswhereas the dynamics of functioned as a heat insulator for the turns of the first. Esti-
the normal zone in closely packed noncompound windingsnates have shown that this design sharply reduces the influ-
has barely been touched upon. In addition, the conditions foence of the transverse diffusion of heat on the longitudinal
non-steady-state cooling by boiling helium in narrow chan-propagation of the normal zone while maintaining the cool-
nels are almost unknown. ing conditions of the normal zone characteristic of the wind-

Here we present results of measurements of the normahg. A Manganin heater was placed at one end of the wire.
zone propagation velocity in conductors having a stabilizingPotentials were recorded by five internal taps situated at 0.5
matrix of technical-grade aluminum jacketed by with a thinm intervals along the coil. The first of these potential taps
layer of coppeP. The experiments were carried out using was approximately 0.7 m from the heater. The point where
small test coils reproducing the structure of real superconthe wire emerged from the coil served as the sixth tap. An
ducting magnets in terms of cooling conditions. To facilitateexternal magnetic field was generated by a superconducting
the analysis of the experimental results, we simulated thsolenoid with a 120 mm diameter aperture, fitted with a su-
one-dimensional propagation of the normal zone along th@erconducting short. The measurements were made with a
conductor by using a special design of test coil. The conduc-frozen” external field. The entire assembly was placed in a
tor measured 382 mm and the thickness of the copper test cryostat having an inner diameter of 240 mm.
jacket was around 5@m. Composite superconducting wire, During the experiments, the conductor was supplied with
0.7 mm in diameter, made of a niobium-titanium alloy, wasa current of given magnitude, a normal zone was initiated by
soldered in a groove in the matrix. The conductor was insuthe heater and the voltages were recorded at five consecutive
lated with polyimide film, the total thickness of the insula- sections using a loop oscilloscope. The transport current in
tion being 0.12 mm. The measurements were made usingpe sample and the external magnetic field were constant in
two grades of conductor having different matrix materials:time. The velocity of the normal zone in each section was
ASBE technical-grade aluminum and A995 relatively high-defined as the ratio of the length of the section to the time
purity aluminum. Aluminum has conventionally been usedinterval between the onset of voltage in that section and in
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FIG. 1. Propagation velocity of the normal zone as a function of current ing|G, 2. Propagation velocity of the normal zone as a function of current.

a conductor stabilized with ASE aluminum. External magnetic field:@T  conductor stabilized with ASE aluminufaircles and A995 aluminuntri-

2T (2), and 4 T3). Compound winding. angles. External magnetic field: 0 T1), 2 T (2), and 4 T3). Noncompound
winding.

the subsequent one. Thus, the velocity could be calculated

for four sections and then the average velocity could be cal-

culated for the two inner sections. According to our esti-considerably lower than that in the first type of conductor

mates, the error in determining the velocity for each sectiofunder the same cooling conditiong his difference ranges

did not exceed 15% for most points. between approximately a factor of 15 in the self-field to a
The experimentally determined values of the voltage fofactor of 5 at maximum currents in fields of 2 and 4 T. Note

the section of wire completely transferred to the normal statg, ot the theor§ indicates that the velocities of the normal

could be used to dgtermme the_ re5|_dual res's.’t_'mrageq zone in these conductors should be approximately equal un-

over the cross sectignFor the wire with a stabilizing matrix der adiabatic conditions. Thus, a small amount of liquid he-

of ASE aluminum in a transverse magnetic field of 0, 2, and, . ) . 0 .
4 T, this resistivity was 1.810°° 1.2<10°° and lium contained in the windingup 3% by volumg drastically

1.4x10°° Q-m and for the wire stabilized with A995 alu- alters the dynamics of the normal zone. o
minum, the residual resistivity was %3010 2.9x 107, Such a low normal zone propagation velocity in the
and 3.2 10720 (- m, respectively. The critical currents for A995 aluminum-stabilized conductor may pose a serious
both conductors were similar, 800 and 540 A in magnetidhazard from the point of view of the protection of large su-
fields of 2 and 4 T, respectively. perconducting magnets. The extremely nonuniform dissipa-
Figure 1 gives the results of measurements for a comtion of the stored energy may lead to damage to the winding
pound winding of ASE aluminum-stabilized wire. A com- by overheating. One method of solving this problem is to use
parison between the experimental values of the velocity angonductors with a stabilizing matrix of high residual resistiv-
the results of the numerical calculatiogerformed by a ity in these windings.
finite-differe.n.ce method, using real temperature dependences an additional advantage of these conductors is their sub-
of the specific heat of the. conductor and other param)ete@tamia”y improved mechanical properties.
revealed that the propagation of the normal zone is apprecia-
bly influenced by cooling of the conductor through contac
with neighboring turns. The experimental values were 1.2—
times lower than the velocities calculated in the adiabatic
approximation. The rates of cooling correspond to effective
coelﬁicients of heat transfer in the range 40—120mW?
K™+

‘ This work was supported by the Scientific Council on
é—ﬁgh—Temperature SuperconductiviiProject N 93172

. - . 17. 3. J. Stekly and E. Hoag, J. Appl. Phy, 1376(1963.
Figure 2 gives experimental results for noncompound ; '
9 9 P P 2L. Dresner, Cryogenic$6, 675(1976.

wmd.lngs. In this case, for a condggtor with a stabll'lzmg 3C. H. Joshi and Y. Iwasa, Cryogenigs, 157 (1989,
matrix of ASE aluminum, the VelOCItIE§ were 1.4-3 times 4p v. Gavrilin, A. A. Konyukhov, and V. A. Malginov, IEEE Trans.
lower than those for the compound coil, which may be at- Magn.32, 2990(1996. )
tributed to the presence of liquid helium in the winding. This °O. P. Anashkin, Yu. P. Ipatov, V. E. Kién et al, Elektrotekhnika No. 3,
difference is smaller, the higher the velocity of the normal 17 (199).
6 ; . N
zone and the weaker the influence of the helium cooling. It M. Wilson, Superconducting Magnet©xford University Press, London,
. . " 1983 [Russ. transl. Mir, Moscow, 1985
can be seen from Fig. 2 that the velocity of the normal zone 3l §
in a conductor with an A995 aluminum stabilizing matrix is Translated by R. M. Durham
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Structural and noise characterization of VO , films on SiO ,/Si substrates

M. V. Baidakova, A. V. Bobyl’, V. G. Malyarov, V. V. Tret'yakov, I. A. Khrebtov,
and I. I. Shaganov

St. Petersburg State Technical University
(Submitted January 17, 1997
Pis'ma Zh. Tekh. Fiz23, 58—65(July 12, 1997

Multi-technique structural and electrophysical investigations of, Wittlhs on SiQ/Si substrates

are carried out to study the microscopic nature of fluctuator defects — sources of low-
frequency flicker noise. It is established that the noise intensity is determined by the magnitude
of the microstress fluctuations)={((dc/c)?)}, wherec is the lattice parameter along

the c-axis parallel tg011] direction in the blocks of which the film is formed. The dimensions

of the blocks were determined in the direction of thexis (t.~1000 A). The suggestion

is put forward that the samples contain two types of fluctuator defegts: dtoms jumping
between the two nearest interstitial sites and/Zatoms jumping between these interstitial

sites near lattice defects. @997 American Institute of Physids$1063-785(1®7)01107-3

Interest has been shown in Y@ilms because of the with a rotating copper anode. The results are presented in
possibility of using the abrupt temperature dependence ofable | and plotted in Fig. 1.
their properties in various practical applicatidnéand also It is known' that for VO, films grown on SiQ/Si sub-
in connection with studying the physics of the correspondingstrates, the preferential direction of growth of the blocks is in
structural phase transitidn® Low-frequency flicker noise the[011] direction. Data from Ref. 14 confirms that the dif-
may indicate random changes in the microstructure of thdraction pattern(Fig. 1) contains VQ peaks((011), (022),
sample, and also so-called fluctuator defé®té?and may (012, and(021) and a series of low-intensity peaks. The
therefore provide an effective criterion for technological latter may be associated with reflections from a particular set
monitoring of these changes. of planes in MO,4, which cannot be identified since the struc-
With the aim of studying the microscopic nature of theseture of V,0, has not been worked ott. The interplanar
fluctuator defects, we made a multi-technique structural angpacing for the V@ (011) planes was calculated from the
electrophysical investigations of \4dilms on SiQ/Si sub-  position of the diffraction peaks and it was found that within
strates prepared by magnetron sputtering. These investiggieasurement error this spacing agrees with that for free
tions included x-ray structural phase analysis, x-ray spectra O,, as was to be expected in the presence of an amorphous
microanalysis, scanning microscopy, and measurements & O, sublayer. The structural perfection of the blocks is not
the flicker noise intensity, the resistance, and its temperatur@ood: the width of the rocking curve being6° for the
dependence. It was established that the flicker noise intensij911) peak.
is determined by the microstress fluctuations Thus these results confirm that, to a high degree of ac-
((e)={((5c/c)®)}, wherec is the lattice parameter in the curacy the films have a stoichiometric Y@omposition and
[011] direction) in the blocks of which the film is made. The both phases have a block-mosaic structfir.considerable
dimensions of the blocks were determined in the direction ofraction of the blocks have a V{phase composition, while
the c-axis (t.~1000 A). The results allowed us to put for- the interblock sections have a¥, phase composition. Us-
ward a hypothesis as to the microscopic nature of these flu¢ng the line widths given in Table 1, we can use the model to
tuator defects. estimate the dimensiornts of the blocks along the-axis and
Table | gives the parameters of the magnetron sputteringle microstress fluctuation&). It is knowr'® that in the
process and the thickness of the Si€liblayer deposited on block model, the line widthw,, consists of two component
a KEF4.5 Si:P substrate. The sublayer thickness as well a8"d depends as follows on the Bragg angie:
the composition and thickness of the Y@m were deter-
mined using a Camebax x-ray spectral microanalyzer and a w§V=w<28>+ wZ=(2(e)tan vg,) %+
specially developed program which took into account the
multilayer nature of the region of formation of the recordedwherew. and ., are the widths caused by the presence of
signal®® This method of microanalysis did not provide the blocks and by microstress fluctuations in these blocks,
highly accurate absolute values of the oxygen content of theespectively, and is the wavelength of the x-rays. The re-
films, and thus Table | gives the values normalized to thesults of the calculations are also presented in Table I.
content in sample No. 4. For the electrophysical measurements, we prepared
An examination made using a CamScan scanning eledsridges with the dimensions given in Table I, which had In
tron microscope revealed no inclusions or roughness of dieontacts with the Ti sublayer. The resistanRe of the
mensions>0.1um on the surface of the films. samples had a semiconducting temperature dependence, with
Structural phase analyses of the sublayer and the filmthe activation energieg, given in Table I. For the noise
were made using a Rigaku single-crystal x-ray diffratometeiintensity measurements we used a metal cryostat and an am-

2
), Y

2t.COS vg,
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TABLE I.

Process parameters

Sample Film composition
No. Pressure in growth Si0 (relative to Bridge
chamber, mTorr sublayer stoichiometrig dimensions
(0] Ar+0O Thickness \ (0] Length—width—
A —thickness,um

4 0.21 2.0 4110 1.009 1 750-2100-0.36
5 0.21 1.9 600 1.011 1.001 40-100-0.33
6 0.23 21 1750 1.011 1.002 30-100-0.37
7 0.21 1.9 6500 0.995 0.998 30-100-0.34

TABLE I. (Continued).

Electrophysical parameters X-ray line Parameters
Sample of bridges widths wo, of blocks
No. R, kQ Ea.r €V Hooge parameter (011) deg (022 deg  t., A (e)x1073
300 K at 10 Hz
4 3.1 0.20 6 0.164 0.35 900 5.2
5 74.3 0.21 90 0.191 0.41 1200 7.3
6 121 0.16 60 0.188 0.428 1100 7.1
7 6.2 0.13 25 0.190 0.415 1200 7.4

plifier with a special low-noise input transistor. The dimen-also given in Table | and the corresponding frequency de-

sionless Hooge parametlre was used to characterize the pendences are plotted in Fig. 2.

noise properties of the samples. The parameteras calcu- In the coordinates used in Fig. 2, & ffequency depen-

lated assuming that the volume of a unit cell was 3% A dence of the noise intensity would be a horizontal kne.,

(Refs. 17 and 1Band allowance was made for the energy @ = cons}. The experimentally observed dependengé)

gap between thed-levels of the valence band and the was first described in Ref. 5, and may be explained in terms

p-levels of the conduction barld,which was taken to be of the fluctuator defect model mentioned previously, i.e., by

2E .« The values ofx obtained at a frequency of 10 Hz are using the concept of the distribution of fluctuator defects
over the energy spectruild, whose scale is also plotted in
Fig. 2 and which is determined from the relation

E, ev
0.66 0'6|0 0.5{4
2 100 5
5 ; 6 E
g i ]
° 1 :
-~ 3 4
10 7 1
] 4 _E
1 ]
40 2V . deg 80 h 1
Br! llll' T 7T lll”l' LI II|lll| T T
FIG. 1. X-ray diffraction pattern for a substrate with a sublayer and two 10 100 1000
samples(the numbering corresponds to that in Tabje CuK, radiation f' Hz

(A=1.541 A). The diffraction peaks of the structures are indicated:-
VO,, * — V,0, according to data from Ref. 14, Cards No. 9-142 and FIG. 2. Hooge parameter versus frequency and energy calculated using
19-1398, respectively. The Miller indices are given for )yO Eq. (2). The curves are numbered as in Table I.
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I T i T erable anisotropic diffusion of cation lattice atoms between

100 = interstitial sites with substantially lower energies-oi.4 eV
. ) . is observed in the presence of substitutional impurities. Thus,
a A ] it may be hypothesized that the type | fluctuator defects are
j N7x j V atoms jumping between two neighboring interstitial sites,
j and the substitutional impurities can either be accidental im-
10 purities or other valence states of the V atoms. It may be

postulated that the type Il fluctuator defects are also jumps of
V atoms between interstitial sites situated near lattice de-
fects, or V atoms of different valenéé.

The authors would like to thank V. S. Vikhnin, A. I.
I Morozov, R. A. Suris, and F. A. ChudnovsKor many use-
ful comments.
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FIG. 3. Model of spectrum of two types of fluctuator defe@tand Il) for
two samples; the corresponding experimental points are plotted. LA. A. Bugaev, B. P. Zakharchenya, and F. A. Chudnoyskhe Metat
Semiconductor Phase Transition and Its Applicatiofis Russian
(Nauka, Moscow, 1979
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tify the strongest correlation between structure and noise. lated Materials Springer Series in Solid-State Sciences, Vol. 119
Comparing the structural results obtained for different (Springer-Verlag, Berlin, 1995 _ ‘
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(~2-3 eV (Ref. 21). However, it was recently observed

that in rutile structures, particularly in TiGbxides?? consid-  Translated by R. M. Durham
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Physical model of the transition from a hexagonal to a cubic structure during growth
of boron nitride under nitrogen and argon ion irradiation

Yu. V. Trushin

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted January 17, 1997
Pis’'ma Zh. Tekh. Fiz23, 66—70(July 12, 1997

A model based on original experimental data is proposed to describe the transition of the
structure from hexagonal to cubic during the growth of boron nitride layers. It is postulated that
boron and nitrogen ions entering the growing layer form additional atomic planes parallel

to the @b) planes of the hexagonal structure or complete existing dislocations in the growing
crystal, causing the boron nitride to undergo a transition to a cubic structurd.999

American Institute of Physic§S1063-78517)01207-X]

It has been established experimentalfithat when thin  gen and argon ions, respectivel(r,t) is the flux density
boron nitride (BN) layers are grown by ion-beam assistedof jth particles at point and timet; Sy + Sg andS, are the
deposition using Bl and Ar* ions with energies between 0.5 strengths of the internal sinkD(— dislocations andc —
and 1.5 keV, hexagonal BN grows on a silicon substrate witmew additional BN planes ia directiong and of the external
the ¢ axis parallel to the surface. Under this irradiation, ni-surface sink {\); Dj is the carrier diffusion coefficient where
trogen ions enter the growing material and boron is “drivenj=iN, iB, and Ar; andagy=4mlgy, Wherelgy is the B and
in” by interaction between the boron atmosphere and Ar N capture distance for the formation of a BN molecule.
ions at the surface of the growing sample. As a result, a The balance of particle$B, N, Ar) in the material
transition is observed from hexagonal boron nitriteBN) (h-BN) per unit volume at timé may be written as follows:
to the cubic phasec(BN). h

Let us consider a physical model for the transition from  Pnc(t)=Pnct Cig(t) + Cin(t) + Ca(t) + Ne(t) + Np(1).

a hexagonal to a cubic BN structure during the growth of (4)
h-BN layers under nitrogen and argon ion irradiation. WeHere C;(t) is the average volume concentration, where
make the following assumptions: j=IiN, iB, and Ar,p,.(t) is the nuclear density of the mate-

1) Nitrogen and boron ions entering theBN are in the rial at timet, pﬂc is the nuclear density of the hexagonal BN,
form of interstitial atomsi(N andiB) during irradiation and  N(t) is the number of N and B atoms per €mhich have
are distributed between thalf) planes in the hexagonal BN. formed additionaF planes inh-BN by timet, andNp(t) is

2) InterstitialiN andiB atoms diffuse to an external sink the number of N and B atoms per giost to internal sinks in
(the surfaceA) and to internal sinks, such as dislocationsthe form of dislocations by the time
(D), which are always present in growing crystals. Let us assume that is the time taken for growth of

3) Mobile nitrogen and boron atomsN andiB) may  hexagonal BN in the experimehts (approximately 30 min
form BN molecules which will nucleate new additional bo- Then, by this time we have:
ron nitride planes between the existingh) planes in the
hexagonal structure.

We write the following equations for the concentrations
of interstitial nitrogen and boron atomg& and C;g) and
implanted argon Cp,):

0')CiN(r,t) __h . c h
o OB D HdivIi(r,t) — asy(Diy pEe—0.9600 = Ng(ty)+Np(ty). (6)

a) p"(t1)=pS. (nuclear density of cubic B)\

b) Ca(ty)=4%p). (see Ref. 3

¢) Cin(t1)=Cig(t;)=0 (all mobile nitrogen and boron
atoms are situated only at sinks (5)

Using Eqg.(4) and the condition$5), we obtain

+Dig)CinCia—DinCin(So+ S +S,), (1) The following expressions may be written for:({t) and
Np(t) (see Refs. 4-6
dCig(r,t)

ot gIB(EArarvt)+d|V‘]lB(r1t) aBN(DIN NF(t):SFft [DiNCiN(t,)+DiBCiB(t,)]dtI! (7)
0
+Dig)CinCie—DigCia(Sp+Se+Sy), (2) t

ICplr,t) . ND(t):SDf [DinCin(t") +DigCig(t’)1dt’, tS)
= gAr(EAr ,r,t) + dIVJAr(r ,t) - DArCArSA . to

ot
(3)  Wherety is the time for the onset of hexagonal BN growth.

The strengths of the internal sinks can be written(sse

Here g; (E,r,t) is the rate of generation of interstitial nitro- Refs. 46, for example

gen and boron atoms and also argon atomsi(N, iB, Ar)
in h-BN; E andE,, are the energies of the impinging nitro- Sp=appp, Sg=aprCeRg, 9
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wherepp is the dislocation densityCr andRg are the con- It should be noted that the exponemtis not too large and
centration and mean ‘“radius(in the adiabatic approxima- thus (see expressiof®)), the density of the dislocations in
tion, see Refs. 698of the additional new plane fragments the growing sample will not be too great, as has been estab-
F in h-BN, andap andag are the adsorption parameters for lished by electron microscopic analyses during the growth of
the dislocations and the new plangs the order~1). SiC layers by similar methods.

To estimate the total strength of the internal sinks  To sum up, it has been shown that by assuming that in
(Sp+Sg) and the external sinkS,, we assume that the the growth of layers of hexagonal boron nitride additional
interstitial nitrogen and boron atomsN andiB) have the atomic planes are formed between the existing)(planes
same migration activation energiesy=¢{p~0.1 eV and along thec axis during the growth process under nitrogen
therefore about the same diffusion coefficientsand argon ion irradiation in a boron atmosphere, the physical
Din=D;g=D. Then, the average concentrations areconditions derived from the balance of particles impinging
Cig(t) =C;n(t)=C(t) and thus, expressiorng) and(8) have  on the surface of initially hexagonal and then cubic BN can

the form be maintain. The incipient new additional planes also cause a
‘ ‘ gradual transition fronn-BN to c-BN as a result of changes
NF(t)~2DSFf C(t")dt’ ,ND(I)NZDSDI C(t")dt’. in the interatomic spacings in the growing boron nitride.
to to These results are estimates which serve to demonstrate quali-

(10) tatively the efficacy of the proposed physical model. The
Solving Eg.(3) for the average argon ion concentration with next stage will involve calculations of the spatial distribu-
allowance for their experimental rate of generatiand con-  tions of mobile nitrogen and boron atoms during the growth
dition (5b), we can obtain the following estimate for the of h-BN where condition(4) is satisfied.
surface sink strength The author would like to thank colleagues at the Fors-
N _ chungszentrum Rossendorf, Prof. o, Dr. A. Kolitsch,
S\=4X1070=4x10""* em ™, (19) Dr. V. Fukarek, and M. Plass, for supplying experimental
where w~10"" is the probability of energy transfer from data and for fruitful discussions.
argon ions to boron atom#1&1). This work was supported by the Russian Fund for Fun-
Using Egs.(1) and (2) with Egs. (4) and (10), the  damental Research, Grant No. 96-02-17952.
volume-averaged concentrations at titpean also be given

by: IM. F. Plass, W. Fukarek, A. Kolitsch, and U. Kreissig, Surf. Coatings
Technol.84, 383(1996.
h S+ Sk 2M. F. Plass, W. Fukarek, A. Kolitsch, M. Mader, and W. o, Phys.
Ne(t1)+Np(ty)~2g Atm- (12 Status Solidi A155 K1 (1996.
D A 3M. F. Plass, W. Fukarek, S. Wdl and W. Mdler, Appl. Phys. Lett69,
Using condition(6), expressior(12) gives ,46(1998.
Yu. V. Trushin, J. Nucl. Mater185, 279 (199])
Sp+ Sp~1.43% 10*33A , (13) 5Yu. V. Trushin, Tech. Phys39, 564 (1993.
8Yu. V. Trushin, Theory of Radiation Processes in Metal Solid Solutions
and allowing for the estimat€l1), we obtain (Nova Science Publishers, New York, 1996
Sp+Se~6x10""1, (14)  Translated by R. M. Durham
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Fractal structure and some physical properties of carbon deposits obtained
by sputtering of graphite in an electric arc

I. V. Zolotukhin and Yu. V. Sokolov

Voronezh State Technical University
(Submitted March 11, 1997
Pis'ma Zh. Tekh. Fiz23, 71-75(July 12, 1997

New experimental results are presented to show that when graphite is sputtered in an electric arc,
a carbon deposit having a fractal structure is formed on the cathode. The superior
microhardness and high microporosity indicate that this fractal carbon deposit may have
applications in engineering. @997 American Institute of Physids$51063-785(07)01307-4

When fullerenes are prepared by the electric arc methodglmost an order of magnitude higher than that of graphite,
some of the evaporated graphitep to 40% of the rod mags which also indicates its fairly porous structure.
is deposited on the cathode in the form of soot which has The surface structure of the carbon deposit is shown in
been called “carbon depositt"This deposit is formed be- Fig. 1a. Fairly largg4—8 um) cloud-like formations can be
cause of the nonequilibrium conditiongemperature and identified and these consist of smal{ér3—0.6.m) rounded
atomic concentration gradienpresent when an electric arc accumulations. An examination of the initial stages of nucle-
burns. A carbon deposit obtained in He, Ar, and,CGitimo-  ation of the carbon deposit with a scanning tunneling micro-
spheres was studied in Ref. 2 and nanotubes, nanoparticlessope revealed that the structure consists of 6-8 nm carbon
and amorphous carbon were observed. In argon and heliuglusters, which serve as the base material for the formation
atmospheres, nanotubes were formed at gas pressures above
20 and 50 Torr, respectively. Nanoparticles were formed at
lower argon and helium pressures. Some physicochemical
properties of carbon deposits obtained under roughly the
same conditions as in Ref. 2, were studied in Ref. 3. It was
established that compared with graphite, the carbon deposit
possesses superior microhardness caused by the presence of
local microdistortions and finely disperse zones, possibly in-
corporating accumulations of nanotube bundles.

These data do not provide any definite indication as to
the structure and mechanisms of formation of these carbon
deposits. Our aim in the present paper is to answer some of
the questions relating to the structure and mechanisms of
formation of carbon deposits during the sputtering of graph-
ite in an electric arc.

A carbon deposit was obtained by sputtering a graphite
rod in an arc discharge with the following parameters: cur-
rent 180 A and voltage 15—20 V. The sputtered graphite was
deposited at an argon pressite 10 Torr on the plane sur-
face of a polished graphite cathode. The deposition time was
30 s and the thickness of the carbon deposit waf0um.

The deposit was removed from the cathode and its outer
surface was analyzed in a scanning electron microscope and
a scanning tunneling microscope. The microhardness was
measured using a PMT-3 device, with a relative error of
14%, the density was measured by hydrostatic weighing,
with a relative error of 0.8%, and the electrical resistivity
was measured by a four-probe method, with a relative error
of 9%.

The carbon deposit is a fairly hard structure with a mi-
crohardness of 5.95 GPa as compared with 0.22 GPa for
graphite. The density of our carbon deposit was 1.32 g/cm
which provides evidence of its porositior comparison, the
density of graphite is 2.3 g/cth The electrical resistivity of
the deposit was 1x410™4Q-m whereas that of graphite is
1.5x 10 °Q-m. Thus, the resistivity of the carbon deposit is FIG. 1. Surface structure of carbon deposit: ax5300, b —x 580.
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of 0.3-0.6 um aggregates. During the deposition process, The formation of structures similar to carbon deposits
the aggregates form into macroscopic cloud-like formationsnay be represented in the same way as the formation of
having dimensions of 4—gm, which then form a structure “dust particles” in a microwave plasma during etchifini-
reminiscent of a “cauliflower head(see Fig. 1 A similar tially, graphite is sputtered in the electric arc plasma with the
surface structure is observed for dust particles obtained in formation of 2—6 nm charged carbon clusters. Some of these
helium plasma with graphite electrodes in a 15 MHz rf dis-clusters collide in the plasma and, interacting by way of
charge at a pressure of 1 TdRef. 4). diffusion-limited aggregation, form fractal aggregates of up

The density of our carbon deposit is 57% of that ofto 1 um. Each of these fractal aggregates acquires a negative
graphite whereas the microhardness is 27 times highecharge which may reac,=10" (Z, is the charge of a
These results indicate that the structure of the carbon depoditactal aggregate in units of electrical char§eFluxes of
comprises a fairly rigid framework with an appreciable po- positively charged argon ions recombine at fractal aggregates
rous volume. This structure is typical of aerogels, whosgdust particles At high dissipation energies, conditions are
fractal nature has been established beyond doubt. Thus, tisatisfied for self-organization and for the formation of fairly
experimental data convince us that the carbon deposit hassdable, fractal carbon structures, which are formed according
fractal structure. to the laws of formation of long-lived dust structufes.

To calculate the fractal dimension we use the model of  To conclude, we should like to thank V. P. levlev and
fractal aggregates consisting of clusters of radiiand hav- D. S. Dolgikh for assistance with the scanning electron mi-
ing the density of graphitg, (Ref. 5. If the radius of a croscope and scanning tunneling microscope examinations.
fractal aggregate iR>r,, the number of clusters in it is

given by:
N(r)=(R/rg)®, 1<D<3, © o . .
V. P. Bubnov, I. S. Krainskj and E. E Laukhina, Izv. Akad. Nauk Ser.
whereD is the fractal dimension. Formuld) yields an ex- Khim. No. 5, 173(1994.

pression to determine the density of material in a sphere of A Yoshinori, Fullerene Sci. Techndl(2), 173(1994.
Yu. S. Grushko, V. M. Egorov, |. N. Zimkiret al, Fiz. Tverd. Tela

radiusR: (St. Petersbung37, 1838(1995 [Phys. Solid Stat&7, 1001 (1995].
= py(r /R)37D (2) 4A. Jarscaddemt al., Plasma Sources Sci. Techn8).239(1994.
pP=pPollo ! 5B. M. Smirnov, Usp. Fiz. Naukl52, 133(1987 [Sov. Phys. Usp30, 420

where p is the density of the carbon deposit. For1.32 6&/1937)% . Uso. Fiz. Naukl67. 57 (199
glen?, po=2.3 glent, ro=4x10"7 cm, andR=4.5x10"° - N. Tsytovich, Usp. Fiz. Nauki67, 57 (1997.
cm, we obtainD =2.88. Translated by R. M. Durham
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Method of determining dynamic adiabatic compression curves of powders
V. V. Ivanov and A. A. Nozdrin

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted February 14, 1997
Pis'ma Zh. Tekh. Fiz23, 76—80(July 12, 1997

A method is described for investigating the dynamic adiabatic compression curves of powders by
measuring of the pulsed pressure in a powder pressed uniaxially by an elastic instrument.

The instantaneous powder density is determined by numerical solution of a pulsed spectral problem
using the pressing pressure pulse and the known characteristics of the pressing instrument

and the external force. €997 American Institute of PhysidsS1063-78507)01407-9

Increasing interest has recently been shown in dynamigelocity of approach of the boundaries of punches A and B is
methods of compaction because pulsed compression is prexpressed by the difference between the two linear operators
erable for compacting some of the new types of powder maef the accelerating and stopping actions:
terials. In particular, the dynamic compression of solid nano- _ _
size powdersq = 5-100 nm can effectively overcome the V=VamVe=LIT(O] = Lagl PO].
adhesive coupling forces of the particles and can achievl is known from solving problems of forced oscillations of
higher pressing densities compared with static methods at tHeds and slas’ used to describe the behavior of punches
same pressure levEt? In view of the wide variety of pow- and an impactor, that these operators have the form of simple
der materials, there is a need to develop a real-time methogbnvolutions linear with respect to a variable boundary con-
of studying their dynamic compressibility as a function of dition. Thus, the Fourier transforms of the unknown velocity
phase composition, dispersion, and particle shape. and constraints at the boundaries are linked by the simple

We propose principles for the experimental determinadinear relation:
tion of the dynamlc adiabatic curves of powde_rs using soft_ VF(w)=fF(0) - S(w)— PF(w) - Sxp(),
pulsed compression waves. A pulsed pressure is generated in
the powder by accelerating a pressing instrument with avhich contains the frequency characteristics of the pressing
strong pulsed magnetic field and then stopping it with a powinstrument,S,, and Syp(w), determined experimentally in
der target, and has typical rise and decay times of around 10wo calibrating situations. Here the superscripts “F” indi-
us. Here, the pulse shape is determined by three factors: tHi@te direct Fourier transformation.
accelerating force, the elastic properties of the pressing in- In the first situation, there is no powder in the die block
strument, and the compressibility of the powder. Using theand the surfaces of the punches are brought into contact.
experimentally measured pressing pressure pRig?, the  Under the influence of an external forég(t), the pressure
elastic properties of the pressing instrument, determined b1(t) develops at the A-B contact interface but there is no
calibration, and the accelerating magnetic fori¢¢), the  relative displacement of surfaces A and B({)=0). In the
method allows us to calculate the instantaneous powder degecond situation, under the action of the fofggt), the im-

sity y(t).
The powder density is determined from the approach
velocity of the plane surfaces of two punches in the cylindri- flt)
cal channel of a die blockFig. 1): l l l l
Yoho
y(t)= 1

ho—foV(£)dé’

where yq andhy are the initial density and filling height of
the powder. The upper punch is moved by an impactor to
which an external accelerating fordg€t) is applied. The
lower, fixed punch rests on a rigid support. The volume of
the powder being compressed between the punches is so
small that the pressure near the boundaries of punches A and
B can be considered to be the safgeasi-steady-state con-
dition). The impactor and the punches have a single common
degree of freedonx along which they move and undergo
forced oscillations at natural frequencies. When the external
force is such that the mechanical stresses in the pressing R N

instrument are within the range of linear elasticity of the T

material(for P-]:S SFeestz GPg, .the d|splacem(_er_1t of the FIG. 1. Diagram of experiment to study dynamic compression of powders:
punch boundaries is a linear function of the conditions at the _ jmpactor,2 — die block, 3, and 35 upper and lower punches, and
boundaries, as has been verified experimentally. Then the— rigid support.

e

ht)
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pactor and the upper punch undergo free acceleratiohetween the compression adiabatic curve and the experimen-
(P(t)=0), and the punch velocity,(t) is monitored. As a tal points{P,y} (symbol3 obtained in many separate tests
result, the unknown approach velocity of the punches as then the pressure pulse amplitude and the final pressing den-
powder is compressed is expressed as the inverse Fourisity. The pulsed heating of the powdec,& 775 J/kgK)
transform of a combination of spectral densities of two func-was estimated from the adiabatic compression curve in the
tions (P(t) andf(t)), describing this process and four cali- isentropic approximation:

bration functions f,(t), P,(t), fo(t), Vo(t)) characterizing

the instrument: AT= 1 fylpy—zd%
Co Jy
fF fIxPF o -
V(t)=F 1 V§>< == and is given by the curvel(—Tg) in Fig. 2b.
fz  faxPp The proposed method can be recommended for studying

This method was used to investigate the dynamic comt® mechanisms of dynamic compaction of various types of
pression of nanosize AD; powder @=20 nm obtained by powders and for real-time selection of their pressing condi-
electrical explosion in the laboratory of Yu. A. Kotov, Cor- tONS.
responding Member of the Russian Academy of Sciences
(Institute of Electrophysics, Ural Branch of the Russian !v. lvanov, Y. A. Kotov, O. H. Samatov, R. Boehme, H. U. Karow, and
Academy of Sciences, Ekaterinbyrgrigure 2a shows typi- G- Schumacher, Nanostruct. Matéy.287 (1995
cal time dependences of the pressing pressure, punch apY: V- vanov. S. N. Paranin, A. N. Vikharev, R. Boehme, and G. Schu-

. . . macher, inProceedings of the Fourth European Conference on Cergmics
proach vglocny, and powder density for a single _powder Italy, 1995, Vol. 2, pp. 169-176.
compression process. It can be seen that compaction of th&. Munitz, Z. Livne, J. C. Rawers, and R. J. Fields Aroceedings of the
powder is completed near the maximum of the pressure pu|seThird International Conference on Nanostructured Materiat$awaii,

; - - ; .. 1996, p. 140.
and t,he pressure Is re“e\,/ed with almost no Cha”ge n den5|ty4_vl Gol'dsmit, Impact: Theory and Physical Properties of Impacting Bod-
The instantaneous density and pressure determine parametrigsin Russiai (Construction Literature Publishers, Moscow, 1965
cally the dynamic adiabatic curve of the powde(P), 0. Yu. Zharf and A. F. Ulitko, Introduction to the Mechanics of
which is given in explicit form in Fig. 2b. The solid curve Nonsteady-State Oscillations and WayisRussian (Vysshaya Shkola,
. . . Kiev, 1989.

gives the compression branch and the dashed curve gives the

pressure relief branch. Satisfactory agreement is observemdanslated by R. M. Durham
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Nonequilibrium structural transitions as a mechanism of turbulence
O. B. Naimark

Institute of Continuous Media Mechanics, Urals Branch of the Russian Academy of Sciences, Perm
(Submitted February 4, 1997
Pis'ma Zh. Tekh. Fiz23, 81-88(July 12, 1997

A possible mechanism for turbulence is proposed and substantiated for the first time, whereby
turbulence is considered as a nonequilibrium transition in ensembles of defects of the
microscopic shear type, which are treated as real defects in the molecular structure of liquids. A
statistical foundation is given for the evolution equations for the tensor order parameter,

which characterizes an ensemble of such defects and has the meaning of nonequilibrium
fluctuations of the strain rate. The types of macroscopic fluctuation modes of the strain

rate are determined as self-similar solutions of the evolution equations for this tensor order
parameter under conditions of nonequilibrium transitions, and qualitative correspondences are
established between these solutions and real scenarios for the transition to turbulence. The
Kolmogorov scaling lawsthe natures of the “viscous” and “inertial” intervalsare explained

for fully developed turbulence. €997 American Institute of Physics.

[S1063-785(0®7)01507-3

Various experimental observations regarding the physidefects in solidgmicrocracks, microshegrsvas developed
cal mechanisms for the evolution of instabilities in con-in Refs. 6 and 7. Microscopic shears are treated as nonequi-
densed media indicate that turbulence may be described dibrium fluctuations of the strain rate in an incompressible
the basis of an analysis of nonequilibrium fluctuations, wherdluid e, = (1/2)(dv; /X + dv |/ dX;), induced by cooperative
the latter are considered as real defects in the structure afisplacement of groups of molecules. The microshears play
liguids. This Letter was inspired by the results reported bythe part of variables eliminating the loss of diffeomorphism
Yu. L. Klimontovich»? who developed the concept of tur- (from the viewpoint of the theory of gauge fiefisn local-
bulence as a transition to “turbulent” order, and is also anized instabilities, and may be expressed as
attempt to formulate an opinion on the possible evolution ofsy = (1/2)s(vil(+1;vy), wheres is the shear intensity, and
instabilities in condensed media as being a consequence ofandi are the unit vectors of the normal to the area of shear
nonequilibrium transitions in ensembles of defects. Thesand the direction of shear, respectively. The microscopic ki-
defects, being by their very nature “nonequilibrium fluctua- netics ofs;, is determined by the Langevin equation
tions” of displacement(and velocity fields in solids, are .
treated in liquids as real physical defects generated in the Sik=Kik(Sim) = Fik, 1)

molecular structure by the collective motion of an ensemblg,vhere Ki(sim) and Fy. are the deterministic and random
| m 1

of moleculegslip) W_hich does not follow the usual diffusion parts of the interaction forces, satisfying the conditions

(moleculaj mechanism of momentum transfer. o (Fi())=0 and(F, (t')Fi(t))=Qd(t—t'), whereQ is the
Some data are presented to confirm the possibility of thigqre|ation function of the fluctuating forcésonequilibrium

treatment of velocity fluctuations induced by the dynamicystentia). The distribution function of the shear fluctuations

instability o_f ensemb(l‘es .of mole':,cules. One_ of_ the first tOW(s,E,F) corresponds to the solution of the Fokker—Planck
draw attention to the “solid-state” nature of liquid flow was equation

Frenkel® who observed that :..the widely held view that
the fluidity of liquids is caused by the absence of shear elas- ¢
ticity, i.e., by a zero shear modulus, is incorrdeixcept, ot
possibly, for the case of liquid helium)II The validity of
this statement is confirmed by the results of measurements of It was shown in Ref. 6 that the Lagrangian of these
the shear modulus and relaxation spectra of simple ligtids, Structural defects, modeled as dislocation pileups, may be
which yielded relaxation times~10"° s, differing by al-  Writtén as
most five orders of magnitude fr_om the moleculdiffusion) E=Ey—Hys + asizk, &)
times. The authors of Ref. 5 attribute the appearance of long-
lived parts of the spectrum to coordinated displacement and/hich includes the “traditional” ternH;,s;,, describing the
reorientation of groups of molecules. interaction in an ensemble in the “mean” field

It is remarked in Ref. 2 that the approximation of a con-approximatioR (H;= yoic+ Apix, Whereo;, is the stress,
tinuous medium, adopted in kinetic theory, is inadequate tg;,=n(s;), n is the defect concentration, andand y are
describe turbulent motion in hydrodynamics. The nucleatiorparameters of the materialnd the “self-action” as? , de-
and evolution of turbulent motion is caused by nonequilib-scribing the energy fluctuation in the nearest neighborhood
rium fluctuations that grow as a certain transition point isof the defect. A solution of the Fokker—Planck equation was
approached. The statistical kinetics of an ensemble of typicadbtained in Ref. 10 as a consequence of the hypothesis of

2

0 1
W——Ek(KikWH— 2

2 ISikISik
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FIG. 1. Macroscopic fluctuations of the shearversus
stresso.

Ay

—

statistical self-similarity(which was confirmed experimen- of F that give steady-state regimes. The coordinates
tally for an ensemble of defects in Ref.)1which allowed P(o,,pp) and S(o,ps) are the points of transition to the
the nonequilibrium distribution function to be expressed indynamic branches.
the formW=Z"lexp(—E/Q), whereZ is a normalizing fac- The fact that the dissipative functiohPg of a relaxing
tor calculated as a generalized value of the partition function(by flow) medium with defects does not change 3ign
The quasiequilibrium distribution function essentially re-
flects the view as to the nature of nonequilibrium developed =_ E eV — i _

q p TPs=— =V T+ oikeix pik =0 (6)
by Leontovich'? as a sequence of equilibrium states gener- T SPik
ated under the action of effective fields, whose magnitude i js the temperaturey, is the heat flux5F/ Sp;, is a varia-
this case depends @. The possibility of describing laminar  ional derivative, ana’, is the “viscous” component of the

‘e‘md turb_u!er_n motion ?”q,t.rans'“"”.s betwee_n them USINg gy strain ratee;, = e}, + ;i) leads to a system of equations
deterministic distribution” is also discussed in Ref. 2. for the tensor quantities

The macroscopic value of the “steady-state” nonequi-

librium fluctuations of the sheap;, is calculated as an , . SoF L
average, Tik= 1€t XPik, S —X€ik T {Pik; 7
I
pik:nf s, W(s, 7, dsdrd3 @) there 7, x, and { are kinetic coefficients. Takln'g
e,,=€,,— Py, for the case of pure shear, these equations

and its valuep,,= p for the case of pure shear of an infinite giveé —an  expression for the effective viscosity
layer by the stress-,,= o is plotted in Fig. 1 in the form of ~ 7et= 7+ (X — 7) Pxz/€x; and a kinetic equation fap,; .

curves for different values of the paramessr 2a/\n. The The presence of bifurcation points indicates a sudden
quantity  characterizes the interaction in the ensemhlés( ~ change in the symmetry of the distribution function, caused
the interaction constaniand how the defect size is influ- bY the appearance of various orientationally defined macro-
enced by the initial “free volume’V,, which functions as a SCOPiC modep;y during structural transitions. The influence
defect nucleugassuminga~G/V,, whereG is the shear ©f these modes on the evolution of nonequilibrium fluctua-
modulus. Transitions to topologically equivalent classes oftions of the strain rate is determined by the type of bifurca-
curves are determined by the paramet&ysand 8., which tion (by the group properties of the equations in various in-
are bifurcation points. tervals 6) and by the form of the heteroclines and their

The nonequilibrium free energl reflecting the entire  corresponding natural forfs(Fig. 2). The interval 6>,

spectrum of realizations in Fig. 1 may be expressed by théelliptic region S;) corresponds to spatially periodic solu-

i tions with weakly defined orientational anisotropy whic
expansioh i ith kly defined ori ional ani hich
5 4 . does not fundamentally alter the laminar flow pattern. Pas-
F=1/2A(1- 6l 6, ) pix + 1/3Bpj + 1/4C(1— 5l 5¢) pix sages through the thresholdg (hyperbolic regionS,) and
Doyt 12u(Vpi), 5) é; (parabolic regior;) lead to the evolution of nonequilib-

rium fluctuations of the strain rate in the form of spectra of
whereA, B, C, andD are the expansion parameters. Assum-solitary waves and dissipative structures with explosive
ing that the defect interaction is “polar,” the gradient term growth kinetics(peaking regime$) of various components
describes nonlocal effects, apdis the nonlocality param- p;., respectively. The peaking regimes correspond to a
eter. The “thermodynamic” branches correspond to minimastrange attractor region and give rise to dynamic stochastic-
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region of spatially periodic flows,<é6<4,, as the flow
intensity increases and “defect” structures are created,
renormalizing (reducing 8. When the turbulence is fully
developed, the flow is subject to the spectrum of natural
forms (dissipative structures in the peaking regjnvehich
describe the explosive growth kinetics of various tensor
modes of the nonequilibrium fluctuations of the strain rate,
determined by the corresponding compongnisand local-
ized on the spectrum of spatial scaldfundamental
lengthd?). The minimum scale corresponding to a simple
structure clearly determines the lower boundary of the iner-
tial interval (the upper boundary of the viscous intepvad
accordance with the Kolmogorov hypothesis.

4 The author would like to thank V. A. Barannikov for
supportive discussions.
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Transition to chaotization and loss of self-averaging in two-dimensional two-phase
media at the flow threshold

S. P. Luk'yanets, A. E. Morozovskii, and A. A. Snarskil

Institute of Physics, Ukrainian National Academy of Sciences, Kiev;
Ukraine National Technical University—"Kiev Polytechnic Institute,” Kiev
(Submitted March 26, 1997

Pis'ma Zh. Tekh. Fiz23, 89—-95(July 12, 1997

Giant fluctuations of the electric field recently identified experimentally in two-dimensional two-
phase media at the percolation threshold are discussed. An example of a hierarchical
realization of these media is used to show that forolRe0 (whereo, and o, are the phase
conductivities and Ima,/Im o,>0, the hierarchy construction procedure yields the

Dykhne expressior.= \o1,0,, whereas for Imr,/Im ¢,<0, the procedure becomes
randomized and the medium loses its property of self-averagingl9@¥ American Institute of
Physics[S1063-78517)01607-9

In Ref. 1 an expression was derived for the effective 4 (n+ 1)= (o (n)+oy(n)/2,
conductivity o, of a two-dimensional two-phase medium

with the average geometrically equivalent phase distribution @1 (N+1)=20, (n)oy(n)/ (o, (n)+ay(n)). 2
Note that the numerical coefficients in E@) appear as a
Te=\0107, (1) result of normalizing to the geometric dimensions of the total

conductance of a medium with a larde the limit un-
whereg; are the local conductivities of the phases with thebounded number of strips. The iteration procedui® has
concentrationp=0.5. In particular, these medi@Dykhne the invariant:
medig include those at the flow threshold.

It has recently been shown in various stuéiéshat for
Reo;=0 and Res,<Im o, giant fluctuations of the local and allowing for this, formuld2) may be written as:
electric field are observed in these media. In particular, this _ _
implies that the modulus of the electric field is not averaged‘n(nJr1)_(Ui(n)+a/0i(n))/2’ o(m=ale, (n). (4)
over dimensions of the order of the standard correlatiorit is easy to shof that for realo;>0 and o,>0, when
length (see the experiment reported in Ref. kh Ref. 6, the n—o we arrive at expressiofil) for the effective conduc-
authors put forward the idea that a renormalization grougivity of the medium’ In fact, the map(4) has a fixed stable
mapping for complex impedances with low local losses leadpoint o (*) = o, () = 0= yo,0,. For largen, o, (n) has
to a dynamic chaos scenario and a fractal dependence of tilee form o, (n)~\o10,-[1+0.5(c1 /02— 1)exp(n)],
impedance for hierarchical chains. which suggests that the procedure converges ragieiy.

Examples of a hierarchical construction of a medium2a).
with a geometrically equivalent phase distribution are given  We investigate Eq(4) for purely imaginary values of
in Refs. 7 and 8. Using the approach adopted in Ref. 8 and; and o, and we show that under certain conditions the
considering the limiting case Bge=Reo;=0, we show procedure loses the fixed points and stable cycles and the
that, depending on the sign bf=Imao,/Imo4, the medium  sequencer(n) and o, (n) becomes chaotic. This implies
will exhibit fundamentally different properties. For that the medium obtained by this procedure is non-self-
h>h.=0, the medium is self-averaging and the effectiveaveraging. For purely imaginary,=ic, ando,=i0,, the
conductivity is determinedas should be the cas®y the  elements of the sequence determined by the proce@ure
Dykhne formula(1). Whenh< hCZO, however, the medium will also be imaginarwi(n)zigi(n), O.H(n)zi'g_u(n)_ The

loses its self-averaging property and it is difficult to intro- iteration procedure foﬁn(n) and o, (n) has the same form

duce effective kinetic coefficients. h i laced ba- o
According to Ref. 8, at the first step the medium “is @ EQ-(4) wherea is now replaced by, o,.
Two cases should be distinguished:

assembled” from strips of equal thickness with the conduc- _ _ g
tivites o, and o, (Fig. 1a. Making the thickness of the 1. 010,>0 (i.e. o1 and o, have the same sign, for
strips tend to zero — homogenizing the medium — we ob-example, the elements of the first and second phases are
tain a single crystal for which the principal components ofcapacitances whose resistances can be negledtedhis

the conductivity tensor are; (1) ando, (1) (Fig. 1b. Then, situation, we arrive at the same resuIF as for realand _

by cutting strips of equal thickness lengthwise and crosswis€z- The procedure has stable fixed points and the effective
to this crystal, we collect these together to form a new singléonductivity is given by

g (May(n)=0i0,=4, €)

crystal (Fig. 19 for which the principal components of the . == ~ ~
conductivity tensor arey (2) ando, (2). Itis easy to show — 0, (%) =0()= Vo0, 0120, 02>0 5)
that at each stage ¢ — Vo0, 01<0, 0,<0.
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FIG. 1. Procedure for successive construction of a hierar-
chical Dykhne medium.

2. '&1}}2<0 (i.e., El and 52 have different signs, the and real the Julia setly separating the basins of attractions

elements of the first phase are capacitances and those of thgthe stable fixed points: y/a coincides with the imaginary
second phase are inductances whose resistances can be ags’® On Jy, formula (4) induces a one-dimensional map,
which converges t@6) and determines the dynamics on the

glected. In this case, for the map defined by form@k no
fixed points or stable cycles exist. It follows directly from Julia set. The may4) is conjugate with the mapR(u)=u?

formula (4) that for o,0,<0 the componentsr(n) and

o, (n) have different signs for anp. This implies that in :
this case, the medium does not become isotropic. For convéthich _ _ :
nience we cast Eq(4) in the dimensionless variables r'(#)=26(mod), which is known to generate chaotic

=0 (n)/[oy| andy,=o|(n)/[oy| and then rewrite it as:

Xn+1= (Xp+h/x,)/2,

Yn=h/X,.

(6)

Here h='o,/;. Now the initial value isxo=*1 and the
parameter defining the different mediahisThe behavior of
the iteration sequena®) for differenth is shown in Fig. 2.
Forh>0, the sequence, converges to the fixed stable point small negativeh (Fig. 3b, the sequence, initially de-
X.. (Fig. 238. Whenh becomes negative the sequence ceasegreases monotonically to zerd(k) ~x/2, |h|<|x]), but near
to converge, and as decreases, it increasingly acquires thezero the map has a “dip”f(x)~ —|h|/2x, |x|<|h|<1) as a
characteristic features of chaotic behavBigs. 2b, 2c, and

is, for the map(4) N(z)=(z>+a)/2z (a= 0,07, is positive

obtained by substitutingi=(z+ ya)/(z—\a). Then, the
imaginary axigJulia set is converted into a single circle on

the

dynamics is defined by the map

dynamics>°

Qualitatively, the behavior af,, as a function oh may
be explained by using a graph of the mapping function
f(x)=(x+h/x)/2, which determines the iteration procedure
(Fig. 3). Figure 3a shows the iteration sequence and its con-
vergence to the fixed stable poigh for h>0. For fairly

result of which the sequence ceases to be monotonic,
2d). In fact, the proceduréb) leads to chaotic dynamics; that changes sign, and after a certain number of iterations, returns
to the region of highlcompared with h|) values and again
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FIG. 2. Behavior of the iteration sequen@& when the purely
imaginary values of the phase conductivity have the same sign
h=0,/,>0 (a). Chaotic behavior of the iteration procedure
for h<0 (b, c, d.

Luk’yanets et al. 533



shown that for certain values of the phase conductivities, a
medium, while geometrically remaining a Dykhne medium
(two-dimensional, two-phase, geometrically equivalent
-~ phase distribution loses its property of self-averaging in
A terms of physical properties and thereby loses the concept of
1 effective kinetic coefficients.
e It is disputable whether other possible procedures lead-
ing to Dykhne media lose the property of self-averaging and
whether the “usual” checkerboard realization of a Dykhne
medium loses its property of self-averaging.

We would like to thank EM. Baskin and M. V. Btin
for discussions on the absence of self-averaging in the effec-
° tive properties of weakly absorbing media and M. \htiB
. for allowing us to become acquainted with Ref. 6 prior to
gtttz 00 publication and for fruitful discussions of this work, which
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Use of a two-wire microwave line at the boundary of the investigated zone to measure
the electron density in a low-temperature plasma

A. D. Zuev and A. G. Smolin

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
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A new method based on a two-wire line has been developed for noncontact diagnostics of a low-
temperature plasma and its fluxes in channels with complex profiles. This method provides

good spatial and time resolution. ®397 American Institute of Physics.

[S1063-785M7)01707-2

The use of a two-wire microwave line can substantiallyarcs of circles with radii of 82.5 and 90 mffig. 1). The
improve the spatial resolution in measurements of the plasmiength of the measuring section of the microwave line was
electron density as compared with free-space methods. ThB=15 cm.
property of a two-wire line was utilized in Ref. 1, where the The electron density was also determined independently
conductors passed through a layer of plasma more than threé the microwave method to check the proposed method ex-
wavelengths thick X =3 cm), which allowed accurate mea- perimentally and to calibrate the apparatus. These measure-
surements to be made in a quiescent plasma or in a plasnments were made under the same conditions by a well-
moving slowly relative to the conductors. However, this con-known electromagnetic method which involved measuring
figuration of conductors in a two-wire line cannot be used forthe current induced by the motion of the plasma in a trans-
diagnostics of ultrasonic fluxes because of the perturbationgerse magnetic field The measurements were made in mix-
introduced by the measuring line in the flux being investi-tures of xenon and nitrogen under conditions where no addi-
gated and because the line is deformed by the incoming fluxtional ionization was produced by the induced electric field.
A diagnostic technique based on a two-wire microwave lineSome of the results are presented in Table I.
as a probe element is proposed for diagnostics of a low- The proposed microwave method utilizes the fact that
temperature plasma and its fluxes in channels of complethe attenuation constant of electromagnetic waves propagat-
profile, without perturbing the flux by the elements of theing in the two-wire line depends on the electron density. We
measuring system. In this technique the conductors of thealculated this dependence for our conditions using informa-
two-wire line run through the material of the channel wallstion from Refs. 3 and 4. Since the distarttés small com-
(Teflon-4 insulatorin the direction in which the plasma pa- pared withL, each conductor in the line above the conduct-
rameters are uniform. According to the experiments and caling layer can approximately be considered separately, with
culations, the spatial resolution is then approximately 1 cmthe influence of the other conductor neglected. The validity
(at A=3 cm). With this line configuration, the method can of this approximation was justified in Ref. 3, where a strict
even be used when the channel walls are close together. formulation of the problem was used to analyze the propa-

The proposed method was implemented, checked out exgation of electromagnetic waves along a single wire and
perimentally, and used on an experimental apparatus conalong a multi-wire line located above a plane uniform con-
prising a disc MHD channel connected to a shock tide. ducting surface. These authors also derived an equation to
flux of ionized plasma was generated in the shock tube andetermine thelcompleX propagation constarq along the
then supplied to the disc channel via a distributor nozzle. Thevire as a function of the propertigpermittivity, magnetic
channel walls were made of Teflon, the channel height was permeability, conductivityof the wire, the insulator, and the
cm, and the outer radius of the discs was 15 cm. The coreonducting layer, which is validL(>a, L>h) to a high
ductors of the microwave measuring line were embedded atdegree of accuracy for a two-wire lirfas a first approxima-
depthh=0.5 mm in the inner wall of the outer disc, along tion),

FIG. 1. Arrangement of conductors of two-wire line in
disc MHD channell — conductors of two-wire line2
— discs of MHD channelmade of Teflon-# 3 —
seals4 — inlet pipe,5 — microwave radiation absorb-
ing rubber,6 — plasma distributory — detector, and
8 — oscillator.
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TABLE I. Results of experimental verification of the proposed method using mixtures of xenon and nitrogen
(90% Xe + 10% nitrogen in the low-pressure chamber of a shock)tab&lach numbers of the order of 3.5.

Electron density determined

Frequencyv of Electron density by microwave method, using
electron collisions obtained from results of electromagnetic
Experiment with heavy component, electromagnetic calibration of the microwave
No. st measurements, cm method, cm
1 5.1x 10° (6.0+0.4)x 10
2 3.2x101° (5.5+0.4)x 10" (5.7+0.5)x 10"
3 2.4x10'° (5.9+0.4)x 10"
4 2.0 100 (5.4+0.4)x 101
m(Ho(mya) —Ho(2myh))/Hj(m,a) The relation between the high-frequency conductivity
and the permittivity of the plasma is determined by
=2Fmy /mymiH g(mya) +Jg(mya)/e1J5(mya), (1) @
g3=1—o03/eqyv, 2
where Jy(&) and Hy(&) are zero-order Bessel and Hankel ’ 370
functions of the first kind, o3(e®ngr/my) (w?+v?) 1, ©)
L[ mams— v? where v is the effective electron collision frequenay, is
F=2e; 0 8L7pt £ exp(—27,h)dv, the electron density, anul,, is the electron mass. Where the
8727 =273 two straight lineg2) for e5(o5) for the minimum and maxi-
n=\v"—m, Re75)>0, mum values ofy=2x10-5x10'° s™! intersect the two
, calculated curvess(o3) from Eq. (1) at attenuation coeffi-
m=vkj=g% Im(m)>0, kj=(w/c)- Ve u;, cients of 0.99 and 0.6, an area bounded by these curves is

, _ obtained. According to formuld3), the electron density
Im(kj)>0, &j=e;=(4mioj/w), within this area varies in the rang&.5-2.0x 102 cm™3. It
g/ is the complex permittivityg; is the permittivity,o; is ~ can be seen from these calculations that when the signal is
the conductivity, and the subscripts 1, 2, and 3 refer to théttenuated to 0.6veak attenuation because of the closeness
conductor, the insulator, and the plasma, respectively. of the curves, the electron density thus determined depends
Since Eq.(1) was transformed in Ref. 2 to obtain a com- weakly on the frequency and fluctuations of the attenuation
paratively simple formula to determirtgfor a different fre-  in the range 0.99-0.@or these parameters of the lindhis
guency interval, the propagation constant was calculatedssumption is accurately confirmed by making a comparison
from Eq. (1) by the method of successive approximations.with the results obtained by the electromagnetic method. The
The calculated curves;(o3) obtained for different values of calculations were made for the worst-case embedding depth,
the absorption and the parameters of our apparatus are pldima=0.57 mm from the point of view of the indeterminacy
ted in Fig. 2. of ng, assuming that the real embedding depth is
h=0.5£0.07 mm.
The range of values used ferwas obtained from gas-

12 3 4 5 dynamic calculations for a specific series of experiments

% used to select the line parameters. For other collision fre-
0% \\ \ \ quencies, the line parameterh,§,w) can be selected by

\\ X calculation and experiment to give the best possible accu-

06— racy. It is important to note that according to these experi-

o \\\ \ \ ' ments, the signal was attenuated predominantly by absorp-

' \ tion in the plasma. In the calculations we neglected the

02 mutual influence of the conductors, the radiation losses of
the transmission lindbecause of the nonideal sejuphe

i nonideal drawing of the wires, and the fact that the condition
of infinite insulator thickness is only approximately satisfied.

0.0

-0.2
))// / This is why the electron density determined by the practical
04 : microwave method is lower than the calculated vaffer
o6 // » / ' h=0.57 mm this density is 3 times lower, and flo=0.5
/1] / mm it is 2.7 times lower than the calculated value for our
o2 04 o6 % apparatus However, comparative experiments indicate that

. , _ the weak dependence of the measured electron density on the
FIG. 2. Calculated curves;(o3) for various attenuations, characterized by . .
the ratio of the squares of the electric field strengths in the det&cid> co_II|_3|0n frequen_cy and the accura(_:y of this me_thOd of deter-
(E andE, are the electric fields with and without plasma in the channel, MiNing the density have been confirmed experimentally. The
respectively, 1 — E?/E3=0.99,2 — 0.8,3 — 0.6,4 — 0.4, and5— 0.2.  density, which can be measured by the microwave method

536 Tech. Phys. Lett. 23 (7), July 1997 A. D. Zuev and A. G. Smolin 536



(in a specific practical implementatignis determined by by an electromagnetic method in a channel of simple cross
electromagnetic calibration for the same mixture parametersection where the test method is to be used. Then, the elec-
and an attenuation level of 0.6—0.9. Then the constraint imtron density(in the absence of an external magnetic field
posed in the calculations, limiting the attenuation to @&  can be measured in this channel or in channels of more com-
glecting additional losses not taken into account in the calplex profile.
culations is satisfied even more strictly. Although the The authors would like to thank G. K. Tumakaev for
calculations mainly serve as a qualitative validation of theuseful consultations and R. V. Vasil'eva for discussions of
method, they can be used to make a fairly accurate choice dfe results.
line parameters under the required conditions. The high ac-
curacy of the method should be noted. For instance, whenp G zavarin, V. V. Rozhdestvenskiand G. K. Tumakaev, iow-
calibrated electromagnetically, the spread in the determina- Temperature Plasma Diagnostifie Russiad, Nauka, Moscow(1979.
tion of the density by the microwave method was less than’R. V. Vasileva, A. L. Genkin, V. L. Goryacheet al, Low-Temperature
20% at a signal level o 0.6-0.9 when the parameters and thefs,23% Pla=na i Noneatltrum foniaton and 1D Seertr
percent composition of the mixtures varied appreciably, and sciences, St. Petersbufo91.
the intrinsic accuracy of the microwave method was as high®G. A. Grinberg and B. EBonshtedt, Zh. Tekh. Fi24, 67 (1954.
as 4%. 4Yu. P. Razer, Physics of Gas Dischargdin Russian, Nauka, Moscow

To sum up, the electromagnetic method can be used to(1987)'
set the required line parameters and to calibrate the apparattignslated by R. M. Durham
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Local metallic conductivity of thin polyimide films as a result of “soft” electrical
breakdown

A. M. El'yashevich, A. N. lonov, V. M. Tuchkevich, M. E. Borisova, O. V. Galyukov, and
S. N. Koikov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
St. Petersburg State Technical University
(Submitted March 18, 1997

Pis’'ma zZh. Tekh. Fiz23, 8—12(July 26, 1997

The electrical breakdown of a thin polyimide film between metal electrodes has been
investigated under conditions of strong confinement of the breakdown current. The result of this
“soft” electrical breakdown is a local, highly conducting channel in the insulating film

implanted in the polymer and consisting of a compound of carbon and metal from the electrodes.
It is shown that the polymer channel is converted to the superconducting state by the
superconducting properties of the metal from the electrodes19@7 American Institute of
Physics[S1063-785(07)01807-1

It was established in Refs. 1 and 2 that a conductingn the film were selected so that at the instant of electrical
channel, whose conductivity is maintained down to Ihwe-  breakdown, a current no greater than a few microamperes
lium) temperatures, may be formed in a polyimide film could flow through the sample. We call these conditions
placed between metal electrodes at a pressure of several Kisoft breakdown” conditions. In our experiments, the mini-
lograms per square centimeter and an applied voltage ahum absolute value of the current at which breakdown oc-
~1 kV. A reversible switching effedt'sensor effect”) from  curred was 0.1uA.
the conducting to the nonconducting state and back is ob- When all the films with a conducting channel were ex-
served as the pressure is decreased and increased(dmmin amined under a microscope at magnifications between 96
resistance of the channel depends on the pressure appliedand 400, they exhibited a breakdown track in the form of a
the film). This conductivity is caused by the penetration ofsingle circular hole whose diametébetween 3 and 30
electrode metal into the polymer. Here, we propose to deterem) depended on the breakdown current. On both sides of
mine the nature of this conducting channel. the film around the perimeter of the hole we observed a ring

For this study we used polyimide film, 12m thick, = 1-2 um thick with a characteristic metallic luster, which in
made by Dupont. It was first confirmed that the action ofprinciple could be caused by graphite-like structures formed
pressure on the polymer film does not produce a sensor effeduring the soft breakdown.
in the absence of an applied electric voltage. After a conduct-  Films in which conducting channels were produced by
ing channel had formed in these films, they could be resoft breakdown between pairs of Nb, Re, graphite, and Ge
moved from the electrodes and placed between electrodedectrodes were placed between Nb electrodes. When an ex-
made of a different metal. ternal pressure of the same order of magnitude as that used

The conditions for the formation of a conducting channelfor soft breakdown was applied to the electrodes, conduction
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cl 0.06 : : : : : : : FIG. 1. Resistance versus temperature for the con-
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: : : : : : : niobium electrodes.
0.04

0.02

0.00 i H i i i i i
1.0 1.5 20 25 3.0 35 40 4.5

538 Tech. Phys. Lett. 23 (7), July 1997 1063-7850/97/070538-02$10.00 © 1997 American Institute of Physics 538



16—
14

12 [ |Nb-Polyimide<Re>:Nb| . :
. ...... |=100 /JA ............ ........... ............ ......
1.0 — ; ; = ;
c FIG. 2. Resistance versus temperature for the con-
Df: ducting channel in a polymer formed between two

rhenium electrodes.

occurred. The onset of conduction was identified by the disand atT.=1.4 K the resistance of the channel is essentially
appearance of the noise signal at the input to a digital voltzero. The observed superconducting transition temperature is
meter with a high input resistance, connected to the Nb-much lower than the usual value @f. for bulk Nb. This
polymexMe)—Nb structure. The structure was then placed inbehavior suggests that the structure of the conducting chan-
a helium cryostat where the temperature dependence of theel cannot be reduced to a simple metal lining of the aperture
conductivity was investigated in the range 1.4—4.2 K. Nio-walls or a metallic dendrite, but is more complex. We pos-
bium was chosen because in this temperature range the eldciate that when a film located between metal electrodes un-
trodes made no contribution to the total conductivity, sincedergoes soft breakdown, a layer of a compound of carbon
the superconducting transition temperature for Nb isand a superconducting metal is formed on the inner wall of
T.=9.3 K. the hole, and this is responsible for the superconducting tran-

First, in order to determine whether metallic dendritessition with decreasing temperature. It is known that com-
penetrating into the polymer are responsible for the conducpounds of carbon with superconducting metals possess su-
tivity of the channel, we performed soft breakdown on aperconducting properties bilit may be lower than that for a
polymer film between Ge electrodes doped with As, at gure superconductdr.
dopant concentration n=6x10'* cm 3<n,, where An investigation of an Nb—polyméRe)—Nb structure
n.=3.5x 10" cm~3 is the critical dopantAs) concentration also revealed that af<1.9 K the resistance falls sharply
for a transition to the metallic state. When studying the conwith temperaturgFig. 2), corresponding to the transition of
ductivity of the Nb—polymeiGe)—Nb structure at helium Re to the superconducting staf€.& 1.7 K). These experi-
temperatures, we observed that the resistance did not iments support the conclusin that the electrode metal has a
crease exponentially with temperature, as would be expectezslbstantial influence on the conductivity of the channel
for Ge dendrites with this dopant concentration, but that thdormed as a result of soft breakdown.
channel resistance was almost independent of temperature. The authors would like to thank Professor V. S.
This indicated that the conductivity of the conducting chan-Zakrevski for discussions.
nel was metallic. The same pattern was observed in Nb— This work was supported by the Russian Fund for Fun-
polymeK graphite—Nb structures. These experiments indi- damental Research, Grant N96-03-33730.
cate that in soft breakdown the conducting channel is formed ’ ) o .
by graphitization. ﬁ M. El'yashevich, A. N. lonov, M. M. Rivkin, and V. M. Tuchkewch,

. . iz. Tverd. Tela(St. Petersbung34, 3457(1992 [Sov. Phys. Solid State

A completely different picture was observed when soft 34 1850(1992].
breakdown was achieved in a film placed between electrode$A. M. El'yashevichet al, Vysokomol. Soedin35, 50 (1993.
made of Nb, which is a superconductor at |0W_temperatureS?Superconducting Compounds of Transition Mefafs Russian (Nauka,
In this case, as can be seen from Fig. 1, the resistance of the“°s®": 1976
Nb—polyme{Nb)—Nb structure falls sharply af<3.5 K,  Translated by R. M. Durham
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Thermal and isothermal slip in a new Liu model transport equation
A. V. Latyshev and A. A. Yushkanov

Moscow Pedagogical University
(Submitted January 22, 1997
Pis'ma Zh. Tekh. Fiz23, 13-16(July 26, 1997

The aim of this study was to investigate the suitability of the Liu model to solve boundary-value
problems in kinetic theory. The problem of isothermal and thermal slip, which is of
independent interest, is solved. A constraint on the determining parameter of the model is
obtained. ©1997 American Institute of Physid§1063-785(07)01907-1

The collision integral proposed in Ref. 1 was developedhe temperature gradient coincide with thaxis. Linearizing
and applied in Refs. 2—4 because of the various advantagéise problem, we writef =fy(1+ ¢o+ ¢), Where ¢ is the
inherent in this approach, including its relative simplicity Chapman distribution function,
combined with the possibility of accurately describing im-

3 5
portant gas parameters, such as the Prandtl number. In Refs. ,—o¢ [y +2Kx—(1—A)Kc,+ —(1—A)L(——cz)
2-4 the collision integral was only used to analyze volume Y 4 2
problems. However, a serious assessment of this integral i the Maxwell distribution functiong is an unknown
pannot be.obtamed without analyzing the pos§|b|!|ty of USiNGnction, u, is an unknown slip  velocity,
it to_ d_esc_nbe boundary-value problems. Our aim is to use th =(¢9u§/¢9x)xzm, andL=(d In T/3y),... For the function
coII|s_|on integral fr_om Ref. 1 to anglyze. problems _of thermalqo we cast Eq(1) in the dimensionless form
and isothermal slip, and also to identify constraints on the
parameter of the model. e . duy

Linearizing the Boltzmann equation with the collision Cx—; T ¢=2cyuy +2Ac,cy—.

. . IX IX
integral from Ref. 1, we obtain

of 1 Here c=pBgv, U*=Bgu, X' =Béx, Bo=+Vm/2kT,,
TV vi= —g(f—f(o>)+2ﬁAf(°>(uivj— §vzéij)vjui O0<As<3 A is a numerical parameter, and again denotes
X.
5 For x— +<0 the functione + ¢4 should yield the Chap-
+Bf(°)<,802— E)Vivj InT, B=m/2kT. man function, i.e.(+%,c)=0. We shall assume that the
scattering of molecules at the surface is purely diffuse, i.e.,
(D 9(0,0)=—¢u(0,), c,>0. We express the functiop in the
Here f is the distribution functiony is the molecular form
velocity, m is the molecular masg is the Boltzmann con- _ 2, 2 _
' =C X, )t (co+cs—2)g(x,m) ], =Cy.
stant, T is the local gas temperature, is the local mass e=c Ly ptlcyte=2) gl p=c
velocity of the gas¢{ has the meaning of the collision inte- We then obtain
gral, f© is the local equilibrium Maxwell distribution,

(9 1 * 12 a
(0) — 3/2 _ 2 —v— _ + - —u + _
f=n(glm)"  exp(—BV?), V=v—u, w6 )+ (X ) ﬁfwe (l Ap ax)
andn is the local molecular concentration. The coefficients ) )
A andB are related to the coefficient of viscosity, and the Xp(x,u")dp’, v

thermal conductivity o
A=1—Eno/nkT, B=1—2&N,m/5nkT.

The model parameters may be selected to obtain an ac- PpOp)=-2
curate value of the Prandtl number and also so that the Bur-
nett coefficients either for the heat flux or for the pressure ~ #>0, )
tensor agree with the appropriate values obtained from the _
complete Boltzmann equation. It was shown in Refs. 1 and 2 po.m)=0, p<0. @)
that this model satisfies the conservation laws and the Using generalized functions and boundary-value prob-
H-theorem, and in Ref. 4 it was used in nonlinear problemslems of analytic functions, it can be shown that the problem
Let us assume that a gas fills the half-space0 and  (2)—(4) has a single solution
that thex axis is directed inside the gas perpendicular to the

with the boundary conditions

3 1
Usl_(l—A)KM_Z(l—A)L(MZ— 5”

surface. We assume that the gas has a temperature gradient (o) = ifwe‘x”’ n—Au a(n)d
parallel to the surface and a tangential velocity gradient per- P p Jmlo n—u e
pendicular to the surface, and that both gradients are small. )

We shall assume that the directions of the gas velocity and +(1-A)e* Xex(wa(w) x+ (w).
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Here It can be seen from the equaliti€S) that for A—0,
these expressions yield the corresponding formulas for the
A(z)=1+z—fw e dz Bhatnagar, Gross, and KroolBGK) model obtained by
NE T—Z Cercignari and Loyalke® A comparison between the results
obtained using the formulak) and the numerous results
from Ref. 7 obtained using the complete Boltzmann equation
and its models, reveals that the range of values of the param-

eter A proposed in Ref. 1 (&A<3) is too high. The coef-
ficients C,, and K are fairly sensitive to the value oA.
Reasonable agreement between the results obtained for the
whereco=2K+3LX; andc, = 3L. The functionX(2) satis- complete Boltzmann equation for molecules — hard spheres

is the Cercignani dispersion functiog, (u)=1 if u>0;
X+(u)=0 if u<0,

C0+C1,LL/ 1 _ 1
2mip \X*(p) X ()

a(u)=-

fiEiS the R+iemanrl boundary-value problem_ and the results obtained using the model of Ref. 1 can be
X" ()X~ () =\ (WM (p), O<p<oe, for which  5chieved for B=A<L Thus, an analysis of the solution of
X(2)=Z,-oXnz ", where boundary-value problems can reveal significant constraints

2 e T dr on the determining parameter of the model of Ref. 1
— —f ﬁ n=12,...; To conclude, the proposed model can be figedde-
Vlo T scribe the behavior of a dense gas near a surface.

1 1 (=arg\™(1)—
x(z)zzexﬁ{;f Mdr
0

Xn=

T—Z

The required slip velocity is obtained by constructing the
distribution function using methods of contour integration *G. Liu, Phys. Fluids A2, 277(1990.
2V. Garzq Phys. Fluids A3, 1980(1991).
Ug=ClK+KswL, 3V. GarZg Molec. Phys78, 1129(1993.
. . 4V. GarZoand M. Lgpez de Haro, Phys. Fluidg 3787(1994.
Where_Cm andKT_are the_ coefficients of isothermal and ther- 5C. Cercignani,Mathematical Methods in the Kinetic Theory of Gases
mal slip, respectively, given by [Russ. transl., Mir, Moscow, 1973
6S. K. Loyalka, Physica A63 813(1990.
2 X2—A/\/§ 3 ’T. Ohwada, Y. Sone, and K. Aoki, Phys. Fluids1A1588(1989.

X3 A X,
C ——, K . 8 .
m \/; 1—A T3 A. V. Latyshev and A. A. Yushkanov, Poverkhnost' No. 6, A®94.

1-A 1-A2f2

(5) Translated by R. M. Durham
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Integrated ionizing-radiation detector utilizing a cadmium sulfide-cadmium telluride
heterojunction

V. P. Makhnii and Ya. N. Barasyuk

Yu. Fed’kovich State University, Chernovtsy
(Submitted August 5, 1996; resubmitted February 20, 1997
Pis’'ma Zh. Tekh. Fiz23, 17-20(July 26, 1997

A description is given of an x-ray detector in which the scintillator and the photodiode are
integrated in the structure of the heterojunction. Characteristics of the conversion of radiation into
a current signal are given for a dose rate of 1 R/h. It is shown that besides the convenience

of the monolithic design, a biased integrated detector has a substantially higher sensitivity
compared with detectors now being used. 1897 American Institute of Physics.
[S1063-785(07)02007-1

Scintillator-photodiode systems may have many applicaincident on the photodiode in this integrated detector.
tions in the recording of ionizing radiation having powers up  Scintillation was excited using an x-ray tube with a Cu
to 1¢° Gy in the energy range 0.01-20 MdRef. 1. Vari-  anode at a supply voltage of 40 kV. The integrated detector
ous types of commercial Si photodiodes are usually used asnder study and a standard combined detector were posi-
the photodetector. The scintillator material should have dioned at a distance for which the x-ray dose rate was 1 R/h.
high energy yield and fast response time, it should be highljynder these conditions, the photocurrent densjtyof the
transparent to radioluminescent radiation, and it should beombined detector at zero bias was around "18/cm?, as
resistant to moisture, temperature, radiation, and so forttghown in Fig. 2. Note that this value is close to the dark
These requirements are satisfied to some extent by CdS asdrrent densityly of the FD-228 photodiodes used in this
ZnSe crystals doped with isovalent TRef. 2. In addition, device. These values df, and Iy are maintained up to re-
the combination of scintillation and semiconducting proper-verse voltage¥~10 V. A further increase itV leads to an
ties allow the photodetector to be fabricated directly on theabrupt rise inly with an almost unchanged useful output
surface of the scintillator crystal. The dose sensitivitysignal.
achieved so far fopCdTe-nCdSTe) and pZnTe-nZnSe The curvel ,(V) for the heterojunction detector differs
(Te) integrated detectors is around T0OA-cm 2. R™! h  substantially from that for the standard detector, as can be
(Refs. 3 and % Further improvement involves improving the seen from Fig. 2. While the absolute value of the photocur-
parameters of the individual elements and of the system asr&nt of the integrated detector is the same as that of the
whole, particularly the light collection efficiency. Here we combined detector at zero bias, it is almost two orders of
consider one possible method of solving this problem — bymagnitude higher av=50 V. Investigations have shown
enhancing the sensitivity of the photodetector in an intethat the heterojunction is @-i—n structure, with the
gratedpCdTe-nCdSTe) detector. thicknessd of thei-region around 5um. The photocurrent

Scintillation crystals of CdS were obtained from a meltof this diode begins to saturate in fields,,=V/d=50/
under inert-gas pressure and were doped with up to 0.(5x10 °)=10° V/m. This is close to the critical electric
mol.% Te during the growth process. At room temperaturdield for which the electron drift velocity in CdTe saturafes.
these crystals exhibit-type conductivity (- 1 S/cm) and  However, the saturation df, for V>50 V implies that the
efficient (15-20% red photoluminescence and radiolumi- maximum collection coefficient is achieved for the light-
nescenceN, with a peak at 0.73«m, as shown in Fig. 1. generated carriers. An estimate of the photocarrier transit
Also shown is the spectrum of the photosensitiily of a  time in thei-region for the heterojunction parameters speci-
heterojunction fabricated on a C{I®) base substrate by fied above gives about I8° s. Note also that the specific
solid-phase substitution reactionsThe coefficient of
utilization of the radiation given byK,=[{N,-S,-d,/
JoN, - dy, is around 0.4 for this integrated detector, which is
slightly lower than that for a combined C@R&:)—Si photo-
diode[K,~0.55 (Ref. 1)]. In addition, the light collection
efficiency for the integrated detector should be superior to
that for the combined detector, for several reasons. First, the
refractive index of CdTe n(~2.75) is higher than that of
CdS (h~2.5), which eliminates total internal reflection at
the heterojunction interface. Second, the variable-gap
CdSTe, _, provides reliable optical contact without using
special antireflection coatings and complex methods of de-
positing these in a combined detector. These factors lead 8. 1. Radioluminescence spectrum of ¢ crystal(1) and photosen-
an increase in the fraction of the radioluminescent radiationitivity spectrum ofpCdTe-nCdSTe) heterojunction(2) at 300 K.
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-y ages studied. These factors combined with the advantages of
the monolithic design make it possible to operate these de-
tectors at zero bias, where the dose sensitivities of the inte-
grated and combined detectors are comparable/ 20 cm
~2.R™1h. This sensitivity may be enhanced by two orders of
magnitude by connecting the heterojunction as a photodiode
atV=50V (Fig. 2.

To sum up, these results have convincingly demon-
strated that it is promising to usepCdTe-nCdSTe) het-
erojunction as a highly efficient ionizing-radiation detector.

The authors would like to thank V. D. Ryzhikov for
m.a . . \ . . kindly supplying the Cd&Te) crystals.

0 40 g vV
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1y, D. Ryzhikov, P. E. Stadnik, and Yu. A. Yakovlev, Prib. Tektksp.
FIG. 2. Output signal, versus reverse voltage on photodiode for combined No. 5, 6(1989.
(1) and integrated?2) detectors irradiated by x-rays at a dose rate of 1 R/h. 2V. D. Ryzhikov, Scintillation Crystals of 1I-VI Semiconductor Com-
The dimensions of the scintillator arex%X5 mm and the area of the pounds: Preparation, Properties, and Applicatiofin Russsiah
photodiodes is 25 mfn (NIITEKhIM, Moscow, 1989.

3V. D. Ryzhikov, O. P. Verbitskj E. M. Selegenev, and V. I. Silin, USSR

Patent No. 1436794, publ. 05.05.1986.

40. P. Verbitski, L. A. Kosyachenko, V. P. Makhhiand V. D. Ryzhikov,

capacitance of these heterostructures is around 200 BF/cm FiS™a Zh. Tekh. Fiz14, 702 (1988 [Sov. Tech. Phys. Lettl4, 311

. ) (1988)].
as compared with 700 pF/cnfor the FD-288 photodiode. In sy ¢ Baranyuk, Ya. M. Barasyuk, and V. P. MakhriJkr. Fiz. Zh.41,

addition, the dark current of the heterojunction is more than 450 (1996.

an order of magnitude lower thdn for a Si diode, and is 6C. Ccanali, M. Martini, G. Ottaviani, and K. Zanio, Phys. Lett.38 241
also lower than the useful signal of the integrated detector for (1970.

these measurement conditions over the entire range of volfrranslated by R. M. Durham
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Modification of the Kirchhoff scalar diffraction integral
Sh. D. Kakichashvili and B. N. Kilosanidze

Institute of Cybernetics, Georgia Academy of Sciences, Thilisi, Georgia
(Submitted May 15, 1996; resubmitted March 18, 1997
Pis'ma Zh. Tekh. Fiz23, 21-24(July 26, 1997

An analysis is made of a modification of the Kirchhoff scalar diffraction integral, in which the
secondary waves are summed not only over the incoming wave front but also in a certain

volume along its path. An example of a freely propagating, unbounded plane wave is used to show
that this approach eliminates the disparity between the description using the accurate form

of the Kirchhoff diffraction integral compared with tteepriori description of this wave. €1997
American Institute of Physic§S1063-785(17)02107-]

The Kirchhoff diffraction integral is widely used in Xq, Yo, Zo are the coordinates of the point on the objegt,
many theoretical and practical applications in optics, quay, z are the coordinates of the observation point, arisl the
sioptics, and radiophysics3 A polarization modification of normal to the surface of integration. Integration is performed
the Kirchhoff integral has been analyzed, most systematiever the two-dimensional regionX,Y,) occupied by the
cally by Kottler® A similar form was obtained in Ref. 5 and object.
applied to various problems in holographyThe disagree- In the proposed modification we express the inte¢fal
ment between the Kirchhoff theory and the experimental rein the form:
sults shows up particularly clearly for large diffraction angles
and in problems involving the description of the polarization 1 _ 96 9E, .
of diffracted fields. Even for a freely propagating unboundedE(x,y,z,t) = 4—f f f ( Boor = on G) dXodyoedz,.
wave, the Kirchhoff diffraction integral describes this wave T X0/ ¥0 /20 5
adequately only in the approximation of large observation @
distances. However, when its accurate form is used, such
adequacy of description is unattainable. This circumstanCﬁqe
clearly indicates that there are fundamental restrictions on

the vaI.|d|ty of Green’; theorem in th|§ caSe. sider the field of an unbounded plane wave propagating
This state of affairs was responsible for the appearancFTeely along thez axis. In this case, Eq2) has the form:

of the so-called geometric diffraction theory proposed by
Keller? in which a set of computational algorithms is defined .
for various typical classes of diffracting objects. However,  E(xy zt)= I—%expiwtf f f Eo exp—ixz,
the physically based generality of the analysis is somewhat 4m X0/ Yot Zo

lost in this approach.

Here integration is performed over the object occupying
three-dimensional regiorX§,Yq,Zo).
To illustrate the validity of this generalization, we con-

In this paper the Kirchhoff scalar diffraction integral is X % 1+ i) +1
modified to apply to arbitrary observation distances. We use R 1%R
an extended concept of the Huygens—Fresnel principle, exp—ixR
where the secondary waves are summed not only over the XdeodyOdzo, 2"

incoming wave front, but also in a certain volume along its
path. It seems to us that the disagreement between the de- . .
scription obtained for an unbounded wave using the accuratéNereEo=Eo expi(wt—x 7). . ,

form of the Kirchhoff diffraction integral compared with the W,e first calculate the double integral oveXq(Yo) in

a priori description of this wave may be eliminated by using E9- (2') using the asymptotic approximation. For this solu-
this extended concept of the Huygens—Fresnel principle. tion we use the steady-state phase method where the points

We write the Kirchhoff scalar diffraction integral in the Xo=X andyo=y are taken as the critical pointsAs a result,

well-known complex form" we have:
. 1 . G 9E, . - : J26+8
=— _ E(Xx,y,z,t)=Ey expi(wt—xz
E(xy.2,0) 4wfx0fyo(E° gn  an G)dxodyo, @ (x.y.2.)=Eo expi(wt—x2) z
\ivhere E(x,y,z,'F) is the fie!d at the observatign pqint, |14+ — dzo, 3)
Eo(Xo,Y0,20,t) is the field directly beyond the diffracting 2ix(z2—20)

object, G=expixRIR is the Green’s function A

for free space, »=2n/N is the wave number, where the limits of integration arez(ﬁ ZOS26+ d, and
R=(X—x0)2+(y—Yo) 2+ (z—25)? is the distance between d=d’—id” is complex.

the observation point and a point on the surface of the object, Integrating Eq(3) over the regiorZ, gives:
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extended to the case of a complex wave numberhich is
known to correspond to the most general form of the solution
of the Helmholtz wave equation. Then, the diffraction prob-
lem necessarily involves finding the imaginary partéicafnd

An adequate description of a freely propagating, unboundeg from a condition similar ta5) for matching of the solution
plane wave clearly requires that the corresponding coeffiobtained using Eq(2) with the a priori description of this

E(x,y,z,t)= a—%[ln(z—z(’,—a)—ln(z—z(’,)]

XEqp expi(wt—xz). (4)

cient in Eq.(4) should be equated to unity wave, and this we propose to do subsequently.
1 The authors would like to thank Z. N. Talakvadze and
d— T[m(z_z(’)_a)_ In(z—z4)]=1. (5) M. M. Khazaradze for supporting this work.
X

The investigation described in this publication was made
This condition yields a system of equations to determinepossible by Grant No. LC3000 from the International Sci-
the real and imaginary parts df ence Foundation.

d’+(z—2z})cos 2¢(1—d’)expxd”—(z—z})=0,

d”+(z—2z})sin 2x%(1—d")exp2xd”=0. (6)

. . ~ . M. Born and E. Wolf,Principles of Optics 4th ed.(Pergamon Press,
Having solved Egs(6), the solution ford clearly exhib- Oxford, 1969 [Russ. transl., Nauka, Moscow, 1970

its periodicity, which may be simply associated with the 2A. Sommerfeld,Optics transl. from the GermanAcademic Press, New
Fresnel zones, not those located at the wavefront but ratherYork, 1954 [Russ. transl., IL, Moscow, 1953
those positioned along the path 3F. A. Korolev, Theoretical Opticgin Russian (Vysshaya Shkola, Mos-

. cow, 1966.
) The values ofl’ andd” were obtained from the _matCh' “4F. Kottler, Electromagnetic Theornyn Progress in OpticsVol. VI (North-
ing between the unbounded plane wave anditsiori de- Holland, Amsterdam, 1967pp. 333-377.
scription. We believe that this approach may be applied to°Sh. D. Kakichashvili, Polarization Holography[in Russiad (Nauka,
- . . . Leningrad, 1989
the case of an arbitrary dlffractlr_lg objgct. Theéhplays the 5D. Gabor, NaturdLondon, 161, 777 (1948,
role of the length of the diffracting object along theaxis  7vu. N. Denisyuk, Dokl. Akad. Nauk SSSE62, 1275(1962.
andd” is an auxiliary quantity. In this way, the expression 8H. Poincare Acta. Math.16, 297 (1892.
(2) is completely determined. V. A. Borovikov and B. E. KinberGeometric Theory of Diffractiofin
For a diffracting object with specific characteristics of <UsSial (Svyaz, Moscow, 1978

thickness, absorption, and so forth, this approach may beranslated by R. M. Durham
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Plasticity of diamond at room temperature and determination of its hardness using an
atomic force microscope with an ultrahard C ¢, fullerite tip

V. D. Blank, M. Yu. Popov, N. A. L'vova, K. V. Gogolinskii, and V. N. Reshetov

“Superhard Materials” Scientific and Technical Center, State Committee for Science and Technology;
Institute of Spectroscopy, Russian Academy of Sciences;

“NTE” Scientific-Industrial Organization, Zelenograd

(Submitted February 20, 1997

Pis’'ma zh. Tekh. Fiz23, 25—29(July 26, 1997

A method has been developed to measure the hardness of superhard materials with an atomic
force microscope. By using an indenter made of ultrahard fullerite 6f hardness

superior to that of diamond, plastic deformation of diamond is achieved at room temperature
without any crack formation and its hardness is measured19@7 American Institute

of Physics[S1063-785(17)02207-9

Measurements of the hardness of superhard materialsising a NanoScan measuring system based on the principles
particularly diamond, are of major practical interest. How-of an atomic force microscope and developed by “NTE”
ever, it is difficult to make such measurements on diamond aiZelenogragl* The scratching time was 2 s, the scratch width
room temperature for various reasons. The main reason is itsas 0.6um, the length was 2..m, and the maximum load
low plasticity* which leads to the depression being damagedn the indenter was 0.1 N. The same probe was used to make
during indentation. Also, when the hardness of the sampla scratch and then scan the surface.
and the indenter are equal, the hardness depends strongly on For the experiments we selected tips approximately in
the load and the depression made by the indenter exhibithie form of trihedal pyramids with an apex angle of around
appreciable elastic recovery. 90 °C.

By using an indenter made of ultrahard fulleritg,C The proposed method was used to measure the hardness
(Ref. 2, of hardness superior to that of diamond, and using af various hard and superhard materi@isiartz, topaz, gar-
new method of measuring the hardness, we succeeded jtet, sapphire, fianite cubic BN, and natural diamond type lla
achieving plastic deformation of diamond at room temperausing an ultrahard fullerite & tip. The formation of a
ture without any crack formation and we accurately meascratch in these samples was not accompanied by any crack-
sured its hardness. ing. The samples were natural and artificial single crystals,

The hardness was investigated by a sclerometric methogrepared for hardness testing in accordance with the recom-
(by scratching with a constant load applied to the indenter mendations put forward in Ref. 3. As a check, hardness mea-
The results obtained by the indentation and sclerometrigurements were also made on the same santafest from
methods are equivalef@lthough in the latter case the plas- the cubic BN and diamondy a standard procedure using a
tic component of the total deformation is greater than that fopMT-3 hardness gauge with a Vickers pyramid. These mea-
indentation. The hardnes$ is given by surements revealed good correlation between the results. The

H=kP/b2 1) following hardness values were obtained for cubic BN and

’ diamond: 6&3 GPa for cubic BN, and 1376 and
wherek is the shape factor of the indentét,is the load on  167+5 GPa, respectively, for thel00) and(111) planes of
the indenter, andb is the scratch width. diamond.

Since it is difficult to fabricate an indenter of given In the course of the hardness investigations using for-
shape from a material harder than diamond, we developedula(2), it was observed that the lod®l could be extrapo-
new method which allowed the shape of the indenter to béated using formuld1), to simplify the measurement proce-
eliminated from the many parameters determining the harddure, if the scratch width is within 0.5—04Zm.
ness. When the hardness of diamond was determined by the

In this new technique, the load on the indenter is seproposed technique with a diamond indenter, as compared
lected so that the scratch width remains constant in all thevith the measurements using an ultrahard fullerite indenter,
measurements with this indenter. Then, the hardigssf  the hardness for thel11) face was found to be 2316 GPa
the sample in accordance with formuylB is given by and the formation of a scratch was accompanied by cracking

Hy=H.(P,/P,) @) of the surface, which is typical of diamorid.

X s xansh To determine the possibility of plastic deformation at
whereP, andP; are the loads on the indenter used to scratchroom temperature on a larger scale than in these experiments
the sample and a standard of known hardri¢gs The me- and to compare the hardness of diamond and ultrahard ful-
chanical properties of the standard should preferably be simierite G, series of scratches were made using ultrahard ful-
lar to those of the material. We used sapphire as the standarérite and carbonado diamond samples. Scratching of the

The samples were scratch@dsing a “forward edge” (111) surface of diamond with a diamond sample was ac-
schemg and the shape and size of the scratch were recordecbmpanied by prolific crackingFig. 1), whereas with the
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FIG. 1. Scratch created with a diamond on thé1) surface of a diamond FIG. 2. Plastic deformation of th@11) surface of diamond by an ultrahard
sample. Numerous cracks are clearly visible. fullerite Cgo sample.

been shown that this material may be used to measure the
hardness of diamond by a sclerometric technique. The pro-

hardness of the ultrahard fullerite is sufficient to create thePose(j' te;Ch”'q“et""as “S?d to measure the ?ag?ess d°f dia-
pressure at the point of contact required for plastic flow ofm60715 aGProom emtperla ure -an btvf'i uzsf 0 0 an d
the diamond at room temperature, and is superior to the har -111— | a, respectively, were obtained for #i®0 an
ness of the diamond. ) planes.
The hlardness Obt.a'ned for the00 surface of diamond 1J. Wilks and E. WilksProperties and Applications of Diamor(@utter-
agrees with the published ddtalhe exaggerated hardness worth, Oxford, 1991
obtained in the experiments with a diamond indenter as com-z\zf(-);-lggglky S. G. Buga, N. R. Serebryanagtal, Phys. Lett. A205
pared with an_ ultrahard fuIIerlt_eaglndent_er(ZSI and _167 3V. K. Grig.orovich, Hardness and Microhardness of Metdla Russiar
GPa, respectivelymay be attributed to inaccuracy in the (Nauka, Moscow, 1976
measurement procedure when the hardness of the sample afill V. Gogolinski et al, Application of Atomic Force Microscopy to
the indenter are equal. Study Hard Tungsten Carbide AllqyBreprint No. 002-94in Russiar,
In summary, the mechanical properties of a new material V0S¢0 Engineering Physics Institute596.
— ultrahard fullerite Gy — have been studied and it has Translated by R. M. Durham

ultrahard fullerite sample, the diamond underwent deforma
tion like a plastic materialFig. 2). This implies that the
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Influence of heat treatment conditions on the phase composition and superconducting
properties of Bi 1 gPbg 4Srq 95K 02Ca,CusFy g0, ceramic

N. D. Zhigadlo, V. V. Petrashko, Yu. A. Semenenko, and N. A. Prytkova

Institute of Solid-State and Semiconductor Physics, Belarus Academy of Sciences, Minsk
(Submitted February 25, 1997
Pis’'ma Zh. Tekh. Fiz23, 30—34(July 26, 1997

The influence of synthesis temperature and time on the properties and formation of
superconducting phases in,BPky St oK 0L HCUsFy O, samples has been studied by x-ray

phase analysis and by measuring the electrical resistance. It is found that the ratio of the

2223 and 2212 phases formed during synthesis at 845 °C for 240 h remains almost constant in
the range 845-855 °C, regardless of the additional synthesis time. Synthesis at higher
temperatures leads to breakdown of the 2223 phase and enhances the content of the 2212 phase
and impurity phases. The highest valiegR=0)=112.8 K were obtained for samples

synthesized at 845 °C for 240 h. @997 American Institute of Physics.

[S1063-785(17)02307-0

Various authors ® have reported an appreciable increase
in T.,(R=0) and an improvement in other physical proper-
ties of (Bi, Pb)—Sr—Ca—Cu-0 superconductors when some
of the oxygen is replaced with fluorine. However,

T.(R=0) varies widely(between~81 and ~121 K) for I o 2223

these superconducting materials, depending on the composi o zm 1
tion, heat treatment regimes, and physicochemical nature of » - CaPHO,

the fluorine-containing reagents. It is therefore important to 3:?32%:?38.’

determine the optimum preparation conditions to ob{8in
Pb—Sr—Ca-Cu+O, F) superconducting materials with good
superconducting parameters.

We prepared superconductors having the nominal com-
position  Bi gPly 4St1 odo.0LBCUFp O, by solid-phase
synthesis and studied the influence of temperature and syn-
thesis time on the phase composition and

Samples having the nominal composition
Biy 6Py 4Sh 9dK0.0LBHCUFp O, were prepared by solid-
phase synthesis in air using powders of extra-high-purity Bi
and Cu oxides, Ca, Sr, and K carbonates, and, Pixtures
of the powders corresponding to the nominal composition
were pressed into pellets and calcined at753 °C for 16 h.
These pellets were then ground and re-pressed into discs 1:
mm in diameter and about 2 mm thick. The samples were
then held afT =845 °C fort=240 h(a) and underwent ad-
ditional annealing at T=845°C, t=120 h (b) +
T=847°C,t=145 h (c) + T=855°C,t=45 h (d) +
T=870°C,t=6 h(e) + T=890°C,t=5 h (f), with inter-
mediate grinding at all stages. The synthesis and grinding
was carried out in air and the samples were cooled to room
temperature along with the furnace. The temperature depen-
dences of the electrical resistarRET) were measured by a
standard four-probe dc method. The phase composition of

the samples was monitored by x-ray phase analysis using & v
DRON-4-07(CuK,, radiatior) diffractometer. L { | ] i A { i
Figure 1 shows diffraction  patterns  of 5 10 s 2 25 30 3526deg

Bi1 ePly 451 0K0.0LHCUsFp O, ceramic after synthesis at

— o _ - ; .~ FIG. 1. Diffraction patterns of BigPhy 4Sr; oK 0LaCUsF, 6O, ceramic af-
T=845 °C fort=240 h(a) and the additional annea“ng n ter synthesis aff =845 °C fort=240 h (a) and additional annealing at

regimes(b)—(f). It can be see(Fig. 13 that after synthesis in  t_g45 °c,t=120 h(b) + T=847 °C,t=145 h(c) + T=855°C,t=45 h
regime(a), the samples consist of a mixture of two super-(d) + T=870°C,t=6 h(e) + T=890 °C,t=5 h (f).
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conducting phases 2223 and 2212, with the 2223 phase prand the compound&Sr, C3,CuC; and(Ca, S),PbQ, were
dominating (-67%), and traces of impurities in the form also increased. The temperature dependeREE) of the
of the 2201 phase and the compounds ,REHD),, Biy 6Py 4SS odo.0LBCUF O, ceramic after all the heat
(Sr, Ca,CuO;, and (Ca, S),PbQ,. The lattice parameters treatment regimegb)—(f) (Fig. 2, curveb) has a multistage
determined for the 2223 phasa$b=5.398 A,c=36.958 profile with T,(R=0)=73.8 K. Although the electrical re-
A) and 2212 phasea=b=5.399 A, c=30.763 A show sistance of the samples exhibits a metallic temperature de-
good agreement with the results of Refs. 1 and 6. Althouglpendence foll >T,, regardless of the heat treatment regime,
the results of the x-ray phase analysis indicate that two suthe normal-state resistance for a sample annealed at higher
perconducting phases 2223 and 2212 predominate, the curtemperaturéregime(f)) is considerably higher than that for a
R(T) reveals a single superconducting transition with thesample synthesized at lower temperat(nregime (a)). This
onset temperaturgl"= 125 K and zero resistance tempera- behavior can be attributed to deterioration in the bond at the
ture T.(R=0)=112.8 K, attributed to the 2223 phadeig.  grain boundaries of the superconducting phases, as a result
2, curvea). The enhanced value af.,(R=0) for this ce- of the presence of a large quantity of impurity phases. This is
ramic compared with the undoped ceramic, and the absen@dso mainly responsible for the low value ®{(R=0) for
of a superconducting transition from the 2212 ph@secon-  the sample treated in regint®.
tent in the sample is-33%, Fig. 1a may be attributed to the To sum up, it has been established as a result of
establishment of good bonds among the grains of the 222these investigations that the phase composition of
phase in the fluorine-containing ceramic. Biy gPly 4SSt odo.0LBCUsFp O, superconducting ceramic

It has been established that for thé&Bi, Pb)  formed after solid-phase synthesis at 845 °C for 240 h re-
—Sr—Ca-Cu-0 system, prolonged synthesis in the rangmains almost unchanged after additional annealing in the
T=845-855 °C promotes an increase in the bulk content ofange 845-855 °C. Annealing at higher temperatures breaks
the 2223 phase and increadegR=0) (Refs. 7 and 8 We  down the 2223 phase, and after annealing at 890 °C the 2212
attempted to improve the phase composititime volume phase predominates. The highest valud diR=0)=112.8
of the 2223 phageand the value ofT,(R=0) for this K was obtained for samples synthesized at 845 °C for 240 h.
fluorine-containing ceramic by increasing the annealing timd~urther investigations are required to gain a better under-
(b) and sintering at elevated temperaturés—(f), and standing of the processes involved in the formation of the
we obtained the following results. Unlike the undoped ce-superconducting phases and superconductivity {(BiaPb)
ramic, annealing in regime$), (c), and(d) did not produce —(Sr, K)—Ca—Cu+0O, F) system.
any substantial changes in the phase composition of the
Biy 6Py 4Sh 9d0.0LHCUF O, ceramic (Fig. 1), and the
value of T,(R=0) decreased to 82.4 K after annealing in ;§ %?,32}]8';' $anH% Sz G’\;almHalljl;:fly;ic&;h@ﬁfé(;g%%(1994)
reg!me(b). A further increase in the annealing temperature inag Hc;riuchi(:]’K..Sh.cha,’ H Nozalet gl_, J"')n_ 3’ Appl. Phys28, 621
regimes(e) and (f) reduced the bulk content of the 2223 (1ggg
phase and increased the concentration of the 2212 phase and. Tang, S. J. Wang, and X. H. Gao, Phys. Re\6® 3209(1994.
the impurity phases in the BiPhy, sSr; ¢do 0L CUsFo Oy °S. Y. Lee, S. Suehara, and S. Horiuchi, Physica85-189, 477 (1991).

6X. H. Gao, X. L. Wu, H. Yanet al, Mod. Phys. Lett. B4, 137(1990.
samples. In casée), the percent content of the 2223 and 7,y "pgyachko. Yu. A. Semenenko. B. V. Novysh, and V. P. Yarunichev,

2212 phases was almost the same and the peaks assigned terkhprovodimost(KIAE) 3, 1670 (1990 [Superconductors, 1344
the 2201 phases and the compoud, Ca,CuO; showed (1990].

an Increase‘ |n Caié)' Only one peak aSSIQned to the 2223 8' E. Arshakyan, N. N. Ofé]lkov, and Yu. D. Tret’yakov, Neorg. Mater.
phase, at 2= 24.3°, was observed and the 2212 phase domi- 30, 824(1999.
nated. The intensities of the peaks assigned to the 2201 phas@nslated by R. M. Durham
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Influence of ionic conductivity on the elastic characteristics of four-component copper
and silver chalcogenides

Yu. F. Gorin, N. V. Mel'nikova, E. R. Baranova, and O. L. Kobeleva

A. M. Gorki Ural State University, Ekaterinburg
(Submitted March 5, 1997
Pis’'ma Zh. Tekh. Fiz23, 35—-39(July 26, 1997

The relation between the ultrasonic characteristics and the ionic conductivity produced by Cu

and Ag" ions has been investigated in four-component CuGg/As®l AgGeAsSg

chalcogenides. It is shown that the temperature range where ionic conductivity appears corresponds
to the onset of a rapid decrease in the ultrasound velocity1987 American Institute of
Physics[S1063-785(07)02407-5

Multicomponent silver and copper chalcogenides argelectronic-ioni¢ conductors where the conduction is pro-
promising materials for microelectronics, optoelectronics,duced by the Ctiand Ag™ ions, respectivel:® By studying
and radioelectronics, since they combine semiconductinghe impedance and admittance over a wide frequency range
properties with ionic, ferroelectric, and other interesting(10°—10 ° kHz), it was possible to determine a frequency
properties. Studies of three- and four-component compoundsinge which characterized the bulk properties of the com-
of silver and copper such a&GeQ;_,(ABC,),, where pounds. The temperature dependences of the electrical con-
A = Cu, Ag, B= As, Sb, and G= S, Se, and others, require ductivity and the permittivity in the range 78—600 K were
a multiple-technique approach. The electrical properties ofmeasured at a frequency of 1.592 kHz, which lies within this
these compounds and investigations of the ultrasonic characange. The temperature dependences of the electrical conduc-
teristics in three-component compounds have beetivity of polycrystalline CuGeAsgand AgGeAsSgare plot-
reported:™® Here we study the elastic characteristics of theted in Fig. 1. A characteristic feature of these curves is the
polycrystalline compounds CuGeAg8nd AgGeAsSe presence of two regionga low-temperature and a high-

The compounds CuGeAg&nd AgGeAsSgare mixed temperature regignwith different activation energies. The
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AV of the longitudinalV, and transverse/; waves at 297 K,
A7 together with the shear moduli, elastic moduli, and Debye
10L temperatures for these compounds.
- The temperature dependence of the relative change in
the velocity of sound for transverse waves in CuGeAsS
typically exhibits kinks around 145-165 K and an abrupt
decrease in the velocity of the ultrasonic waves in the range
116-145 K. The onset of appreciable ionic transport in this
compound is observed at 110-130 K. Thus, the temperature
range in which the ionic conduction becomes appreciable
corresponds to the onset of a faster decrease in the ultrasound
0 100 200 j00 TK velocity. The establishment of ionic conduction, indicating a
softening of the crystal lattice, precedes the kinks on the
FIG. 2. Temperature dependence of the relative change in the velocity diemperature curve of the relative change in the velocity of
sound for transverse waves in polycrystaline CuGeAs3) and  sound in the CuGeAsSsample, which are associated with
AgGeAsSg (2). structural changes in the crystal lattiegith no change in the
symmetry system
The temperature curve of the relative change in the ve-
locity of transverse ultrasonic waves in AgGeAgS3®mas a
low-temperature regions correspond to the electronic conkink near 70 K and this is followed by a more rapid decrease
duction while the high-temperature regions with higher(with increasing temperaturén the velocity of sound in the
activation energies, correspond to ionic or mixed conductionrange 115-135 K. The temperature range in which these
The existence of ionic transport in CuGeAsSnd  changes occur coincides with the region of anomalous be-
AgGeAsSg was confirmed by measurements of the electri-havior (the existence of a pepbf the electrical conductivity
cal conductivity using filters for the Cuand Ag' ions; the  and the permittivity(114—138 K in this compound. This
filters were 5CuCI3RbCI as an ionic conductor for Clions  kink on the curve af ~ 70 K, the decrease in the velocity of
and Ag,Rbls for Ag” ions. For polycrystalline AgGeAs§e the ultrasonic waves, and the anomalies in the electrical
the temperature dependences of the electrical conductivityroperties at 114-138 K are clearly the consequence of
and the permittivity revealed anomalies near 114-138 Kstructural phase transitions, which then give rise to appre-
(Ref. 5, which are considered to be the result of a structuratiable ionic conduction. Thus, if the kink observed at
phase transition. The temperature range in which ionic transf~130 K on the curve giving the relative change in the
port becomes appreciable was estimated from the temperattrasound velocity is considered to be the consequence of
ture at which the conductivity began to increase rapidly.changes taking place in the crystal lattitgosening, it may
More accurate confirmation of this result was providedpe postulated that the ionic conduction appear-at30 K
by investigating the permittivity of CuGeAgSand and becomes appreciable at 140-150 K. It has been noted
AgGeAsSe. that the temperature for the onset of appreciable ionic trans-

The temperature range in which ionic transport becomegort was estimated by studying the behavior of the electrical
appreciable is 110-130 K for CuGeAs&nd 140-150 K for  conductivity and the permittivity.

AgGeAsSg. At 300 K the ionic component accounts for To conclude, we note that in CuGeAsSand
15% of the total conductivity in CuGeAg@nd 95% in Xx-ray ~ AgGeAsSg a correlation has been observed between the on-
amorphous AgGeAsge set of ionic conduction and the relative change in the veloc-
The acoustic properties of polycrystalline CuGeAsS ity of sound with increasing temperature. Clearly, ultrasonic
and AgGeAsSgwere investigated by a phase-pulse methodinvestigations may be a method of establishing the tempera-

The propagation velocity of ultrasonic waves in the sampleuyre range in which ionic migration occurs, at least for some
was measured in the temperature range 300—€ukder types of ionic semiconductors.

cooling), where the longitudinal wave frequency was 5 MHz

and the transverse frequency was 2.5 MHz. The temperature

: ; ; iS. V. Karpachev, G. M. Zlokazova, L. Ya. Kobelev, and V. B. Zlokazov,
dependences of the relative change in the velocity of sound Dokl Akad. Nauk SSSR303 349 (1988 [Sov. Phys. Dokl33, 833

for transverse waves in polycrystalline CuGeAs&nd (1988].

AgGeAsSg are plotted in Fig. 2. Table | gives the velocities 2Yu. F. Gorin, A. N. Babushkin, L. Ya. Kobelev, and A. S. Savel'kaev,
JETP Lett.41, 521(1985.
3Yu. F. Gorin, A. N. Babushkin, L. Ya. Kobelev, and Yu. S. Kuznetsov,
Fiz. Tverd. Tela(Leningrad 25, 922 (1983 [Sov. Phys. Solid Stat@5,

TABLE I. Ultrasonic wave velocities at 297 K, elastic constants, and Debye 531 (1983].

temperatures for CuGeAs@nd AgGeAsSg 4Ye. R. Baranova, V. B. Zlokazov, L. Ya. Kobelev, and M. V. Perfiliev,
Acta Crystallogr. A46, Suppl., C-3631990.
Compound  V,, V,, Shear modulus, Elastic modulus,fp , °E. R. Baranova, V. B. Zlokazov, and M. V. Perfi’'esmpedance
mls m/s N/ N/m? K (10>-10"° kHz) and Temperature Dependence of the Electrical Conduc-
tivity and Permittivity of AgGeAs$éin Russian (Urals University Press,
CuGeAs§ 3420 2400 2.6010° 2.5x10° 492 Sverdlovsk, 1989
AgGeAsSg 1830 1380 1.x10% 0.6x 10%° 286 6V. B. Zlokazov, N. V. Mel'nikova, E. R. Baranova, M. V. Perfilev, and

L. Ya. Kobelev, Bektrokhimiya 28, 1523(1992.
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“E. R. Baranova, V. L. Kobelev, O. L. Kobeleva, N. V. Melnikova, V. B. °E. R. Baranova, V. B. Zlokazov, L. Ya. Kobelev, and M. V. Perfil'ev,
Zlokazov, L. Ya. Kobelev, and M. V. PerfilieRRroceedings of the Tenth Pis’'ma zZh. Tekh. Fiz16(10), 27 (1990 [Sov. Tech. Phys. Lettl6, 372

International Conference on Solid State loni&ngapore, 1995, p. 20. (1990].
8N. V. Mel'nikova, L. Ya. Kobelev, and V. B. Zlokazov, Pis'ma Zh. Tekh.
Fiz. 21(1), 9 (1995 [Tech. Phys. Lett21, 3 (1995]. Translated by R. M. Durham
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Influence of spheroidal deformation on the stability of a drop charged below
the Rayleigh limit

V. A. Koromyslov, Yu. D. Rakhmanova, and S. O. Shiryaeva

Yaroslavl’ State University
(Submitted March 21, 1997
Pis’'ma Zh. Tekh. Fiz23, 40—43(July 26, 1997

The principle of minimization of the potential energy of an isolated drop of an ideally
conducting, nonviscous liquid is used to show that a deformed drop charged below the Rayleigh
limit can become unstable. @997 American Institute of Physid$1063-78507)02507-X

The theory of thunderstorm electricity must take into 2 (1—e?)~ 18
account liquid droplets charged below the Rayleigh limit UZﬁCOSh_l(l—ez)_l/2
which, under normal conditions, are stable with respect to
their own charge. However, it is knowihat on account of sin"le
aerodynamic conditions, around 40% of cloud droplets have x| (1-e?)'3+ el

: . \ . e(l-e9

an elongated spheroidal shape. It is therefore interesting to
determine the influence of spheroidal deformation on thdn order to obtain the extremum of the eccentricity for a drop
critical conditions for the buildup of instability for a drop which is still stable with respect to its own charge but is
charged below the Rayleigh limit. located at the rupture surface, we equate to zero the deriva-

We consider an elongated spheroidal charged drop dive of the energyU with respect to the eccentricity, and
ideal liquid with surface charg®, surface tensiowr, and an then after various simple transformations, we can obtain the
equivalent spherical volume of radi&s This drop will have critical value of the Rayleigh paramet®V= Q?/16woR®

+27R?

)

the energy characterizing the stability of the drop, as a function of the
5 eccentricity:
Q
U= E‘FO’S, (1) 1 Sinfle
W=7 (2e*—3)e+ 1—21/2(3—492)
—e
o= B o rabyTers S e
~coshiab) ma e e X (3e—cosh {(1—e?) " Y43—e?)) L. 4
—— Figure 1 gives the curvgéV=W(e) calculated according to
vat—b formula (4). Points lying in the area below this curve corre-

€= a '’ spond to the values of the Rayleigh parameter for which the

hereC is th | f the el ted spheroflis it drop remains stable under spheroidal deformation while
wheret 1S the volume of né elongated Spheroklls Its points lying above this curve correspond to those values for

surface area, anelis its eccentrici_ty. Obviously, th_e volume \ nich the drop will be unstable under this deformation. It
of the drop does not change during the deformation Process.n pe seen that for values of the Rayleigh parameter

4 4
V= §7TR3=§7Tab2: const. 2)

W A
As a result of virtual, infinitely slow elongation, a drop

may spontaneously decay into two, three, and so on, daugh-
ter drops>™* Another decay mechanism is also possitfe,
whereby an increase in the charge density at the tips of the
spheroid causes instability of high-order capillary-wave 1.0
modes which form emitting protuberances at the tips, from
which excess charge begins to be ejected in the form of
numerous, highly disperse, strongly charged droplets. The
dependence of the total potential enetdyof a spheroidal
droplet on the eccentricitg has two minima: the first corre-
sponds to an undeformed spherical droplet and the second tc

a droplet at the decay surface. It is logical to assume that the
maximum energy is obtained for that eccentricity at which 0.8 . L
one of the decay mechanisms is initiatel. 0 1e

Let us find the eccentricitg of the drop at this point. FIG. 1. Critical Rayleigh paramet&¥ for the fission of a highly deformed

_EXpreSSionsﬂ-) and (2) yield an expression for the po- charged droplet as a function of the eccentrieity/=W(e). The unstable
tential energy of an elongated, charged spheroidal drop: states lie above this curve.
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W=1, the drop will be unstable for any eccentricity. *I. P. Mazin, A. Kh. Khrgian, and I. M. Imyanitowilandbook of Clouds
For W= 089' the drop cannot undergo Spontaneous deca and Cloud Atmospherdin Russiark( Gidrometeoizda}t, Leningrad

. . “A. 1. Grigor'ev, S. O. Shiryaeva, |. D. Grigor'eva, A..EEazaryants, and
as a result of the buildup of electrohydrodynamic o\ \iino "7 Tekn. Fizs1(4), 25(1991 [Sov. Phys. Tech. Phys6,

|nStab|l|ty 385(1991)].
We therefore postulate that the decay of a drop chargedv. A. Koromyslov and I. D. Grigoreva, &M, No. 3, 55(1995.
be'ow the Ray|e|gh ||m|t W|" take place by the usﬁ‘é sce- 4A. 1. Grigor’ev and S. O. Shiryaeva, Zh. Tekh. F&A(3), 19(199) [SOV.
. . . . . Phys. Tech. Phys36, 258 (1991)].
nario: after a. certain virtual deformation has-b.een attamedBA. | Grigorev and S. O. Shiryaeva, J. Phys. Z8, 1361(1991,
the drop begins to stretch spontaneously until it reaches theg, tayior, Proc. R. Soc. Londo280, 383 (1964.
eccentricitye~0.8 (Ref. § after which, depending on the 7L.D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
viscosity? the drop either decays into several parts of com- transl. of 1st Russian e¢Pergamon Press, Oxford, 19§®Russ. original,
parable size or it decays by emitting numerous, highly 'Nauka: Moscow, 199

charged, highly disperse droplets. Translated by R. M. Durham
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Anomalously high rate of grain boundary displacement under fast shear loading
S. G. Psakh’e and K. P. ZolI'nikov

Institute of Physics of Strength of Materials and Materials Science, Siberian Branch of the Russian
Academy of Sciences, Tomsk

(Submitted March 19, 1997

Pis'ma Zh. Tekh. Fiz23, 44—-48(July 26, 1997

A computer simulation is made of the grain boundary behavior in an aluminum sample under
conditions of fast shear loading. The calculations are made using a molecular dynamics

method and pseudopotential theory. It is observed that under these loading conditions, the grain
boundaries may undergo displacement at an anomalously high speed, even exceeding the

rate of the applied shear. The atomic mechanisms responsible for this effect are investigated.
© 1997 American Institute of Physid$1063-785(07)02607-4

Studies of the response of a material under exposed twherev'y and V; are they-components of the rates on the
high-energy action are of considerable interest from the scileft and right sides of the sample, respectively.
entific viewpoint and from the viewpoint of materials tech- The interaction between the atoms was described in the
nology. Anomalously high rates of mass transport, flow ofpair approximation using the pseudopotential theory, as in
materials without resistance, and so forth, may take place iRef. 15. Prior to the simulation of mechanical loading, the
materials exposed to severe shear deformdtiéBimulation  crystallite was thoroughly relaxed.
of fast shear has revealed various important The calculations showed that under the action of this
characteristic§-1° For instance, in materials containing a type of load, vortex-like atomic motion occurs in the inter-
special type of grain boundaries, shear loading induces granular regiofi’° and the boundary begins to move along
vortex-like collective motion of atoms near the grain bound-the X axis. The position of the grain boundary and the struc-
ary. Under these conditions, the largest displacements dfire of one of the atomic layers perpendicular to Zhaxis is
grain-boundary atoms are observed perpendicular to the dshown in Fig. 1. Similar behavior of the atomic structure is
rection of shear. It was observed in Ref. 11 that fast meobserved for all the other atomic planes of the crystallite.
chanical loading leads to the formation and propagation ofNote that as the grain boundary moves along the sample, it
soliton-like pulses in the material. These pulses showed up
most clearly at low temperatures and their interaction with
structural defects could result in the formation of so-called
hot spots>*® — local regions where the temperature is
higher than the average over the sample.

In this paper we study the influence of fast loading on
the change in the microstructure of the grain boundaries. We
simulated an isolated well-tested grain boundary and we
studied its structural rearrangements and the atomic mecha-
nisms responsible for the characteristics of the response.

As in Refs. 8—12, the simulation was performed using
the uniqueMONSTER-MD sofware, based on the molecular
dynamics method. The object of the simulation was a three-
dimensional aluminum crystallite containing a specat
type of grain boundary with the X, Y, and Z coordinate axes
oriented in the[111], [211], and[011] crystallographic di-
rections, respectively.

We used the system of atomic units, conventionally
adopted to perform calculations at the microscopic létel.

The dimensions of the sample in the Y, andZ directions a: %g’*
were 167 a.u., 65 a.u., and 40 a.u., respectively. The grain .“j‘;:%ﬁ:gﬁ
boundary was located in the middle of the sample perpen- yl'Eaﬁhﬂ’gi
. . , gy
dicular to theX axis. The sample contained about 4000 at- *‘ﬁ':‘h ﬂg‘a*p‘
oms. Periodic boundary conditions were used in Yhand s,;;;iég'g‘vﬁ::y;'g
Z directions and a shear load was applied along the edges of ' Ohﬁ'ofﬂﬁ
LA

the sample in the direction of th¢ axis at the rate
V,=V,=0;

1 P & FIG. 1. Position of grain boundary for one of the atomic planes at various
Vy=—V,=-25X10 a.u.(~50 m/g, times: a —t = 0, b —t = 120 00 a.u., and ¢ —+ = 250 000 a.u.
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FIG. 2. Trajectories of atomic motion for three atomic
I planes over the time interval<0t<80 000 a.u.

!

slows down and stops near a “trap” in the sample. Theseence on changes in the microstructure of the material and
test calculations showed that when the direction of the sheatonsequently, on its properties and behavioral characteris-
load is reversed, the boundary moves in the opposite diredics.

tion. Note that under this type of action, all the atomic dis-

placements in the grain boundary region are matched to each\. s, enikolopyan, Dokl. Akad. Nauk SSSE51, 283 (1985.

other. Estimates of the rate of grain boundary displacementN. S. Enikolopyan, Zh. Fiz. Khim63, 2289(1989.

show that this is anomalously highp to 600 m/§ i.e., it is j\s/ \é %OIdzr:?V' IZ(\j/. sAk\?d' IlzlauktSiSSRmSer.t Kh:nﬁo, 2I238f(1pglgot._ 5
higher than the rate of shear |0ading. . G. Psakn'e an . YU. Korostelev, dructural Levels O astic De-

. . . . . . formation and Damageedited by V. E. Panin, Yu. V. Grinyaev, V. I.
An analysis of the atomic trajectories, velocity fields, panilov et al.[in Russiai (Nauka, Novosibirsk, 1990 pp. 204—231.

and crystallite structure in various time intervals indicates®V. E. Panin, V. E. Egorushkin, Yu. A. Khon, and T. F. Elsukova, lzv.
that the processes taking place in the sample under this agyssh- Uchebn. Zaved. Fiz. No. 12(5982. .
ti hibit cl lv defined l behavidiia. 2 V. E. Panin, Yu. l. Meshcheryakov, T. F. Elsukova, A. K. Divakov, S. G.
lon exhibit ¢ ez_;\ry enned nonlinear be avkﬁlg_. ). . Psakh’e, and M. M. Myshlyaev, Izv. Vyssh. Uchebn. Zaved. Fiz. No. 2,

The analysis showed that the growth of a single grain as 107 (1990.
a result of displacement of the grain boundary is based or V. E. Panin, Physical Mesomechanics and Computer-Aided Design of

; ; : aterials[in Russian (Nauka, Novosibirsk, 1995pp. 7—49.

cooperative, group d|§placeme_nts of atoms. This correspond%". G. Psakh'e, S. Yu. Korostelev, S. I Negreskul, K. P. Zolnikov,
to the_ correlated nonlinear motion of groups of atoms, Where 7 \ang, and Sh. Li, Pisma zh. Tekh. F20(1), 36 (1994 [Tech. Phys.
the displacement of each individual atom is fairly small, as Lett. 20, 17 (1994)].
can be seen clearly from Fig. 1. 9S.. G. Psakhie, S Yu. Korostelev,‘S‘. I. Negreskul, K. P. Zolnikov,

To sum up, computer simulation has been used for th@oil Vlya;?)’ln?lilgvS.SLléPrgssélitiaetu; ﬁOIEj;];gstjﬁ g.ngdgz Yu. Korostelev
first time to demonstrate anomalously high rates of grain J. Mater. Sci. Technoll2, 235(1996. ' S '
boundary displacement under conditions of fast shear load?s. G. Psakh'e, K. P. Zol'nikov, and S. Yu. Korostelev, Pis'ma Zh. Tekh.
ing. Similar conditions may be created in materials, not onlylzg'zézgm)k'hl (1:292 [;E‘ICh_-kPhyS- 'aeét-’-&v 429(19953_ S Tekt.

: P . G. Psakh’e, K. P. Zol'nikov, and D. Yu. Saraev, Pis'ma Zh. Tekh. Fiz.

unde_r_extreme operating conditions, bu'F also under no_rm_al 22(10), 6 (1996 [Tech. Phys. Lett22, 389 (1996,
conditions, as a result of the heterogeneity of the material inep . Tsai, 3. Chem. Physs, 7497(1991.
zones of concentrated stress, and also during the crack propaw. A. Harrison,Pseudopotential in the Theory of MetdBenjamin, New
gation and the formation of various types of discontinuities,lsgog" ,139625’ 4V, E. Panin, Fiz. Met. Metallovs, 620 (1980
where local fast shear deformations may occur in the sample,™ = 7 S3€ and V. = Fanin, Fiz. et MEtalovet, :

This grain boundary behavior may have a substantial influTranslated by R. M. Durham
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Characteristics of an electric circulation module for pulse-periodic ArF *, KrF™*,
and XeF* molecular lasers

A. K. Shuaibov, L. L. Shimon, A. I. Minya, and A. |. Dashchenko

Uzhgorod State University
(Submitted March 4, 1997
Pis’'ma Zh. Tekh. Fiz23, 49-55(July 26, 1997

The characteristics of an electric circulation module for a miniature, pulse-periodic, inert-gas
fluoride laser utilizing HeAr, Kr, Xe)/F, mixtures at a pressure of 100—-350 kPa have been
investigated and results are presented. It is shown that a positive dc voltage is optimum for
supplying the electric circulation module. The lasing zone of a negative corona discharge is of
interest for developing simple high-pressure excimer lamps with a self-circulating active
medium. © 1997 American Institute of Physids$1063-785®7)02707-9

The authors of Ref. 1 reported the use of electricallya dark outer region. The lasing zone of the corona discharge
driven circulation of the active media in pulse-periodie N was continuous and did not consist of a set of point lasing
and XeCf lasers, which allowed the pulse repetition rate tozones(formed alongside each figimilar to the lasing zone
be increased to 70 Hz with an average gas transverse floof the corona discharge in the active medium of an XeCl
velocity v<3 m/s. This circulation was based on using alaser® The lasing zone in the corona discharge in HejR/F
corona discharge in a “tip—grid” electrode system whosemixtures consisted of a bright plasma filament 11 c¢cm long
entire length is comparable with the length of the laser activeind 0.5-1.0 cm in diameter. The emission from the lasing
medium. The gas circulation velocity o (1)¥* (Ref. 2 zone of the negative corona discharge was particularly in-
(wherel is the average corona discharge curyestimited  tense. The transverse dimensions of the lasing zone of the
by the buildup of corona discharge instability. In Ref. 3, wecorona discharge increased with increasing voltage on the
studied the characteristics of a similar corona discharge in fips. Above a certain critical voltage, an anode or cathode
He/Xe/HCI mixture, which showed that the current of angireamer appeared alongside one of the tips and the corona
uncontracted corona discharge could be varied widely bldischarge contracted.
varying the pressure and composition of the active medium e current-voltage characteristics of the corona dis-
in an XeCr laser. Since the active media of inert-gas fluo-charge are plotted in Fig. 1. For active media having the
ride electric-discharge lasertutilizing He/R/IF, mixtures g5 me composition and pressure, the current-voltage charac-
where R=Ar, Kr, or Xe) are particularly corrosive and are o jqics of the positive and negative corona discharges had
charact_enzeq by more .strlngent. requw.ements on the purity ,Otﬂuite different ignition potentials but the limiting currents of
the active mixtures, it is of particular interest to use electrl—the noncontracted discharge stage were approximately the

cally driven circulation in these sys.tems.. : same. A positive corona discharge was more favorable at

Here we present results of an investigation of the oper; : .

. : o ) .~ lower supply voltagesY=<10 kV) and a negative discharge
ating regimes of an electric circulation module for a minia-

- S : was favorable at highad. An increase in the He pressure to
ture pulse-periodic laser utilizing inert-gas monofluorides.

1. A corona discharge was investigated using the appa§00—350 kPa resulted in an increase in the ignition potentials

ratus described in Refs. 3 and 4. The system of corona dis"’}nd extended the_ range of operat.ing pressures. The gurrent—
charge electrodes consisted of a single row of tips and Xoltage chgracterlstlcs of H e/R/Rnixtures were nea}rly lin-
nickel grid and was 11 cm long. The tip density in the row €& and d'ﬁfred appreciably from the quadratic curves
was one tip per centimeter. The grid contained cells of ~ ®(U~Uq)" of a corona dischargeéwherea is a constant

0.1X0.1 cm and was made of 0.03 cm diameter wire. The?ndUo is the discharge ignition potentjawhich are most
interelectrode gap in the system of corona discharge eledypical of a classical corona discharge. This difference was
trodes was 2 cm. The electrode system was removed frofs@used by the nonlinearities of a corona discharge in inert
the discharge chamber of the laser emitter and was mountetpsed for which the discharge becomes intermediate be-
in a separate high-pressure chamber fitted with ,Oaf-  tWeen a corona and a glow discharge.

dows. A negative or positive dc voltage was supplied to the 3 For a corona discharge in electropositive gasesN
tips via a limiting resistanc® = 1-3 MQ. » mixture), the discharge was mainly continuous and the

The current-voltage and frequency characteristics ofmfaximum current at the noncontracted stage was determined
positive and negative corona discharges in HejRvixtures by the ballast resistance, reaching 2-3 itiRef. 7). When
were investigated at pressures of 100—350 kPa. Emissidiie mixture contained strongly electronegative molecules,
spectrum analysis was used to study the qualitative compdhe current flow regime of the negative corona discharge was
sition of the plasma in the lasing zones of these corona digaurely pulsed, whereas in a positive corona discharge the
charges. current consisted of continuous and pulsed components.

2. Negative and positive corona discharges both conTypical profiles of corona discharge current pulses are shown
sisted of a lasing zone, positioned at the ends of the tips, and Fig. 2. The half-height duration of the corona discharge
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FIG. 1. Current-voltage characteristics of negatite2) and positive(3) -vj\ L
corona discharges in the following mixturds:3 — He/Kr/F, = 200/6, 4/0, 0 7 9 U. kV
b4

8 kPa,2 — He/Ar/F, = 190/17, 6/0, and 8 kPa.

FIG. 3. Profile of positive(1) and negative(2) corona discharge current
pulses in an He/Kr/Fmixture.
current pulses was 0.2—-0/3s, with a rise time of<50 ns

and a decay time of 1.@s.
Dependences of the current pulse repetition rate on the

magnitude and polarity of the voltage on the tips are plotted . ) )
in Fig. 3. With increasing supply voltage, the pulse repetitionCharge the pulse repetition rate is probably determined by the

rate of the positive corona discharge current increased qualoPility of the negative F ions screening the positive ends
dratically whereas similar dependences for a negative cororff the tips in the electrode system. The continuous compo-
discharge were linear. The pulse repetition rate of the negdi€nt of the positive corona discharge current is probably a
tive corona discharge current was in the range 1-40 kHHux of positive inert-gas ions, but the density of negative
whereas that for the positive corona discharge reached 16@ns is not sufficiently high to completely block the interelec-
kHz. The upper limits of the pulse repetition rate for thetrode gap in this corona discharge.

negative corona discharge were determined by the mobility 4. An investigation of the overall emission spectrum of
of the positive R (R;) ions screening the negative tips of the lasing zone of the corona discharge revealed that this is a
the tips® As the atomic weight of the inert gases is de- Selective source of 193 nm Af-249 nm KrP*, and 351 nm
creased, the limiting pulse repetition rate increases, reachin§eF" radiation. In the visible range we observed selective

80-90 kHz in a He/k mixture. In a positive corona dis- fllling of some p-states of heavy inert-gas atoms due to the
Ar(4s-5p), Kr(5s—6p), and Xe(&—7p) transitions in the

blue-green. This radiation determined the color of the
corona-discharge lasing zone, but its intensity was approxi-
, pA mately two orders of magnitude lower than that of the
3 excimer-band radiation. Thus the lasing zone of a negative
corona discharge may be used to develop simple sources of
ultraviolet radiation from inert-gas fluorides with a self-
circulating active medium. These sources of ultraviolet ra-
diation exhibit enhanced sensitivity.

To conclude, our investigation of the operating condi-
tions of an electric circulation module for a pulse-periodic
laser utilizing inert-gas monofluorides has shown that for a

0 0' 0.2 ! 06 e corona discharge in He/Rj/Fmixtures, it is best to use a
© B positive voltage since the discharge current is mainly con-
-5t tinuous and its ignition potentials are lower than those for a
2 negative corona discharge. The lasing zone of the corona
-0 discharge is continuous, which helps to produce a more uni-
| form flow of gas mixture beyond the grid. In addition, @
mA molecules are efficiently formed in the lasing zone of a nega-

tive corona discharge which may be utilized to develop
FIG. 2. Pulse repetition rate of corona discharge current in Hejkafa smple sources of ultraviolet radiation for biomedical appli-
function of positive(1) and negative?2) supply voltages. cations.
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White-light interferometry with depolarization of the radiation
E. I. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
(Submitted January 20, 1997
Pis'ma Zh. Tekh. Fiz23, 56—-60(July 26, 1997

It is shown that the precision of white-light interferometers with a single-mode fiber linking the
sensing and processing interferometers can be enhanced by incorporating discrete or all-

fiber “time -average” radiation depolarize(Billings depolarizers Relations are given to describe

the dependence of the output signal and the “zero” drift of white-light interferometers on

the polarization characteristics of the optical channel. Relations are also presented for the elements
of the Jones matrix of a Billings depolarizer. €97 American Institute of Physics.
[S1063-785(17)02807-3

1. White-light interferometry is one of the most rapidly A direct consequence of formul®) is the equality
developing directions in modern optical metroldgy.Thus
the search for methods of improving the precision of white- b ()sD(t)= E(Tro')E. (3)
light interferometers is of major practical interest. A typical 2
white-light interferometefsee Fig. 1aconsists of a source
of wide-band radiatiori, two highly unbalanced interferom-
eters2 and5, linked by a section of single-mode optical fiber
3, and a photodetectd. Until recently it was usually as-
sumed that the transmissidpolarizatior) characteristics of

the single-mode fiber link do not affect the precision of 44 \vidth Aw (Aw/wy<1). The photodetector current at

white-light interferometers. However, it was shown in Ref. 4y¢ eyt from the white-light interferometer is then given by
that in white-light interferometers, as in other single-mode

fiber interferometers, variations in the polarization character- i ={mg[1+(2|my|/mg)cogAe+)]), (4)
istics of single-mode fiber waveguides give rise to “zero”
drift and fading of the output signal. A method of eliminating

the influence of the polarization characteristics of the single-  m = Tr(R,GR;poR,GRs00) + TH(RsG RopoRaGRs00)
mode fiber link in “reflective” white-light interferometers

Here o is an arbitrary, constant or slowly time-varying
2X 2 matrix, and Tr denotes the trace of a matrix.

3. Let us assume that the radiation source in the white-
light interferometer has unit intensity and the line profile
®(w) normalized to unity, with the average frequeney

where, in the absence of a depolarizer

with a Michelson sensing interferometer was proposed in +Tr(RyGRypoR,GR,0¢)
Ref. 5. In this article we show that the precision of white- — e
light interferometers can also be enhanced by incorporating a +Tr(R4GRapoR2GRy o), 5

discrete or fiber-optic Billings depolariz&f. e
2. A Billings depolarizea monochromatic radiation de- My =Tr(RyGR1poRGR300),  o=argmy).
polarizer or “time-average” depolarizeconsists of two se- Here the angle brackets denote integration avewith the
quential bulk or fiber’ linear phase plates whose fast axesyeight & (w), A andR; (i = 1-4) are the resultant phase
are turned through 45° relative to each other. The relativgjifference and the Jones matrices of the readout and sensing
phase delays in these linear phase plates vary with time ifhterferometer channel§ is the Jones matrix of the single-
sgch a way that incoming completely polarl'zed radiationygde fiber link,po=p(wo) and o= o(w,) are the excita-
with the coherence matrik;, becomes unpolarized “ aver- tjon and observation matrices, respectively; for simplicity the

aged over time,” with the coherence matrix explicit dependence of the quantities in form@# on w is
1 not given. The quantitg=2|m,|/my is the visibility of the
Eut: D(t)pinD(t)= E|E_ ) interference pattern formed by the spectral component of the

radiation at the frequenay, and §=arg(m,) is the spurious
Here| is the total radiation intensityD is the Jones matrix Phase shift caused by the nonideality of the polarization
of the depolarizerE is the unit matrix, the tilde denotes characteristics of the interferometer channels and the single-

Hermitian conjugation, and the bar indicates time averagingr.nOde fiber link that connects them. The valuesjodnd

It follows from formula (1) that the elements of the matrix fluctuate with ghgnggs in the amb@ﬂt cond|t|(1ps_|m.arlly
D satisfy the relations because of variation in the polarization characteristics of the

single-mode fiber linkKs which gives rise to zero drift and
- 1 fading of the output signal from the white-light
Dik(H)Dje(t) = 5 8ij S, (2 interferometef. Even when a completely unpolarized radia-
tion source and an ideal photodetector are used, wpgre
where the asterisk indicates complex conjugation, apd and o, are proportional to the unit matri, the spurious
and &y, (i,j,k,/=1,2) are Kronecker deltas. phase shift does not generally vanish.
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FIG. 1. Diagram of conventional white-light interferometer
3 and white-light interferometer with Billings depolarizéy).

D

2
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4. When a Billings depolarize# is incorporated at a 5. To conclude, it has been shown that a bulk or all-fiber
midpoint in the single-mode fiber linisee Fig. 1l expres-  Billings depolarizer can be use to improve the precision of
sion (4) will contain the time-averaged Va|ue?0, E, and Wwhite-light interferometers by eliminating the zero drift and
5. fading of the output signal caused by variations in the polar-
ization characteristics of the single-mode fiber linking the

Using Eq.(3), we find ) >
sensing and readout interferometers.

m, =T R,G,D(t)G;R1poR,G1D (1) G,R307,] The authors would like to thank V. P. Gubin and N. 1.
1 Starostin for their interest in this work and for useful discus-
= —Tr(G;R1poR,G1) - Tr(R,G,GoR307), (6)  Slons. ,
2 11221 4omereno The work was supported by the Russian Fund for Fun-

where G, and G, are the Jones matrices of the sections ofdamental Research, Grant No. 96-02-18434.
the single-mode fiber link before and after the depolarizer. If
these sections of the link are nondichroic, i.e., if the matrices

G, andG, are unitary,G,G,;=G,G,=E, then

E: Tr( Rlpoﬁz) -Tr( R4ﬁ3a-o)_ (7) 1Th. Bosselmann and R. UlricRroceedings of the Second Conference on
. Optical Fiber Sensor§VDE Verlag, Stuttgart, 1984 p. 361.
In exactly the same way, it can be shown that the valuezr. jones, M. Hazell, and R. Welford, Proc. SRIE14 315(1990.

of my does not depend on the polarization characteristics Of’T. P. Newson, F. Farahi, J. D. C. Jones, and D. A. Jackson, Opt. Commun.
the single-mode fiber links, from which it follows that be- 4?{8’5635;1“?% F. Farahi, and N. Dahi, Opt. Lie, 138 (1994

cause of the depolarizer, slow variations in the polarizations, . Ferreira, J. L. Santos, and F. Farahi, Opt. Commiid, 386(1995.
characteristics of the single-mode fiber litdlow compared  °B. H. Billings, J. Opt. Soc. Am41, 966 (1951).

with the characteristic times of variation of the relative phase'E: | Alekseev, E. N. Bazarov, and A. M. Kurbatov, Pis'ma Zh. Tekh. Fiz.
delays in the depolarizgare effectively averaged out and do 9, 885(1983 [Sov. Tech. Phys. Let®, 381 (1983,

not influence the precision of the white-light interferometer.Translated by R. M. Durham
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Onset of spatial instability in parametric four-wave in a medium with a diagonally

bipolar response
S. A. Podoshvedov
Chelyabinsk Technical University

(Submitted December 20, 1996
Pis’'ma Zh. Tekh. Fiz23, 61-65(July 26, 1997

A method of analyzing equations on the phase plane is used to solve a system of equations
describing four-wave mixing in media with diagonally bipolar nonlinearity. It is shown
theoretically that for certain parameters of the interacting waves, parametric instabilities may
occur. It is established that the conversion of the mixed wave power depends strongly

on their initial phase shift. ©1997 American Institute of Physid$$1063-78517)02907-§

It was shown in Ref. 1 that in media whose nonlinear
response has specific properties, the dissipation of optical
energy induces changes of different sign in the refractive
indices. For instance, in nematic liquid crystals we find:
Ing/dT<0 anddng/dT>0, where|dng/dT|/|dngldT|>5.
This nonlinearity leads to parametric coupling between the
waves with the excitation of static gratings. The Hamiltonian
nature of nonlinear parametric four-wave mixing allows this
process to be described accuratedjthout various simplifi-
cationg on the phase plane. In an earlier stddpur-wave
mixing was considered for the amplification of weak waves
in the inexhaustible pump wave approximation. An accurate
solution of the problem allows us to identify all the “de-
tails” which may arise in four-wave interaction.

Let us assume that two unidirectional elliptically polar-
ized waves are incident almost symmetrically relative to the
optic axis on a layer of crystal with the optic axis along
Each wave generates and o-type refracted waves, where
two waves propagate at the andgleand another two waves
propagate at the anglé’ relative to each other. Then the
truncated equations describing four-wave mixing in media
with diagonally bipolar nonlinearity have the following
form:?

dE,
dz

dE,
dz

dE,
dz

dE,

dz.

i7Cq

=— ————((0g+Ab.c00'|E5|?)E, cos b

- ANg COS 6
+Agbg cos 8'E,E3E) expiAk,z)),

i’Tl'CO

= T o 4
Ang cog 6+ ) ((Oo+Agbo| E4|)E,

+Agbe cos 0 cos §'E,E5 E, exp(—iAk,2)),

imCq

— —————((®g+Agb, cOFH|E4|?)E5 cos’
ANg co2p’ 0 ere | l| 3

+Agbg cos 9E,E5 E, exp(—iAk,z)),

i’iTCO

= ((Oy+Aghbo|E,|HE
)\nocos(0’+5’)(( 0t Agho|E2|*)E4

+Agbe cos 0 cos 0'E] E,E; expiAk,z)), (1)
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FIG. 1. Phase portraitsa — for k=0, b — for
k=0.4.
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0.4 ) be reduced to two differential equations fg¢s) =|q,|2 and

Y=Ks+ @+ ¢3— 1~ @4( ;) (hereg; (i = 1-4) are the
phases of the corresponding light wavdsy/ds= —dH/dys
03 anddy/ds=dH/d»n with the HamiltonianH:
' H=\7n(d;+7)(1-d;+d,—29)(1—dy—dp—27)
1 7? 1-d;—d,
n(s) 0.2 X Cos//—?(r23+r13+r43+r33)+77 Mo3————
1_d1+ d2
T —rad;+K|, 2
0.1
) where  s=zp, k=Ak,/p,  p=(mC.AsboP/\Ny)
X Jcos@+ d)codl(cos@ +6')cosdd’), and the coefficients
V\_/\Z/\, rij depend only on the parameters of the medium and the
0.00 0 T Y T T experimental geometry. For simplicity it was assumed in Eq.
: 0.2 0.4 0.6 0.8 1.0 (2) that cos#=cos#’ and cosg+ d)=cos@ +5') to obtain
=7/L the coefficients;; . The coefficients;; have the following
§s=2z form: ry3=r43=1/r ;3= 1/r 33= Cyn, c0osd/(Cny cOSE+ 9)).
; 2_
FIG. 2. Influence of the relative initial phase on the energy exchange be'—A‘” (2)ther q; are expressed in temgs of as |q1| =7+dy,
tween light waves. |as|*=(1—d;+d,—27%)/2, and|q4|*=(1—d;—d,—27)/2.

It can be shown that the energy exchange between the
waves described by E@l) depends strongly on two bifur-
cation parameters:=r ,3+ 43113+ 33 andk. For the val-
ues considered heid =d,=0.1 we findr,,=4.33. For ex-
ample, forr,3=0.25 we findr =8.5>r.,, which gives rise
to a parametrically unstable Hamiltonian natural mitfer
various values of the dimensionless parame&tefigures la
and 1b show phase portrait&id & consp for k=0 and
k=0.4, respectively. The unstable mode indicated by the let-

where 6o=Aq(|E,|?+|E4|?) + As(|E1|?cog6+|E5?cogd),
C.=—|C.|, andCy=|C,| are real coefficientsG.Cy<0 is
the bipolarity conditiolt when the medium is heated the
difference between the coefficiemdg and A, is determined
by the dichroism of the absorption of light. The quantities
ny andn, are the refractive indices of the ordinary and ex-
traordinary waves) is the wavelength of the waves partici-

g in the i i db. d ine the effici ter A in Fig. 1 generates a two-loop separati@X the sepa-
pating in the !nteracuori_po andbe etermine t € EllCIenty  ratrices are indicated by the thicker linek is worth noting
of the recording of static gratings by the ordinary and ex-

. f the difference between the form of the two-loop separatrices
traordinary waves, the anglef and 0" are the angle; of for differentk. As a consequence of the asymmetry of the
convergence of the waves, an.d<2=(k2+k3—kl—.k4)z'|s phase portraits relative to the vertical axis, the power con-
the prOchtlon OT the wave .m.lsmatch on the direction Ofversion between the waves depends strongly on the initial
propagation £ axis). The coefficientso, Ae, bo, andbe are relative phase of the waves. Figure 2 shows how an initial

posgj\ée real quafntr:es. he followi q . weak wavey=|E,|?/P evolves with the distance/L (L is
€ system(1) has the following conserved quantities the length of the mediujn Curve 1 was obtained for

(integrals of motio a|Ey|*+|Ep|*+b|Eg|*+c|E4|*= P, o= (z=0)=0 and curve? was obtained fogyy= 7 (here
alE;|* —| Ey*=D;, and b|Es?—c|E4*=Dy, kiO). °

where a= (AgbeCyne oS / (AghyCcny cos (8 + 6)),
b=(AcbeConecoS#')/ AgbyCengcos@+ ), and ¢ = cos

. - !B. Ya. Zel'dovich and N. V. Tabiryan, Usp. Fiz. Nadl47, 633 (1985
! ! . , ’
X (0'+6")/cos@+6). By changing to the new variables: [Sov. Phys. Usp28, 1059(1985],

E;=0q;VP/a, E;= CIQ\/E, Es=d3vP/b, and E4,=q,4P/c, 2T. V, Galstyan, B. Ya. Zel'dovich, Yam Chun Khoo, and N. V. Tabiryan,
we can write the integrals of motion as 3Zh. Eksp. Teor. Fiz100, 737 (1999 [Sov. Phys. JETH3, 409 (1997)].
2 2 2 2_ 2_ 2_ S. Trillo and S. Wabnitz, Opt. Letll7, 1572(1992.
laa|+ a2l +asl*+aal*=1,  |aa|*~|0z*=d;,  and | . .
|Q3|2— |q4|2=d2, Wheredl= Dl/P andd2= DZ/P. G. Gregori and S. Wabnitz, Phys. Rev. L&6, 600(1986.

This change of variables allows the initial syst€¢imto  Translated by R. M. Durham
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Excitation of a potentially self-oscillating state in an oscillator with delay and inertia
exposed to the simultaneous action of regular and chaotic signals

E. V. Kal'yanov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
(Submitted March 24, 1997
Pis’'ma Zh. Tekh. Fiz23, 66—71(July 26, 1997

An analysis is made of the possibility of inducing a potentially self-oscillating state in a bistable
self-oscillating system exposed simultaneously to regular and chaotic signals, as applied to

the covert transfer of information in a binary computational system. A system of nonlinear
differential difference equations is derived, which describe the behavior of an oscillator

with delay and inertia under the action of complex oscillations in a given time interval. It is shown
numerically that even when a potentially self-oscillating state is not excited by an external
regular signal, stochastic oscillations, as well as providing a masking effect, may function as an
additional stimulus to transfer the system to the basin of attraction of a potentially self-
oscillating attractor. ©1997 American Institute of Physids$$1063-785(17)03007-3

Various methods of transmitting a signal masked by chaaction of the oscillations of the second oscillatlr, is a
otic oscillations have recently been extensively studi@d. constant coefficient, ant}, is the time of initiation of the
Since bistable microwave oscillators can be used to transfeaction.
information in a binary computational systéni, is profit- The calculations were made by a fourth-order Runge—
able to study the possibility of inducing transitions in theseKutta method with an integration time step of 0.05, where
oscillators from one stable state to another by a weak reguldhe characteristics of the nonlinear amplifiers were approxi-

signal in the presence of masking noise. mated by
Microwave oscillators typically exhibit delay and inertia. '
Here results are presented of a numerical analysis of the F;(y;)=B;o; exp(—y"), 2

action of a regular external signal on a self-oscillating system
with inertia and delay, located in a noisy medium. For thewhereB; andni are the gain parameter and the degree of

numerical analysis, the following equations are used nonlinearity.
The parameters in Eq¢l) and (2) are selected so that
d?; o dx (1 d the first oscillator is bistable and the second is chaotic. The
9 + o dt + 0 X = o o rriaSORASUOIE values of these parameters aw@j=w,=1, Q;=Q,=2,
6,=6,=0.1, 1,=9.25, 7,=9.5, B;=1.6, B,=4, n1=2,
andn2=6.
5 dv +yi=x(t—1) (1) For the selected parameters of this oscillator, oscillations
dt are excited autonomously in the basin of attraction of the
high-frequency attractor(attractor H) at the frequency
f(t)=D(1+tanht—ty))(1—tanh(t—(to+To)) ¢(1)), wh=1.26, and aiw;=0.76 (low-frequency attractot.) they
are potentially self-oscillating. The action of the external sig-
@(1)=Cxy(t) + A, coq wt), nal can be used to control the excitation of oscillations. This
control is achieved by inducing a transition of the oscilla-
wherei, j=1, 2 fori # j, k;=0, andk,=1. tions from the basin of attraction of the attrackbrto that of

The system of nonlinear differential difference equationsthe attracto. and back. It has been established that such a
(1) describes the firstiE& 1) oscillator which is exposed to transition may take place when higher-intensity chaotic os-
the oscillations of a second= 2) oscillator together with an cillations act in addition to the regular signal, even when the
external harmonic signal, in a given time intervig). Each  regular oscillations alone do not excite a potentially self-
oscillator consists of a nonlinear amplifier, first- and secondoscillating state. This is illustrated by the realizations in Figs.
order filters, a delay line, and a differentiating element, all in1 and 2.
a closed loop. The notation is as follows:andy; are vari- Figure 1 shows realizations illustrating the behavior of
ables which depend on the timeand characterize the oscil- the oscillatory process;(t) under the action of an external
lation processes in the oscillatots, andQ; are the frequen- signal f(t) when this signal either comprises only regular
cies and Q factors of the second-order filta¥sand §; are  oscillations(Fig. 18 or only chaotic oscillationgFig. 1b), or
the time constants of the first-order filters and the differentithe sum of regular and chaotic oscillatioffsig. 1¢9. The
ating elements, respectivelly;(y;) are the characteristics of realizations of the corresponding actuating oscillations are
the nonlinear amplifiersy; are the time delays of the signals, given in Figs. 2a—2c. The parameters determining the actu-
A. and w. are the amplitude and frequency of the externalating oscillations have the valugg.=0.2, ».=0.76,C=0
harmonic signalC is a coefficient determining the level of for the case in Figs. 1a and 2&8,=0, C=0.8 for the case in
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FIG. 1. Realizations of oscillations of the oscillator exposed to only a regu-
Ia_“ signal (@), only chaotic oscillationdb), and both regular and chaotic 5 > Realizations of actuating oscillatiorss— regular oscillations, b —
signals(c). chaotic oscillationsc — sum oscillations of regular and chaotic signals.

Figs. 1b and 2b, and.=0.2,w;=0.76,C=0.8 for the case  the amplitude of the regular signal oscillations is fairly large
in Figs. 1c and 2c. In all three cas&=0.25,To=120, and  (for instance, whem .= 0.4), the system can also undergo a
t,=900. transition to the basin of attraction of the attractomwhen

In the time intervalt e (870;900) (before the action  C=0. However, the masking role of the stochastic oscilla-
regular autonomous oscillationg(t) take place at the fre- tjons is retained.

quency w,=1.26 with a simple limit cycle in the basin of To conclude, the results of these calculations indicate
attraction of the attractdf. Under the external actiofin the  that in principle, covert transfer of information may be
time intervalt e (900;1020)) a transient process takes placeachieved when a potentially self-oscillating state is induced
which continues after the action has ended. As a result, in thgy the simultaneous action of regular and chaotic signals. It
case in Figs. 1a and 1b the oscillationgt) remain in the  should be noted that this effect may depend on the duration
basin of attractioH whereas in Fig. 1c, they enter the basin of the action. This aspect has not been studied and is inter-
of attraction of the attractdr. In this last case the frequency esting in itself. The influence of the duration of action on a
of the oscillating processg,(t) tends tow;=0.76 after the pjstable self-oscillating system was only considered in Ref. 8
end of the action and, sineg = ., this may be considered for the case of regular actuation and it was shown that the
to be a process where the system “remembers” the frepehavior of the system depends nontrivially on the duration
quency of the regular component of the actuating oscillaof the external radio pulse used.
tions.

The oscillations x,(t) in the time interval t
e (900;1020) fairly accurately play the role of an oscillating L. J. Kocarev, K. S. Halle, K. Eckert, and L. O. Chua, Int. J. Bifurcat.
process masking the regular signal in this time interval. It chaos2, 709(1992.
can be seen from a comparison of the realizations in Fig. 22A1-9§- Vglk%vsgrﬁ] an?_ 'Ilt-lgF-gF;ull’lggv, Pis'ma Zh. Tekh. FiZ1%(3), 71
that the amplltgde of the regular oscﬂlatyoflég. ZQ.IS.an 3g(u. I? Igetle’(;kii an)(/jSA. eS. Dr,nitriév, R:Z}j.iotekh'.lﬁtronaa 1310(1993.
order of magnitude lower than the maximum deviations of 4g vy, kisiov, Radiotekh. Ektron. 38, 1793(1993.
the chaotic oscillating process(t) (Fig. 2b. Thus, the re-  5A. K. Kozlov and V. D. Shalfeev, Pis’'ma Zh. Tekh. FiZ)(23), 83(1993
alization of the sum oscillations has the form of a stochastic_[Tech. Phys. Lettl9, 769(1993].

signal (see Fig. 2 and differs negligibly from the realiza- 26 '?fgﬁg’;ﬁis’ma Zh. Tekh. Fiz20(17), 65(1994 [Tech. Phys. Left.

tion in Fig. 2b. o _ _ ~ 'M. B. Golant, Yu. V. Gulyaev, A. V. Gritsenket al, Radiotekh. Eek-
As well as functioning as a masking signal, the chaotic tron.36, 501 (1991.

oscillations in Fig. 1c also act as a source of additionaISEl-g\é- K?"Y";‘]”%Vha”dl_st-tl(g-%;”ig‘g Pis'ma Zh. Tekh. FIz3(23), 49
stimulus since, without them, the system does not undergo a'*%%2 [Tech- Phys. Lett18, 782(1992]
transition to the basin of attraction of the attrackorwWhen  Translated by R. M. Durham
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Pair production in counterpropagating electron and laser beams
P. A. Golovinskit

(Submitted December 18, 1996
Pis'ma Zh. Tekh. Fiz23, 72—75(July 26, 1997

An analysis is made of the collision between a high-energy electron beam and laser radiation. It
is shown that when the electron energy is 800 GeV and the laser pulse has an intensity of

10?° W/cn?, a wavelength of 248 nm, and a duration of 300 fs, a single seed electron produces
60 electrons and positrons. ®397 American Institute of Physid$1063-78507)03107-9

It has been shown that the interaction between laser on. The production of particles in the energy layer with the
radiation and electrons may be accompanied by the produenergyE,= BE is indicated by the subscrift Then for the
tion of electron-positron pairs by collisions with atomic nu- k+1 layer we can write the rate equation
clei in field intensities of~ 10?*-10"2 W/cn?. q

However, the direct action of laser radiation is insuffi- h
cient to produce electron-positron pairs. This process re- dt
quires an intensity of at least ¥ow/cn? at which the work whereN, is the total number of particles in theh energy
of the field at the Compton wavelength corresponds to th‘fayer andW, is the probability of the production of an
production energy for an electron-positron pair, which iselectron-positron pair. We use the explicit form for
hardly likely to be achieved in the foreseeable future. HOWWk= F,=a—bk, wherea=ay(F In(2wE/M?)—3.47), and
ever, the requirements imposed on the laser radiation intery— ooF In gL
sity can be reduged by usin'g electron and laser peams. A Having expressed the difference in E@) in terms of
possible system involves using a counterpropagating beage derivative, we obtain a partial differential equation after

geometry’ which is highly typical of electron and proton (epjacing the discrete indek by the continuous parameter
accelerators. The laser radiation in the system of the particlg.

becomes hard, as a result of the Doppler effect.

It is known that the cross sectiam is invariant under oN d
Lorentz transformations. The cross section for pair produc- gt 5(W(X)N)+2W(X)N' @
tion as a result of a photon—electron collision in a reference

I - After  casting the variables in the  form
frame where the electron is initially at rest, is giverfb
y g y n(x,t)=W(x)N(x,t), we then have

== Wi 1Ny 1 W N /8, (3

w
a'=(ro(|n——3.47), (1) Lo _on
- Wog 7 Tan ()

where o= 2ars, wherer, is the classical electron radius, To solve Eq.(5), we need to know the initial distribution,

w is the frequency of a laser photon in the reference frame ofvhich we take to be monoenergetic and describe it using a
the laser. S-function in the form
Converting to the laboratory reference frame, for ul-

trarelativistic electrons of enerdy we obtain N(x,0)=&(x) = yliinwg(x, V), )
B 2wE whereg(x,y) = 1/y\/mexp(—x¥/?) is the initial distribution
o=0y| In m2 —3.47), @ normalized to a single electron.

N(t)= lim f:Ny(x,t)dx. (8)

where w, is the laser radiation frequency in the laboratory conditionn(x,0)=g(x, y)W(x) may be found by the method
Eo=20m?/ wy,=800 GeV at a laser wavelengi= 248 nm. 1 e
0 0 9 N, (X,t)= —=eZ Pl ex
that secondary particles will be emitted in the direction of the
Following the theory of showersye consider a model single seed electron is
redistributed such thgg8=1/3 of the initial particle energy is o

reference frame. The typical initial electron energy requiredf characteristic§,and is given by
o4 f(x,t)
This electron momentum in the laboratory reference frame is W yz '
(A (A_ bt
initial electron with reduced energy after each collision withWheref(X’t) (a—(a—bx)e™)/b.
in which an electron-positron pair is produced as a result of a
assigned to each particle. These particles then collide witifhe definite integral in formuléB) is calculated analytically,

A solution of the quasilinear equati@B) with the initial

for efficient implementation of the process is
p( —f(x,t)

much greater than the laser photon momentum. This implies )

The total number of particles formed by tintefor a
photons.
collision between ay ray and an electron, and the energy is
the laser radiation photon flux to produce new pairs, and sand after going to the limit, we obtain
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_ 2a ot This work was partially financed by the Soros Interna-
N(t)=exp<F(1—e ))- (9 tional Science FoundatiofGrant No. 95-D615

We estimate the number of particles formed at the en-
ergy Eq per electron. We take the parameters of the focused
laser radiation as those for a high-power excimer Idser:
tensity at the focal spdt= 10°° W/cn? and laser pulse length i v gynkin and A. E. Kazakov, Dokl. Akad. Nauk SSSR3 1274
=300 fs. Then the total photon flux density during the (1970 [Sov. Phys. Dokl5, 758(1970].

pulse 7 is Fr=17/wy=3X 1077 cmi 2. Under these condi- *K. Boyer, T. S. Luk, and C. K. Rhodes, Phys. Rev. Lé@, 557 (1988.

. . ~ . 3P. A. Golovinski, Pis'ma zh. Ksp. Teor. Fiz51, 355(1990 [JETP Lett.
tions we findbr>1 andN=60 particles are generated per 51, 403(1990].

seed electron. Thus, this effect has all the characteristic featp. A. Golovinski, J. Nonlin. Opt. Phys Ma5, 139 (1996.
tures of breakdown of the vacuum. 5P. A. Golovinski, inProceedings of the Seventh International Conference
Studies of the interaction between high-energy electron " Multiphoton ProcessesGarmisch-Partenkirchen, Germany, 1966,

- . Paper B25.
beams and focused laser radiation are currently being unders P

. 10 A. |. Akhiezer and V. B. BerestetskiQuantum Electrodynamia®iley,
taken at the Stanford Linear Accelerator Cent8tAC). New York, 1963 [Russ. original, 3rd ed., Nauka, Moscow, 1969
During tests on the system, nonlinear Compton scatteringA. 1. Akhiezer and N. F. Shul'galigh-Energy Electrodynamics in Matter
was observed with a beam electron energy of 46.6 GeV anglin Russian (Nauka, Moscow, 1993

.. . . 1 ) V. I. Smirnov,A Course of Higher Mathematic¥ol. 4 (Addison-Wesley,
a focused laser radiation intensity of#0V/cn? at wave Reading, Mass., 1964Russ. original, GITTL. Moscow, 1957

lengths of 1054 and 527 nm. Further refinement of the sys9g Bouma, T. S. Luk, K. Boyer, and C. K. Rhodes, J. Opt. Soc. Ari0B
tem also envisages experiments to observe the production 0fL180(1993.

electron-positron pairs. This may involve an experiment us- C: Bula, K. T. McDonald, E. J. Prebyat al, Phys. Rev. Lett76, 3116
ing the counterpropagating beam configuration considered(lgge'

here to study breakdown of the vacuum. Translated by R. M. Durham
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Enhancement of the precision of fiber-optic interferometers by using couplers with high
spectral power or antisymmetric supermode cutoff

E. |. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow
(Submitted January 20, 1997
Pis’'ma Zh. Tekh. Fiz23, 76—80(July 26, 1997

It is shown that in X 2 single-mode optical-fiber directional couplers operating with cutoff of

the antisymmetric normal mode of a composite waveguide, the additional stray phase

shift of the waves in the forward and cross chanrfdsnd in normal couplejsvanishes. Thus,

by using these couplefinstead of the usual ones various interferometers, the precision

can be enhanced substantially. It has also been shown that the precision of interferometers with
wide-band radiation sourcésuch as white-light interferometers and fiber-optic gyroscopes

can be improved by replacing the usual couplers with couplers of high spectral power whose
splitting ratio can execute a large number of oscillations within the radiation line width,

efficiently eliminating the afore-mentioned stray phase shift. 1897 American Institute of
Physics[S1063-785(07)03207-3

1. The precision of single-mode fiber interferometers isber interferometers. Let us discuss this aspect in greater de-
determined to a considerable extent by the characteristics ¢il for the case of a fiber ring interferometésee Fig. ],
the directional couplers. Conventionak2 directional cou- assuming that the radiation source is monochromatic.
plers with the phase parametér=0.25 are currently used in Using Eg. (1), the signals at the symmetri€{) and
single-mode fiber-optic interferometers. We recall tNais  asymmetric E,) outputs of a fiber ring interferometer are
the number of oscillations of the splitting ratio in directional given by:
couplersN=A¢/(27), whereA ¢ is the difference between

the phasesp; and ¢, of the symmetric and antisymmetric E1=2E exp — (a+iBL)Jt1ot2; cos 6, (€)
normal modegsupermodesof a composite waveguideAs i

a result of the difference between the losagsainda, of the Ex=Eo exg—(a+ipL)]

supermodes _in real_directional couplers, the relative phase X[ exp(i 0)tysto;+ exp( —i 0)tygtas].

shift of the signals in the forward and cross channel¥ (

differs from the valuew/2 obtained in an ideal directional Here « are the losses in a circuit of length g is the

coupler? Consequently, a stray phase shifof the interfer-  propagation constant, artlis the nonreciprocal phase shift
ing waves is established in the directional coupler, and it®f the counterpropagating waves. As was to be expected,
variations lead to a “zero” drift of the single-mode fiber when the symmetric output of the fiber ring interferometer is
interferometer and therefore reduce its precision. We showsed, no stray phase shift is observed, whereas for the asym-
that this shortcoming of single-mode fiber interferometersmetric output, such a shift is observed and is determined by
can be eliminated by using directional couplers with anti-the argument of the complex quantitj;t3,t;.t,1. The cal-
symmetric supermode cutoff or with a fairly high spectral culations yield §=2v. For the estimates we can set
powerR= 7N (7 is a coefficient between 2 and 5 for fused |sin(A¢)|=1 and then, assuming that expt,) is small, we
directional couplers. find 6=4 expl,—ay), and for a,—, we have 6—0,
2. The transmission matrix of>22 directional couplers which supports the assumption made above.
at the frequencyw, expressed in terms of the transmission At present, no detailed experimental data are available
coefficients of the symmetriv/; =exp(—a;+ig;) and anti-  on the operation of couplers with antisymmetric supermode
symmetricV,=exp(—a,+ig,) supermodes, is given by cutoff. Nevertheless, there is reason to suppose that these
VotV Ve—V couplers, having a broad range of properties, will be suitable
1 2 1 2 in fi P H i
0, j=1,2. (1) for use in fiber ring interferometers and other types of single-
Vi—Va, Vi+V, mode fiber interferometers. For instance, it was shown in
Ref. 3 that these couplers may be comp@cmparable in
size to the “usual” directional couplersand may have a
y=arctaq2 sif A p)exd —(a;+ a)] splitting ratio almost independent of wavelength and bends.
1y They have the disadvantage of relatively high losses (
XLexp(—2ay) —exp(—2az)] "} =arctanm. () dB) but in many cases, this can be tolerated because of the
As a result of the cutoff of the antisymmetric supermode weenhanced precision of the measurements.
obtaina,— o0 so thaty— 0 and therefore for the stray phase 3. When fabricating fused couplers, the splitting ratio
shift we find —0. It can therefore be expected that the useoscillates very rapidly with increasing length of the neck-
of directional couplers with antisymmetric supermode cutoffdown, particularly close to antisymmetric supermode
will improve the precision characteristics of single-mode fi- cutoff.1 Similar rapid oscillations are observed in the wave-

T:”tin:H

Using Eq.(1), we find (see also Ref.)2
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losses and the loss difference is small. In this case, we find
m=Ksin(A¢), whereK is a quantity inversely proportional

to the difference between the normal mode losses, and for
high-quality couplersk>1. With these qualifications in
mind and also taking into account the rapid oscillatigfs

of the function cos(&¢), we find that apart from a multipli-
cative factor:

izlo

1—%cos{20)}. (5

From this it follows that in this particular case, the stray
FIG. 1. Diagram of fiber ring interferometer. phase shift averages to zero, to a first approximation.

4. 1t has thus been shown that in many cases in single-
énode fiber interferometers, it is expedient to use couplers
with antisymmetric supermode cutoff. These couplers have
rQhe disadvantage of comparatively high losses, but they have
the advantage of improving the precision of a single-mode
gFiber interferometefin a fiber ring interferometer, they also
simplify the optical system because the asymmetric output
can be used Other possible operating regimes of directional

ouplers in single-mode fiber interferometers include super-
trong coupling and/or ultralong interaction length, where
e splitting ratio oscillates rapidly within the line width of
e radiation source. The stray phase shift introduced by real
directional couplers is then efficiently averaged, although the

When a wide-band radiation source having the intensity”. =" . . .
I, and the line profiled(w) normalized to unity, is used in visibility of the interference pattern deteriorates slightly.
0 ' The authors would like to thank V. P. Gubin and N. I.

fiber ring interferometers, the photodetector current at th . . . . .
9 L P G\Starostm for their interest in this work and for useful discus-
asymmetric output is given by sions

i =1o(|tagton 2+ [tort 1o 2+ EXP(i20) 1yt oot Tit %, This work was supported by the Russian Fund for Fun-
. . ox damental Research, Grant No. 96-02-18434.
+exp(—i 20)t12t21t11t22), (4)

where the angle brackets denote integration ewvevith the ) _ _

weight®(w) and the other notation has the same meaning asﬁéIGLTEfE'“iQ%’Jg“g&V' Gurov, E. M. Dianoet al, J. Lightwave Tech-

above. °R.C. Yo[mgquist, L. F. Stokes, and H. J. Shaw, IEEE J. Quantum Elec-
To a first approximation, it may be assumed tHatnd tron. QE-19, 1888(1983.

a|500[1 anda2 do not depend ow. Then, in the superstrong 3F. Bilodeau, K. O. Hill, D. C. Johnson, and S. Faucher, Opt. l1&t614

coupling regime but far from antisymmetric mode cutoff, (1987.

high-quality directional couplers have low normal mode Translated by R. M. Durham

length dependence of the splitting ratio. The spectral perio
of these oscillations may be made so small that a large nu
ber of these will fall within the line width of the radiation
source of a single-mode fiber interferometer. This operatin
regime of the directional coupldisuperstrong coupling or

extremely long interaction lengthss also of interest for a

single-mode fiber interferometer since in this case, the stra
phase shift introduced by the directional coupler is average
and the resultant stray phase pedestal may be significant
reduced. By way of example, we again consider a fiber rinqh
interferometer(see Fig. 1
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Equation of state for a weakly ionized gas-discharge plasma
G. . Mishin

Applied Physics Laboratory, Johns Hopkins University, Laurel, MD 20723-6099
(Submitted May 20, 1997
Pis'ma Zh. Tekh. Fiz23, 81-88(July 26, 1997

A modification is proposed for the van der Waals equation for a real gas, which transforms it

into an equation of state for a thermally nonequilibrium weakly ionized gas-discharge

plasma. This modification reflects the existence of collective interactions between neutral particles
in the gas-discharge plasma, which generates quasistructural formations impeding the
compression and expansion of the plasma. This equation completely describes the characteristics
of the dynamic processes in the gas-discharge plasma, provides a quantitative explanation

of these processes, and reveals the essential physical features of this phenomerd®9.7 ©
American Institute of Physic§S1063-785(M17)03307-7

In the late sixties and early seventies it was observed thgRef. 9), which is substantially longer than the electron re-
in weakly ionized gases, the velocity and amplitude of sound¢ombination time.
are higher than the corresponding calculated gaskinetic 5. The anomalous properties of the plasma do not occur
values! “immediately” after the onset of the discharge: the average

The theoretical analyses performed at that time werdime taken for their establishment 463X 10~ s (Ref. 10.
based on a modification of the volume heat release which 6. In regions where a gas-discharge plasma exists, the
takes place as a result of the transfer of the energy of fastelocity of sound is higher in regions of higher electron tem-
electrons to neutral particles through elastic collisigsmse, — PeratureT. and depends only weakly on the electron density
e.g., Refs. 4 and)5 ne (Ref. 1.

However, it soon become cl€athat this mechanism 7. Ultraviolet irradiation of the plasma tends to increase

H 2
could not explain the increased speed of sound or its inth€ Velocity of sound: o
creased intensity. 8. A weak transverse magnetic field- (00 Og appre-

Different versions of this theoretical concept c:ontinuedClably reduces the velocity of.souﬁ"d. . .
to be analyzed subsequently. 9. The velouty of sound in a .gas.-dlscharge plasma in-

In 1978 it was established that the Mach number of & ca>c> N _proport|0r_1 to the g.as—kmetlc t(_amperature.
spherical body in a low-temperature gas-discharge plasma is 10. An increase in the ratiB/P (electric field strength/

. ) S r incr he velocity of nd.
considerably lower than that in un-ionized gases at the sam%as P essujencreases the veloc ty.o sound .
Since the square of the velocity of sound in a weakly

velocity and tempergture. . . _ ionized gas is determined by the compressibility of the neu-
Results pf studying this _effect were publls_heq in 1991tral particles at constant entrogy

(Ref. 8. Estimates made using these results indicated that

the observed effects may be attributed to the existence of a W?=(dP/dp)s, @

specific plasma sound velocity, substantially higher than

the corresponding gas-kinetic value. Subsequent investig

tions of shock waves in ionized gases provided extensiv

information on this phenomenon. . .
P Thus the the concept of a plasma as an ideal gas is an

Without giving details of the results of specific studies, . i S -
) extremely attractive vehicle for describing its dynamic prop-
the general conclusions deduced from these may be Pre;

rties.
sented. i The van der Waals equatitihis a simple and physically
1. A low-temperature gas-discharge plasfdagree of

L 5 7 SN well-justified equation of state for a real gas, which for 1
ionization 10°-10 ‘) of all the gases studietair, CO,,

- X . mole of gas(neglecting the volume correctiphas the form
N,, Ar, Ne, and X exhibits anomalous dynamic properties

ét_may be assumed that although the neutral particles are far
part in the gas-discharge plasma, a strong interaction exists
etween them.

at pressures of 1-200 torr and temperatures between 100 and a

1400 K. ( P+ —|V=RT, 2
2. Dynamic characteristics are not observed in a ther- v

mally ionized plasma. whereP is the external pressur¥, is the molar volume, and

3. The velocity of sound in a plasma is isotropic anda is the pressure correction.
does not depend on the orientation of the electric field or the  Equation (2) can allow for the existence of forces of
direction of motion of the bod§. attraction between the plasma particles, which increase the
4. After shunting the discharge current, the anomalougpressure in the plasma by the additional internal pressure
properties of the plasma do not disappear “instantaneously’P;=a/V?= an?, wherea=aN?, N=6.023x 107> mole ! is
but decay relatively slowly with a time constaa2xX 10°2s  Avogadro’s number, and=N/V is the particle density.
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However, it is easy to show that this equation leads to an

absurd situation, since the value @fsatisfying the experi-

2an0N
Y= Yugt “RT (6)

mentally measured velocity of sound corresponds to a pres-

sureP; more than 30% oP.

Such a high additional pressure in the plasma could n
have gone unnoticed and would immediately have been ob-

served experimentally.

Thus, for the case of a gas-discharge plasma we need
take into account another difference from the usual ideal g
— in the absence of dynamic perturbations, the internal pres-
sure isP;=0 and expressiof2) is transformed to give the

equation for an ideal gaBV=RT.

The equation of state for a weakly ionized gas-discharg

plasma should therefore be written as

V=RT, 3

a
P—W+0

where #=a/Vi=an?, andV, andn, are the molar volume
and the plasma density in the initial state, respectively.

It can be seen that in the plasma “rest” state, E).is
identical to the equation for an ideal gas.

However, when the plasma is perturbed by an acoustic

where y,=(Cy+R)/Cy is the ratio of the specific heats in
%he un-ionized gas.

Before analyzing Eqs(5) and (6), let us examine the
results of Refs. 8 and 10, taking into account the conclusion

Bawn from Eq(7): the ratio of the specific heats in a weakly

nized gas is always higher than that in an un-ionized gas.

In Ref. 8 schlieren photographs of a spherical model
passing through ionized air at a pressure of 45 torr and
T=1350 K were obtained using a ballistic system. The ratio

%f specific heats corresponding to this temperature is

v=1.33.

These photographs were used to measure the relative
standoff of the shock wave headr (A is the standoff and
r is the radius of the sphere

The standoff of the shock wave head is a parameter that
depends on the Mach number of the flight and on the ratio
v. The lower the Mach numbe¥ =v/W (v is the flight
speed and the higher the ratig, the greater is the relative
standoffA/r for the same flight speed.
The results of the measurements show that the values of

wave, it becomes “unbalanced” as a result of changes in theéne standoff correspond to the Mach numbers determined by
density distribution under the action of the external forcesthe velocity of soundV, which is 1080 m/s.

and as a result, the term describing the interparticle interac-

tion, #— an?, becomes nonzero.
Under compression this term i8—an?<0 and the

However, it follows from Eq.(6) that in a plasma, the
ratio of the specific heats is greater than that in un-ionized
air, and thus the value & should be lower than 1080 m/s.

forces between the particles are repulsive, whereas under ex- Since the dependenc&/r (M,y) cannot generally be

pansion,d— an®>0 they are attractive.

given by a simple expression, a method of successive ap-

In both cases, the particles are exposed to intermolecularoximations must be used to calculiteand y: an approxi-
forces that tend to return them to the former equilibriummate value oW is set and the Mach number is determined

position.

using the known flight speed, and then the ratiis obtained

In order to establish the functional relation between theusing Eq.(6).

velocity of soundW and the plasma parameters, we use Egs.

These values oM and y are used to calculata/r

(1) and (3) together with the equation of the first law of which is compared to the experimental value measured for a

thermodynamics in differential form.

The derivative §P/dp)s is found by assuming that the

molar specific heat of the plasma at constant volu@g,

given flight speed.
In particular, the calculations showed that f#é+= 1800
m/s, the measured relative standoff of the shock wave corre-

has the same value as for an ideal gas, since the interparticdponds toy=2.1 andM =2, i.e., W=900 m/s.

distance does not change and the reladnC,/R= const
therefore holds.

Thus, the real velocity of sound in this case is 1.2 times
lower andy is 1.6 times higher than was previously as-

We also take into account that acoustic waves are weakumed.

perturbationgeven for a strong acoustic wave the change in

pressure is no greater than10 2 of the pressureand thus
the difference ig#—a/V?|<103P.

After suitable transformations, we obtain the required

dependence:

gP\ Cy+R RT 2a
- (4
S

JR— + ,
ap Cv wu Vou

where u is the molecular weight.
Replacinga= an? andV=N/n, we obtain

2_

. ©)

Cy+R  2anoN| RT
Cy RT | n

from which it follows that Poisson’s ratio is
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Equation(6) is used to findx and to determine the bind-
ing energy of 1 mole of plasma particles under the experi-
mental conditiond)=2an,N=7.2x10° J.

The results of measurements of the velocity of sound in
a “cold” plasma (not heated by Joule hea@re now
considered® A shock tube was used to determine the veloc-
ity of sound. The velocities of acoustic pulses in an air
plasma were measured approximately 200after initiating
a pulsed gas discharge williP~4 V/cm-Torr. The plasma
pressure was 6 Torr and the gas-kinetic temperature did not
exceed 400 K.

The measurements showed that under these conditions,
the velocity of sound in the plasmaWW=688 m/s, i.e., 1.7
times higher than that in un-ionized air.

Using the measured velocity of sound, the adiabatic ex-
ponenty=4.1 is determined according to formufd and

G. I. Mishin 571



then, in accordance with Eq6), we find «=0.53x 10 ° An analysis of the energy balance of a gas-discharge
erg/cnt. plasma shows that in addition to kinetic energy, the plasma

It can be seen that a decrease in the plasma temperatuitso possesses a potential binding energy for its particles,
is accompanied by an increase in the adiabatic exponent. which is Ug=2anyN per mole.

Note that the energy of 1 mole of plasma is then For the two cases described above, the gas-discharge
Us=9.6x1C° J. plasma has a high binding energy,=9.6x10* J at

The difference betweell in the first and second ex- T=400 K. This energy is approximately three times higher
periments arises becau&#P in the second case is twice than the binding energy of molecules in the critical state and
than in the first. ~10° times higher than the ionization energy, and is of the

The introduction of the positive constag= anj and the  same order of magnitude as the gaskinetic energy of 1 mole
negative variablern? in the van der Waals equation implies of air under normal conditions.
that the equilibrium state between the particle centers, in | addition to kinetic energy and ionization energy, the
which the interaction potential energy is zero, is tens of timeswasma generator also consumes binding energy during the
greater than that in un-ionized gases. generation of metastable particles.

It was established experimentally in Ref. 9 that the “life- Equation(4) shows that the increase in the velocity of

time” constant of the anomalous properties of a gas-sound in a gas-discharge plasma is determined by the param-
discharge plasma is relatively high;2x10 2 s, and their etera(a).

existence should be attributed to the presence of metastable |t js therefore advisable to increagsithin certain lim-
particles or long-lived complexes in the plasfobservation i) the electric field strength to increa¥é

4). Metastable particles are formed in the plasma as a result ¢ js also clear that heating of the gas conventionally
of inelastic collisions between electrons and neutral particlefaads to an increase in the velocity of soupbservation @

in the gas-discharge process and therefore a certain time |5 conclusion, this investigation indicates that the pro-
must elapse after initiation of the discharge before a suffiygsed modification of the van der Waals equation for a real
cient quantity of these particles are form@bservation 5 ga5 not only qualitatively, but also quantitatively, describes

If the electron temperaturgenergy T, increases, both he anomalous gasdynamic effects observed in experiments

the collision frequency and the probability of inelastic colli- { study acoustic and shock waves in a weakly ionized gas-
sions increase. Thus an increase in the r&fiB leads to an discharge plasma.

increase in the velocity of sound.
In this case,T, obviously plays a major role and the
density is of secondary importanéebservations 6 and 10
In a thermally ionized plasma, is approximately ten
times Iqwer than its valqe in a gas d|§charge and the electron Ingard, Phys. Rev45, 41 (1966.
energy is below the excitation potential for metastable stateszy. |shida and T. Idehara, J. Phys. Soc. Jp8. 1747 (1973.
Therefore in a thermally ionized plasma no anomalousiM. Hasegawa, J. Phys. Soc. J@37, 193(1974.
dynamic properties are observed for any electron densitieg!V- Ingard and M. Schulz, Phys. Rel58, 106 (1967.
. . e . L. D. Tsendin, Zh. Tekh. FiZ35, 1972(1965 [Sov. Phys. Tech. Phy&0,
n. (observation 2and even a weak magnetic field, slowing 1514(1965]
the electrons, significantly reduces the observed anomalousp. kaw, Phys. Revi88 506 (1969.

effects(observation 8 N. L. Aleksandrov, A. P. Napartovich, A. F. Pal’, A. O. Serov, and A. N.
Since these results have shown that the increase in the(Sltg;C(’;]t'n, Fiz. Plazmyl6, 862 (1990 [Sov. J. Plasma Phy<.6, 502

velocity of s_ound in a plasma is caused by the interaction OfSG. I. Mishin, Yu. L. Serov, and I. P. Yavor, Pis’'ma zZh. Tekh. Fiz(11),
neutral particles controlled by gasdynamic laws, the proper- g5 (1993 [Sov. Tech. Phys. Lett7, 413 (1991)].
ties of the plasma should be isotropic, except of course for’l. V. Basargin and G. I. Mishin, Zh. Tekh. FiB6(7), 198(1996 [Tech.

the electrode zone®bservation B Lo Nys:A4L, 742(1996]. _
A. I. Klimov, G. I. Mishin, A. B. Fedotov, and V. A. Shakhovatov, Pis'ma

In expgnments in whwh_plgsma particles were activated S “roun. Fiz.15(19), 31 (1989 [Sov. Tech. Phys. Letl5, 800 (1989,
by absorbing ultraviolet radiation, the probability of forma- 1 v. Basargin and G. I. Mishin, Pisma zh. Tekh. Fitl, 209 (1985

tion of metastable particles was increased, as was the veloc{Sov. Tech. Phys. Lettl1, 85 (1983].
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Physical model of the formation of a periodic structure on the surface of pyrolytic
graphite under high-energy ion bombardment

D. V. Kulikov, A. L. Suvorov, R. A. Suris, Yu. V. Trushin, and V. S. Kharlamov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Institute of Theoretical and Experimental Physics, Moscow

(Submitted March 25, 1997

Pis'ma Zh. Tekh. Fiz23, 89—-93(July 26, 1997

A physical model is proposed for the formation of a structure consisting of “micropoints” and
“cavities” on the surface of pyrolytic graphite bombarded by 210 MeV Kons. This

structure may be explained in terms of the depth distribution of the energy deposited by the
bombardment. ©1997 American Institute of Physids$$1063-785(107)03407-1

The experimental possibilities of using bombardment toproximately 60 A and the average spacing between them was
modify the surface of various types of graphite to producearound 170 A(see Ref. 1%
emission cathodes with a periodic surface structure were in- The formation of micropoints on the surface of carbon
vestigated by us in Refs. 1-3. The surfaces were bombardeshmples under ion bombardment may be described in terms
with 30-500 keV Ar, La, and Bi ions at doses of'$0  of the depth distribution of the energy deposited by the bom-
10'® cm™ 2. The energy and dose, as well as the angle obardment. Calculations performed using therIRS
incidence of the ions on the surface were varied. As a resulprograni’® show that when pyrolytic graphite is bombarded
we obtained a system of randomly distributed micropoints orby 210 MeV Kr' ions, the inelastic losses extend to appre-
the surface of the sample, whose tips differed substantially iciable depthsh, of the order of hundreds of thousands of
terms of height and curvature. angstrom(Fig. 1). To a depthh=50 000 A the losses are

In Ref. 4 we reported results of the bombardment ofalmost constant, and the energy released is dissipated in
highly oriented pyrolytic graphitéHOPQ by a high-energy heating the material. Using data on the energy relésse
ion beam, which produced a periodic “micropoint—cavity” Fig. 1), calculations were made of the temperature distribu-
structure on the surface of the material. Here we propose ton in the track of an incident ion using a formula presented
physical model for this effect, based on analyzing the energyn Ref. 7:
released by inelastic interaction between the incident ions
and the material. Fbh)

In Ref. 4 samples of pyrolytic graphite were bombarded T(r,t)= 4t
by 210 MeV Kr' ions with a dose of 4810 cm 2, the
flux density of the incident particles was10' ions.cm™2  Herer is the distance along the radius of the particle track,
-s 1 and the ions were incident perpendicular to the surfacet is the time,F, is the energy dissipated in ionization per
The periodic structure formed on the surface was examinednit length,h is the depth of penetration of the iof,is the
using an STM/NL-20 scanning tunneling microscope operatthermal conductivityCy, is the specific heat per unit volume,
ing in air. The average height of the micropoints was ap-andT, is the irradiation temperature.

exp{— Cyr2/ (42t} +T,.

.

\ FIG. 1. Energy dissipated in ionization versus depth of
A\ ion penetration when pyrolytic graphite is bombard by a
400 210 MeV Kr* ion.
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Calculations of the temperaturgé(r,t) according to by inelastic losses. These initial micropoints have the result
this formula were made for graphite with the following that the subsequent bombarding particles are incident on a
parametersFp=1200 eV/A, /=40 W/(m-K), C,=4000 severely distorted surface on which a highly stressed struc-
kJ/ (m3-K) (Ref. 8, and melting point 4200 KRef. 9. It  ture is formed. The stress field of stresses in the crystalline
can be seen from the results of calculating the temperatunghase of the pyrolytic graphite, formed by inclusions of re-
T(r,t) for various times(see Fig. 2 that at 6<10 '%s, the melted amorphous phase, possibly determine the conditions
temperature in regions of approximately 100 A diameter exfor the formation of subsequent micropoints, which may re-
ceeds the melting point. Thus, intensive remelting of the masult in their ordering. However, an equally probable expla-
terial may occur along the track of the bombarding particlenation for the formation of these periodically distributed mi-
Then, after approximately 13° s, the material rapidly cools cropoints may involve the specific characteristics of the
down. pyrolytic graphite. In order to refine this model and deter-

It is known'®! that pyrolytic graphite contains both mine the physical conditions for the formation of periodi-
crystalline (cr) and amorphousda) components, with the cally distributed micropoints on the surface, we need to ob-
crystalline component accounting for a significantly greatetain and analyze additional experimental data and use
fraction. Remelting of the crystalline phase by the energyadditional methods of investigation such as conventional
released by the incident ion may cause the formation of thecanning microscopy and x-ray structural analysis. The au-
amorphous phase as a result of the rapid coolem@und thors of Ref. 4 and this Letter propose to perform these stud-
10 12 s, see Fig. 2 However, the densitiesdj of these ies.
phases differd.,=2.26 g/cni andd,=1.8 g/cnt. Thus, a
volume difference is established during cooling with the for- 1, | suvorov et al. Rev. “Le Vide, les Couches Minces,” No. 271,
mation of an amorphous phase and it is supposed that thissuppl., 326(1994.
may help to “squeeze out” the excess volume to the surface2A. L. Suvorovet al, Final Program and Abstracts of NANQ, ®enver,

The a.Verage V0|um_e of ? single mlcrOpgmt can be e.sumatqu.oly_.lg%?/’o?évgjog: P. Sheshin, V. V. Protasenkbal, Zh. Tekh. Fiz.
experimentally ad/=7R?h/3~6x10° A°, by approximat-  gg7) 172(1996 [Tech. PhysaL 719.(1998].

ing the micropoint by a cone with base radRs 100 A and  “A. L. Suvorov, Yu. V. Trushin, R. A. Surigt al, in Proceedings of the
heighth=60 A. Since the densities of the amorphous and ,43rd International Field Emission Symposi.Moscow, 1996, p. 90.
crystalline phases differ by approximately a factor of 1.2, :f]'t;é i:g:jkll\r;lo 'Sr‘gxcsete;g%Sn?/fetrs‘?tf"i‘gggt’hv%‘l’.”;?rgnigs‘?”"S"rface
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dergoes remelting in a cylindrical region of radRg=50 A °G. E. Bacon, Acta Crystallog8, 137 (1950.

along the ion track, we find that the depth from which excess E: S Pugacheva, I. E. I'cheva, A, P. KalinovskD. I. Buzhinski, and
atoms are squeezed out to the surfade,jis 400 A, which is 1. V. Opimakh, Poverkhnost' Fiz. Khim. Mekh. No. 9, 71995.
substantially less than the depth at which energy is releasedanslated by R. M. Durham
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