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Computer simulation is used to study two-dimensional dendritic growth in a medium susceptible
to phase separation. It is shown that in this highly nonequilibrium system, cyclic changes
in the dendrite morphology may accompany a continuous change in the concentration of phase-
stratifying impurity. A close analogy is noted between this phenomenon and the reentrant
phase transitions in liquid crystals. ©1997 American Institute of Physics.
@S1063-7850~97!00107-9#

Attention is now being focused on many different sys- 2. The salt flux densityI at each timet at the crystal–
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tems ~hydrodynamic, chemical, biological, and others! in
which abrupt changes in the properties and symmetry
observed at certain critical values of the thermodynam
fluxes and forces~so-called kinetic phase transitions!.1–3

One of the most interesting systems which is of practi
importance but difficult to study is the nonequilibriu
growth of crystals from a solution/melt with appreciab
supersaturation/supercooling, leading to the growth of s
etal and dendritic forms.4 The morphological characteristic
of these dendritic structures are predominantly studied
computer simulation methods because of the mathema
difficulties involved in the analysis.5

Studies of dendritic growth in a fairly strongly supe
saturated solution in the presence of a second compo
which, on being repelled by the moving crystal surface a
reaching a certain concentration, is transformed into a dif
ent phase, thereby creating local obstacles to growth, ar
major theoretical interest6 and also have useful practica
applications.7 Media of this type may include a protein–sa
solution, in which the protein is converted into a liqui
crystal or gel phase as a result of crystallization of the sal
similar system was analyzed previously by the authors us
a computert-model.6 It was shown that during the growth o
a skeletal crystal in this phase-stratifying medium, both
continuous change in morphology and an abrupt change
kinetic phase transition — are observed. Here we use
same model to analyze the growth of a dendrite~a structure
which occurs in the presence of large deviations from eq
librium as compared with a skeletal structure! in a phase-
stratifying medium.

Crystal growth is simulated using thet-model proposed
in Ref. 8. We note the main features of this model.

1. The calculations are made on a square grid wh
each square is of dimensionL. The time interval after which
the concentration fields are recalculated is taken to be
time for relaxation of the concentration between two neig
boring cellst5L2/(2Ds), whereDs is the coefficient of dif-
fusion of the crystallizing component~salt!. Each cell is as-
signed a specific concentration of saltCs and impurityCp

and initially, the concentrations in all the cells are the sam
Cs,in andCp,in , respectively.
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solution interface is given by:

I5b~Cs2Csat!~Cs,s2Cs!/Cs,s ,

whereCs,s is the density of the solid salt,Cs is the instanta-
neous density of the salt in the cell bordering on that
which crystal growth is taking place,Csat is the saturation
concentration of the solution, andb is the kinetic coefficient
of crystallization. The impurity flux density at the crystal
solution interface is calculated assuming that the impurity
completely expelled by the growing crystal. The bulk flux
are calculated using the diffusion equation for the flux de
sity in dilute solutions8 ~for which the impurity diffusion
coefficientDp is introduced!. It is assumed that the fluxes o
the salt and the second component in the solution are u
lated.

3. When the salt concentration in the cell reachesCs,s ,
the cell is colored and the next cell nuclei become the nea
neighbors to the cell. We shall assume that when the im
rity being expelled reaches the concentrationCp,s , it is con-
verted to a different phase, whereupon no fluxes can p
through the cell and it is impossible for salt to crystallize
the cell.

This model has five controlling parameters: the relat
supersaturation (Cs,in2Csat)/Csat, the relative density
(Cs,s2Cs,in)/Cs,s , the stability parameterbL/Ds , the rela-
tive impurity mobilityDs /Dp , and the relative impurity con-
tentCp,in /Cp,s . On the basis of the aim stated in the intr
ductory section, the first three parameters will have only
fixed values~0.9, 0.68, and 0.15, respectively!, for which
dendrites with tertiary branches are formed in the syst
according to the results presented in Ref. 8~the values of the
coefficients refer to NaCl salt!. The fourth parameter is take
to be 19.5~which corresponds to the ratio of the diffusio
coefficients of NaCl and albumin protein!.

The sequence of structures obtained during the growt
a dendrite in the presence of an increasing relative conc
tration of impurity is shown in Figs. 1a–1e. With increasin
impurity content, the impurity converted to a different pha
at first gradually fills the interbranch spaces, which negli
bly influences the structure of the growing dendrite~see
Fig. 1a!. When the relative impurity content is in the regio
of 0.56, the action of the impurity leads to the formation o
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FIG. 1. Morphology of dendrite growth accompanying changes
the relative initial impurity contentCp,in /Cp,s : 0.53 ~a!, 0.56 ~b!,
0.59 ~c!, 0.64 ~d!, and 0.67~e!. The black shows the salt distribu
tion and the gray shows the impurity transferred to a differe
phase. For convenience only the distribution of the impurity tra
ferred to a different phase is shown in the bottom right quadra
dendrite predominantly with only secondary branches~see
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Fig. 1b!. It was concluded from earlier studies,6 that the sim-
plification of the structure initiated at this point should co
tinue and the interbranch spaces should gradually incre
In this case, however, at relative impurity concentrations
0.58–0.63, the dendrite acquires further branches includ
tertiary ones~see Fig. 1c!. However, when the impurity con
tent is 0.64, the dendrite morphology again reveals only s
ondary branches~see Fig. 1d!. When further impurity is
added, the dendrites again acquire further branches inclu
tertiary ones~see Fig. 1e! and this is followed by a very rapid
transition to underdeveloped crystal structures.

This cyclic repetition of structures can be attributed
the fairly strong nonequilibrium of the growth process in
phase-stratifying medium. The morphology of the growi
structure is influenced by two interrelated parameters: su
saturation at the crystal–solution interface and localized
stacles to growth formed as a result of the nonuniform c
version of the impurity to a different phase~typical
feedback!. In fact, as the impurity concentration increase
the transition from the structure shown in Fig. 1a to that
Fig. 1b takes place as a result of phase stratification of
impurity near the growing secondary branches, which
pedes diffusion and takes place almost simultaneously w
the growth of these branches~the transition from a structure
with tertiary branches to one with secondary branches
Figs. 1c and 1d can be explained similarly!. The transition
from the structure shown in Fig. 1b to that in Fig. 1c can
explained by the fact that the dendrite branches beco
thicker as a result of the earlier phase stratification of
impurity, and in these salt and impurity concentration fiel
conditions are created for the formation of tertiary branch
The last transition~see Figs. 1d and 1e! initiated by a change
in the impurity content in the system, is caused by an
crease in the interbranch spacing and enlargement of th
terbranch spaces during the growth process. As a co
quence, the density of the crystal structure is reduc
conditions are established for freer movement of impu
from the growing crystal surface, and at the same time,
vicinity of the solution near the crystal becomes less deple
in salt. This leads to rapid branching of the dendrite with
formation of tertiary branches.
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puter simulation has also been observed in various exp
ments. For instance, it was shown in Ref. 9 that the habi
ice crystals formed from vapor may undergo periodic rep
tion with changes in supercooling.

The results of our computer simulation suggest that
clic changes in morphology take place in this system. It m
be said that cyclic kinetic phase transitions take place in
highly nonequilibrium system. It is known1,2 that kinetic
phase transitions are commonly described using the te
nology and approaches developed in the physics of equ
rium phase transitions~such as the concept of the order p
rameter, Landau theory, and so forth!. The phenomenon o
reentrant phase transitions discovered for some organic
stances forming a liquid crystal phase is familiar in the ph
ics of liquid crystals.10 Reentrant transitions are characte
ized by a cyclic sequence of phases which gradually rep
each other with continuously varying temperature. This
fect has not been fully described in the specialist literatu
although it can be qualitatively attributed to the presence
two interacting orientational and translational ord
parameters.11 By using a qualitative analogy, we can d
scribe the sequence of morphologies obtained in the pre
study with varying impurity content, as a kinetic reentra
transition. The quantitative changes in the structures are
very appreciable in these reentrant kinetic phase transit
~for instance, the fractal dimension of the structures chan
very little, 1.6160.02, see Fig. 1! although the symmetry o
the morphotypes changes periodically, and this may corre
with the cyclic changes in symmetry accompanying the
entrant phase transition.
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X-ray monitoring of the filling of cluster lattices in synthetic opals

V. V. Ratnikov
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It is proposed that the filling of cluster lattices in synthetic opals can be monitored by
measurements of the absorption of x-rays. It is demonstrated that the degree of filling of the
pores in the opals depends on the method of incorporating In, Te, and HgSe. ©1997 American
Institute of Physics.@S1063-7850~97!00207-3#
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system of close-packed spheres of amorphous SiO2, 2000–
2500 Å in diameter, have now been prepared. These la
spheres may consist of smaller spheres~300–400 Å in diam-
eter! which are made up of even smaller spheres,;70 Å in
diameter.1 The octahedral and tetrahedral voids between
spheres together with their connecting channels form a
called cluster lattice — a regular three-dimensional system
voids which, when filled with different materials, yield ob
jects with interesting electronic and optical properties.2,3 The
different subsystems of pores and channels in synth
opals, their methods of filling, and the filler composition pr
duce cluster lattices having a wide range of properties.

However, the structure of these new objects has not b
studied in sufficient detail. The most important structu
characteristics of opal lattices include the porosity and
degree of filling of the voids and channels by incorpora
substances. The author has used measurements of the ab
tion of x-rays propagating through these objects to determ
these parameters.

X-ray absorption porosimetry was performed using
standard x-ray source, and suitable collimation of the x-r
allowed the measurements to be made for a portion of
sample defined by the beam size.

The measurements were made using monochrom
CuKa1 radiation with a beam cross section of 0.0531 mm.
Particular attention was paid to the stability of the incide
intensity I 0, for which the relative measurement error w
60.1%. The relative error in the measurements of the tra
mitted intensityI depended on the sample thicknesst and the
type of substance filling the cluster lattice, and did not e
ceed65%. The error in the micrometer measurements of
sample thickness did not exceed60.2%. As a result, the
relative measurement error for the density and the poro
did not exceed65.5%.

The porosity of the initial opals,Pop, required to deter-
mine the percent filling of the pores in the opal,

Px~por!~%!5
Px~op!

Pop
3100, ~1!

was determined previously4 by x-ray absorption porosimetr
and showed negligible difference between single-cry
~42.35%! and polycrystalline~42.50%! opals.

In formula ~1!
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gives the percent filling of the opal with substancex. Here,
rx ~g/cm3) is the density of the filler substance and the
fective densitiesrx

ef ~g/cm3) of the substancesx 5 In, Te, or
HgSe incorporated in the opal were obtained from meas
ments of the x-ray absorption by opals incorporating fille

rx
ef5

ln~ I 0 /I !2~m/r!aSiO23rop
ef3t

~m/r!x3t
. ~3!

Heret ~cm! is the sample thickness,I 0 andI are the incident
and transmitted x-ray intensities~counts/s!, respectively,
(m/r)aSiO2 ~cm2/g! is the mass absorption coefficient o
amorphous SiO2, rop

ef ~g/cm3) is the density of the initial
opal, which is 1.28 g/cm3 according to the measuremen
made in Ref. 4, (m/r)x ~g/cm3) is the x-ray mass absorptio
coefficient of a substancex having the densityrx ~g/cm3)
filling the pores in the opal. Values of (m/r)aSiO2534.67
cm2/g andraSiO252.22 g/cm3 were obtained by measurin
the absorption of x-rays propagating through a fused~amor-
phous! quartz plate. The values of (m/r)x for x 5 In, Te, and
HgSe andrx for In and Te were taken from Ref. 5. Since th
density of HgSe differs for the sphalerite and wurtz
phases, an x-ray diffraction pattern was obtained for o
containing HgSe. This revealed that the HgSe in the o
crystallizes in the form of a polycrystalline material with
sphalerite lattice. Thus, the valuerHgSe58.26 g/cm3 ~Ref. 6!
was used for the calculations.

The results of measurements of the degree of filling
the pores in opals with indium, tellurium, and mercury s
lenide are given in Table I. The filling was accomplished
immersing the opals in a solution of filler salts or by imme
sion in a melt~including under pressure!.

It can be seen from Table I that the method of fillin
from a Te melt under pressure~sample No. 5! gives a degree
of filling three times higher than immersing the opal in
solution of Te salts followed by reducing the salts to elem
tal Te ~sample No. 4!. The percent filling of the pores
achieved by immersing the opal in a solution of In salts w
higher: for sample No. 3,PIn523.87% of the entire pore
volume was achieved. If the In content in this opal is tak
relative only to the volume of the large pores~26% of the
opal volume!, their percent filling as reported here~38.82%!
shows good agreement with the results of liquid porosime
~40% as reported by D. A. Kurdyukov!.

49898-02$10.00 © 1997 American Institute of Physics



Thus it is su

TABLE I. Effective densityrx
ef ~x5 In, Te, HgSe!, degree of opal fillingPx(op) , and filling of opal pores

Px(por .

499 Tech. Phy
Sample No. rx
ef , g/cm3 Px(op) , % Px(por) , % Remarks

1. Opal1In 0.32 4.36 10.30 Filling from solution of In salts
3. Opal1In 0.74 10.10 23.87 As above
4. Opal1Te 0.15 2.38 5.60 From solution of Te salts
5. Opal1Te 0.47 7.58 17.83 At high pressure from melt
6. Opal1HgSe 0.83 10.08 23.70 From gas phase
bsequently advisable to use combined mea-
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that the degree of filling of the pores depends on the method
tri-
ed.
r
s-

un-
surements of the integrated porosity~x-rays! and the volume
of the open pores~liquid porosimetry! to distinguish between
the closed and open pores. The values of the integrated
rosity obtained from optical measurements of the refrac
index may be distorted by foreign substances adsorbed
the surface of the pores during synthesis of the opals, an
residual gases in closed pores.

It is also interesting to study the distribution profile
the incorporated substance over the thickness of the
wafers. The initial sample No. 1 comprised a 2 mmthick
wafer. Under the assumption that the In distribution profile
symmetric relative tot5(1/2)top, the sample was ground o
one side to (1/2)top and measurements of the transmitt
x-ray intensity were made as the sample thickness was
duced from the outside in steps of several tens of micro
ters. The linear dependence lnI;f(t) indicated that there wa
no In concentration gradient in the sample.

To sum up, x-ray porosimetry can be used to meas
the degree of filling of cluster lattices in synthetic opa
Various fillers ~In, Te, and HgSe! have been used to sho
s. Lett. 23 (7), July 1997
o-
e
on
by
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s

e-
e-
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.

of filling, and it has been demonstrated that the filler dis
bution profile over the sample thickness can be determin
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Investigation of implanted layers in silicon carbide by a modulation photoreflection
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The possibility of using a modulation photoreflection method for diagnostics of ion-implanted
layers in silicon carbide is considered. It is shown that the photoreflection method can
be used to determine the layer thickness and also the variation in the optical parameters of the
layer as a function of the implanted ion dose. ©1997 American Institute of Physics.
@S1063-7850~97!00307-8#
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possibilities of using photothermal methods for diagnos
of semiconductor materials.1 The most commonly used
method for this purpose is a photoreflection method1–4 ca-
pable of providing high sensitivity and good spatial reso
tion, and also of performing nondestructive measureme
The photoreflection method has been successfully tried
on various materials such as Si~Refs. 4–11! and GaAs
~Refs. 1, 12, and 13!.

In addition, increasing attention has recently been p
to the applications and development of methods of diagn
tics for wide-gap semiconductors,14 particularly silicon car-
bide. A characteristic feature observed when the photorefl
tion method is used to study these semiconductors is
deep penetration of the pump and probe radiation into
material. This behavior is not typical of semiconductors su
as Si and GaAs and occurs because the photon energi
the pump and probe lasers are substantially lower than
band gap. In this context, it is interesting to examine
characteristics of using the photoreflection method for di
nostics of wide-gap semiconductors.

Here we examine the possibility of using the photo
flection method for diagnostics of ion implantation proces
in silicon carbide. We used a modified version of the pho
reflection method described in detail in Ref. 15, where
photoreflection signal was excited and recorded at the s
wavelength. The radiation source in this photoreflection
croscope was a semiconductor laser with a power of appr
mately 10 mW at 785 nm. The laser radiation was focu
onto the surface of the object in a spot of around 2mm. The
modulation frequency of the radiation varied between 1
kHz and 12 MHz.

The experiments were carried out using 6H–S
samples grown by the Lely method, implanted with 37 k
He1 ions. Samples implanted with three ion doses were s
ied: 1014 cm22, 1015 cm22, and 531015 cm22. One of the
samples contained a boundary between an unimplanted
and a zone implanted with a dose of 531015 cm22. The
implantation of comparatively low-energy, light, He1 ions
caused little change in the optical properties of the sam

500 Tech. Phys. Lett. 23 (7), July 1997 1063-7850/97/07
s

-
s.
ut

id
s-

c-
e
e
h
of

he
e
-

-
s
-
e
e

i-
i-
d

0

d-

ne

s

of the method.
The results of an investigation of the photoreflection s

nal as a function of the modulation frequency for silico
carbide samples implanted with different doses of He1 ions
are plotted in Fig. 1. The measurements were made at fi
modulation frequencies, which were gradually increas
from 94 kHz to 12 MHz. It can be seen from these resu
that the degree of implantation has a strong influence on
photoreflection signal. A characteristic feature of using
photoreflection method under these conditions is the hig
nonmonotonic dependence of the signal on the implanta
dose. For a silicon carbide sample with a dose of 531015

cm22, the signal phase is shifted by 180° relative to samp
with doses of 1014 cm22 and 1015 cm22. This behavior of the
photoreflection signal for silicon carbide differs substantia
from that of silicon and GaAs, for which the signal increas
fairly monotonically with implantation dose.1

For a more detailed study of the characteristics of f
mation of the photoreflection signal in silicon carbide, w
investigated its behavior on transition from the implanted
the unimplanted zone. Figure 2 gives results of measu
ments of the optical reflection coefficient, amplitude, a
phase of the photoreflection signal when the sample is sw
perpendicular to the interface between these zones. Ove
sweep, the depth of the implanted layer remains cons
since the ion energy is fixed at 3 keV. At the same tim
sections with doses ranging from 531015 cm22 to com-
pletely unimplanted zones are sequentially passed thro
This nonmonotonic behavior of the optical reflection coe
cient during sweeping indicates that a thin optical layer
formed on the surface of the sample as a result of impla
tion. The position of the photoreflection signal maximu
does not coincide with the maximum of the optical reflecti
coefficient and is observed at a dose substantially lower t
531015 cm22. Note also that, as can be seen from the d
plotted in Fig. 2, the phase of the photoreflection signals
the zone with an ion dose of 531015 cm22 differs by 180°
from the zones with doses of 1014 cm22 and 1015 cm22. In

50000-04$10.00 © 1997 American Institute of Physics
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FIG. 1. Behavior of the real and imaginary parts
the photoreflection signal as functions of the mod
lation frequency for three silicon carbide sample
implanted with 37 keV He1 ions. The measure-
ments were made at frequencies of 0.094, 0.1
0.200, 0.300, 0.500, 0.750, 1.00, 1.60, 2.50, 3.0
4.00, 6.00, 8.00, 10.00, and 12.00 MHz. The arrow
indicate the photoreflection signal corresponding
a frequency of 12 MHz.
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recorded photoreflection signal does not decrease to zer
crossing the boundary between the implanted and un
planted zones, although a zone with a clearly defined red
tion in signal amplitude is observed. There is no one posit
where the photoreflection signal vanishes during sweep
because the size of the laser radiation spot on the surfac
the sample, 2mm, was not sufficiently small.

We shall now briefly consider a model capable of e
plaining the main experimental results. In accordance w
Refs. 1–4, the photoreflection signal may be generally
pressed as

S5AS ]R

]T
DT1

]R

]N
DND , ~1!

whereA is a proportionality factor,R is the coefficient of
reflection from the object for the optical radiation intensi
DT are the fluctuations in the surface temperature of
sample, andDN is the change in the concentration of fre
carriers generated by the radiation.

Since the photon energy of the radiation used in the p
toreflection experiments is less than the band gap of sili
carbide, no free carriers are generated directly by the li
Thus, the photoreflection signal in this case is only ass
ated with the excitation of thermal waves in the object and
described by the first term in expression~1!.

The optical and thermophysical properties of the i
planted layer must be taken into account to determine
photoreflection signal from the implanted silicon carbide
was shown in Ref. 16 that a three-layer optical model can
used to describe the characteristics of formation of the p
toreflection signal over a wide range of implantation do
allowing for amorphization of the semiconductor materi
One of these layers is used to describe the layer of am
phized material. In our case, the implantation of compa
tively low-energy, light, He1 ions caused no amorphizatio
of the material, so we used a single-layer model to model
optical properties of the implanted layer.
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the refractive index of completely amorphized silicon ca
bide is approximately 30% of the value for the unimplant
material. Thus, at doses significantly lower than the am
phization threshold, it may be assumed that the change
the real and imaginary parts of the permittivity caused
implantation are small compared with the permittivity of th
unimplanted SiC. The concentration of defects induced in
semiconductor by implantation at doses below the am
phization threshold is approximated by a dependence pro
tional to the implanted ion dose.18 In the present case, it ca
therefore be assumed that the changes in the real and im
nary parts of the permittivity are also proportional to t
implanted ion dose. Then, using the relation between
refractive index and the permittivity components, one c
show that the changes in the refractive index and the abs
tion coefficient should also be linear functions of the dos

Known methods of calculating the reflection of optic
radiation from thin layers can be used to determine the
efficient of reflection from SiC with an implanted layer.19

For our particular case it should be assumed that the cha
in the refractive index at the interface between the implan
and unimplanted SiC is small, almost no 785 nm light
absorbed in the unimplanted SiC,21 and the condition
ad!1 is satisfied (a is the coefficient of absorption of ra
diation in the implanted layer andd is the thickness of the
implanted layer!.

To determine the photoreflection signal as given by
pression~1!, we need to know the temperature fluctuations
the surface of the object, which should be calculated ass
ing that light is absorbed and thermal waves are excited
dominantly in the implanted layer. For typical implante
layer thicknesses and thermal wavelengths in SiC up to
quencies of 1 MHz, we can assume that the generation
thermal waves is purely a surface process. Confining o
selves to this frequency range, we immediately obtain
final result for the photoreflection signal
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S5adA8H n0211
113n022n0

2

n0~n011!
Dn1Fad~n021!

12
n022

n011
DnGcos4pnd

l
12Fal

4p

11n02n0
2

n0~n011!

1~n021!
2pd

l
DnGsin4pnd

l J , ~2!

whereA85A (32I 0 /qK) @n0 /(11n0)
5# (]n0 /]T), I 0 is the

optical radiation intensity,q5Aiv/k, v52p f , f is the
modulation frequency,K andk are the thermal conductivity
and the thermal diffusivity, respectively,n0 is the refractive
index of the unimplanted material,Dn is the change in the
refractive index caused by implantation, and (]n0 /]T) is the
variation in the refractive index of silicon carbide with tem
perature.

Expression~2! can be used to determine the photorefle
tion signal for different implantation doses provided that t
thickness of the implanted layer and the dose dependenc
Dn anda are known. In accordance with the results of R
18, we shall assume that for this particular case, the de
dences ofDn anda on the He1 ion implantation doseD are

FIG. 2. Behavior of the photoreflection signal and the reflection coeffic
when the interface between the implanted and unimplanted zones is s
The implantation dose in the implanted zone was 531015 cm22, the sweep
step was 0.5mm, and the modulation frequency was 1 MHz. The lette
A, B, andC refer to sections with implantation doses of 1014, 1015, and
531015 cm22.
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described by the linear functionsDn5g1D and a5g2D
(g1 andg2 are proportionality factors!. The refractive index
n0 for 6H–SiC atl5785 nm is between 2.61 and 2.64~Ref.
21!. Experimental data on the reflection coefficient and
photoreflection signal for various implantation doses may
used to determine the parameters of the implanted la
Here, a similar problem was solved by simultaneously mi
mizing the rms error for the deviations between the theo
ical and experimental data obtained for the reflection coe
cient and the photoreflection signal. The results of th
calculations are plotted in Fig. 3. When the refractive ind
of silicon carbide was taken asn052.64, the following
values were obtained for the other paramete
g156.48310217 cm22, g251.10310212 cm, andd5243
nm. On the basis of these data, the change in the refrac
index at the maximum implantation dose of 531015 cm22 is
12% of the value for the unimplanted material and the
sorption coefficient is 6.53103 cm21. Thus these results in
directly support the assumption that silicon carbide does
undergo complete amorphization under these conditio
Then, in accordance with procedures developed to determ
the parameters of implanted layers,22 the depth of the im-
planted layer for 37 keV He1 ions is 220 nm. Hence the
thickness of the implanted layer determined by the photo
flection method shows good agreement with the kno
value.

To sum up, these results have shown that the phot
flection method using incident radiation within the transp

t
pt.

FIG. 3. Theoretical results of calculating the reflection coefficient and
photoreflection signal as a function of the implantation dose. The trian
give the experimental data.
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only the thickness of the implanted layer but also its opti
characteristics. An important advantage of the photorefl
tion method compared with the optical method is the sign
cantly stronger dependence of the photoreflection signa
the implantation dose. This factor can be utilized to impro
substantially the accuracy of determining the optical a
geometric parameters of implanted layers.

In conclusion, the authors would like to thank A. L
Glazov for assisting with the numerical calculations. One
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Amorphous silicon and germanium films for uncooled microbolometers

ese
T. A. Enukova, N. L. Ivanova, Yu. V. Kulikov, V. G. Malyarov, and I. A. Khrebtov

S. I. Vavilov State Optical Institute, All-Russian Science Center, St. Petersburg
~Submitted February 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 21–26~July 12, 1997!

The possibility of using amorphous silicon and germanium films prepared by magnetron
sputtering as components in uncooled microbolometers has been analyzed experimentally and
results are presented. Amorphous silicon and germanium films having activation energies
of 0.135 and 0.2 eV, and resistivities of 50 and 0.4 kV•cm, respectively, were fabricated. ©1997
American Institute of Physics.@S1063-7850~97!00407-2#
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particularly microbolometer arrays, have recently been at
forefront of infrared technology programs currently bei
undertaken.1–4 These arrays have a sensitivity in the 8–
mm wavelength range close to that of cryogenic arrays
their lower cost and better operating characteristics me
they have great potential.

One of the main problems involved in developing hig
sensitivity, uncooled microbolometers for an infrared array
the fabrication of a thin-film heat-sensitive element hav
dimensions between 40340 and 1003100mm, a resistance
of 5–30 kV, a low noise level, and a high temperature co
ficient of resistance at room temperature~1–3%/K!. In addi-
tion, the technology used to fabricate this component sho
be compatible with modern silicon microcircuit technolog
Amorphous silicon and germanium films show promise
meeting these requirements.2,4

The two most widely used types of structure for t
sensing element of a microbolometer are planar~slit! and
sandwich structures.1,2 In the former structure, a hea
sensitive film is placed in a planar gap between two secti
of metallic film which function as electrodes, while in th
latter structure, a heat-sensitive layer is formed between
per and lower thin-film electrodes. For the planar type
microbolometer the heat-sensitive film should have a re
tivity r of the order of 1–10V•cm at room temperature
Films with r 5 5–50 kV•cm are required for sandwich
structure microbolometers. Amorphous silicon and germ
nium (a-Si anda-Ge! films fabricated by magnetron sputte
ing were used in our investigation.

Films of a-Si ;1mm thick were prepared by sputterin
a KÉF silicon target, having a resistivity of 60V•cm, using
a planar dc magnetron in an argon atmosphere. Prior to e
sputtering process, the vacuum chamber was evacuate
731027 Torr and the Ar working pressure was maintain
by means of a sorption pump, which was evacuated toge
with the chamber before the sputtering process. Becaus
the lack of cooling, the substrate temperature could rise
80–200 °C during the sputtering process (;1 h!, depending
on the discharge power. The films were deposited on py
ceramic substrates with deposited planar platinum electro
and simultaneously on silicon wafers with an insulati
SiO2 layer. In the latter variant, removable copper-nick
masks were used to obtain eight 1003100mm sandwich
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samples were titanium films.
The properties of the samples were assessed by me

ing the temperature dependence of the resistance and
noise spectra. The temperature dependence of the resis
was measured at a direct current of 1–5mA. The noise spec-
tra were investigated in the frequency range between 10
and 1 kHz using a low-noise preamplifier and an SK4-
spectrum analyzer.

The properties of the heat-sensitive films depended
the Ar pressure and the discharge power. The magne
source operated stably at pressures between 131022 and
331023 Torr. The resistivity of the deposited films varie
between 109 and 106 V•cm. However, films with
r5106 V•cm obtained at low pressures could peel off in
because of strong compressive internal stresses. The
mum pressure was found to be 131022 Torr. Films with
r5106 V•cm could be obtained by increasing the discha
current from 50 to 100–120 mA. Any further increase in t
discharge current did not reduce the resistivity.

The resistance and the conduction activation energyEt

of thea-Si films also depend on the degree of doping of t
target material.5 A KÉS silicon target with a resistivity of
0.02V•cm was used to achieve a further reduction inr.
Films with r 5 90–50 kV•cm andEt50.135 eV~the tem-
perature coefficient of resistance was 1.8%/K at 25 °C! were
obtained with this target, in a planar electrode configurat
which would be satisfactory for sandwich-structure microb
lometers provided that the films possessed no anisotr
properties. However, the value ofr for sandwich structures
was an order of magnitude or more higher than that for p
nar structures obtained in a single sputtering process.
resistances of sandwich samples in the same batch diff
by a factor of 10–20 at a measuring current of;1mA and
depended on the magnitude and direction of the current.

Figure 1 shows the temperature dependence of the re
tance for one of the sandwiches~sample No. 4–1! for differ-
ent directions of the;2mA measuring current. For one di
rection we findEt50.295 eV and for the other,Et50.051
eV ~the temperature coefficient of resistance at 25 °C is
and 0.7%/K, respectively!. We postulate that this effect ma
occur because of the influence of asymmetric situation w
the Ti-TiO-Si barrier contacts on one side, and Si-SiO
contacts on the other side of the sandwich structure. T

50404-03$10.00 © 1997 American Institute of Physics
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supposition was confirmed by measurements of the curr
voltage characteristics of the structures.

In sandwich sample No. 4–6A~Fig. 1!, having an area
of 0.9 mm2, we used a Wood’s metal electrode instead of
upper deposited Ti electrode. The activation energy of
sample~0.13 eV! was close toEt for a planar sample but th
room-temperature resistance was 20 kV higher than that cal-
culated usingr for a planar sample, although it remaine
almost the same when the direction of the measuring cur
was reversed. This behavior also supported the assump
of asymmetric barrier effects. It is significant that foreig
researchers who observed similar effects, used sin
chamber sputtering of sandwich structures without break
vacuum.2 The noise spectra of sample No. 4–6A at differe
currents are shown in Fig. 2. The noise is clearly of curr
origin and depends on frequency as 1/f 1.1. At these currents
the measured noise voltage was two orders of magnit
greater than the thermal noise voltage of the resistance
was caused, in our opinion, by the non-Ohmic property
the contacts.

In order to reduce the influence of oxides at the me
semiconductor interface, the substrate and the Ti electr
were lightly etched in an Ar glow discharge plasma befo
deposition of thea-Si film. The surface of thea-Si film was
also cleaned in Ar~sample No. 5–8, Fig. 1! in another ap-
paratus before depositing the upper Ti electrode. The re
tances of this batch of samples differed by no more tha

FIG. 1. Temperature dependence of the resistance ofa-Si anda-Ge~Sample
No. 6–1! film samples. Sample Nos. 4–1, 5–8, and 4–6A have a sandw
configuration with an area of 0.01, 0.01, and 0.9 mm2, respectively; sample
No. 6–1 has a planar configuration and an 8 mm2 working area of heat-
sensitive film. The (1) and (2) signs indicate the different directions of th
measuring current.
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factor of 2.5 and the activation energy wasEt50.12 eV, i.e.,
almost the same as for sample No. 4–6A. The change in
resistance when the direction of the current was reversed
5–9%.

The composition of the residual atmosphere in t
vacuum chamber and the purity of the argon must be c
fully monitored to obtain amorphous silicon films of lowe
resistivity, down to 10V•cm, under our experimental con
ditions. If hydrogen, oxygen, and water vapor are presen
the chamber, these gases may passivate broken bonds
amorphous silicon, resulting in the deposition of a film
amorphous hydrogenated silicon, a material with differe
electrical and optical properties.6

When germanium is used as the sputtered target,
same values ofEt can be achieved as for silicon, but with
lower resistivity and noise level.4 This was confirmed by the
results of sputtering a single-crystal GMO-grade germani
target with a resistivity of 50V•cm under the same cond
tions as those used to obtaina-Si films. The films were de-
posited on a pyroceramic substrate with a planar electr
configuration. Forr543102 V•cm, this sample~No. 6–1!
had an activation energyEt50.2 eV. The resistivity of the
a-Ge film only differed from that of the target by a factor o
eight ~for silicon this difference was four orders of magn
tude!. This indicates that Ge is less sensitive to residual ga
than silicon. In addition, for germanium hydrogen passiv
tion of broken bonds is desirable to obtain the optimum
sistivity. For example, it was shown in Ref. 7 that films
amorphous hydrogenated germanium obtained by add
10% H2 to Ar, have resistivitiesr up to 105V•cm and
Et50.42 eV. Another promising technique is to obta
a-SixGe12x films by combined sputtering of silicon and ge

h

FIG. 2. Noise voltage spectra of sample No. 4–6A at different currents:1—
1.1mA, 2— 2.2mA, 3— 4.4mA, 4— 6.7mA, and5— 11.1mA.
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target, films with a wide range ofr andEt combinations can
be obtained.

To sum up, magnetron sputtering has been used to ob
a-Si anda-Ge films having a temperature coefficient of r
sistance between 1.6 and 2.6%/K at 25°, which is consis
with that of microbolometers in uncooled arrays develop
by foreign researchers.1–4 The required resistivity and acti
vation energy are easier to achieve fora-Ge films than for
a-Si films. The technology used to obtain low-noise Ohm
contacts between these heat-sensitive films and electr
requires further development.
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Low-temperature radiation-stimulated gettering of impurities and defects in silicon

tion
by layers of porous silicon
A. V. Kulikov, V. A. Perevoshchikov, V. D. Skupov, and V. G. Shengurov

Physicotechnical Scientific-Research Institute at the N. I. Lobachevski� State University, Nizhni� Novgorod
~Submitted February 18, 1997!
Opticheski� Zhurnal23, 27–31~July 12, 1997!

Experimental results are presented for the low-temperature gettering of impurities and defects in
semiconductor silicon wafers by layers of porous silicon followed by argon ion irradiation.
It is shown that the gettering effect is caused by the simplest mobile point defects~vacancies! and
elastic waves. ©1997 American Institute of Physics.@S1063-7850~97!00507-7#

It has been established1 that layers of porous silicon ef- cate that first, the anodization and subsequent ion irradia
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fectively getter impurities and cluster-type defects fro
single-crystal silicon substrates when these structures
dergo high-temperature annealing in a gaseous medium
vacuum. In addition, the results of layer-by-layer ma
spectrometric analysis of porous silicon–single-crys
silicon structures presented in Ref. 2 indicate that impuri
are gettered, albeit weakly, at room temperature during
electrochemical formation of porous silicon layers and s
sequent holding of the samples under normal conditions.
aim in this study was to investigate the possibilities for e
hancement of low-temperature gettering by irradiating lay
of porous silicon with moderate-energy ions.

We investigated structures formed by anodic treatm
of KDB-0.005 ~111! silicon crystals in a HF : H2O :
C2H5OH 5 1 : 1 : 2 solution ~parts by volume! at an anode
current density of 10 mA•cm22. Layers of porous silicon, 1
3, and 10mm thick, with a porosity of;35%, were formed.
The structures were then irradiated on the porous silicon
by 40 and 100 keV argon ions to a dose of 131016 cm22.
After irradiation, the porous silicon was placed in a 15
KOH solution and on the side of the substrates in con
with the porous silicon we made layer-by-layer measu
ments of the surface electrical resistivity at temperatures
77–375 K, and of the microdefect density using patterns
chemical selective etching in an HF~48%! : H2O 1 : 2
~parts by volume! solution.

The experiments showed that as a result of the ano
treatment and subsequent irradiation of the porous sili
with Ar1 ions the surface resistivity of the single-cryst
substrate is reduced near the interface with the porous
con, and these changes are more clearly defined, the gr
the thickness of the porous silicon and the higher the ene
of the implanted ions~Fig. 1!. At the same time that the
surface-averaged resistivity decreases, the variance oRs

also decreases: after anodic treatment and etching of the
rous silicon, the variance decreased by 9–10%, and a
irradiation and removal of the porous silicon, it decreased
25–30%. This indicates enhanced uniformity of the distrib
tion of the impurity–defect components in the surface la
of the single crystal. The temperature dependences of
surface resistivity of the unirradiated and irradiated poro
silicon–single-crystal-silicon structures did not reveal a
characteristic features distinguishing them from those of
initial substrates, within measurement error. This may in
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of the porous silicon does not appreciably alter the ene
level spectrum in the band gap typical of the initial silico
and second, the reduction in the surface resistivity is ma
caused by increased carrier mobility as a result of a decre
in the total concentration of scattering centers in the sin
crystal near the interface with the porous silicon. The de
to which the change in the surface resistivity after ano
etching and irradiation can be traced by layer-by-layer et
ing of the silicon substrates increases as the thickness o
porous silicon and the ion energy increase. Table I gives
depths at which the electrical resistivity agrees withRs for
the initial silicon substrates within a63% confidence inter-
val ~with a 0.95 confidence!, i.e., the effective gettering
depth.

The results of a layer-by-layer determination of the m
crodefect density in the surface zone, revealed in the patt
of selective chemical etching in the form of flat-bottom
etch pits, correlate with the electrical measurement data.
way of illustration, Fig. 2 gives the microdefect density as
function of the etched layer depth for structures with a p

FIG. 1. Change in the surface resistivity of a single-crystal substrate a
argon ion irradiation of porous silicon layers of varying thickness with
dose of 131016 cm22.

50707-02$10.00 © 1997 American Institute of Physics
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TABLE I. Effective gettering depth in porous-silicon–single-crystal-silicon
structures for various argon ion energies.
rous silicon layer 10mm thick. As the thickness of the po
rous silicon decreases, the region of reduced microde
density approaches the interface between the porous si
and the single-crystal silicon.

These results may be explained using concepts of l
temperature gettering of impurities and defects in the sin
crystal silicon by layers of porous silicon, whereby fluxes
nonequilibrium intrinsic point defects, predominantly vaca
cies, are injected into the surface zone of the substrate du
the electrochemical formation and subsequent ion irradia
of the porous silicon.2,3 These point defects are formed at t
stage of local dissolution of the silicon near micropores d
ing the anodic treatment, during the subsequent active, l
temperature oxidation of the porous silicon in air,1 and under
irradiation. The ion irradiation intensifies the relaxation pr
cesses taking place in the thermodynamically nonequilibr
porous-silicon–single-crystal-silicon system, such as redis
bution of impurities and dissolution of microdefects aft
anodization and during oxidation. Since the thickness of
porous silicon layers in these structures is much greater
the argon ion path~with allowance for the lower density
of the porous silicon, the path of 100 keV ions

Thickness of porous Irradiation Gettering depth,
silicon,mm ion energy, keV mm

1 0 4–6
1 40 8–10
1 100 16–18
3 0 8–10
3 40 13–15
3 100 18–20
10 0 17–20
10 40 22–24
10 100 25–28
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0.4360.04 mm!, it is assumed that the observed enhanc
gettering is caused by the simplest mobile point defects
elastic waves generated in the ion stopping zone, whic
localized in the porous silicon.4 Further research is planne
to identify specific laws governing the influence of the ano
izing and irradiation conditions on the efficiency o
radiation-stimulated gettering by porous silicon layers.
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Translated by R. M. Durham

FIG. 2. Density of microdefects versus distance from porous-silicon–sin
crystal-silicon interface for initial crystals~1!, after the formation of porous
silicon ~2!, and after irradiation of the porous silicon with 40 keV~3! and
100 keV ~4! argon ions.
508Kulikov et al.



Intensity and phase of reflected radiation in a vanadium dioxide structure

O

with surface plasmons
V. F. Nazvanov and D. I. Kovalenko

Saratov State University
~Submitted February 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 32–36~July 12, 1997!

Results of theoretical calculations are presented for the angular dependences of the reflection
coefficient and phase of reflectedp-polarized radiation at wavelengths of 6328 Å and
11 500 Å in vanadium dioxide layered structures with surface plasmons. Results of calculations
are presented for the two phases of the vanadium dioxide films — semiconducting and metallic.
© 1997 American Institute of Physics.@S1063-7850~97!00607-1#

Vanadium dioxide, VO2, exhibits a first-order can be seen from the data plotted in Fig. 2 that the V2
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semiconductor–metal phase transition at a critical temp
ture of around 68 °C, which is accompanied by rearran
ment of the crystal structure and changes in the electrical
optical properties,1–3 and which allows this material to b
used in electronics and optoelectronics. In particular, V2
films are widely used in optoelectronics for modulation
visible, infrared, and millimeter radiation, in robot eye d
vices, coherent information processing systems, hologra
and other devices.3–17All these applications rely not so muc
on the valuesper seof the optical constants of the VO2 films
as on changes in them accompanying a phase transition
the critical temperature, which for VO2 films can be reduced
to 47 °C by means of suitable technology.11 The data ob-
tained in Ref. 11 led the authors to conclude that the mo
lation of 6328 Å radiation by a VO2 film is predominantly
phase modulation, whereas at 11 500 Å the contribution
the amplitude and phase components become comparab

Here we report the first results of theoretical calculatio
of the behavior of the amplitude reflection coefficient and
phase of reflectedp-polarized radiation in a layered structu
formed by vanadium oxide films with surface plasmons
ing Kretchmann’s scheme,18 as a function of the angle o
incidence of the radiation for two wavelengths, 6328 a
11 500 Å.

As in Ref. 19, we used a matrix method for the calcu
tions and we investigated glass~prism!–gold-layer–VO2
film structures. For the calculations at 6328 Å, the refract
indices~dielectric constants! of the glass and the gold~410 Å
thick! were taken to ben51.52 and«5212.41 i •1.43, re-
spectively. The optical coefficients for the VO2 films at these
wavelengths were obtained from Ref. 10. The thickness
the VO2 films in these structures was taken to be infinite

The results of the calculations are plotted in Figs. 1 a
2. Figure 1a gives the amplitude reflection coefficientR of
6328 Å radiation as a function of the angle of incidenceu for
a structure with a VO2 film at two temperatures: 20 °C
~semiconducting VO2 phase! and 80 °C ~metallic phase!.
Figure 1b gives the corresponding results of calculations
the phase of the reflected radiation for the same parame
It can be seen from Figs. 1a and 1b that the change
R(u) are greater than the changes in the phasew(u).

Figures 2a and 2b give the angular dependences of
amplitude reflection coefficient and the phase of 11 500
reflected radiation at the same temperatures: 20 and 80 °
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phase transition is accompanied by a substantial chang
the angular dependencesR(u) andw(u), where the changes
in R(u) andw(u) are comparable.

To sum up, we have reported the first results of theo
ical calculations of the angular dependences of the amplit
reflection coefficient and phase of reflected radiation at t
wavelengths, 6328 and 11 500 Å, in layered structures w
surface plasmons, and consisting of two phases of vanad
dioxide films — semiconducting and metallic. The resu

FIG. 1. a — Energy reflection coefficient versus angle of inciden
(l56328 Å!. The curves are plotted for different temperatures:1— 20 °C,
2— 80 °C; b — phase shift between thep- ands-polarized components of
the reflected radiation versus angle of incidence (l56328 Å!. The curves
are plotted for different temperatures:1— 20 °C,2— 80 °C.

50909-02$10.00 © 1997 American Institute of Physics



may be useful for the development of optical radiation
zing

G.

v,

c
FIG. 2. a — Energy reflection coefficient versus angle of inciden
(l511500 Å!. The curves are plotted for different temperatures:1 —
20 °C,2— 80 °C; b — phase shift between thep- ands-polarized compo-
nents of the reflected radiation versus angle of incidence (l511 500 Å!.
The curves are plotted for different temperatures:1— 20 °C,2— 80 °C.
510 Tech. Phys. Lett. 23 (7), July 1997
modulators, temperature gauges, and other devices utili
VO2 films with surface plasmons.
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Influence of the ionizing and displacing components of proton irradiation on structural

ei-
changes in boron nitride
V. A. Stepanov and P. A. Stepanov

State Scientific Center of the Russian Federation, Institute of Energy Physics, Obninsk
~Submitted February 4, 1997!
Pis’ma Zh. Tekh. Fiz.23, 37–41~July 12, 1997!

Raman spectroscopy has been used to study structural changes in pyrolytic boron nitride
irradiated by 7 MeV protons. It is shown that the ionizing component of the proton irradiation
effectively reduces the number of grain boundaries while the displacing component
induces the formation of stacking faults in the boron nitride structure. ©1997 American
Institute of Physics.@S1063-7850~97!00707-6#

The influence of the ionizing and displacing components The shifts of the fundamental frequency are caused
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of radiation on structural changes in solids is an import
topic in solid-state radiation physics. The mechanisms
this influence, particularly for ceramic insulators, have n
yet been studied. The different components of the radia
can be separated experimentally when materials are irr
ated with high-energy particles. In this case, the displac
component is observed predominantly at the end of the
ticle tracks in the materials while most of the track section
characteristic of the ionizing component. In this investigat
Raman spectroscopy is used to make a structural analys
areas of proton-irradiated pyrolytic boron nitride correspo
ing to different sections of the ion tracks.

A stack of eight thin (60mm! samples were irradiate
by protons ~energy 7 MeV, intensity 2.531012 cm22s21,
dose 5.231015 cm22) whose projected in boron nitride i
;350mm. For each sample, measurements were mad
the Raman line profile of the high-frequencyE2g vibrations.

1

Raman spectra of samples from the irradiated stack
shown in Fig. 1. It can be seen that while the position of
maximum remains the same~1365–1367 cm21), the Raman
line width gradually decreases with increasing sample nu
ber ~distance along the tracks! and then increases substa
tially at sample 6~at a distance of 300–360mm!. A com-
parison with calculations made using the Kinchin–Pe
model ~TRIM-90 program! allows us to relate the ionizing
and damaging components of the proton irradiation to
Raman line width~Fig. 2!. As the ionizing component in
creases, the Raman line width decreases. The region of m
mum damaging action and hydrogen accumulation co
sponds to a broad Raman line~the calculated proton rang
was 356.5mm with a variance of 6.2mm!. A decrease in the
line width compared with the initial value is also observ
for deeper regions which were exposed to the ionizing ac
of the gamma bremsstrahlung.

When interpreting these results, it must be borne in m
that pyrolytic boron nitride is a nanocrystalline material w
a specific structural hierarchy.2 Aggregates of up to 2000 nm
consist of;100 nm grains, which in turn consist of slightl
misoriented crystals of 30–60 nm. The large number of
tergranular and intercrystallite boundaries have an ap
ciable influence on the Raman line profile which, in bor
nitride materials, is determined by a set of frequenc
shifted relative to the fundamental vibrational frequency.1
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ther by damping of vibrations at the surface of the crysta
or by local vibrations at boundaries associated with impu
ties ~hydrogen, halogen ions!, or they are caused by change
in the force constants of the atomic bonds at boundaries.
l/2 damping at the surface, the complex frequency of
atomic vibrations in the surface zone is expressed in term
the fundamental vibration frequencyv0 ~Ref. 3!:

v5 il/21v02al2/v0 , ~1!

wherea is a numerical coefficient (;1). A shift of the vi-
bration frequencies byDv;10 cm21 in boron nitride is ob-
served forl5100 cm21. In the presence of local vibration
at the frequencyvs which differs from the natural frequenc

FIG. 1. Raman spectra of boron nitride samples from proton-irradia
stack.1 — sample No. 1~0–60mm section of track!, 2 — sample No. 3
~120–180mm!, 3 — sample No. 5~240–300mm!, 4 — sample No. 6
~300–360mm!, and5— sample No. 7.

51111-02$10.00 © 1997 American Institute of Physics
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FIG. 2. Half-width of Raman scattering pea
(S/2) versus proton range compared with calculat
curves of ionization losses (G) and atomic displace-
ments (P). The dashed curve indicates the hydr
gen saturation region.
v0, the decrease in the amplitude of the atomic vibrations at
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the frequencyvs with increasing atomic numbern is de-
scribed by:4

sn5s0$~12«!/~11«!%n, ~2!

where 12«5(v0 /vs)
2. Assuming that the broadening o

the Raman line to 25 cm21 is caused by a spectrum of loc
vibrations at the surface of the crystallites, we find tha
shift of the natural vibration frequencies takes place at d
tances of up to 5 nm from the surface of boron nitride cr
tallites. For crystallite sizes of 30–60 nm, up to 30% of t
atoms have vibration frequencies differing fromv0.

A decrease in the Raman line width is associated wit
decrease in the fraction of atoms having shifted vibrat
frequencies or with a decrease in the number of bounda
in the material. A reduction in the number of boundar
under ionizing irradiation may be caused by free carrier
laxation processes of radiation origin at the boundaries. A
result of a release of energy at crystallite boundaries, che
cal bonds with impurities may be broken and partial recr
tallization may occur.
512 Tech. Phys. Lett. 23 (7), July 1997
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diation increases, the Raman line is broadened consider
~Fig. 2!. This broadening is caused by radiation defects a
hydrogen impurities accumulating in the bulk of the cryst
lites and along the grain boundaries. The asymmetric bro
ening of the Raman line in the low-frequency range~spec-
trum 4 in Fig. 1! indicates that stacking faults are formed
the hexagonal structure of the boron nitride.1

The authors would like to thank B. N. Sharupin fo
kindly supplying the boron nitride samples and L. M
Kryukova for discussions of the results.
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Determination of the average size and concentration of air bubbles in water by nuclear

magnetic resonance

B. G. Emets

Kharkov State University
~Submitted February 13, 1997!
Pis’ma Zh. Tekh. Fiz.23, 42–45~July 12, 1997!

Nuclear magnetic resonance has been used to determine the mean radius of air bubbles in
distilled water that has stood for a long time and the volume concentration of these ‘‘reduced to
mean radius’’ bubbles. It is shown that the kinetics of the change in the concentration of
these bubbles can be observed from the change in the spin-spin relaxation time. ©1997
American Institute of Physics.@S1063-7850~97!00807-0#

For many applications in liquid-state physics, such asThe results described by the formulas~2! were confirmed in
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determining the tensile strength of a liquid, it is important
know the size and volume concentration of stable
bubbles contained in the liquid. In the literature dealing w
distilled water that has stood for a long time there are d
crepancies in the estimates of these parameters. In Ref. 1
instance, the author reports the observation of bubbles
ing radii of 1027–1023 cm with a volume concentration o
bubbles of all sizes of 106–107 cm23. The authors of Ref. 2
obtained 331025 cm for the maximum stable gas bubb
radius in water, while the authors of Ref. 3 observed ultr
mall bubbles of 1.831027 cm radius with a concentration o
1011 cm23. The aim of this investigation was to determin
the mean radius of air bubbles in water and the volume c
centration of these ‘‘reduced to mean radius’’ bubbles.

A pulsed nuclear magnetic resonance~NMR! method
was used to measure the spin-lattice and spin-spin nuc
magnetic relaxation times,T1 and T2 ~Ref. 4!. This tech-
nique uses the fact that the timeT2 for the nuclei of liquids,
measured by the Carr-Purcell method,5 depends on the size
of inclusions if any are present in the liquid. This procedu
gives the spin echo amplitude at timet:

h~ t !5h~0!exp~2t/T2!exp~21/3g2G2Dt2t !. ~1!

Hereg is the gyromagnetic ratio of the resonant nucleusG
is the magnetic field gradient,D is the diffusion coefficient
of the liquid molecules containing resonant nuclei,t is the
time interval between the 90° and 180° pulses, andh(0) is
the amplitude of the echo signal at ‘‘zero’’ time. Usuall
knowing the nonuniformity (G) of the field of their NMR
relaxometer magnet and the diffusion coefficient of t
sample molecules, experimentalists select a small intervt
such that the diffusion term in Eq.~1! may be neglected. The
authors of Ref. 6 followed this procedure and from the
sults of their measurements, they derived empirical formu
linearly relating the rates of relaxation of the water proto
T1

21 and T2
21, to the numberN of oxygen molecules dis

solved per cm3 of water:

T1
21~N!50.2841 T̃1

21~N!50.28414.65310219
•N,

T2
21~N!50.4551 T̃2

21~N!50.45515.25310219
•N.

~2!
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the experiments carried out by the author. The degree
increase in the relaxation rates is determined by the incre
in the concentration of paramagnetic centers dissolved in
water, such as oxygen molecules.

It follows from the theory of nuclear magneti
relaxation4,7–9 that the second terms in the formulas~2!,

T̃1
21(N) and T̃2

21(N), caused by the presence of dissolv
paramagnetic centers, should be the same, but in these
mulas ~2!, they are dissimilar. This disparity may be e
plained by the fact that the authors of Ref. 6, having m
sured T2 by the Carr-Purcell technique, neglected t
presence of air microbubbles in the water, near whose
faces a substantial magnetic field gradient exists

Ḡ'pH0~xv,s2xv,m!•1/R̄. ~3!

~HereH0 is the external magnetic field strength,xv,s is the
volume magnetic susceptibility of air,xv,m is the volume

magnetic susceptibility of water, andR̄ is the mean radius o
the bubbles. Expression~3! is the result of solving the Pois
son equationH5¹f for the scalar potentialf when analyz-
ing the field distribution for a sphere in a medium situated
the fieldH0 ~Ref. 10!!.

In this situation the diffusion term in Eq.~1! cannot be

neglected since the gradientḠ may be fairly large. For ex-
ample, in the present case (H056.583103 G,
xv,s5331028, andxv,m527.231027), at the surface of a

bubble of radius 1024 cm the gradient isḠ5149 G•cm21.
The need to allow for the diffusion term in measurements
T2 by the Carr-Purcell method in liquids containing sm

(R̄51023 cm! glass spheres was convincingly demonstra
in Ref. 11. According to Eq.~1!, water molecules diffusing

in the gradientḠ undergo rapid relaxation, which leads
this severe reduction in the observed timeT2 relative to the
timeT1, which is completely insensitive to the magnetic fie
gradient.

When these facts are taken into account, the contribu
to the total rate of spin-spin relaxation caused by the pr
ence of dissolved paramagnetic centers in the water is g
by:

T̃2
21~N!5 T̃1

21~N!3~12a!11/3g2Ḡ2Dt2a. ~4!

51313-02$10.00 © 1997 American Institute of Physics
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layer of water directly in contact with the surface of ea

bubble ~in the zone of the gradientḠ ) and (12a) is the
fraction of the time spent by each proton in contact with
paramagnetic centers~oxygen molecules!, whose concentra
tion isN. ~In the absence of any bubbles,a should be set to

zero and thenT̃1
21(N)5 T̃2

21(N), i.e., the above requiremen
of relaxation theory that the paramagnetic centers disso
in the water should make the same contributions to the r
T1

21(N) andT2
21(N) is satisfied!.

Assuming that the thickness of the water layer in cont
with the surface of a bubble is equal to the diameter o
water molecule,d51.5431028 cm, and introducing the vol-

ume concentrationn of bubbles of ‘‘averaged’’ radiusR̄, we

obtain a54pR̄2dn. Substitutinga into formula ~4! indi-
cates that the change in the concentrationn may be moni-

tored continuously by measuringT̃2
21(N) in the sample

~since Ḡ;1/R̄). Substituting into formula~4! the values of

T̃1
21(N) andT̃2

21(N) from the empirical formulas~2! for the
concentrationN corresponding to the solubility of oxygen i

water at 25 °C~Ref. 12! and Ḡ from Eq. ~3!, and also as-
suming that the measurements were made for water pro
(g52.683104 rad•s21

•G21 and D52.531025 cm2
•s21)
514 Tech. Phys. Lett. 23 (7), July 1997
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n5(961)310 cm '10 cm .
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Integrated-optics detectors with recording of the reflection coefficient in a prism

excitation system

I. U. Primak, A. B. Sotski , and A. V. Khomchenko

Institute of Applied Optics, Belarus Academy of Sciences, Mogilev
~Submitted July 24, 1996!
Pis’ma Zh. Tekh. Fiz.23, 46–51~July 12, 1997!

Detectors whose operating principle is based on recording the energy reflection coefficient in a
prism waveguide excitation system are proposed for measuring physical quantities. The
possibilities of maximizing the sensitivity of these devices is determined. An experimental
investigation was made of a detector for the ammonia concentration in the atmosphere. ©1997
American Institute of Physics.@S1063-7850~97!00907-5#

A considerable number of detectors to measure the p35m~Re h̄2b0!, m5W~sin~a!!21,
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physical parameters of media based on planar opt
waveguides have now been proposed.1,2 The operating prin-
ciple of these detectors is usually based on recording
angles of resonant excitation of the modes. However,
changes in these angles accompanying external influence
the waveguide are extremely small, so that the analysis o
measurement results presents some difficulties. In addi
these angles are only related to the real parts of the m
propagation constants and do not provide any informa
about the imaginary parts, which are also subject to varia
under external influences.

Here we propose detectors which record the integra
intensity of a light beam reflected by a prism coupling s
tem at a fixed angle of incidence. The intensity depends
the variations of the real and imaginary parts of the mo
propagation constant. These detectors provide apprec
differential amplification of the effects of external influenc
and have a convenient rugged construction for measurem
purposes. Aspects of maximizing the detector sensitivity
analyzed and a detector for atmospheric ammonia was in
tigated experimentally.

The apparatus is shown schematically in Fig. 1. We
sume that the waveguide is excited by a beam whose fie
the base of the prism is given byc5c0(x/W, zsin(a)/
W)exp(2ib0z), wherec is the component of theEx field for
the TE modes or theHx field for the TM modes,W is a scale
factor characterizing the beam dimensions,a is the angle
between the beam axis and the base of the pri
b05k0cos(a)(«p)

0.5, k052p/l0 is the wave number in
vacuum, and«p is the relative permittivity of the prism
Then using the results of Ref. 3 we can derive the follow
expression for the energy coefficient of reflection of t
beam from the base of the prism:

R5124p2~11p2p1
21!Re~ f !, ~1!

f5N21E
2`

`

djE
2`

`

dzc0* ~j,z!E
2`

z

c0~j,z8!

3exp@ t~z82z!#dz8,

t5 ip32p1 , p15mIm h̄ ,

p252duDhum~11d2!21,
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d5kyg~kyp!
21@«p«g

21#r,

Dh5 h̄2h52
exp~22kygg!~11 id!kyg

~12 id!Reh

3F E
2`

`

Y2~«g~Re«w!21!rdyG21

,

kyg,p5Au~Reh!22k0
2«g,pu,

N5E
2`

`

djE
2`

`

dzuc0~j,z!u2.

Hereh is the propagation constant of the excited mode,h̄ is
the propagation constant of the outgoing mode of
waveguide–prism structure,«g and«w are the permittivities
of the buffer layer and the waveguide,Y(y) is the distribu-
tion of the mode field,r51 for TM modes andr50 for TE
modes. The value ofR depends on three dimensionless p
rametersp1, p2, andp3, which may vary under external in
fluences. However, under the usual conditionsk0m@1,
exp(22kygg)!1, and the variationsdp2 are negligible com-
pared with the variationsdp1 anddp3 caused by the incre
mentsd(Reh) andd(Im h). With allowance for this factor,
formula~1! yields the following expressions to determine t
corresponding reflection coefficient increment

dR5dSF, F5~p11p2!S ]R

]p1
1D

]R

]p3
D . ~2!

We initially assume that the values o
dS5d(Im h)/Im h and D5d(Reh)/d(Im h), characteriz-
ing the waveguide, are fixed. Then, maximizing the detec
sensitivity reduces to searching for the maximum of t
function uF(p1 ,p2 ,p3)u, which is equivalent to determining
the optimum beam widthW, the optimum detuning of the
angle a from the resonant value
a r5arccos@Re h̄ (k0

2«p)
20.5#, and the optimum buffer laye

thicknessg. To search for the extrema ofF, it is convenient
to cast the variables in the formu5p2 /p1, v5p3 /p1, and
H51/p1. We assume thatc0*5c0exp(iw), wherew is a con-
stant~the beam is focused at the base of the prism!. Then for
H→0 we can obtain the asymptotic expansion

51515-03$10.00 © 1997 American Institute of Physics
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F5F01
4H2u~u11!

N F ImS 3D~u11!

~12 iv !4
D

1ReS 4u132 iuv

~12 iv !4
D G E

2`

`

djE
2`

`

dzU ]c0

]z U21O~H3!,

F054u~u11!~11v2!22@v222u2122Dv~u11!#,

from which it follows that the extremumF0 of the function
F is attained atH50, i.e., in the plane-wave limit. The so
lution of the system]F0 /]u50, ]F0 /]v50 is given by

u52
3F0

9F012
, v5

2D

9F012
, F056

2

3
AD211

3
.

~3!

From this it follows that there are two optimum sets of p
rametersu and v, which give equivalent sensitivity of the
detector.

We investigated the deviations of the solution of the o
timized problem from the limiting solution obtained for re
bounded beams. Figure 2 gives results of numerical calc
tions of the extrema of the functionF, and also of the cor-
responding parametersu andv as a function of the param
eter H for the excitation of the waveguide by a Gaussi
beam@c0(j,z)5exp(2j22z2)#. It can be seen that almos

FIG. 1. Reflection coefficient versus ammonia concentration and schem
diagram of detector:1 — prism, 2, 3 — buffer layer and waveguide of
thicknessg andd, respectively,4— substrate, and5— photodetector.
-

-

a-

complete agreement is achieved between these curves
the limiting solutions~3! for uHu,0.2.

We now discuss some aspects relating to the choice
waveguide films. First we note that, in accordance with E
~2!, the sensitivity of the detector increases monotonica
with decreasing mode losses. However, the results obta
above indicate that the overall dimensions of the detec
must also increase. We subsequently analyze TE-polar
modes~the results for the TM modes are basically simila!
and confine ourselves to detectors for impurity compone
in liquids or gases located in the regiony,2g2d ~Fig. 1!.
Either porous or solid waveguide films may be used in th
detectors.1 In the first case, the presence of impurities i
duces a change in the complex permittivity of the film«w . In
the second case, the detector either records a change i
complex permittivity«s of the regiony,2g2d or the pres-
ence of a layer of molecules of thicknessD and permittivity
«a deposited on the film. The values ofdS andD can be
determined by analyzing the differential equation describ
the mode field. From this it follows that the relation
D5d(Re «w)/d(Im «w) and dS5d(Im «w)/Im «v are sat-
isfied for the variations of«w , i.e., the sensitivity of the
detector does not depend on the thickness of the depo
layer but is determined by its composition. For the variatio
of «s we haveD5d(Re «s)/d(Im «s),

tic

FIG. 2. Extreme values ofF ~curves1 and2! and optimum values ofu ~3,
4! andv ~5, 6! as functions ofH for D51. Curves3 and5 correspond to
curve1 and curves4 and6 correspond to curve2. The dashed curves give
the limiting solutions~3!.
ness
dS5
d~ Im «s!~«w8 2«g!@k0

2«w8 2~Reh!2#

kys@k0
2d~«w8 2«g!~«w8 2«s8!1kyg~«w8 2«s8!1kys~«w8 2«g!#Im «w

, ~4!

wherekys5A(Reh)22«s8k0
2 and«s,w8 5Re(«s,w). For the case of practical importance where an adsorbed layer of thick

D!k0
21 and low absorption (d→`) is formed, expression~2!, with allowance for Eq.~3!, yields

dR5
64~«a2«s8!~«w8 2«g!@k0

2«w8 2~Reh!2#D

3A3@k0
2d~«w8 2«g!~«w8 2«s8!1kyg~«w8 2«s8!1kys~«w8 2«g!#Im «w

. ~5!
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allowance for the dispersion equations for plan
waveguides4 have shown in particular that the values
udS@d(Im «s)#

21u and udR@(«a2«s8)k0D#21u have maxima
for critical thicknesses of the waveguide film, and decre
with increasing mode number. For comparison, we note
in conventional detectors, where the angles of resonant e
tation of the modes are recorded, the optimal thicknesse
the waveguide films differ from the critical values.1 Their
values correspond to the maxima ofu]Reh/]«s8u and
u]Reh/]Du, i.e., they are selected using different criteria.

These results were used to fabricate a detector to m
sure the ammonia concentration in the atmosphere.
waveguide structure was prepared by rf sputtering of a bu
layer of silicon dioxide («g52.19 andg50.13 mm! on a
glass prism («p53.06145) followed by the deposition of
porous waveguide film (d54.98mm, «w8 52.3173) of poly-
methylmethacrylate activated with methyl red. The radiat
source was a single-mode helium–neon laser (l050.6328
mm!. The measurements were made by placing the dete
in a transparent closed container, filled with air with a kno
concentrationC of ammonia. The complex propagatio
constant of the dominant mode was first measured by
waveguide method3 for a Gaussian beam of radiusW591
mm. As a result, we obtainedk0

21RehuC5051.52072,

k0
21Im huC50523.0731024, p1uC50520.694, and p2

50.127 and we plotted Reh and Imh as functions ofC.
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k0 ](Reh)/]C521.32 liter/mg, k0 ](Im h)/]C
520.135 liter/mg, andD59.81. This value ofD corre-
sponds to the optimum curveR(C) plotted in Fig. 1a, which
was calculated with expressions~1! and ~3! for F0.0,
W5870 mm (H520.126) using the given values of th
parameters. For our waveguide structure,u520.183 dif-
fered significantly from the optimumu520.315 (g50.052
mm! and thus the detector was optimized only by increas
the beam radius toW5870 mm and selecting the anglea
from the condition]F0 /]v50. The corresponding calcu
lated curveR(C) is plotted in Fig. 1, curve b. The asterisk
represent the experimental data obtained after taking into
count the coefficients of propagation of the beam through
side faces of the prism.

The authors wish to thank A. V. Tomov for assistan
with fabricating the waveguides.
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Normal zone propagation velocity in a superconducting wire with a copper-aluminum

for
stabilizing matrix
V. V. Lysenko and O. P. Anashkin

‘‘Kurchatov Institute’’ Russian Scientific Center, Moscow
~Submitted December 19, 1996!
Pis’ma Zh. Tekh. Fiz.23, 52–57~July 12, 1997!

Results of measurements of the normal zone propagation velocity in superconducting wires with
a copper-aluminum stabilizing matrix are presented. The measurements were made using
test coils which reproduce the structure of real, compound and noncompound, magnets. One-
dimensional propagation of the normal zone in the winding was simulated by means of
a special coil design. ©1997 American Institute of Physics.@S1063-7850~97!01007-0#

The propagation of the resistive zone to a considerableas a stabilizing material to achieve steady-state stability,
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extent determines the quench behavior of a superconduc
magnet undergoing a transition to the normal state. A kno
edge of the propagation velocities of the normal zone allo
us to predict the maximum temperature and electrical v
ages in the winding and to design a protection system.
strong dependence of this velocity on the electrical and th
mophysical properties of the conductor, the insulating ma
rials, and the liquid helium content in the winding makes
fairly difficult to use calculation methods.

The propagation of the normal zone boundary alon
transport-current-carrying superconductor has been stu
experimentally for single conductors washed with boili
helium,1,2 and also for ideal thermally insulated conductor3

These conditions differ substantially from the situation ins
tightly wound magnets, where the heated part of the cond
tor inside the winding is cooled by thermal contact w
neighboring turns and, in noncompound windings, by h
transfer to the boiling helium, some of which may be loca
in the voids. Three-dimensional propagation of the norm
zone in adiabatic~compound! magnets has been studied e
perimentally by various authors,4 whereas the dynamics o
the normal zone in closely packed noncompound windi
has barely been touched upon. In addition, the conditions
non-steady-state cooling by boiling helium in narrow cha
nels are almost unknown.

Here we present results of measurements of the nor
zone propagation velocity in conductors having a stabiliz
matrix of technical-grade aluminum jacketed by with a th
layer of copper.5 The experiments were carried out usin
small test coils reproducing the structure of real superc
ducting magnets in terms of cooling conditions. To facilita
the analysis of the experimental results, we simulated
one-dimensional propagation of the normal zone along
conductor by using a special design of test coil. The cond
tor measured 3.532 mm and the thickness of the copp
jacket was around 50mm. Composite superconducting wir
0.7 mm in diameter, made of a niobium-titanium alloy, w
soldered in a groove in the matrix. The conductor was in
lated with polyimide film, the total thickness of the insul
tion being 0.12 mm. The measurements were made u
two grades of conductor having different matrix materia
A5E technical-grade aluminum and A995 relatively hig
purity aluminum. Aluminum has conventionally been us
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which the purest possible aluminum was used. These c
ductors do not possess such high electrical conductivity
are designed for use in magnets which are not steady-s
stabilized.

The experiments were carried out using compound
noncompound coils in order to study the influence of liqu
helium possibly contained in the winding. The coils we
impregnated with ED20 epoxy compound by the ‘‘we
winding method. For the unimpregnated coils our estima
indicated that the voids did not occupy more than 3% of
total volume, bearing in mind that the winding was clo
packed. The test coils were wound onto Textolite form
and had an inner diameter of 58 mm, an outer diamete
110 mm, and a length of 80 mm. There were 12 layers in
winding. Measurements were made on the fifth layer, wh
was the only one to which current was supplied. The ot
layers provided the boundary conditions simulating the str
ture of a real magnet. The fifth layer was wound with tw
parallel wires. For the measurements the current was s
plied to one of the wires in the layer and the second w
functioned as a heat insulator for the turns of the first. E
mates have shown that this design sharply reduces the i
ence of the transverse diffusion of heat on the longitudi
propagation of the normal zone while maintaining the co
ing conditions of the normal zone characteristic of the win
ing. A Manganin heater was placed at one end of the w
Potentials were recorded by five internal taps situated at
m intervals along the coil. The first of these potential ta
was approximately 0.7 m from the heater. The point wh
the wire emerged from the coil served as the sixth tap.
external magnetic field was generated by a superconduc
solenoid with a 120 mm diameter aperture, fitted with a
perconducting short. The measurements were made wi
‘‘frozen’’ external field. The entire assembly was placed in
test cryostat having an inner diameter of 240 mm.

During the experiments, the conductor was supplied w
a current of given magnitude, a normal zone was initiated
the heater and the voltages were recorded at five consec
sections using a loop oscilloscope. The transport curren
the sample and the external magnetic field were constan
time. The velocity of the normal zone in each section w
defined as the ratio of the length of the section to the ti
interval between the onset of voltage in that section and

51818-02$10.00 © 1997 American Institute of Physics
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the subsequent one. Thus, the velocity could be calcul
for four sections and then the average velocity could be
culated for the two inner sections. According to our es
mates, the error in determining the velocity for each sect
did not exceed 15% for most points.

The experimentally determined values of the voltage
the section of wire completely transferred to the normal s
could be used to determine the residual resistivity~averaged
over the cross section!. For the wire with a stabilizing matrix
of A5E aluminum in a transverse magnetic field of 0, 2, a
4 T, this resistivity was 1.031029, 1.231029, and
1.431029 V•m and for the wire stabilized with A995 alu
minum, the residual resistivity was 1.3310210, 2.9310210,
and 3.7310210 V•m, respectively. The critical currents fo
both conductors were similar, 800 and 540 A in magne
fields of 2 and 4 T, respectively.

Figure 1 gives the results of measurements for a co
pound winding of A5E aluminum-stabilized wire. A com
parison between the experimental values of the velocity
the results of the numerical calculations~performed by a
finite-difference method, using real temperature depende
of the specific heat of the conductor and other paramet!
revealed that the propagation of the normal zone is appre
bly influenced by cooling of the conductor through conta
with neighboring turns. The experimental values were 1.2
times lower than the velocities calculated in the adiaba
approximation. The rates of cooling correspond to effect
coefficients of heat transfer in the range 40–120 W•m22

K21.
Figure 2 gives experimental results for noncompou

windings. In this case, for a conductor with a stabilizi
matrix of A5E aluminum, the velocities were 1.4–3 tim
lower than those for the compound coil, which may be
tributed to the presence of liquid helium in the winding. Th
difference is smaller, the higher the velocity of the norm
zone and the weaker the influence of the helium cooling
can be seen from Fig. 2 that the velocity of the normal zo
in a conductor with an A995 aluminum stabilizing matrix

FIG. 1. Propagation velocity of the normal zone as a function of curren
a conductor stabilized with A5E aluminum. External magnetic field: 0 T~1!,
2 T ~2!, and 4 T~3!. Compound winding.
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considerably lower than that in the first type of conduc
~under the same cooling conditions!. This difference ranges
between approximately a factor of 15 in the self-field to
factor of 5 at maximum currents in fields of 2 and 4 T. No
that the theory6 indicates that the velocities of the norm
zone in these conductors should be approximately equal
der adiabatic conditions. Thus, a small amount of liquid h
lium contained in the winding~up 3% by volume! drastically
alters the dynamics of the normal zone.

Such a low normal zone propagation velocity in t
A995 aluminum-stabilized conductor may pose a serio
hazard from the point of view of the protection of large s
perconducting magnets. The extremely nonuniform dissi
tion of the stored energy may lead to damage to the wind
by overheating. One method of solving this problem is to u
conductors with a stabilizing matrix of high residual resist
ity in these windings.

An additional advantage of these conductors is their s
stantially improved mechanical properties.

This work was supported by the Scientific Council o
High-Temperature Superconductivity~Project N 93172!.

1Z. J. J. Stekly and E. Hoag, J. Appl. Phys.34, 1376~1963!.
2L. Dresner, Cryogenics16, 675 ~1976!.
3C. H. Joshi and Y. Iwasa, Cryogenics29, 157 ~1989!.
4A. V. Gavrilin, A. A. Konyukhov, and V. A. Malginov, IEEE Trans.
Magn.32, 2990~1996!.

5O. P. Anashkin, Yu. P. Ipatov, V. E. Ke�lin et al., Élektrotekhnika No. 3,
17 ~1991!.

6M. Wilson, Superconducting Magnets~Oxford University Press, London
1983! @Russ. transl. Mir, Moscow, 1985#.

Translated by R. M. Durham

nFIG. 2. Propagation velocity of the normal zone as a function of curre
Conductor stabilized with A5E aluminum~circles! and A995 aluminum~tri-
angles!. External magnetic field: 0 T~1!, 2 T ~2!, and 4 T~3!. Noncompound
winding.
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Structural and noise characterization of VO 2 films on SiO 2/Si substrates

d in
M. V. Ba dakova, A. V. Bobyl’, V. G. Malyarov, V. V. Tret’yakov, I. A. Khrebtov,
and I. I. Shaganov

St. Petersburg State Technical University
~Submitted January 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 58–65~July 12, 1997!

Multi-technique structural and electrophysical investigations of VO2 films on SiO2/Si substrates
are carried out to study the microscopic nature of fluctuator defects — sources of low-
frequency flicker noise. It is established that the noise intensity is determined by the magnitude
of the microstress fluctuations^«&5$^(dc/c)2&%, wherec is the lattice parameter along
the c-axis parallel to@011# direction in the blocks of which the film is formed. The dimensions
of the blocks were determined in the direction of thec-axis (tc;1000 Å!. The suggestion
is put forward that the samples contain two types of fluctuator defects: 1! V atoms jumping
between the two nearest interstitial sites and 2! V atoms jumping between these interstitial
sites near lattice defects. ©1997 American Institute of Physics.@S1063-7850~97!01107-5#

Interest has been shown in VO2 films because of the with a rotating copper anode. The results are presente
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possibility of using the abrupt temperature dependence
their properties in various practical applications,1–7 and also
in connection with studying the physics of the correspond
structural phase transition.1–10 Low-frequency flicker noise
may indicate random changes in the microstructure of
sample, and also so-called fluctuator defects,10–12 and may
therefore provide an effective criterion for technologic
monitoring of these changes.

With the aim of studying the microscopic nature of the
fluctuator defects, we made a multi-technique structural
electrophysical investigations of VO2 films on SiO2/Si sub-
strates prepared by magnetron sputtering. These inves
tions included x-ray structural phase analysis, x-ray spec
microanalysis, scanning microscopy, and measurement
the flicker noise intensity, the resistance, and its tempera
dependence. It was established that the flicker noise inten
is determined by the microstress fluctuatio
(^«&5$^(dc/c)2&%, wherec is the lattice parameter in th
@011# direction! in the blocks of which the film is made. Th
dimensions of the blocks were determined in the direction
the c-axis (tc;1000 Å!. The results allowed us to put for
ward a hypothesis as to the microscopic nature of these
tuator defects.

Table I gives the parameters of the magnetron sputte
process and the thickness of the SiO2 sublayer deposited on
a KÉF4.5 Si:P substrate. The sublayer thickness as we
the composition and thickness of the VO2 film were deter-
mined using a Camebax x-ray spectral microanalyzer an
specially developed program which took into account
multilayer nature of the region of formation of the record
signal.13 This method of microanalysis did not provid
highly accurate absolute values of the oxygen content of
films, and thus Table I gives the values normalized to
content in sample No. 4.

An examination made using a CamScan scanning e
tron microscope revealed no inclusions or roughness of
mensions.0.1mm on the surface of the films.

Structural phase analyses of the sublayer and the fi
were made using a Rigaku single-crystal x-ray diffratome
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Table I and plotted in Fig. 1.
It is known7 that for VO2 films grown on SiO2/Si sub-

strates, the preferential direction of growth of the blocks is
the @011# direction. Data from Ref. 14 confirms that the di
fraction pattern~Fig. 1! contains VO2 peaks~~011!, ~022!,
~012!, and ~021!! and a series of low-intensity peaks. Th
latter may be associated with reflections from a particular
of planes in V2O4, which cannot be identified since the stru
ture of V2O4 has not been worked out.14 The interplanar
spacing for the VO2 ~011! planes was calculated from th
position of the diffraction peaks and it was found that with
measurement error this spacing agrees with that for
VO2, as was to be expected in the presence of an amorph
SiO2 sublayer. The structural perfection of the blocks is n
good: the width of the rocking curve being.6° for the
(011) peak.

Thus these results confirm that, to a high degree of
curacy the films have a stoichiometric VO2 composition and
both phases have a block-mosaic structure.15 A considerable
fraction of the blocks have a VO2 phase composition, while
the interblock sections have a V2O4 phase composition. Us
ing the line widths given in Table 1, we can use the mode
estimate the dimensionstc of the blocks along thec-axis and
the microstress fluctuationŝ«&. It is known15 that in the
block model, the line widthv2n consists of two componen
and depends as follows on the Bragg anglenBr :

v2n
2 5v^«&

2 1vc
25~2^«&tan nBr!

21S l

2tccosnBr
D 2, ~1!

wherevc andv^«& are the widths caused by the presence
the blocks and by microstress fluctuations in these bloc
respectively, andl is the wavelength of the x-rays. The re
sults of the calculations are also presented in Table I.

For the electrophysical measurements, we prepa
bridges with the dimensions given in Table I, which had
contacts with the Ti sublayer. The resistanceR of the
samples had a semiconducting temperature dependence,
the activation energiesEact given in Table I. For the noise
intensity measurements we used a metal cryostat and an

52020-03$10.00 © 1997 American Institute of Physics



plifier with a spe

TABLE I.

6

Sample
No.

Process parameters
Film composition

~relative to
stoichiometric!

Bridge
dimensions

Pressure in growth SiO2
chamber, mTorr sublayer

O Ar1O Thickness V O Length–width–
Å –thickness,mm

4 0.21 2.0 4110 1.009 1 750–2100–0.3
5 0.21 1.9 600 1.011 1.001 40–100–0.33
6 0.23 2.1 1750 1.011 1.002 30–100–0.37
7 0.21 1.9 6500 0.995 0.998 30–100–0.34

TABLE I. ~Continued.!

Sample
No.

Electrophysical parameters
of bridges

X-ray line
widthsv2y

Parameters
of blocks

R, kV Eact, eV Hooge parameter ~011! deg ~022! deg tc , Å ^«&31023

300 K at 10 Hz

4 3.1 0.20 6 0.164 0.35 900 5.2
5 74.3 0.21 90 0.191 0.41 1200 7.3
6 12.1 0.16 60 0.188 0.428 1100 7.1
7 6.2 0.13 25 0.190 0.415 1200 7.4
cial low-noise input transistor. The dimen-
e

Å
gy
e

re

also given in Table I and the corresponding frequency de-

rms
by
cts
n

wo

nd sing
sionless Hooge parameter16 a was used to characterize th
noise properties of the samples. The parametera was calcu-
lated assuming that the volume of a unit cell was 373

~Refs. 17 and 18! and allowance was made for the ener
gap between thed-levels of the valence band and th
p-levels of the conduction band,19 which was taken to be
2Eact. The values ofa obtained at a frequency of 10 Hz a

FIG. 1. X-ray diffraction pattern for a substrate with a sublayer and t
samples~the numbering corresponds to that in Table I!. CuKa radiation
(l51.541 Å!. The diffraction peaks of the structures are indicated:o —
VO2, * — V2O4 according to data from Ref. 14, Cards No. 9–142 a
19–1398, respectively. The Miller indices are given for VO2.
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pendences are plotted in Fig. 2.
In the coordinates used in Fig. 2, a 1/f frequency depen-

dence of the noise intensity would be a horizontal line~i.e.,
a 5 const!. The experimentally observed dependencea( f )
was first described in Ref. 5, and may be explained in te
of the fluctuator defect model mentioned previously, i.e.,
using the concept of the distribution of fluctuator defe
over the energy spectrumE, whose scale is also plotted i
Fig. 2 and which is determined from the relation

FIG. 2. Hooge parameter versus frequency and energy calculated u
Eq. ~2!. The curves are numbered as in Table I.
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E52kT ln 2p f tD , ~2!

where (tD)
21 is the Debye frequency (;10213 s21).

Before discussing the possible form of the spectral cu
a(E) and the fluctuator defect micromodel, we need to id
tify the strongest correlation between structure and no
Comparing the structural results obtained for differe
samples with the Hooge parameter, we can conclude that
is the dependencea(^«&) which was observed previously i
studies of high-temperature superconducting YBa2Cu3O7

films.12 It was found that the intensity of the flicker nois
depends exponentially on the value of^«& in the blocks
forming the film. This dependence has the form

ln a;^«&2 ~3!

and is observed for VO2 films, as may be confirmed usin
the data given in Table I and plotted in Fig. 2. The behav
~3! may be obtained using the following model of fluctuat
defects. The lattice atoms perform random, thermally a
vated jumps to empty sites in the unfilled sublattice~or be-
tween interstitial sites!. The random fields of microstresse
lead to corresponding fluctuations in the barrier height of
double-well potential across which the atoms jump, and
differences between the minimum energies.

To interpret the results plotted in Fig. 2, we need
hypothesize that two types of fluctuator defects exist. Th
spectrum of fluctuator defects is shown schematically in F
3, where it is assumed that the fluctuator defects hav
Gaussian energy distribution. The approximate energy o
type I maximum is;1 eV. Approximately the same estima
may be obtained from the results of Ref. 20, where inter
friction was studied in VO2 powders. The following assump
tion may be made in relation to the model of type I fluctua
defects. First, it should be noted that the energy of de
formation in oxides is considerably higher than these val
(;2–3 eV ~Ref. 21!!. However, it was recently observe
that in rutile structures, particularly in TiO2 oxides,

22 consid-

FIG. 3. Model of spectrum of two types of fluctuator defects~I and II! for
two samples; the corresponding experimental points are plotted.
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interstitial sites with substantially lower energies of;1.4 eV
is observed in the presence of substitutional impurities. Th
it may be hypothesized that the type I fluctuator defects
V atoms jumping between two neighboring interstitial site
and the substitutional impurities can either be accidental
purities or other valence states of the V atoms. It may
postulated that the type II fluctuator defects are also jump
V atoms between interstitial sites situated near lattice
fects, or V atoms of different valence.21

The authors would like to thank V. S. Vikhnin, A. I
Morozov, R. A. Suris, and F. A. Chudnovski� for many use-
ful comments.
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Physical model of the transition from a hexagonal to a cubic structure during growth

of boron nitride under nitrogen and argon ion irradiation

Yu. V. Trushin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 66–70~July 12, 1997!

A model based on original experimental data is proposed to describe the transition of the
structure from hexagonal to cubic during the growth of boron nitride layers. It is postulated that
boron and nitrogen ions entering the growing layer form additional atomic planes parallel
to the (ab) planes of the hexagonal structure or complete existing dislocations in the growing
crystal, causing the boron nitride to undergo a transition to a cubic structure. ©1997
American Institute of Physics.@S1063-7850~97!01207-X#

It has been established experimentally1–3 that when thin gen and argon ions, respectively;Jj (r ,t) is the flux density
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boron nitride ~BN! layers are grown by ion-beam assist
deposition using N2

1 and Ar1 ions with energies between 0.
and 1.5 keV, hexagonal BN grows on a silicon substrate w
the c axis parallel to the surface. Under this irradiation,
trogen ions enter the growing material and boron is ‘‘driv
in’’ by interaction between the boron atmosphere and A1

ions at the surface of the growing sample. As a resul
transition is observed from hexagonal boron nitride (h-BN!
to the cubic phase (c-BN!.

Let us consider a physical model for the transition fro
a hexagonal to a cubic BN structure during the growth
h-BN layers under nitrogen and argon ion irradiation. W
make the following assumptions:

1! Nitrogen and boron ions entering theh-BN are in the
form of interstitial atoms (iN and iB! during irradiation and
are distributed between the (ab) planes in the hexagonal BN

2! Interstitial iN andiB atoms diffuse to an external sin
~the surface,L) and to internal sinks, such as dislocatio
(D), which are always present in growing crystals.

3! Mobile nitrogen and boron atoms (iN and iB! may
form BN molecules which will nucleate new additional b
ron nitride planes between the existing (ab) planes in the
hexagonal structure.

We write the following equations for the concentratio
of interstitial nitrogen and boron atoms (CiN andCiB) and
implanted argon (CAr):

]CiN~r ,t !

]t
5giN

h ~E,r ,t !1divJiN~r ,t !2aBN~DiN

1DiB!CiNCiB2DiNCiN~SD1SF1SL!, ~1!

]CiB~r ,t !

]t
5giB

h ~EAr ,r ,t !1divJiB~r ,t !2aBN~DiN

1DiB!CiNCiB2DiBCiB~SD1SF1SL!, ~2!

]CAr~r ,t !

]t
5gAr

h ~EAr ,r ,t !1divJAr~r ,t !2DArCArSL .

~3!

Heregj
h(E,r ,t) is the rate of generation of interstitial nitro

gen and boron atoms and also argon atoms (j5 iN, iB, Ar!
in h-BN; E andEAr are the energies of the impinging nitro
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of j th particles at pointr and timet; SD1SF andSL are the
strengths of the internal sinks (D — dislocations andF —
new additional BN planes inc directions! and of the external
surface sink (L); Dj is the carrier diffusion coefficient wher
j5 iN, iB, and Ar; andaBN54p lBN , wherelBN is the B and
N capture distance for the formation of a BN molecule.

The balance of particles~B, N, Ar! in the material
(h-BN! per unit volume at timet may be written as follows:

rnc~ t !5rnc
h 1CiB~ t !1CiN~ t !1CAr~ t !1NF~ t !1ND~ t !.

~4!

Here Cj (t) is the average volume concentration, whe
j5 iN, iB, and Ar,rnc(t) is the nuclear density of the mate
rial at timet, rnc

h is the nuclear density of the hexagonal BN
NF(t) is the number of N and B atoms per cm3 which have
formed additionalF planes inh-BN by time t, andND(t) is
the number of N and B atoms per cm3 lost to internal sinks in
the form of dislocations by the timet.

Let us assume thatt1 is the time taken for growth of
hexagonal BN in the experiments1–3 ~approximately 30 min!.
Then, by this time we have:

a! rnc
h (t1)5rnc

c ~nuclear density of cubic BN!,
b! CAr(t1)54%rnc

h ~see Ref. 3!,
c! CiN(t1)5CiB(t1)50 ~all mobile nitrogen and boron

atoms are situated only at sinks!. ~5!

Using Eq.~4! and the conditions~5!, we obtain

rnc
c 20.96rnc

h 5NF~ t1!1ND~ t1!. ~6!

The following expressions may be written for NF(t) and
ND(t) ~see Refs. 4–6!:

NF~ t !5SFE
t0

t

@DiNCiN~ t8!1DiBCiB~ t8!#dt8, ~7!

ND~ t !5SDE
t0

t

@DiNCiN~ t8!1DiBCiB~ t8!#dt8, ~8!

wheret0 is the time for the onset of hexagonal BN growt
The strengths of the internal sinks can be written as~see
Refs. 4–6, for example!:

SD5aDrD , SF5aFCFRF , ~9!

52323-02$10.00 © 1997 American Institute of Physics
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centration and mean ‘‘radius’’~in the adiabatic approxima
tion, see Refs. 6–8! of the additional new plane fragmen
F in h-BN, andaD andaF are the adsorption parameters f
the dislocations and the new planes~of the order'1).

To estimate the total strength of the internal sin
(SD1SF) and the external sinksSL , we assume that the
interstitial nitrogen and boron atoms (iN and iB! have the
same migration activation energies« iN

m 5« iB
m'0.1 eV and

therefore about the same diffusion coefficien
DiN5DiB5D. Then, the average concentrations a
CiB(t)5CiN(t)5C(t) and thus, expressions~7! and~8! have
the form

NF~ t !'2DSFE
t0

t

C~ t8!dt8,ND~ t !'2DSDE
t0

t

C~ t8!dt8.

~10!

Solving Eq.~3! for the average argon ion concentration w
allowance for their experimental rate of generation3 and con-
dition ~5b!, we can obtain the following estimate for th
surface sink strength

SL'43102/v'4310n12 cm22, ~11!

wherev'102n is the probability of energy transfer from
argon ions to boron atoms (n.1).

Using Eqs. ~1! and ~2! with Eqs. ~4! and ~10!, the
volume-averaged concentrations at timet1 can also be given
by:

NF~ t1!1ND~ t1!'2ghDt
SD1SF

SD1SF1SL
. ~12!

Using condition~6!, expression~12! gives

SD1SF'1.4331023SL , ~13!

and allowing for the estimate~11!, we obtain

SD1SF'6310n21. ~14!
524 Tech. Phys. Lett. 23 (7), July 1997
thus ~see expression~9!!, the density of the dislocations in
the growing sample will not be too great, as has been es
lished by electron microscopic analyses during the growth
SiC layers by similar methods.

To sum up, it has been shown that by assuming tha
the growth of layers of hexagonal boron nitride addition
atomic planes are formed between the existing (ab) planes
along thec axis during the growth process under nitrog
and argon ion irradiation in a boron atmosphere, the phys
conditions derived from the balance of particles impingi
on the surface of initially hexagonal and then cubic BN c
be maintain. The incipient new additional planes also cau
gradual transition fromh-BN to c-BN as a result of change
in the interatomic spacings in the growing boron nitrid
These results are estimates which serve to demonstrate q
tatively the efficacy of the proposed physical model. T
next stage will involve calculations of the spatial distrib
tions of mobile nitrogen and boron atoms during the grow
of h-BN where condition~4! is satisfied.

The author would like to thank colleagues at the Fo
chungszentrum Rossendorf, Prof. Mo¨ller, Dr. A. Kolitsch,
Dr. V. Fukarek, and M. Plass, for supplying experimen
data and for fruitful discussions.
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Fractal structure and some physical properties of carbon deposits obtained

ite,
by sputtering of graphite in an electric arc
I. V. Zolotukhin and Yu. V. Sokolov

Voronezh State Technical University
~Submitted March 11, 1997!
Pis’ma Zh. Tekh. Fiz.23, 71–75~July 12, 1997!

New experimental results are presented to show that when graphite is sputtered in an electric arc,
a carbon deposit having a fractal structure is formed on the cathode. The superior
microhardness and high microporosity indicate that this fractal carbon deposit may have
applications in engineering. ©1997 American Institute of Physics.@S1063-7850~97!01307-4#

When fullerenes are prepared by the electric arc method,almost an order of magnitude higher than that of graph
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some of the evaporated graphite~up to 40% of the rod mass!
is deposited on the cathode in the form of soot which
been called ‘‘carbon deposit.’’1 This deposit is formed be
cause of the nonequilibrium conditions~temperature and
atomic concentration gradient! present when an electric ar
burns. A carbon deposit obtained in He, Ar, and CH4 atmo-
spheres was studied in Ref. 2 and nanotubes, nanopart
and amorphous carbon were observed. In argon and he
atmospheres, nanotubes were formed at gas pressures
20 and 50 Torr, respectively. Nanoparticles were formed
lower argon and helium pressures. Some physicochem
properties of carbon deposits obtained under roughly
same conditions as in Ref. 2, were studied in Ref. 3. It w
established that compared with graphite, the carbon dep
possesses superior microhardness caused by the prese
local microdistortions and finely disperse zones, possibly
corporating accumulations of nanotube bundles.

These data do not provide any definite indication as
the structure and mechanisms of formation of these car
deposits. Our aim in the present paper is to answer som
the questions relating to the structure and mechanism
formation of carbon deposits during the sputtering of gra
ite in an electric arc.

A carbon deposit was obtained by sputtering a grap
rod in an arc discharge with the following parameters: c
rent 180 A and voltage 15–20 V. The sputtered graphite w
deposited at an argon pressureP510 Torr on the plane sur
face of a polished graphite cathode. The deposition time
30 s and the thickness of the carbon deposit was;500mm.
The deposit was removed from the cathode and its o
surface was analyzed in a scanning electron microscope
a scanning tunneling microscope. The microhardness
measured using a PMT-3 device, with a relative error
14%, the density was measured by hydrostatic weigh
with a relative error of 0.8%, and the electrical resistiv
was measured by a four-probe method, with a relative e
of 9%.

The carbon deposit is a fairly hard structure with a m
crohardness of 5.95 GPa as compared with 0.22 GPa
graphite. The density of our carbon deposit was 1.32 g/c3

which provides evidence of its porosity~for comparison, the
density of graphite is 2.3 g/cm3). The electrical resistivity of
the deposit was 1.431024V•m whereas that of graphite i
1.531025V•m. Thus, the resistivity of the carbon deposit

525 Tech. Phys. Lett. 23 (7), July 1997 1063-7850/97/07
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which also indicates its fairly porous structure.
The surface structure of the carbon deposit is shown

Fig. 1a. Fairly large~4–8mm! cloud-like formations can be
identified and these consist of smaller~0.3–0.6mm! rounded
accumulations. An examination of the initial stages of nuc
ation of the carbon deposit with a scanning tunneling mic
scope revealed that the structure consists of 6–8 nm ca
clusters, which serve as the base material for the forma

FIG. 1. Surface structure of carbon deposit: a —35300, b —3580.

52525-02$10.00 © 1997 American Institute of Physics



of 0.3–0.6mm aggregates. During the deposition process,
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the aggregates form into macroscopic cloud-like formatio
having dimensions of 4–8mm, which then form a structure
reminiscent of a ‘‘cauliflower head’’~see Fig. 1b!. A similar
surface structure is observed for dust particles obtained
helium plasma with graphite electrodes in a 15 MHz rf d
charge at a pressure of 1 Torr~Ref. 4!.

The density of our carbon deposit is 57% of that
graphite whereas the microhardness is 27 times hig
These results indicate that the structure of the carbon dep
comprises a fairly rigid framework with an appreciable p
rous volume. This structure is typical of aerogels, who
fractal nature has been established beyond doubt. Thus
experimental data convince us that the carbon deposit h
fractal structure.

To calculate the fractal dimension we use the mode
fractal aggregates consisting of clusters of radiusr 0 and hav-
ing the density of graphiter0 ~Ref. 5!. If the radius of a
fractal aggregate isR@r 0, the number of clusters in it is
given by:

N~r !5~R/r 0!
D, 1,D,3, ~1!

whereD is the fractal dimension. Formula~1! yields an ex-
pression to determine the density of material in a sphere
radiusR:

r5r0~r 0 /R!32D, ~2!

wherer is the density of the carbon deposit. Forr51.32
g/cm3, r052.3 g/cm3, r 05431027 cm, andR54.531025

cm, we obtainD52.88.
526 Tech. Phys. Lett. 23 (7), July 1997
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may be represented in the same way as the formation
‘‘dust particles’’ in a microwave plasma during etching.6 Ini-
tially, graphite is sputtered in the electric arc plasma with
formation of 2–6 nm charged carbon clusters. Some of th
clusters collide in the plasma and, interacting by way
diffusion-limited aggregation, form fractal aggregates of
to 1mm. Each of these fractal aggregates acquires a nega
charge which may reachZa5104 (Za is the charge of a
fractal aggregate in units of electrical charge!.6 Fluxes of
positively charged argon ions recombine at fractal aggreg
~dust particles!. At high dissipation energies, conditions a
satisfied for self-organization and for the formation of fair
stable, fractal carbon structures, which are formed accord
to the laws of formation of long-lived dust structures.6

To conclude, we should like to thank V. P. Ievlev an
D. S. Dolgikh for assistance with the scanning electron m
croscope and scanning tunneling microscope examinatio
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Method of determining dynamic adiabatic compression curves of powders

is
V. V. Ivanov and A. A. Nozdrin

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted February 14, 1997!
Pis’ma Zh. Tekh. Fiz.23, 76–80~July 12, 1997!

A method is described for investigating the dynamic adiabatic compression curves of powders by
measuring of the pulsed pressure in a powder pressed uniaxially by an elastic instrument.
The instantaneous powder density is determined by numerical solution of a pulsed spectral problem
using the pressing pressure pulse and the known characteristics of the pressing instrument
and the external force. ©1997 American Institute of Physics.@S1063-7850~97!01407-9#

Increasing interest has recently been shown in dynamicvelocity of approach of the boundaries of punches A and B
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methods of compaction because pulsed compression is
erable for compacting some of the new types of powder m
terials. In particular, the dynamic compression of solid na
size powders (d 5 5–100 nm! can effectively overcome the
adhesive coupling forces of the particles and can ach
higher pressing densities compared with static methods a
same pressure level.1–3 In view of the wide variety of pow-
der materials, there is a need to develop a real-time me
of studying their dynamic compressibility as a function
phase composition, dispersion, and particle shape.

We propose principles for the experimental determi
tion of the dynamic adiabatic curves of powders using s
pulsed compression waves. A pulsed pressure is generat
the powder by accelerating a pressing instrument with
strong pulsed magnetic field and then stopping it with a po
der target, and has typical rise and decay times of around
ms. Here, the pulse shape is determined by three factors
accelerating force, the elastic properties of the pressing
strument, and the compressibility of the powder. Using
experimentally measured pressing pressure pulseP(t), the
elastic properties of the pressing instrument, determined
calibration, and the accelerating magnetic forcef (t), the
method allows us to calculate the instantaneous powder
sity g(t).

The powder density is determined from the approa
velocity of the plane surfaces of two punches in the cylind
cal channel of a die block~Fig. 1!:

g~ t !5
g0h0

h02*0
t V~j!dj

,

whereg0 andh0 are the initial density and filling height o
the powder. The upper punch is moved by an impacto
which an external accelerating forcef (t) is applied. The
lower, fixed punch rests on a rigid support. The volume
the powder being compressed between the punches i
small that the pressure near the boundaries of punches A
B can be considered to be the same~quasi-steady-state con
dition!. The impactor and the punches have a single comm
degree of freedomx along which they move and underg
forced oscillations at natural frequencies. When the exte
force is such that the mechanical stresses in the pres
instrument are within the range of linear elasticity of t
material~for P-18 steelsT<2 GPa!, the displacement of the
punch boundaries is a linear function of the conditions at
boundaries, as has been verified experimentally. Then
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expressed by the difference between the two linear opera
of the accelerating and stopping actions:

V5VA2VB5L@ f ~ t !#2LAB@P~ t !#.

It is known from solving problems of forced oscillations o
rods and slabs4,5 used to describe the behavior of punch
and an impactor, that these operators have the form of sim
convolutions linear with respect to a variable boundary c
dition. Thus, the Fourier transforms of the unknown veloc
and constraints at the boundaries are linked by the sim
linear relation:

VF~v!5 f F~v!•S~v!2PF~v!•SAB~v!,

which contains the frequency characteristics of the press
instrument,Sv and SAB(v), determined experimentally in
two calibrating situations. Here the superscripts ‘‘F’’ ind
cate direct Fourier transformation.

In the first situation, there is no powder in the die blo
and the surfaces of the punches are brought into con
Under the influence of an external forcef 1(t), the pressure
P1(t) develops at the A–B contact interface but there is
relative displacement of surfaces A and B (V(t)[0). In the
second situation, under the action of the forcef 2(t), the im-

FIG. 1. Diagram of experiment to study dynamic compression of powd
1 — impactor,2 — die block, 3A and 3B upper and lower punches, an
4— rigid support.

52727-02$10.00 © 1997 American Institute of Physics
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FIG. 2. Characteristics of uniaxial dynamic compre
sion of Al2O3 nanopowder: a — time dependences o
pressing pressureP(t), punch approach velocityV(t),
and powder densityg(t) in a single compression pro
cess; b — dynamic adiabatic curve of powder: soli
curve — compression; dashed curve — pressure rel
The symbols give the points obtained in various tes
The curve (T2T0) gives the heating of the sample un
der adiabatic compression.
pactor and the upper punch undergo free acceleration
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between the compression adiabatic curve and the experimen-
ts
den-
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(P(t)[0), and the punch velocityV2(t) is monitored. As a
result, the unknown approach velocity of the punches as
powder is compressed is expressed as the inverse Fo
transform of a combination of spectral densities of two fun
tions (P(t) and f (t)), describing this process and four ca
bration functions (f 1(t), P1(t), f 2(t), V2(t)) characterizing
the instrument:

V~ t !5F21H V2
F3F f F

f 2
F

2
f 1
F3PF

f 2
F3P1

FG J .
This method was used to investigate the dynamic co

pression of nanosize Al2O3 powder (d520 nm! obtained by
electrical explosion in the laboratory of Yu. A. Kotov, Co
responding Member of the Russian Academy of Scien
~Institute of Electrophysics, Ural Branch of the Russi
Academy of Sciences, Ekaterinburg!. Figure 2a shows typi-
cal time dependences of the pressing pressure, punch
proach velocity, and powder density for a single powd
compression process. It can be seen that compaction o
powder is completed near the maximum of the pressure p
and the pressure is relieved with almost no change in den
The instantaneous density and pressure determine param
cally the dynamic adiabatic curve of the powderg(P),
which is given in explicit form in Fig. 2b. The solid curv
gives the compression branch and the dashed curve give
pressure relief branch. Satisfactory agreement is obse
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tal points $P,g% ~symbols! obtained in many separate tes
on the pressure pulse amplitude and the final pressing
sity. The pulsed heating of the powder (cp5775 J/kg•K!
was estimated from the adiabatic compression curve in
isentropic approximation:

DT5
1

cp
•E

g0

g1
Pg22dg,

and is given by the curve (T2T0) in Fig. 2b.
The proposed method can be recommended for stud

the mechanisms of dynamic compaction of various types
powders and for real-time selection of their pressing con
tions.
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2V. V. Ivanov, S. N. Paranin, A. N. Vikharev, R. Boehme, and G. Sch
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Nonequilibrium structural transitions as a mechanism of turbulence

O. B. Na mark

Institute of Continuous Media Mechanics, Urals Branch of the Russian Academy of Sciences, Perm
~Submitted February 4, 1997!
Pis’ma Zh. Tekh. Fiz.23, 81–88~July 12, 1997!

A possible mechanism for turbulence is proposed and substantiated for the first time, whereby
turbulence is considered as a nonequilibrium transition in ensembles of defects of the
microscopic shear type, which are treated as real defects in the molecular structure of liquids. A
statistical foundation is given for the evolution equations for the tensor order parameter,
which characterizes an ensemble of such defects and has the meaning of nonequilibrium
fluctuations of the strain rate. The types of macroscopic fluctuation modes of the strain
rate are determined as self-similar solutions of the evolution equations for this tensor order
parameter under conditions of nonequilibrium transitions, and qualitative correspondences are
established between these solutions and real scenarios for the transition to turbulence. The
Kolmogorov scaling laws~the natures of the ‘‘viscous’’ and ‘‘inertial’’ intervals! are explained
for fully developed turbulence. ©1997 American Institute of Physics.
@S1063-7850~97!01507-3#

Various experimental observations regarding the physi-defects in solids~microcracks, microshears! was developed
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cal mechanisms for the evolution of instabilities in co
densed media indicate that turbulence may be describe
the basis of an analysis of nonequilibrium fluctuations, wh
the latter are considered as real defects in the structur
liquids. This Letter was inspired by the results reported
Yu. L. Klimontovich,1,2 who developed the concept of tu
bulence as a transition to ‘‘turbulent’’ order, and is also
attempt to formulate an opinion on the possible evolution
instabilities in condensed media as being a consequenc
nonequilibrium transitions in ensembles of defects. Th
defects, being by their very nature ‘‘nonequilibrium fluctu
tions’’ of displacement~and velocity! fields in solids, are
treated in liquids as real physical defects generated in
molecular structure by the collective motion of an ensem
of molecules~slip! which does not follow the usual diffusio
~molecular! mechanism of momentum transfer.

Some data are presented to confirm the possibility of
treatment of velocity fluctuations induced by the dynam
instability of ensembles of molecules. One of the first
draw attention to the ‘‘solid-state’’ nature of liquid flow wa
Frenkel,3 who observed that ‘‘ . . . the widely held view that
the fluidity of liquids is caused by the absence of shear e
ticity, i.e., by a zero shear modulus, is incorrect~except,
possibly, for the case of liquid helium II!.’’ The validity of
this statement is confirmed by the results of measuremen
the shear modulus and relaxation spectra of simple liquid4,5

which yielded relaxation timest'1025 s, differing by al-
most five orders of magnitude from the molecular~diffusion!
times. The authors of Ref. 5 attribute the appearance of lo
lived parts of the spectrum to coordinated displacement
reorientation of groups of molecules.

It is remarked in Ref. 2 that the approximation of a co
tinuous medium, adopted in kinetic theory, is inadequate
describe turbulent motion in hydrodynamics. The nucleat
and evolution of turbulent motion is caused by nonequil
rium fluctuations that grow as a certain transition point
approached. The statistical kinetics of an ensemble of typ
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in Refs. 6 and 7. Microscopic shears are treated as none
librium fluctuations of the strain rate in an incompressib
fluid eik5(1/2)(]v i /]xk1]vk /]xi), induced by cooperative
displacement of groups of molecules. The microshears p
the part of variables eliminating the loss of diffeomorphis
~from the viewpoint of the theory of gauge fields8! in local-
ized instabilities, and may be expressed
sik5(1/2)s(n i l k1 l ink), wheres is the shear intensity, and
nW and lW are the unit vectors of the normal to the area of sh
and the direction of shear, respectively. The microscopic
netics ofsik is determined by the Langevin equation

ṡik5Kik~slm!2Fik , ~1!

whereKik(slm) and Fik are the deterministic and random
parts of the interaction forces, satisfying the conditio
^Fik(t)&50 and^Fik(t8)Fik(t)&5Qd(t2t8), whereQ is the
correlation function of the fluctuating forces~nonequilibrium
potential!. The distribution function of the shear fluctuation
W(s,nW , lW) corresponds to the solution of the Fokker–Plan
equation

]

]t
W52

]

]sik
~KikW!1

1

2
Q

]2

]sik]sik
W. ~2!

It was shown in Ref. 6 that the Lagrangian of the
structural defects, modeled as dislocation pileups, may
written as

E5E02Hiksik1asik
2 , ~3!

which includes the ‘‘traditional’’ termHiksik , describing the
interaction in an ensemble in the ‘‘mean’’ fiel
approximation9 (Hik5gs ik1lpik , wheres ik is the stress,
pik5n^sik&, n is the defect concentration, andl andg are
parameters of the material!, and the ‘‘self-action’’asik

2 , de-
scribing the energy fluctuation in the nearest neighborh
of the defect. A solution of the Fokker–Planck equation w
obtained in Ref. 10 as a consequence of the hypothesi

52929-03$10.00 © 1997 American Institute of Physics



FIG. 1. Macroscopic fluctuations of the shearp versus
stresss.
statistical self-similarity~which was confirmed experimen-
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tally for an ensemble of defects in Ref. 11!, which allowed
the nonequilibrium distribution function to be expressed
the formW5Z21exp(2E/Q), whereZ is a normalizing fac-
tor calculated as a generalized value of the partition funct
The quasiequilibrium distribution function essentially r
flects the view as to the nature of nonequilibrium develop
by Leontovich,12 as a sequence of equilibrium states gen
ated under the action of effective fields, whose magnitud
this case depends onQ. The possibility of describing lamina
and turbulent motion and transitions between them usin
‘‘deterministic distribution’’ is also discussed in Ref. 2.

The macroscopic value of the ‘‘steady-state’’ noneq
librium fluctuations of the shearpik is calculated as an
average,6

pik5nE sikW~s,nW , lW !dsd3nWd3 lW , ~4!

and its valuepxz5p for the case of pure shear of an infini
layer by the stresssxz5s is plotted in Fig. 1 in the form of
curves for different values of the parameterd52a/ln. The
quantityd characterizes the interaction in the ensemble (l is
the interaction constant! and how the defect size is influ
enced by the initial ‘‘free volume’’V0, which functions as a
defect nucleus~assuminga'G/V0, whereG is the shear
modulus!. Transitions to topologically equivalent classes
curves are determined by the parametersd* anddc , which
are bifurcation points.

The nonequilibrium free energyF reflecting the entire
spectrum of realizations in Fig. 1 may be expressed by
expansion7

F51/2A~12d/d* !pik
2 11/3Bpik

4 11/4C~12d/dc!pik
6

2Ds ikpik11/2m~¹pik!
2, ~5!

whereA, B, C, andD are the expansion parameters. Assu
ing that the defect interaction is ‘‘polar,’’ the gradient ter
describes nonlocal effects, andm is the nonlocality param-
eter. The ‘‘thermodynamic’’ branches correspond to minim
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P(sp ,pp) andS(ss ,ps) are the points of transition to th
dynamic branches.

The fact that the dissipative functionTPs of a relaxing
~by flow! medium with defects does not change sign13

TPs52
1

T
qk¹kT1s ikeik

n 2
dF

dpik
ṗik >0 ~6!

(T is the temperature,qk is the heat flux,dF/dpik is a varia-
tional derivative, andeik

n is the ‘‘viscous’’ component of the
total strain rateeik5eik

n 1 ṗik) leads to a system of equation
for the tensor quantities

s ik5heik
n 1x ṗik , 2

dF

dpik
52xeik

n 1z ṗik , ~7!

where h, x, and z are kinetic coefficients. Taking
exz

n 5exz2 ṗxz for the case of pure shear, these equatio
give an expression for the effective viscosi
he f5h1(x2h) ṗxz /exz and a kinetic equation forpxz .

The presence of bifurcation points indicates a sudd
change in the symmetry of the distribution function, caus
by the appearance of various orientationally defined mac
scopic modespik during structural transitions. The influenc
of these modes on the evolution of nonequilibrium fluctu
tions of the strain rate is determined by the type of bifurc
tion ~by the group properties of the equations in various
tervals d) and by the form of the heteroclines and the
corresponding natural forms10 ~Fig. 2!. The intervald.d*
~elliptic region S1) corresponds to spatially periodic solu
tions with weakly defined orientational anisotropy whic
does not fundamentally alter the laminar flow pattern. P
sages through the thresholdsd* ~hyperbolic regionS2) and
dc ~parabolic regionS3) lead to the evolution of nonequilib
rium fluctuations of the strain rate in the form of spectra
solitary waves and dissipative structures with explos
growth kinetics~peaking regimes14! of various components
pik , respectively. The peaking regimes correspond to
strange attractor region and give rise to dynamic stochas
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ity effects. Intermittence effects should be observed in
region of coexistence of attractors~in the vicinity of
d5dc). Movement of the system to the last two types
attractors severely reduces the symmetry of the system
result of a reduction in the number of independent variab
which are determined in this case by the spectra of nat
forms of the corresponding self-similar solutions.

A resonant transition to self-similar solutions15 under
conditions of nonequilibrium structural transitions is acco
panied by adiabatic subjection of the corresponding ten
modes of the strain rateexz to the nonequilibrium macro
scopic fluctuationṗxz and thusexz' ṗxz , which gives the
effective viscosity he f5x. Values of the viscosity
he f'104 P, independent of the type of condensed mediu
were determined in Ref. 16 from the damping of perturb
tions at a shock wave front in steel, aluminum, mercury, a
water at strain rates of;105 s21. This surprising result is
also observed in a similar range of strain rates for the imp
initiation of plastic instability~adiabatic shear17!. Advanced
turbulence corresponds to the ranged,dc to which a tran-
sition takes place from the laminar regiond.d* via the

FIG. 2. Phase portrait of nonequilibrium shear fluctuations~a! and corre-
sponding spectra of natural forms of the self-similar solutions~b!.
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intensity increases and ‘‘defect’’ structures are creat
renormalizing ~reducing! d. When the turbulence is fully
developed, the flow is subject to the spectrum of natu
forms ~dissipative structures in the peaking regime! which
describe the explosive growth kinetics of various ten
modes of the nonequilibrium fluctuations of the strain ra
determined by the corresponding componentspik and local-
ized on the spectrum of spatial scales~fundamental
lengths14!. The minimum scale corresponding to a simp
structure clearly determines the lower boundary of the in
tial interval ~the upper boundary of the viscous interval! in
accordance with the Kolmogorov hypothesis.

The author would like to thank V. A. Barannikov fo
supportive discussions.
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Transition to chaotization and loss of self-averaging in two-dimensional two-phase

media at the flow threshold

S. P. Luk’yanets, A. E. Morozovski , and A. A. Snarski 

Institute of Physics, Ukrainian National Academy of Sciences, Kiev;
Ukraine National Technical University—‘‘Kiev Polytechnic Institute,’’ Kiev
~Submitted March 26, 1997!
Pis’ma Zh. Tekh. Fiz.23, 89–95~July 12, 1997!

Giant fluctuations of the electric field recently identified experimentally in two-dimensional two-
phase media at the percolation threshold are discussed. An example of a hierarchical
realization of these media is used to show that for Res i50 ~wheres1 ands2 are the phase
conductivities! and Ims2/Im s1.0, the hierarchy construction procedure yields the
Dykhne expressionse5As1 ,s2, whereas for Ims2/Im s1,0, the procedure becomes
randomized and the medium loses its property of self-averaging. ©1997 American Institute of
Physics.@S1063-7850~97!01607-8#

In Ref. 1 an expression was derived for the effective s'~n11!5~s'~n!1s i~n!!/2,
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conductivity se of a two-dimensional two-phase mediu
with the average geometrically equivalent phase distribu

se5As1s2, ~1!

wheres i are the local conductivities of the phases with t
concentrationp50.5. In particular, these media~Dykhne
media! include those at the flow threshold.

It has recently been shown in various studies2–9 that for
Res150 and Res2!Im s2 giant fluctuations of the loca
electric field are observed in these media. In particular,
implies that the modulus of the electric field is not averag
over dimensions of the order of the standard correlat
length~see the experiment reported in Ref. 4!. In Ref. 6, the
authors put forward the idea that a renormalization gro
mapping for complex impedances with low local losses le
to a dynamic chaos scenario and a fractal dependence o
impedance for hierarchical chains.

Examples of a hierarchical construction of a mediu
with a geometrically equivalent phase distribution are giv
in Refs. 7 and 8. Using the approach adopted in Ref. 8
considering the limiting case Res25Res150, we show
that, depending on the sign ofh5Ims2 /Ims1, the medium
will exhibit fundamentally different properties. Fo
h.hc50, the medium is self-averaging and the effecti
conductivity is determined~as should be the case! by the
Dykhne formula~1!. Whenh,hc50, however, the medium
loses its self-averaging property and it is difficult to intr
duce effective kinetic coefficients.

According to Ref. 8, at the first step the medium ‘‘
assembled’’ from strips of equal thickness with the cond
tivities s1 and s2 ~Fig. 1a!. Making the thickness of the
strips tend to zero — homogenizing the medium — we o
tain a single crystal for which the principal components
the conductivity tensor ares i ~1! ands' ~1! ~Fig. 1b!. Then,
by cutting strips of equal thickness lengthwise and crossw
to this crystal, we collect these together to form a new sin
crystal ~Fig. 1c! for which the principal components of th
conductivity tensor ares i ~2! ands' ~2!. It is easy to show
that at each stage
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s'~n11!52s'~n!s i~n!/~s'~n!1s i~n!!. ~2!

Note that the numerical coefficients in Eq.~2! appear as a
result of normalizing to the geometric dimensions of the to
conductance of a medium with a large~in the limit un-
bounded! number of strips. The iteration procedure~2! has
the invariant:

s'~n!s i~n!5s1s25a, ~3!

and allowing for this, formula~2! may be written as:

s'~n11!5~s'~n!1a/s'~n!!/2, s i~n!5a/s'~n!. ~4!

It is easy to show8 that for reals1.0 ands2.0, when
n→` we arrive at expression~1! for the effective conduc-
tivity of the medium.7 In fact, the map~4! has a fixed stable
point s i(`)5s'(`)5se5As1s2. For largen, s'(n) has
the form s'(n)'As1s2•@110.5(s1 /s221)exp(2n)#,
which suggests that the procedure converges rapidly~Fig.
2a!.

We investigate Eq.~4! for purely imaginary values of
s1 and s2 and we show that under certain conditions t
procedure loses the fixed points and stable cycles and
sequences i(n) and s'(n) becomes chaotic. This implie
that the medium obtained by this procedure is non-s
averaging. For purely imaginarys15 i s̃1 ands25 i s̃2, the
elements of the sequence determined by the procedure~4!

will also be imaginarys'(n)5 i s̃'(n), s i(n)5 i s̃ i(n). The
iteration procedure fors̃ i(n) ands'̃(n) has the same form
as Eq.~4! wherea is now replaced bys 1̃s̃2.

Two cases should be distinguished:
1. s̃1s̃2.0 ~i.e. s̃1 and s̃2 have the same sign, fo

example, the elements of the first and second phases
capacitances whose resistances can be neglected!. In this
situation, we arrive at the same result as for reals1 and
s2. The procedure has stable fixed points and the effec
conductivity is given by

se5s'~`!5s i~`!5H iAs 1̃s 2̃, s̃1.0, s̃2.0

2 iAs̃1s̃2, s̃1,0, s̃2,0.
~5!

53232-03$10.00 © 1997 American Institute of Physics
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elements of the first phase are capacitances and those o
second phase are inductances whose resistances can b
glected!. In this case, for the map defined by formula~4! no
fixed points or stable cycles exist. It follows directly fro
formula ~4! that for s̃1s̃2,0 the componentss̃ i(n) and
s̃'(n) have different signs for anyn. This implies that in
this case, the medium does not become isotropic. For co
nience we cast Eq.~4! in the dimensionless variable
xn5s̃'(n)/us̃1u andyn5s̃ i(n)/us 1̃u and then rewrite it as:

xn115~xn1h/xn!/2, yn5h/xn . ~6!

Here h5s 2̃/s̃1. Now the initial value isx0561 and the
parameter defining the different media ish. The behavior of
the iteration sequence~6! for differenth is shown in Fig. 2.
Forh.0, the sequencexn converges to the fixed stable poi
x` ~Fig. 2a!. Whenh becomes negative the sequence cea
to converge, and ash decreases, it increasingly acquires t
characteristic features of chaotic behavior~Figs. 2b, 2c, and
2d!. In fact, the procedure~6! leads to chaotic dynamics; tha
is, for the map~4! N(z)5(z21a)/2z (a5s1s2 is positive
the
ne-

e-

es

of the stable fixed points6Aa coincides with the imaginary
axis.9 On JN , formula ~4! induces a one-dimensional ma
which converges to~6! and determines the dynamics on th
Julia set. The map~4! is conjugate with the mapR(u)5u2

obtained by substitutingu5(z1Aa)/(z2Aa). Then, the
imaginary axis~Julia set! is converted into a single circle o
which the dynamics is defined by the ma
r (u)52u(modl ), which is known to generate chaoti
dynamics.9,10

Qualitatively, the behavior ofxn as a function ofn may
be explained by using a graph of the mapping funct
f (x)5(x1h/x)/2, which determines the iteration procedu
~Fig. 3!. Figure 3a shows the iteration sequence and its c
vergence to the fixed stable pointAh for h.0. For fairly
small negativeh ~Fig. 3b!, the sequencexn initially de-
creases monotonically to zero (f (x)'x/2, uhu!uxu), but near
zero the map has a ‘‘dip’’ (f (x)'2uhu/2x, uxu!uhu!1) as a
result of which the sequence ceases to be monoto
changes sign, and after a certain number of iterations, ret
to the region of high~compared withuhu) values and again
ign

e

FIG. 2. Behavior of the iteration sequence~6! when the purely
imaginary values of the phase conductivity have the same s

h5s 2̃/s̃1.0 ~a!. Chaotic behavior of the iteration procedur
for h,0 ~b, c, d!.
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begins to tend monotonically to zero. Ash decreases further
the dip near zero increases, leading to a reduction in
intervals of monotonicity and an increase in the irregu
regions and amplitudes ofxn .

This procedure can also be used to obtain the spect
of resonant frequencies determined by the set of va
h5s̃2 /s̃1, whose number increases with the iteration s
n as 2n for which the procedure~6! diverges.

To sum up, this example of one of the possible reali
tions of Dykhne media with a hierarchical structure h

FIG. 3. Convergence of the iteration procedure with the mapping func
f (x)5(x1h/x)/2 to the fixed stable pointAh for h.0 ~a!. Loss of stability
of the iteration procedure forh,0 ~b!.
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medium, while geometrically remaining a Dykhne mediu
~two-dimensional, two-phase, geometrically equivale
phase distribution!, loses its property of self-averaging i
terms of physical properties and thereby loses the concep
effective kinetic coefficients.

It is disputable whether other possible procedures le
ing to Dykhne media lose the property of self-averaging a
whether the ‘‘usual’’ checkerboard realization of a Dykh
medium loses its property of self-averaging.

We would like to thank E´ . M. Baskin and M. V. E´ntin
for discussions on the absence of self-averaging in the ef
tive properties of weakly absorbing media and M. V. E´ntin
for allowing us to become acquainted with Ref. 6 prior
publication and for fruitful discussions of this work, whic
improved our understanding of the issues raised. We wo
also like to thank V. Yarmol’nik for assistance with the n
merical calculations.
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Use of a two-wire microwave line at the boundary of the investigated zone to measure

the electron density in a low-temperature plasma

A. D. Zuev and A. G. Smolin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted September 13, 1996!
Pis’ma Zh. Tekh. Fiz.23, 1–7 ~July 26, 1997!

A new method based on a two-wire line has been developed for noncontact diagnostics of a low-
temperature plasma and its fluxes in channels with complex profiles. This method provides
good spatial and time resolution. ©1997 American Institute of Physics.
@S1063-7850~97!01707-2#

The use of a two-wire microwave line can substantiallyarcs of circles with radii of 82.5 and 90 mm~Fig. 1!. The
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improve the spatial resolution in measurements of the pla
electron density as compared with free-space methods.
property of a two-wire line was utilized in Ref. 1, where th
conductors passed through a layer of plasma more than t
wavelengths thick (l53 cm!, which allowed accurate mea
surements to be made in a quiescent plasma or in a pla
moving slowly relative to the conductors. However, this co
figuration of conductors in a two-wire line cannot be used
diagnostics of ultrasonic fluxes because of the perturbat
introduced by the measuring line in the flux being inves
gated and because the line is deformed by the incoming fl
A diagnostic technique based on a two-wire microwave l
as a probe element is proposed for diagnostics of a l
temperature plasma and its fluxes in channels of comp
profile, without perturbing the flux by the elements of t
measuring system. In this technique the conductors of
two-wire line run through the material of the channel wa
~Teflon-4 insulator! in the direction in which the plasma pa
rameters are uniform. According to the experiments and
culations, the spatial resolution is then approximately 1
~at l53 cm!. With this line configuration, the method ca
even be used when the channel walls are close together

The proposed method was implemented, checked ou
perimentally, and used on an experimental apparatus c
prising a disc MHD channel connected to a shock tube.2 A
flux of ionized plasma was generated in the shock tube
then supplied to the disc channel via a distributor nozzle. T
channel walls were made of Teflon, the channel height wa
cm, and the outer radius of the discs was 15 cm. The c
ductors of the microwave measuring line were embedded
depthh50.5 mm in the inner wall of the outer disc, alon
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length of the measuring section of the microwave line w
S515 cm.

The electron density was also determined independe
of the microwave method to check the proposed method
perimentally and to calibrate the apparatus. These meas
ments were made under the same conditions by a w
known electromagnetic method which involved measur
the current induced by the motion of the plasma in a tra
verse magnetic field.2 The measurements were made in m
tures of xenon and nitrogen under conditions where no a
tional ionization was produced by the induced electric fie
Some of the results are presented in Table I.

The proposed microwave method utilizes the fact t
the attenuation constant of electromagnetic waves propa
ing in the two-wire line depends on the electron density. W
calculated this dependence for our conditions using inform
tion from Refs. 3 and 4. Since the distanceh is small com-
pared withL, each conductor in the line above the condu
ing layer can approximately be considered separately, w
the influence of the other conductor neglected. The valid
of this approximation was justified in Ref. 3, where a str
formulation of the problem was used to analyze the pro
gation of electromagnetic waves along a single wire a
along a multi-wire line located above a plane uniform co
ducting surface. These authors also derived an equatio
determine the~complex! propagation constantq along the
wire as a function of the properties~permittivity, magnetic
permeability, conductivity! of the wire, the insulator, and th
conducting layer, which is valid (L@a, L@h) to a high
degree of accuracy for a two-wire line~as a first approxima-
tion!,
n
FIG. 1. Arrangement of conductors of two-wire line i
disc MHD channel.1— conductors of two-wire line,2
— discs of MHD channel~made of Teflon-4!, 3 —
seals,4— inlet pipe,5— microwave radiation absorb-
ing rubber,6 — plasma distributor,7 — detector, and
8— oscillator.
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m2~H0~m2a!2H

TABLE I. Results of experimental verification of the proposed method using mixtures of xenon and nitrogen
~90% Xe1 10% nitrogen in the low-pressure chamber of a shock tube! at Mach numbers of the order of 3.5.

e

Electron density determined
Frequencyn of Electron density by microwave method, using
electron collisions obtained from results of electromagnetic

Experiment with heavy component, electromagnetic calibration of the microwav
No. s21 measurements, cm23 method, cm23

1 5.131010 (6.060.4)31011

2 3.231010 (5.560.4)31011 (5.760.5)31011

3 2.431010 (5.960.4)31011

4 2.031010 (5.460.4)31011
0~2m2h!!/H08~m2a!
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52Fm1 /m2p iH 08~m2a!1J0~m1a!/«18J08~m1a!, ~1!

where J0(j) and H0(j) are zero-order Bessel and Hank
functions of the first kind,

F52«28E
0

` h2h32n2

«38h21«28h3

exp~22h2h!dn,

h j5An22mj
2, Re~h j !.0,

mj5Akj22q2, Im~mj !.0, kj5~v/c!•A« j8m j ,

Im~kj !.0, « j85« j2~4p is j /v!,

« j8 is the complex permittivity,« j is the permittivity,s j is
the conductivity, and the subscripts 1, 2, and 3 refer to
conductor, the insulator, and the plasma, respectively.

Since Eq.~1! was transformed in Ref. 2 to obtain a com
paratively simple formula to determineq for a different fre-
quency interval, the propagation constant was calcula
from Eq. ~1! by the method of successive approximation
The calculated curves«3(s3) obtained for different values o
the absorption and the parameters of our apparatus are
ted in Fig. 2.

FIG. 2. Calculated curves«3(s3) for various attenuations, characterized b
the ratio of the squares of the electric field strengths in the detectorE2/E0

2

(E andE0 are the electric fields with and without plasma in the chann
respectively!, 1— E2/E0

250.99,2— 0.8,3— 0.6,4— 0.4, and5— 0.2.
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and the permittivity of the plasma is determined by4

«3512s3 /«0n, ~2!

s3~e
2nen/me!~v21n2!21, ~3!

wheren is the effective electron collision frequency,ne is
the electron density, andme is the electron mass. Where th
two straight lines~2! for «3(s3) for the minimum and maxi-
mum values ofn5231010–531010 s21 intersect the two
calculated curves«3(s3) from Eq. ~1! at attenuation coeffi-
cients of 0.99 and 0.6, an area bounded by these curve
obtained. According to formula~3!, the electron density
within this area varies in the range~1.5–2.0!31012 cm23. It
can be seen from these calculations that when the sign
attenuated to 0.6~weak attenuation!, because of the closenes
of the curves, the electron density thus determined depe
weakly on the frequencyn and fluctuations of the attenuatio
in the range 0.99–0.6~for these parameters of the line!. This
assumption is accurately confirmed by making a compari
with the results obtained by the electromagnetic method.
calculations were made for the worst-case embedding de
hmax50.57 mm from the point of view of the indeterminac
of ne , assuming that the real embedding depth
h50.560.07 mm.

The range of values used forn was obtained from gas
dynamic calculations for a specific series of experime
used to select the line parameters. For other collision
quencies, the line parameters (h,S,v) can be selected by
calculation and experiment to give the best possible ac
racy. It is important to note that according to these expe
ments, the signal was attenuated predominantly by abs
tion in the plasma. In the calculations we neglected
mutual influence of the conductors, the radiation losses
the transmission line~because of the nonideal setup!, the
nonideal drawing of the wires, and the fact that the condit
of infinite insulator thickness is only approximately satisfie
This is why the electron density determined by the practi
microwave method is lower than the calculated value~for
h50.57 mm this density is 3 times lower, and forh50.5
mm it is 2.7 times lower than the calculated value for o
apparatus!. However, comparative experiments indicate th
the weak dependence of the measured electron density o
collision frequency and the accuracy of this method of de
mining the density have been confirmed experimentally. T
density, which can be measured by the microwave met
,
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electromagnetic calibration for the same mixture parame
and an attenuation level of 0.6–0.9. Then the constraint
posed in the calculations, limiting the attenuation to 0.6~ne-
glecting additional losses not taken into account in the c
culations! is satisfied even more strictly. Although th
calculations mainly serve as a qualitative validation of
method, they can be used to make a fairly accurate choic
line parameters under the required conditions. The high
curacy of the method should be noted. For instance, w
calibrated electromagnetically, the spread in the determ
tion of the density by the microwave method was less th
20% at a signal level of 0.6–0.9 when the parameters and
percent composition of the mixtures varied appreciably, a
the intrinsic accuracy of the microwave method was as h
as 4%.

To sum up, the electromagnetic method can be use
set the required line parameters and to calibrate the appa
537 Tech. Phys. Lett. 23 (7), July 1997
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section where the test method is to be used. Then, the e
tron density~in the absence of an external magnetic fie!
can be measured in this channel or in channels of more c
plex profile.

The authors would like to thank G. K. Tumakaev f
useful consultations and R. V. Vasil’eva for discussions
the results.
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Local metallic conductivity of thin polyimide films as a result of ‘‘soft’’ electrical

cal
breakdown
A. M. El’yashevich, A. N. Ionov, V. M. Tuchkevich, M. É. Borisova, O. V. Galyukov, and
S. N. Ko kov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
St. Petersburg State Technical University
~Submitted March 18, 1997!
Pis’ma Zh. Tekh. Fiz.23, 8–12~July 26, 1997!

The electrical breakdown of a thin polyimide film between metal electrodes has been
investigated under conditions of strong confinement of the breakdown current. The result of this
‘‘soft’’ electrical breakdown is a local, highly conducting channel in the insulating film
implanted in the polymer and consisting of a compound of carbon and metal from the electrodes.
It is shown that the polymer channel is converted to the superconducting state by the
superconducting properties of the metal from the electrodes. ©1997 American Institute of
Physics.@S1063-7850~97!01807-7#

It was established in Refs. 1 and 2 that a conductingin the film were selected so that at the instant of electri
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channel, whose conductivity is maintained down to low~he-
lium! temperatures, may be formed in a polyimide fil
placed between metal electrodes at a pressure of sever
lograms per square centimeter and an applied voltage
'1 kV. A reversible switching effect~‘‘sensor effect’’! from
the conducting to the nonconducting state and back is
served as the pressure is decreased and increased aga~the
resistance of the channel depends on the pressure appli
the film!. This conductivity is caused by the penetration
electrode metal into the polymer. Here, we propose to de
mine the nature of this conducting channel.

For this study we used polyimide film, 12mm thick,
made by Dupont. It was first confirmed that the action
pressure on the polymer film does not produce a sensor e
in the absence of an applied electric voltage. After a cond
ing channel had formed in these films, they could be
moved from the electrodes and placed between electro
made of a different metal.

The conditions for the formation of a conducting chann
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breakdown, a current no greater than a few microampe
could flow through the sample. We call these conditio
‘‘soft breakdown’’ conditions. In our experiments, the min
mum absolute value of the current at which breakdown
curred was 0.1mA.

When all the films with a conducting channel were e
amined under a microscope at magnifications between
and 400, they exhibited a breakdown track in the form o
single circular hole whose diameter~between 3 and 30
mm! depended on the breakdown current. On both side
the film around the perimeter of the hole we observed a r
1–2mm thick with a characteristic metallic luster, which i
principle could be caused by graphite-like structures form
during the soft breakdown.

Films in which conducting channels were produced
soft breakdown between pairs of Nb, Re, graphite, and
electrodes were placed between Nb electrodes. When an
ternal pressure of the same order of magnitude as that
for soft breakdown was applied to the electrodes, conduc
on-
o

FIG. 1. Resistance versus temperature for the c
ducting channel in a polymer formed between tw
niobium electrodes.

538 538Tech. Phys. Lett. 23 (7), July 1997 1063-7850/97/070538-02$10.00 © 1997 American Institute of Physics



on-
o

FIG. 2. Resistance versus temperature for the c
ducting channel in a polymer formed between tw
rhenium electrodes.
occurred. The onset of conduction was identified by the dis-
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and atTc51.4 K the resistance of the channel is essentially
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appearance of the noise signal at the input to a digital v
meter with a high input resistance, connected to the N
polymer̂ Me&–Nb structure. The structure was then placed
a helium cryostat where the temperature dependence o
conductivity was investigated in the range 1.4–4.2 K. N
bium was chosen because in this temperature range the
trodes made no contribution to the total conductivity, sin
the superconducting transition temperature for Nb
Tc59.3 K.

First, in order to determine whether metallic dendrit
penetrating into the polymer are responsible for the cond
tivity of the channel, we performed soft breakdown on
polymer film between Ge electrodes doped with As, a
dopant concentration n5631016 cm23,nc , where
nc53.531017 cm23 is the critical dopant~As! concentration
for a transition to the metallic state. When studying the c
ductivity of the Nb–polymer̂Ge&–Nb structure at helium
temperatures, we observed that the resistance did no
crease exponentially with temperature, as would be expe
for Ge dendrites with this dopant concentration, but that
channel resistance was almost independent of tempera
This indicated that the conductivity of the conducting cha
nel was metallic. The same pattern was observed in N
polymer̂ graphite&–Nb structures. These experiments ind
cate that in soft breakdown the conducting channel is form
by graphitization.

A completely different picture was observed when s
breakdown was achieved in a film placed between electro
made of Nb, which is a superconductor at low-temperatu
In this case, as can be seen from Fig. 1, the resistance o
Nb–polymer̂Nb&–Nb structure falls sharply atT,3.5 K,
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zero. The observed superconducting transition temperatu
much lower than the usual value ofTc for bulk Nb. This
behavior suggests that the structure of the conducting ch
nel cannot be reduced to a simple metal lining of the aper
walls or a metallic dendrite, but is more complex. We po
tulate that when a film located between metal electrodes
dergoes soft breakdown, a layer of a compound of car
and a superconducting metal is formed on the inner wal
the hole, and this is responsible for the superconducting t
sition with decreasing temperature. It is known that co
pounds of carbon with superconducting metals possess
perconducting properties butTc may be lower than that for a
pure superconductor.3

An investigation of an Nb–polymer^Re&–Nb structure
also revealed that atT,1.9 K the resistance falls sharpl
with temperature~Fig. 2!, corresponding to the transition o
Re to the superconducting state (Tc51.7 K!. These experi-
ments support the conclusin that the electrode metal ha
substantial influence on the conductivity of the chan
formed as a result of soft breakdown.

The authors would like to thank Professor V.
Zakrevski� for discussions.
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Thermal and isothermal slip in a new Liu model transport equation

A. V. Latyshev and A. A. Yushkanov

Moscow Pedagogical University
~Submitted January 22, 1997!
Pis’ma Zh. Tekh. Fiz.23, 13–16~July 26, 1997!

The aim of this study was to investigate the suitability of the Liu model to solve boundary-value
problems in kinetic theory. The problem of isothermal and thermal slip, which is of
independent interest, is solved. A constraint on the determining parameter of the model is
obtained. ©1997 American Institute of Physics.@S1063-7850~97!01907-1#

The collision integral proposed in Ref. 1 was developedthe temperature gradient coincide with thez axis. Linearizing
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and applied in Refs. 2–4 because of the various advant
inherent in this approach, including its relative simplici
combined with the possibility of accurately describing im
portant gas parameters, such as the Prandtl number. In R
2–4 the collision integral was only used to analyze volu
problems. However, a serious assessment of this inte
cannot be obtained without analyzing the possibility of us
it to describe boundary-value problems. Our aim is to use
collision integral from Ref. 1 to analyze problems of therm
and isothermal slip, and also to identify constraints on
parameter of the model.

Linearizing the Boltzmann equation with the collisio
integral from Ref. 1, we obtain

] f

]t
1v•¹ f52z~ f2 f ~0!!12bAf ~0!S v iv j2 1

3
v2d i j D¹ jui

1Bf ~0!S bv22
5

2D¹ i¹ j ln T, b5m/2kT.

~1!

Here f is the distribution function,v is the molecular
velocity,m is the molecular mass,k is the Boltzmann con-
stant,T is the local gas temperature,u is the local mass
velocity of the gas,z has the meaning of the collision inte
gral, f (0) is the local equilibrium Maxwell distribution,

f ~0!5n~b/p!3/2 exp~2bV2!, V5v2u,

andn is the local molecular concentration. The coefficien
A andB are related to the coefficient of viscosityh0 and the
thermal conductivityl0:

A512jh0 /nkT, B5122jl0m/5nk
2T.

The model parameters may be selected to obtain an
curate value of the Prandtl number and also so that the B
nett coefficients either for the heat flux or for the press
tensor agree with the appropriate values obtained from
complete Boltzmann equation. It was shown in Refs. 1 an
that this model satisfies the conservation laws and
H-theorem, and in Ref. 4 it was used in nonlinear problem

Let us assume that a gas fills the half-spacex.0 and
that thex axis is directed inside the gas perpendicular to
surface. We assume that the gas has a temperature gra
parallel to the surface and a tangential velocity gradient p
pendicular to the surface, and that both gradients are sm
We shall assume that the directions of the gas velocity
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the problem, we writef5 f 0(11w01w), wherew0 is the
Chapman distribution function,

w52cyFusl12Kx2~12A!Kcx1
3

4
~12A!LS 522c2D G ,

f 0 is the Maxwell distribution function,w is an unknown
function, usl is an unknown slip velocity,
K5(]uy* /]x)x5` , andL5(] ln T/]y)x5` . For the function
w we cast Eq.~1! in the dimensionless form

cx
]w

]x8
1w52cyuy*12Acxcy

]uy*

]x8
.

Here c5b0v, u*5b0u, x85b0jx, b05Am/2kT0,
0<A< 1

3, A is a numerical parameter, andx8 again denotes
x.

For x→1` the functionw1w0 should yield the Chap-
man function, i.e.,w(1`,c)50. We shall assume that th
scattering of molecules at the surface is purely diffuse, i
w(0,c)52w0(0,c), cx.0. We express the functionw in the
form

w5cy@c~x,m!1~cy
21cz

222!g~x,m!#, m5cx .

We then obtain

m
]

]x
c~x,m!1c~x,m!5

1

Ap
E

2`

`

e2m82S 11Am
]

]xD
3c~x,m8!dm8, ~2!

with the boundary conditions

c~0,m!522Fusl2~12A!Km2
3

4
~12A!LS m22

1

2D G ,
m.0, ~3!

c~`,m!50, m,0. ~4!

Using generalized functions and boundary-value pr
lems of analytic functions, it can be shown that the probl
~2!–~4! has a single solution

c~x,m!5
1

Ap
E
0

`

e2x/h
h2Am

h2m
a~h!dh

1~12A!em22 x/ml~m!a~m!x1~m!.
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l~z!511z
1

Ap
E

2`

`

e2t2
dt

t2z

is the Cercignani dispersion function,x1(m)51 if m.0;
x1(m)50 if m,0,

a~m!52
c01c1m

2p im S 1

X1~m!
2

1

X2~m!
D ,

wherec052K1 3
2LX2 andc15

3
2L. The functionX(z) satis-

fies the Riemann boundary-value proble
X1(m)/X2(m)5l1(m)/l2(m), 0,m,`, for which
X(z)5(n50

` Xnz
2n, where

Xn52
2

Ap
E
0

`e2t2tndt

X~2t!
, n51, 2, . . . ;

X~z!5
1

z
expF 1pE0` argl1~t!2p

t2z
dtG .

The required slip velocity is obtained by constructing t
distribution function using methods of contour integration

usl5CmlK1KTnL,

whereCm andKT are the coefficients of isothermal and the
mal slip, respectively, given by

Cm5
2

Ap

X22A/A2
12A

, KT5
3

2F X3

12A
2

A

12A

X2

2A2G .
~5!
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these expressions yield the corresponding formulas for
Bhatnagar, Gross, and Krook~BGK! model obtained by
Cercignani5 and Loyalka.6 A comparison between the resul
obtained using the formulas~5! and the numerous result
from Ref. 7 obtained using the complete Boltzmann equat
and its models, reveals that the range of values of the par

eterA proposed in Ref. 1 (0<A< 1
3) is too high. The coef-

ficients Cm and KT are fairly sensitive to the value ofA.
Reasonable agreement between the results obtained fo
complete Boltzmann equation for molecules — hard sphe
— and the results obtained using the model of Ref. 1 can
achieved for 0<A< 1

5. Thus, an analysis of the solution o
boundary-value problems can reveal significant constra
on the determining parameter of the model of Ref. 1

To conclude, the proposed model can be used8 to de-
scribe the behavior of a dense gas near a surface.

1G. Liu, Phys. Fluids A2, 277 ~1990!.
2V. Garzó, Phys. Fluids A3, 1980~1991!.
3V. Garzó, Molec. Phys.78, 1129~1993!.
4V. Garzóand M. López de Haro, Phys. Fluids6, 3787~1994!.
5C. Cercignani,Mathematical Methods in the Kinetic Theory of Gas
@Russ. transl., Mir, Moscow, 1973#.

6S. K. Loyalka, Physica A163, 813 ~1990!.
7T. Ohwada, Y. Sone, and K. Aoki, Phys. Fluids A1, 1588~1989!.
8A. V. Latyshev and A. A. Yushkanov, Poverkhnost’ No. 6, 45~1994!.
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541A. V. Latyshev and A. A. Yushkanov



Integrated ionizing-radiation detector utilizing a cadmium sulfide-cadmium telluride

heterojunction

V. P. Makhni  and Ya. N. Barasyuk

Yu. Fed’kovich State University, Chernovtsy
~Submitted August 5, 1996; resubmitted February 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 17–20~July 26, 1997!

A description is given of an x-ray detector in which the scintillator and the photodiode are
integrated in the structure of the heterojunction. Characteristics of the conversion of radiation into
a current signal are given for a dose rate of 1 R/h. It is shown that besides the convenience
of the monolithic design, a biased integrated detector has a substantially higher sensitivity
compared with detectors now being used. ©1997 American Institute of Physics.
@S1063-7850~97!02007-7#

Scintillator-photodiode systems may have many applica-incident on the photodiode in this integrated detector.
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tions in the recording of ionizing radiation having powers
to 106 Gy in the energy range 0.01–20 MeV~Ref. 1!. Vari-
ous types of commercial Si photodiodes are usually use
the photodetector. The scintillator material should have
high energy yield and fast response time, it should be hig
transparent to radioluminescent radiation, and it should
resistant to moisture, temperature, radiation, and so fo
These requirements are satisfied to some extent by CdS
ZnSe crystals doped with isovalent Te~Ref. 2!. In addition,
the combination of scintillation and semiconducting prop
ties allow the photodetector to be fabricated directly on
surface of the scintillator crystal. The dose sensitiv
achieved so far forpCdTe–nCdŜ Te& and pZnTe–nZnSe
^Te& integrated detectors is around 1027 A•cm22

• R21 h
~Refs. 3 and 4!. Further improvement involves improving th
parameters of the individual elements and of the system
whole, particularly the light collection efficiency. Here w
consider one possible method of solving this problem —
enhancing the sensitivity of the photodetector in an in
gratedpCdTe–nCdŜ Te& detector.

Scintillation crystals of CdS were obtained from a m
under inert-gas pressure and were doped with up to
mol.% Te during the growth process. At room temperat
these crystals exhibitn-type conductivity (; 1 S/cm! and
efficient ~15–20%! red photoluminescence and radiolum
nescenceNl with a peak at 0.73mm, as shown in Fig. 1.
Also shown is the spectrum of the photosensitivitySl of a
heterojunction fabricated on a CdS^Te& base substrate b
solid-phase substitution reactions.5 The coefficient of
utilization of the radiation given byKu5*0

`Nl•Sl•dl /
*0

`Nl • dl , is around 0.4 for this integrated detector, which
slightly lower than that for a combined CdS^Te&–Si photo-
diode @Ku'0.55 ~Ref. 1!#. In addition, the light collection
efficiency for the integrated detector should be superior
that for the combined detector, for several reasons. First,
refractive index of CdTe (n'2.75) is higher than that o
CdS (n'2.5), which eliminates total internal reflection
the heterojunction interface. Second, the variable-
CdSxTe12x provides reliable optical contact without usin
special antireflection coatings and complex methods of
positing these in a combined detector. These factors lea
an increase in the fraction of the radioluminescent radia
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Scintillation was excited using an x-ray tube with a C
anode at a supply voltage of 40 kV. The integrated detec
under study and a standard combined detector were p
tioned at a distance for which the x-ray dose rate was 1 R
Under these conditions, the photocurrent densityI p of the
combined detector at zero bias was around 1027 A/cm2, as
shown in Fig. 2. Note that this value is close to the da
current densityI d of the FD-228 photodiodes used in th
device. These values ofI p and I d are maintained up to re
verse voltagesV'10 V. A further increase inV leads to an
abrupt rise inI d with an almost unchanged useful outp
signal.

The curveI p(V) for the heterojunction detector differ
substantially from that for the standard detector, as can
seen from Fig. 2. While the absolute value of the photoc
rent of the integrated detector is the same as that of
combined detector at zero bias, it is almost two orders
magnitude higher atV>50 V. Investigations5 have shown
that the heterojunction is ap–i –n structure, with the
thicknessd of the i -region around 50mm. The photocurrent
of this diode begins to saturate in fieldsEcr>V/d550/
(531025)5106 V/m. This is close to the critical electric
field for which the electron drift velocity in CdTe saturates6

However, the saturation ofI p for V.50 V implies that the
maximum collection coefficient is achieved for the ligh
generated carriers. An estimate of the photocarrier tra
time in thei -region for the heterojunction parameters spe
fied above gives about 10210 s. Note also that the specifi

FIG. 1. Radioluminescence spectrum of CdS^Te& crystal~1! and photosen-
sitivity spectrum ofpCdTe–nCdŜ Te& heterojunction~2! at 300 K.

54242-02$10.00 © 1997 American Institute of Physics
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capacitance of these heterostructures is around 200 pF2

as compared with 700 pF/cm2 for the FD-288 photodiode. In
addition, the dark current of the heterojunction is more th
an order of magnitude lower thanI d for a Si diode, and is
also lower than the useful signal of the integrated detector
these measurement conditions over the entire range of

FIG. 2. Output signalI p versus reverse voltage on photodiode for combin
~1! and integrated~2! detectors irradiated by x-rays at a dose rate of 1 R
The dimensions of the scintillator are 53535 mm and the area of the
photodiodes is 25 mm2.
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the monolithic design make it possible to operate these
tectors at zero bias, where the dose sensitivities of the i
grated and combined detectors are comparable, 1027 A•cm
22
•R21h. This sensitivity may be enhanced by two orders

magnitude by connecting the heterojunction as a photodi
at V>50 V ~Fig. 2!.

To sum up, these results have convincingly demo
strated that it is promising to use apCdTe–nCdŜ Te& het-
erojunction as a highly efficient ionizing-radiation detecto

The authors would like to thank V. D. Ryzhikov fo
kindly supplying the CdŜTe& crystals.
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Modification of the Kirchhoff scalar diffraction integral

Sh. D. Kakichashvili and B. N. Kilosanidze

Institute of Cybernetics, Georgia Academy of Sciences, Tbilisi, Georgia
~Submitted May 15, 1996; resubmitted March 18, 1997!
Pis’ma Zh. Tekh. Fiz.23, 21–24~July 26, 1997!

An analysis is made of a modification of the Kirchhoff scalar diffraction integral, in which the
secondary waves are summed not only over the incoming wave front but also in a certain
volume along its path. An example of a freely propagating, unbounded plane wave is used to show
that this approach eliminates the disparity between the description using the accurate form
of the Kirchhoff diffraction integral compared with thea priori description of this wave. ©1997
American Institute of Physics.@S1063-7850~97!02107-1#

The Kirchhoff diffraction integral is widely used in x0, y0, z0 are the coordinates of the point on the object,x,
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many theoretical and practical applications in optics, q
sioptics, and radiophysics.1–3 A polarization modification of
the Kirchhoff integral has been analyzed, most system
cally by Kottler.4 A similar form was obtained in Ref. 5 an
applied to various problems in holography.6,7 The disagree-
ment between the Kirchhoff theory and the experimental
sults shows up particularly clearly for large diffraction ang
and in problems involving the description of the polarizati
of diffracted fields. Even for a freely propagating unbound
wave, the Kirchhoff diffraction integral describes this wa
adequately only in the approximation of large observat
distances. However, when its accurate form is used, s
adequacy of description is unattainable. This circumsta
clearly indicates that there are fundamental restrictions
the validity of Green’s theorem in this case.8

This state of affairs was responsible for the appeara
of the so-called geometric diffraction theory proposed
Keller,9 in which a set of computational algorithms is defin
for various typical classes of diffracting objects. Howev
the physically based generality of the analysis is somew
lost in this approach.

In this paper the Kirchhoff scalar diffraction integral
modified to apply to arbitrary observation distances. We
an extended concept of the Huygens–Fresnel princi
where the secondary waves are summed not only over
incoming wave front, but also in a certain volume along
path. It seems to us that the disagreement between the
scription obtained for an unbounded wave using the accu
form of the Kirchhoff diffraction integral compared with th
a priori description of this wave may be eliminated by usi
this extended concept of the Huygens–Fresnel principle.

We write the Kirchhoff scalar diffraction integral in th
well-known complex form:1

Ê~x,y,z,t !5
1

4pEX0EY0S Ê0

]Ĝ

]n
2

]Ê0

]n
ĜD dx0dy0 , ~1!

where Ê(x,y,z,t) is the field at the observation poin
Ê0(x0 ,y0 ,z0 ,t) is the field directly beyond the diffracting
object, Ĝ5 exp i¸R/R is the Green’s function
for free space, ¸5 2p/l is the wave number
R5A(x2x0)

21(y2y0)
21(z2z0)

2 is the distance betwee
the observation point and a point on the surface of the ob
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y, z are the coordinates of the observation point, andn is the
normal to the surface of integration. Integration is perform
over the two-dimensional region (X0 ,Y0) occupied by the
object.

In the proposed modification we express the integral~1!
in the form:

Ê~x,y,z,t !5
1

4pEX0EY0EZ0S Ê0

]Ĝ

]n
2

]Ê0

]n
ĜD dx0dy0dz0 .

~2!

Here integration is performed over the object occupy
the three-dimensional region (X0 ,Y0 ,Z0).

To illustrate the validity of this generalization, we con
sider the field of an unbounded plane wave propaga
freely along thez axis. In this case, Eq.~2! has the form:

Ê~x,y,z,t !5
i¸

4p
exp ivtE

X0
E
Y0
E
Z0

E0 exp2 i¸z0

3Fz2z0
R S 11

1

i¸RD11G
3
exp2 i¸R

R
dx0dy0dz0 , ~28!

whereÊ05E0 exp i(vt2¸ z0).
We first calculate the double integral over (X0 ,Y0) in

Eq. ~28) using the asymptotic approximation. For this sol
tion we use the steady-state phase method where the p
x05x andy05y are taken as the critical points.1 As a result,
we have:

Ê~x,y,z,t !5E0 exp i ~vt2¸z!E
z08

z081d̂

3F11
1

2i¸~z2z0!
Gdz0 , ~3!

where the limits of integration arez08<z0<z081d̂, and
d̂5d82 id9 is complex.

Integrating Eq.~3! over the regionZ0 gives:

54444-02$10.00 © 1997 American Institute of Physics



Ê~x,y,z,t !5 d̂2
1

@ ln~z2z82d̂!2 ln~z2z8!#
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extended to the case of a complex wave number¸̂, which is
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H 2i¸ 0 0 J
3E0 exp i ~vt2¸z!. ~4!

An adequate description of a freely propagating, unboun
plane wave clearly requires that the corresponding coe
cient in Eq.~4! should be equated to unity

d̂2
1

2i¸
@ ln~z2z082d̂!2 ln~z2z08!#51. ~5!

This condition yields a system of equations to determ
the real and imaginary parts ofd̂:

d81~z2z08!cos 2̧ ~12d8!exp2̧ d92~z2z08!50,

d91~z2z08!sin 2̧ ~12d8!exp2̧ d950. ~6!

Having solved Eqs.~6!, the solution ford̂ clearly exhib-
its periodicity, which may be simply associated with t
Fresnel zones, not those located at the wavefront but ra
those positioned along the path.

The values ofd8 andd9 were obtained from the match
ing between the unbounded plane wave and itsa priori de-
scription. We believe that this approach may be applied
the case of an arbitrary diffracting object. Thend8 plays the
role of the length of the diffracting object along thez axis
andd9 is an auxiliary quantity. In this way, the expressio
~2! is completely determined.

For a diffracting object with specific characteristics
thickness, absorption, and so forth, this approach may
545 Tech. Phys. Lett. 23 (7), July 1997
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known to correspond to the most general form of the solut
of the Helmholtz wave equation. Then, the diffraction pro
lem necessarily involves finding the imaginary parts ofd̂ and
¸̂ from a condition similar to~5! for matching of the solution
obtained using Eq.~2! with the a priori description of this
wave, and this we propose to do subsequently.

The authors would like to thank Z. N. Talakvadze a
M. M. Khazaradze for supporting this work.

The investigation described in this publication was ma
possible by Grant No. LC3000 from the International S
ence Foundation.
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Plasticity of diamond at room temperature and determination of its hardness using an

iples
atomic force microscope with an ultrahard C 60 fullerite tip

V. D. Blank, M. Yu. Popov, N. A. L’vova, K. V. Gogolinski , and V. N. Reshetov

‘‘Superhard Materials’’ Scientific and Technical Center, State Committee for Science and Technology;
Institute of Spectroscopy, Russian Academy of Sciences;
‘‘NTE’’ Scientific-Industrial Organization, Zelenograd
~Submitted February 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 25–29~July 26, 1997!

A method has been developed to measure the hardness of superhard materials with an atomic
force microscope. By using an indenter made of ultrahard fullerite C60, of hardness
superior to that of diamond, plastic deformation of diamond is achieved at room temperature
without any crack formation and its hardness is measured. ©1997 American Institute
of Physics.@S1063-7850~97!02207-6#

Measurements of the hardness of superhard materials,using a NanoScan measuring system based on the princ
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particularly diamond, are of major practical interest. Ho
ever, it is difficult to make such measurements on diamon
room temperature for various reasons. The main reason
low plasticity1 which leads to the depression being damag
during indentation. Also, when the hardness of the sam
and the indenter are equal, the hardness depends strong
the load and the depression made by the indenter exh
appreciable elastic recovery.

By using an indenter made of ultrahard fullerite C60

~Ref. 2!, of hardness superior to that of diamond, and usin
new method of measuring the hardness, we succeede
achieving plastic deformation of diamond at room tempe
ture without any crack formation and we accurately m
sured its hardness.

The hardness was investigated by a sclerometric me
~by scratching with a constant load applied to the indent!.
The results obtained by the indentation and sclerome
methods are equivalent,3 although in the latter case the pla
tic component of the total deformation is greater than that
indentation. The hardnessH is given by

H5kP/b2, ~1!

wherek is the shape factor of the indenter,P is the load on
the indenter, andb is the scratch width.

Since it is difficult to fabricate an indenter of give
shape from a material harder than diamond, we develop
new method which allowed the shape of the indenter to
eliminated from the many parameters determining the ha
ness.

In this new technique, the load on the indenter is
lected so that the scratch width remains constant in all
measurements with this indenter. Then, the hardnessHx of
the sample in accordance with formula~1! is given by

Hx5Hs~Px /Ps!, ~2!

wherePx andPs are the loads on the indenter used to scra
the sample and a standard of known hardnessHs . The me-
chanical properties of the standard should preferably be s
lar to those of the material. We used sapphire as the stand

The samples were scratched~using a ‘‘forward edge’’
scheme! and the shape and size of the scratch were reco
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of an atomic force microscope and developed by ‘‘NTE
~Zelenograd!.4 The scratching time was 2 s, the scratch wid
was 0.6mm, the length was 2.5mm, and the maximum load
on the indenter was 0.1 N. The same probe was used to m
a scratch and then scan the surface.

For the experiments we selected tips approximately
the form of trihedal pyramids with an apex angle of arou
90 °C.

The proposed method was used to measure the hard
of various hard and superhard materials~quartz, topaz, gar-
net, sapphire, fianite cubic BN, and natural diamond type!
using an ultrahard fullerite C60 tip. The formation of a
scratch in these samples was not accompanied by any cr
ing. The samples were natural and artificial single cryst
prepared for hardness testing in accordance with the rec
mendations put forward in Ref. 3. As a check, hardness m
surements were also made on the same samples~apart from
the cubic BN and diamond! by a standard procedure using
PMT-3 hardness gauge with a Vickers pyramid. These m
surements revealed good correlation between the results.
following hardness values were obtained for cubic BN a
diamond: 6063 GPa for cubic BN, and 13766 and
16765 GPa, respectively, for the~100! and ~111! planes of
diamond.

In the course of the hardness investigations using
mula ~2!, it was observed that the loadPx could be extrapo-
lated using formula~1!, to simplify the measurement proce
dure, if the scratch width is within 0.5–0.7mm.

When the hardness of diamond was determined by
proposed technique with a diamond indenter, as compa
with the measurements using an ultrahard fullerite inden
the hardness for the~111! face was found to be 23166 GPa
and the formation of a scratch was accompanied by crack
of the surface, which is typical of diamond.1

To determine the possibility of plastic deformation
room temperature on a larger scale than in these experim
and to compare the hardness of diamond and ultrahard
lerite C60 series of scratches were made using ultrahard
lerite and carbonado diamond samples. Scratching of
~111! surface of diamond with a diamond sample was
companied by prolific cracking~Fig. 1!, whereas with the

54646-02$10.00 © 1997 American Institute of Physics
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ultrahard fullerite sample, the diamond underwent deforma
tion like a plastic material~Fig. 2!. This implies that the
hardness of the ultrahard fullerite is sufficient to create th
pressure at the point of contact required for plastic flow o
the diamond at room temperature, and is superior to the har
ness of the diamond.

The hardness obtained for the~100! surface of diamond
agrees with the published data.1 The exaggerated hardness
obtained in the experiments with a diamond indenter as com
pared with an ultrahard fullerite C60 indenter~231 and 167
GPa, respectively! may be attributed to inaccuracy in the
measurement procedure when the hardness of the sample
the indenter are equal.

In summary, the mechanical properties of a new materia
— ultrahard fullerite C60 — have been studied and it has

FIG. 1. Scratch created with a diamond on the~111! surface of a diamond
sample. Numerous cracks are clearly visible.
547 Tech. Phys. Lett. 23 (7), July 1997
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been shown that this material may be used to measure the
hardness of diamond by a sclerometric technique. The pro-
posed technique was used to measure the hardness of dia
mond at room temperature and values of 13766 and
16765 GPa, respectively, were obtained for the~100! and
~111! planes.

1J. Wilks and E. Wilks,Properties and Applications of Diamond~Butter-
worth, Oxford, 1991!.

2V. D. Blank, S. G. Buga, N. R. Serebryanayaet al., Phys. Lett. A205,
208 ~1995!.

3V. K. Grigorovich,Hardness and Microhardness of Metals@in Russian#
~Nauka, Moscow, 1976!.

4K. V. Gogolinski� et al., Application of Atomic Force Microscopy to
Study Hard Tungsten Carbide Alloys, Preprint No. 002-96@in Russian#,
Moscow Engineering Physics Institute~1996!.

Translated by R. M. Durham

FIG. 2. Plastic deformation of the~111! surface of diamond by an ultrahard
fullerite C60 sample.
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Influence of heat treatment conditions on the phase composition and superconducting

properties of Bi 1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ceramic

N. D. Zhigadlo, V. V. Petrashko, Yu. A. Semenenko, and N. A. Prytkova

Institute of Solid-State and Semiconductor Physics, Belarus Academy of Sciences, Minsk
~Submitted February 25, 1997!
Pis’ma Zh. Tekh. Fiz.23, 30–34~July 26, 1997!

The influence of synthesis temperature and time on the properties and formation of
superconducting phases in Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy samples has been studied by x-ray
phase analysis and by measuring the electrical resistance. It is found that the ratio of the
2223 and 2212 phases formed during synthesis at 845 °C for 240 h remains almost constant in
the range 845–855 °C, regardless of the additional synthesis time. Synthesis at higher
temperatures leads to breakdown of the 2223 phase and enhances the content of the 2212 phase
and impurity phases. The highest valuesTc(R50)5112.8 K were obtained for samples
synthesized at 845 °C for 240 h. ©1997 American Institute of Physics.
@S1063-7850~97!02307-0#

Various authors1–6 have reported an appreciable increase
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in Tc(R50) and an improvement in other physical prope
ties of ~Bi, Pb!–Sr–Ca–Cu–O superconductors when so
of the oxygen is replaced with fluorine. Howeve
Tc(R50) varies widely~between;81 and;121 K! for
these superconducting materials, depending on the comp
tion, heat treatment regimes, and physicochemical natur
the fluorine-containing reagents. It is therefore importan
determine the optimum preparation conditions to obtain~Bi,
Pb!–Sr–Ca–Cu–~O, F! superconducting materials with goo
superconducting parameters.

We prepared superconductors having the nominal c
position Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy by solid-phase
synthesis and studied the influence of temperature and
thesis time on the phase composition andTc .

Samples having the nominal compositio
Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy were prepared by solid
phase synthesis in air using powders of extra-high-purity
and Cu oxides, Ca, Sr, and K carbonates, and PbF2. Mixtures
of the powders corresponding to the nominal composit
were pressed into pellets and calcined atT5753 °C for 16 h.
These pellets were then ground and re-pressed into disc
mm in diameter and about 2 mm thick. The samples w
then held atT5845 °C for t5240 h ~a! and underwent ad
ditional annealing at T5845 °C, t5120 h ~b! 1
T5847 °C, t5145 h ~c! 1 T5855 °C, t545 h ~d! 1
T5870 °C, t56 h ~e! 1 T5890 °C, t55 h ~f!, with inter-
mediate grinding at all stages. The synthesis and grind
was carried out in air and the samples were cooled to ro
temperature along with the furnace. The temperature de
dences of the electrical resistanceR(T) were measured by a
standard four-probe dc method. The phase composition
the samples was monitored by x-ray phase analysis usi
DRON-4-07~CuKa radiation! diffractometer.

Figure 1 shows diffraction patterns o
Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ceramic after synthesis a
T5845 °C for t5240 h ~a! and the additional annealing i
regimes~b!–~f!. It can be seen~Fig. 1a! that after synthesis in
regime ~a!, the samples consist of a mixture of two supe
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FIG. 1. Diffraction patterns of Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ceramic af-
ter synthesis atT5845 °C for t5240 h ~a! and additional annealing a
T5845 °C,t5120 h~b! 1 T5847 °C,t5145 h~c! 1 T5855 °C,t545 h
~d! 1 T5870 °C,t56 h ~e! 1 T5890 °C,t55 h ~f!.

54848-02$10.00 © 1997 American Institute of Physics
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FIG. 2. Temperature dependences of the electri
resistance of Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ce-
ramic after synthesis atT5845 °C for t5240 h
~curvea! and additional annealing in regimes~b!–
~f! ~curveb!.
conducting phases 2223 and 2212, with the 2223 phase pre-
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dominating (;67%!, and traces of impurities in the form
of the 2201 phase and the compounds Ca2PbO4,
~Sr, Ca!2CuO3, and ~Ca, Sr!2PbO4. The lattice parameter
determined for the 2223 phase (a5b55.398 Å, c536.958
Å! and 2212 phase (a5b55.399 Å, c530.763 Å! show
good agreement with the results of Refs. 1 and 6. Althou
the results of the x-ray phase analysis indicate that two
perconducting phases 2223 and 2212 predominate, the c
R(T) reveals a single superconducting transition with
onset temperatureTc

on5125 K and zero resistance temper
ture Tc(R50)5112.8 K, attributed to the 2223 phase~Fig.
2, curvea!. The enhanced value ofTc(R50) for this ce-
ramic compared with the undoped ceramic, and the abse
of a superconducting transition from the 2212 phase~its con-
tent in the sample is;33%, Fig. 1a! may be attributed to the
establishment of good bonds among the grains of the 2
phase in the fluorine-containing ceramic.

It has been established that for the~Bi, Pb!
–Sr–Ca–Cu–O system, prolonged synthesis in the ra
T5845–855 °C promotes an increase in the bulk conten
the 2223 phase and increasesTc(R50) ~Refs. 7 and 8!. We
attempted to improve the phase composition~the volume
of the 2223 phase! and the value ofTc(R50) for this
fluorine-containing ceramic by increasing the annealing ti
~b! and sintering at elevated temperatures~c!–~f!, and
we obtained the following results. Unlike the undoped c
ramic, annealing in regimes~b!, ~c!, and~d! did not produce
any substantial changes in the phase composition of
Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ceramic ~Fig. 1!, and the
value of Tc(R50) decreased to 82.4 K after annealing
regime~b!. A further increase in the annealing temperature
regimes~e! and ~f! reduced the bulk content of the 222
phase and increased the concentration of the 2212 phas
the impurity phases in the Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy

samples. In case~e!, the percent content of the 2223 an
2212 phases was almost the same and the peaks assign
the 2201 phases and the compound~Sr, Ca!2CuO3 showed
an increase. In case~f!, only one peak assigned to the 222
phase, at 2u524.3°, was observed and the 2212 phase do
nated. The intensities of the peaks assigned to the 2201 p
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also increased. The temperature dependenceR(T) of the
Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy ceramic after all the hea
treatment regimes~b!–~f! ~Fig. 2, curveb! has a multistage
profile with Tc(R50)573.8 K. Although the electrical re
sistance of the samples exhibits a metallic temperature
pendence forT.Tc , regardless of the heat treatment regim
the normal-state resistance for a sample annealed at hi
temperature~regime~f!! is considerably higher than that for
sample synthesized at lower temperature~regime ~a!!. This
behavior can be attributed to deterioration in the bond at
grain boundaries of the superconducting phases, as a r
of the presence of a large quantity of impurity phases. Thi
also mainly responsible for the low value ofTc(R50) for
the sample treated in regime~f!.

To sum up, it has been established as a result
these investigations that the phase composition
Bi1.6Pb0.4Sr1.98K0.02Ca2Cu3F0.8Oy superconducting cerami
formed after solid-phase synthesis at 845 °C for 240 h
mains almost unchanged after additional annealing in
range 845–855 °C. Annealing at higher temperatures bre
down the 2223 phase, and after annealing at 890 °C the 2
phase predominates. The highest value ofTc(R50)5112.8
K was obtained for samples synthesized at 845 °C for 24
Further investigations are required to gain a better und
standing of the processes involved in the formation of
superconducting phases and superconductivity in a~Bi, Pb!
–~Sr, K!–Ca–Cu–~O, F! system.

1X. H. Gao, S. F. Jiang, S. Gaoet al., Physica C245, 66 ~1995!.
2X. -G. Wang, P. -Y. Hu, Z. -M. Huanget al., Physica C233, 327~1994!.
3S. Horiuchi, K. Shoda, H. Nozakiet al., Jpn. J. Appl. Phys.28, L621
~1989!.

4Z. Tang, S. J. Wang, and X. H. Gao, Phys. Rev. B50, 3209~1994!.
5S. Y. Lee, S. Suehara, and S. Horiuchi, Physica C185–189, 477 ~1991!.
6X. H. Gao, X. L. Wu, H. Yanet al., Mod. Phys. Lett. B4, 137 ~1990!.
7V. V. Petrashko, Yu. A. Semenenko, B. V. Novysh, and V. P. Yarunich
Sverkhprovodimost’~KIAE ! 3, 1670 ~1990! @Superconductors3, 1344
~1990!#.

8I. E. Arshakyan, N. N. Ole�nikov, and Yu. D. Tret’yakov, Neorg. Mater
30, 824 ~1994!.

Translated by R. M. Durham
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Influence of ionic conductivity on the elastic characteristics of four-component copper

o-
and silver chalcogenides
Yu. F. Gorin, N. V. Mel’nikova, E. R. Baranova, and O. L. Kobeleva

A. M. Gorki Ural State University, Ekaterinburg
~Submitted March 5, 1997!
Pis’ma Zh. Tekh. Fiz.23, 35–39~July 26, 1997!

The relation between the ultrasonic characteristics and the ionic conductivity produced by Cu1

and Ag1 ions has been investigated in four-component CuGeAsS3 and AgGeAsSe3
chalcogenides. It is shown that the temperature range where ionic conductivity appears corresponds
to the onset of a rapid decrease in the ultrasound velocity. ©1997 American Institute of
Physics.@S1063-7850~97!02407-5#

Multicomponent silver and copper chalcogenides are~electronic-ionic! conductors where the conduction is pr
1 1 6,5
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promising materials for microelectronics, optoelectroni
and radioelectronics, since they combine semiconduc
properties with ionic, ferroelectric, and other interesti
properties. Studies of three- and four-component compou
of silver and copper such as~GeC!12x~ABC2)x , where
A 5 Cu, Ag, B5 As, Sb, and C5 S, Se, and others, requir
a multiple-technique approach. The electrical properties
these compounds and investigations of the ultrasonic cha
teristics in three-component compounds have b
reported.1–9 Here we study the elastic characteristics of t
polycrystalline compounds CuGeAsS3 and AgGeAsSe3.

The compounds CuGeAsS3 and AgGeAsSe3 are mixed
,
g

ds

f
c-
n

duced by the Cu and Ag ions, respectively. By studying
the impedance and admittance over a wide frequency ra
(102–1025 kHz!, it was possible to determine a frequen
range which characterized the bulk properties of the co
pounds. The temperature dependences of the electrical
ductivity and the permittivity in the range 78–600 K we
measured at a frequency of 1.592 kHz, which lies within t
range. The temperature dependences of the electrical con
tivity of polycrystalline CuGeAsS3 and AgGeAsSe3 are plot-
ted in Fig. 1. A characteristic feature of these curves is
presence of two regions~a low-temperature and a high
temperature region! with different activation energies. Th
vity
FIG. 1. Temperature dependence of the electrical conducti
of polycrystalline CuGeAsS3 ~1! and AgGeAsSe3 ~2!.
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low-temperature regions correspond to the electronic c
duction while the high-temperature regions with high
activation energies, correspond to ionic or mixed conduct
The existence of ionic transport in CuGeAsS3 and
AgGeAsSe3 was confirmed by measurements of the elec
cal conductivity using filters for the Cu1 and Ag1 ions; the
filters were 5CuCl•3RbCl as an ionic conductor for Cu1 ions
and Ag4RbI5 for Ag

1 ions. For polycrystalline AgGeAsSe3
the temperature dependences of the electrical conduct
and the permittivity revealed anomalies near 114–138
~Ref. 5!, which are considered to be the result of a structu
phase transition. The temperature range in which ionic tra
port becomes appreciable was estimated from the temp
ture at which the conductivity began to increase rapid
More accurate confirmation of this result was provid
by investigating the permittivity of CuGeAsS3 and
AgGeAsSe3.

The temperature range in which ionic transport becom
appreciable is 110–130 K for CuGeAsS3 and 140–150 K for
AgGeAsSe3. At 300 K the ionic component accounts fo
15% of the total conductivity in CuGeAsS3 and 95% in x-ray
amorphous AgGeAsSe3.

The acoustic properties of polycrystalline CuGeAs3
and AgGeAsSe3 were investigated by a phase-pulse meth
The propagation velocity of ultrasonic waves in the sam
was measured in the temperature range 300–6 K~under
cooling!, where the longitudinal wave frequency was 5 MH
and the transverse frequency was 2.5 MHz. The tempera
dependences of the relative change in the velocity of so
for transverse waves in polycrystalline CuGeAsS3 and
AgGeAsSe3 are plotted in Fig. 2. Table I gives the velocitie

FIG. 2. Temperature dependence of the relative change in the veloci
sound for transverse waves in polycrystalline CuGeAsS3 ~1! and
AgGeAsSe3 ~2!.

TABLE I. Ultrasonic wave velocities at 297 K, elastic constants, and De
temperatures for CuGeAsS3 and AgGeAsSe3.

Compound Vl , Vt , Shear modulus, Elastic modulus,uD ,
m/s m/s N/m2 N/m2 K

CuGeAsS3 3420 2400 2.031010 2.531010 492
AgGeAsSe3 1830 1380 1.131010 0.631010 286
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together with the shear moduli, elastic moduli, and Deb
temperatures for these compounds.

The temperature dependence of the relative chang
the velocity of sound for transverse waves in CuGeAs3

typically exhibits kinks around 145–165 K and an abru
decrease in the velocity of the ultrasonic waves in the ra
116–145 K. The onset of appreciable ionic transport in t
compound is observed at 110–130 K. Thus, the tempera
range in which the ionic conduction becomes apprecia
corresponds to the onset of a faster decrease in the ultras
velocity. The establishment of ionic conduction, indicating
softening of the crystal lattice, precedes the kinks on
temperature curve of the relative change in the velocity
sound in the CuGeAsS3 sample, which are associated wi
structural changes in the crystal lattice~with no change in the
symmetry system!.

The temperature curve of the relative change in the
locity of transverse ultrasonic waves in AgGeAsSe3 has a
kink near 70 K and this is followed by a more rapid decrea
~with increasing temperature! in the velocity of sound in the
range 115–135 K. The temperature range in which th
changes occur coincides with the region of anomalous
havior ~the existence of a peak! of the electrical conductivity
and the permittivity~114–138 K! in this compound. This
kink on the curve atT;70 K, the decrease in the velocity o
the ultrasonic waves, and the anomalies in the electr
properties at 114–138 K are clearly the consequence
structural phase transitions, which then give rise to app
ciable ionic conduction. Thus, if the kink observed
T;130 K on the curve giving the relative change in t
ultrasound velocity is considered to be the consequenc
changes taking place in the crystal lattice~loosening!, it may
be postulated that the ionic conduction appears atT;130 K
and becomes appreciable at 140–150 K. It has been n
that the temperature for the onset of appreciable ionic tra
port was estimated by studying the behavior of the electr
conductivity and the permittivity.

To conclude, we note that in CuGeAsS3 and
AgGeAsSe3 a correlation has been observed between the
set of ionic conduction and the relative change in the vel
ity of sound with increasing temperature. Clearly, ultraso
investigations may be a method of establishing the temp
ture range in which ionic migration occurs, at least for so
types of ionic semiconductors.

1S. V. Karpachev, G. M. Zlokazova, L. Ya. Kobelev, and V. B. Zlokazo
Dokl. Akad. Nauk SSSR303, 349 ~1988! @Sov. Phys. Dokl.33, 833
~1988!#.

2Yu. F. Gorin, A. N. Babushkin, L. Ya. Kobelev, and A. S. Savel’kae
JETP Lett.41, 521 ~1985!.

3Yu. F. Gorin, A. N. Babushkin, L. Ya. Kobelev, and Yu. S. Kuznetso
Fiz. Tverd. Tela~Leningrad! 25, 922 ~1983! @Sov. Phys. Solid State25,
531 ~1983!#.

4Ye. R. Baranova, V. B. Zlokazov, L. Ya. Kobelev, and M. V. Perfilie
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Influence of spheroidal deformation on the stability of a drop charged below

the Rayleigh limit

V. A. Koromyslov, Yu. D. Rakhmanova, and S. O. Shiryaeva

Yaroslavl’ State University
~Submitted March 21, 1997!
Pis’ma Zh. Tekh. Fiz.23, 40–43~July 26, 1997!

The principle of minimization of the potential energy of an isolated drop of an ideally
conducting, nonviscous liquid is used to show that a deformed drop charged below the Rayleigh
limit can become unstable. ©1997 American Institute of Physics.@S1063-7850~97!02507-X#

The theory of thunderstorm electricity must take into Q2
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account liquid droplets charged below the Rayleigh lim
which, under normal conditions, are stable with respec
their own charge. However, it is known1 that on account of
aerodynamic conditions, around 40% of cloud droplets h
an elongated spheroidal shape. It is therefore interestin
determine the influence of spheroidal deformation on
critical conditions for the buildup of instability for a dro
charged below the Rayleigh limit.

We consider an elongated spheroidal charged drop
ideal liquid with surface chargeQ, surface tensions, and an
equivalent spherical volume of radiusR. This drop will have
the energy

U5
Q2

2C
1sS, ~1!

C5
Aa22b2

cosh21~a/b!
, S52pabA12e21

sin21e

e
,

e5
Aa22b2

a
,

whereC is the volume of the elongated spheroid,S is its
surface area, ande is its eccentricity. Obviously, the volum
of the drop does not change during the deformation proc

V5
4

3
pR35

4

3
pab25 const. ~2!

As a result of virtual, infinitely slow elongation, a dro
may spontaneously decay into two, three, and so on, da
ter drops.2–4 Another decay mechanism is also possible5,6

whereby an increase in the charge density at the tips of
spheroid causes instability of high-order capillary-wa
modes which form emitting protuberances at the tips, fr
which excess charge begins to be ejected in the form
numerous, highly disperse, strongly charged droplets.
dependence of the total potential energyU of a spheroidal
droplet on the eccentricitye has two minima: the first corre
sponds to an undeformed spherical droplet and the secon
a droplet at the decay surface. It is logical to assume that
maximum energy is obtained for that eccentricity at wh
one of the decay mechanisms is initiated.2–6

Let us find the eccentricitye of the drop at this point.
Expressions~1! and ~2! yield an expression for the po

tential energy of an elongated, charged spheroidal drop:7
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3F ~12e2!1/31
sin21e

e~12e2!1/6
G . ~3!

In order to obtain the extremum of the eccentricity for a dr
which is still stable with respect to its own charge but
located at the rupture surface, we equate to zero the de
tive of the energyU with respect to the eccentricitye, and
then after various simple transformations, we can obtain
critical value of the Rayleigh parameterW5 Q2/16psR3

characterizing the stability of the drop, as a function of t
eccentricity:

W5
1

4 S ~2e223!e1
sin21e

~12e2!1/2
~324e2!D

3~3e2cosh21~12e2!21/2~32e2!!21. ~4!

Figure 1 gives the curveW5W(e) calculated according to
formula ~4!. Points lying in the area below this curve corr
spond to the values of the Rayleigh parameter for which
drop remains stable under spheroidal deformation wh
points lying above this curve correspond to those values
which the drop will be unstable under this deformation.
can be seen that for values of the Rayleigh param

FIG. 1. Critical Rayleigh parameterW for the fission of a highly deformed
charged droplet as a function of the eccentricitye: W5W(e). The unstable
states lie above this curve.

55353-02$10.00 © 1997 American Institute of Physics



W>1, the drop will be unstable for any eccentricity.
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1I. P. Mazin, A. Kh. Khrgian, and I. M. Imyanitov,Handbook of Clouds
and Cloud Atmospheres@in Russian#~ Gidrometeoizdat, Leningrad!.
For W<0.89, the drop cannot undergo spontaneous de

as a result of the buildup of electrohydrodynam
instability.

We therefore postulate that the decay of a drop char
below the Rayleigh limit will take place by the usual2–5 sce-
nario: after a certain virtual deformation has been attain
the drop begins to stretch spontaneously until it reaches
eccentricitye'0.8 ~Ref. 6! after which, depending on th
viscosity,3 the drop either decays into several parts of co
parable size or it decays by emitting numerous, hig
charged, highly disperse droplets.
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Anomalously high rate of grain boundary displacement under fast shear loading

e

S. G. Psakh’e and K. P. Zol’nikov

Institute of Physics of Strength of Materials and Materials Science, Siberian Branch of the Russian
Academy of Sciences, Tomsk
~Submitted March 19, 1997!
Pis’ma Zh. Tekh. Fiz.23, 44–48~July 26, 1997!

A computer simulation is made of the grain boundary behavior in an aluminum sample under
conditions of fast shear loading. The calculations are made using a molecular dynamics
method and pseudopotential theory. It is observed that under these loading conditions, the grain
boundaries may undergo displacement at an anomalously high speed, even exceeding the
rate of the applied shear. The atomic mechanisms responsible for this effect are investigated.
© 1997 American Institute of Physics.@S1063-7850~97!02607-4#
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high-energy action are of considerable interest from the
entific viewpoint and from the viewpoint of materials tec
nology. Anomalously high rates of mass transport, flow
materials without resistance, and so forth, may take plac
materials exposed to severe shear deformation.1–7Simulation
of fast shear has revealed various importa
characteristics.8–10 For instance, in materials containing
special type of grain boundaries, shear loading induce
vortex-like collective motion of atoms near the grain boun
ary. Under these conditions, the largest displacements
grain-boundary atoms are observed perpendicular to the
rection of shear. It was observed in Ref. 11 that fast m
chanical loading leads to the formation and propagation
soliton-like pulses in the material. These pulses showed
most clearly at low temperatures and their interaction w
structural defects could result in the formation of so-cal
hot spots,12,13 — local regions where the temperature
higher than the average over the sample.

In this paper we study the influence of fast loading
the change in the microstructure of the grain boundaries.
simulated an isolated well-tested grain boundary and
studied its structural rearrangements and the atomic me
nisms responsible for the characteristics of the response

As in Refs. 8–12, the simulation was performed us
the uniqueMONSTER-MD sofware, based on the molecul
dynamics method. The object of the simulation was a thr
dimensional aluminum crystallite containing a special(7
type of grain boundary with the X, Y, and Z coordinate ax
oriented in the@111#, @21̄1̄#, and @011̄# crystallographic di-
rections, respectively.

We used the system of atomic units, conventiona
adopted to perform calculations at the microscopic leve14

The dimensions of the sample in theX, Y, andZ directions
were 167 a.u., 65 a.u., and 40 a.u., respectively. The g
boundary was located in the middle of the sample perp
dicular to theX axis. The sample contained about 4000
oms. Periodic boundary conditions were used in theY and
Z directions and a shear load was applied along the edge
the sample in the direction of theX axis at the rate

Vx5Vz50;

Vy
152Vy

r522.531025 a.u.~'50 m/s!,
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left and right sides of the sample, respectively.
The interaction between the atoms was described in

pair approximation using the pseudopotential theory, as
Ref. 15. Prior to the simulation of mechanical loading, t
crystallite was thoroughly relaxed.

The calculations showed that under the action of t
type of load, vortex-like atomic motion occurs in the inte
granular region8–10 and the boundary begins to move alon
theX axis. The position of the grain boundary and the stru
ture of one of the atomic layers perpendicular to theZ axis is
shown in Fig. 1. Similar behavior of the atomic structure
observed for all the other atomic planes of the crystall
Note that as the grain boundary moves along the sampl

FIG. 1. Position of grain boundary for one of the atomic planes at vari
times: a —t 5 0, b — t 5 120 00 a.u., and c —t 5 250 000 a.u.

55555-02$10.00 © 1997 American Institute of Physics
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FIG. 2. Trajectories of atomic motion for three atom
planes over the time interval 0,t,80 000 a.u.
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test calculations showed that when the direction of the sh
load is reversed, the boundary moves in the opposite di
tion. Note that under this type of action, all the atomic d
placements in the grain boundary region are matched to e
other. Estimates of the rate of grain boundary displacem
show that this is anomalously high~up to 600 m/s!, i.e., it is
higher than the rate of shear loading.

An analysis of the atomic trajectories, velocity field
and crystallite structure in various time intervals indica
that the processes taking place in the sample under this
tion exhibit clearly defined nonlinear behavior~Fig. 2!.

The analysis showed that the growth of a single grain
a result of displacement of the grain boundary is based
cooperative, group displacements of atoms. This correspo
to the correlated nonlinear motion of groups of atoms, wh
the displacement of each individual atom is fairly small,
can be seen clearly from Fig. 1.

To sum up, computer simulation has been used for
first time to demonstrate anomalously high rates of gr
boundary displacement under conditions of fast shear lo
ing. Similar conditions may be created in materials, not o
under extreme operating conditions, but also under nor
conditions, as a result of the heterogeneity of the materia
zones of concentrated stress, and also during the crack pr
gation and the formation of various types of discontinuiti
where local fast shear deformations may occur in the sam
This grain boundary behavior may have a substantial in
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consequently, on its properties and behavioral characte
tics.
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Characteristics of an electric circulation module for pulse-periodic ArF * , KrF* ,

rge
and XeF* molecular lasers
A. K. Shuaibov, L. L. Shimon, A. I. Minya, and A. I. Dashchenko

Uzhgorod State University
~Submitted March 4, 1997!
Pis’ma Zh. Tekh. Fiz.23, 49–55~July 26, 1997!

The characteristics of an electric circulation module for a miniature, pulse-periodic, inert-gas
fluoride laser utilizing He/~Ar, Kr, Xe!/F2 mixtures at a pressure of 100–350 kPa have been
investigated and results are presented. It is shown that a positive dc voltage is optimum for
supplying the electric circulation module. The lasing zone of a negative corona discharge is of
interest for developing simple high-pressure excimer lamps with a self-circulating active
medium. © 1997 American Institute of Physics.@S1063-7850~97!02707-9#

The authors of Ref. 1 reported the use of electricallya dark outer region. The lasing zone of the corona discha
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driven circulation of the active media in pulse-periodic N2

and XeCl* lasers, which allowed the pulse repetition rate
be increased to 70 Hz with an average gas transverse
velocity v<3 m/s. This circulation was based on using
corona discharge in a ‘‘tip–grid’’ electrode system who
entire length is comparable with the length of the laser ac
medium. The gas circulation velocityv } (I )1/2 ~Ref. 2!
~whereI is the average corona discharge current! is limited
by the buildup of corona discharge instability. In Ref. 3, w
studied the characteristics of a similar corona discharge
He/Xe/HCl mixture, which showed that the current of
uncontracted corona discharge could be varied widely
varying the pressure and composition of the active med
in an XeCl* laser. Since the active media of inert-gas flu
ride electric-discharge lasers~utilizing He/R/F2 mixtures
where R5Ar, Kr, or Xe! are particularly corrosive and ar
characterized by more stringent requirements on the purit
the active mixtures, it is of particular interest to use elec
cally driven circulation in these systems.

Here we present results of an investigation of the op
ating regimes of an electric circulation module for a min
ture pulse-periodic laser utilizing inert-gas monofluorides

1. A corona discharge was investigated using the ap
ratus described in Refs. 3 and 4. The system of corona
charge electrodes consisted of a single row of tips an
nickel grid and was 11 cm long. The tip density in the ro
was one tip per centimeter. The grid contained cells
0.130.1 cm and was made of 0.03 cm diameter wire. T
interelectrode gap in the system of corona discharge e
trodes was 2 cm. The electrode system was removed f
the discharge chamber of the laser emitter and was mou
in a separate high-pressure chamber fitted with CaF2 win-
dows. A negative or positive dc voltage was supplied to
tips via a limiting resistanceR 5 1–3 MV.

The current-voltage and frequency characteristics
positive and negative corona discharges in He/R/F2 mixtures
were investigated at pressures of 100–350 kPa. Emis
spectrum analysis was used to study the qualitative com
sition of the plasma in the lasing zones of these corona
charges.

2. Negative and positive corona discharges both c
sisted of a lasing zone, positioned at the ends of the tips,
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was continuous and did not consist of a set of point las
zones~formed alongside each tip! similar to the lasing zone
of the corona discharge in the active medium of an XeC*
laser.3 The lasing zone in the corona discharge in He/R2
mixtures consisted of a bright plasma filament 11 cm lo
and 0.5–1.0 cm in diameter. The emission from the las
zone of the negative corona discharge was particularly
tense. The transverse dimensions of the lasing zone of
corona discharge increased with increasing voltage on
tips. Above a certain critical voltage, an anode or catho
streamer appeared alongside one of the tips and the co
discharge contracted.

The current-voltage characteristics of the corona d
charge are plotted in Fig. 1. For active media having
same composition and pressure, the current-voltage cha
teristics of the positive and negative corona discharges
quite different ignition potentials but the limiting currents
the noncontracted discharge stage were approximately
same. A positive corona discharge was more favorable
lower supply voltages (U<10 kV! and a negative discharg
was favorable at higherU. An increase in the He pressure
300–350 kPa resulted in an increase in the ignition potent
and extended the range of operating pressures. The cur
voltage characteristics of He/R/F2 mixtures were nearly lin-
ear and differed appreciably from the quadratic curv
I5a(U2U0)

2 of a corona discharge5 ~wherea is a constant
andU0 is the discharge ignition potential!, which are most
typical of a classical corona discharge. This difference w
caused by the nonlinearities of a corona discharge in in
gases6 for which the discharge becomes intermediate
tween a corona and a glow discharge.

3. For a corona discharge in electropositive gases~He/N

2 mixture!, the discharge was mainly continuous and t
maximum current at the noncontracted stage was determ
by the ballast resistance, reaching 2–3 mA~Ref. 7!. When
the mixture contained strongly electronegative molecu
the current flow regime of the negative corona discharge
purely pulsed, whereas in a positive corona discharge
current consisted of continuous and pulsed compone
Typical profiles of corona discharge current pulses are sho
in Fig. 2. The half-height duration of the corona dischar

55757-03$10.00 © 1997 American Institute of Physics
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current pulses was 0.2–0.3ms, with a rise time of<50 ns
and a decay time of 1.0ms.

Dependences of the current pulse repetition rate on
magnitude and polarity of the voltage on the tips are plot
in Fig. 3. With increasing supply voltage, the pulse repetit
rate of the positive corona discharge current increased
dratically whereas similar dependences for a negative co
discharge were linear. The pulse repetition rate of the ne
tive corona discharge current was in the range 1–40 k
whereas that for the positive corona discharge reached
kHz. The upper limits of the pulse repetition rate for t
negative corona discharge were determined by the mob
of the positive R1~R2

1) ions screening the negative tips
the tips.8 As the atomic weight of the inert gases is d
creased, the limiting pulse repetition rate increases, reac
80–90 kHz in a He/F2 mixture. In a positive corona dis

FIG. 1. Current-voltage characteristics of negative~1, 2! and positive~3!
corona discharges in the following mixtures:1, 3— He/Kr/F2 5 200/6, 4/0,
8 kPa,2— He/Ar/F2 5 190/17, 6/0, and 8 kPa.

FIG. 2. Pulse repetition rate of corona discharge current in He/Kr/F2 as a
function of positive~1! and negative~2! supply voltages.
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charge the pulse repetition rate is probably determined by
mobility of the negative F2 ions screening the positive end
of the tips in the electrode system. The continuous com
nent of the positive corona discharge current is probabl
flux of positive inert-gas ions, but the density of negati
ions is not sufficiently high to completely block the interele
trode gap in this corona discharge.

4. An investigation of the overall emission spectrum
the lasing zone of the corona discharge revealed that this
selective source of 193 nm ArF* , 249 nm KrF* , and 351 nm
XeF* radiation. In the visible range we observed select
filling of somep-states of heavy inert-gas atoms due to t
Ar(4s–5p), Kr(5s–6p), and Xe(6s–7p) transitions in the
blue-green. This radiation determined the color of t
corona-discharge lasing zone, but its intensity was appr
mately two orders of magnitude lower than that of t
excimer-band radiation. Thus the lasing zone of a nega
corona discharge may be used to develop simple source
ultraviolet radiation from inert-gas fluorides with a se
circulating active medium. These sources of ultraviolet
diation exhibit enhanced sensitivity.

To conclude, our investigation of the operating con
tions of an electric circulation module for a pulse-period
laser utilizing inert-gas monofluorides has shown that fo
corona discharge in He/R/F2 mixtures, it is best to use a
positive voltage since the discharge current is mainly c
tinuous and its ignition potentials are lower than those fo
negative corona discharge. The lasing zone of the cor
discharge is continuous, which helps to produce a more
form flow of gas mixture beyond the grid. In addition, RF~B!
molecules are efficiently formed in the lasing zone of a ne
tive corona discharge which may be utilized to devel
simple sources of ultraviolet radiation for biomedical app
cations.

FIG. 3. Profile of positive~1! and negative~2! corona discharge curren
pulses in an He/Kr/F2 mixture.
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White-light interferometry with depolarization of the radiation

É. I. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted January 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 56–60~July 26, 1997!

It is shown that the precision of white-light interferometers with a single-mode fiber linking the
sensing and processing interferometers can be enhanced by incorporating discrete or all-
fiber ‘‘time -average’’ radiation depolarizers~Billings depolarizers!. Relations are given to describe
the dependence of the output signal and the ‘‘zero’’ drift of white-light interferometers on
the polarization characteristics of the optical channel. Relations are also presented for the elements
of the Jones matrix of a Billings depolarizer. ©1997 American Institute of Physics.
@S1063-7850~97!02807-3#

1. White-light interferometry is one of the most rapidly
1–3
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developing directions in modern optical metrology.Thus
the search for methods of improving the precision of whi
light interferometers is of major practical interest. A typic
white-light interferometer~see Fig. 1a! consists of a source
of wide-band radiation1, two highly unbalanced interferom
eters2 and5, linked by a section of single-mode optical fib
3, and a photodetector6. Until recently it was usually as
sumed that the transmission~polarization! characteristics of
the single-mode fiber link do not affect the precision
white-light interferometers. However, it was shown in Ref
that in white-light interferometers, as in other single-mo
fiber interferometers, variations in the polarization charac
istics of single-mode fiber waveguides give rise to ‘‘zero
drift and fading of the output signal. A method of eliminatin
the influence of the polarization characteristics of the sing
mode fiber link in ‘‘reflective’’ white-light interferometers
with a Michelson sensing interferometer was proposed
Ref. 5. In this article we show that the precision of whit
light interferometers can also be enhanced by incorporatin
discrete or fiber-optic Billings depolarizer.6,7

2. A Billings depolarizer~a monochromatic radiation de
polarizer or ‘‘time-average’’ depolarizer! consists of two se-
quential bulk6 or fiber7 linear phase plates whose fast ax
are turned through 45° relative to each other. The rela
phase delays in these linear phase plates vary with tim
such a way that incoming completely polarized radiat
with the coherence matrixr in becomes unpolarized ‘‘ aver
aged over time,’’ with the coherence matrix

r̄ out5D~ t !r inD̃~ t !5
1

2
IE. ~1!

Here I is the total radiation intensity,D is the Jones matrix
of the depolarizer,E is the unit matrix, the tilde denote
Hermitian conjugation, and the bar indicates time averag
It follows from formula ~1! that the elements of the matri
D satisfy the relations

Dik~ t !Dje* ~ t !5
1

2
d i jdkl , ~2!

where the asterisk indicates complex conjugation, andd i j
anddkl ( i , j ,k,l51,2) are Kronecker deltas.
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D~ t !sD̃~ t !5
1

2
~Trs!E. ~3!

Here s is an arbitrary, constant or slowly time-varyin
232 matrix, and Tr denotes the trace of a matrix.

3. Let us assume that the radiation source in the wh
light interferometer has unit intensity and the line profi
F(v) normalized to unity, with the average frequencyv0

and widthDv (Dv/v0!1). The photodetector current a
the exit from the white-light interferometer is then given b

i5^m0@11~2um1u/m0!cos~Dw1d!#&, ~4!

where, in the absence of a depolarizer

m05Tr~R3GR1r0R̃1G̃R̃3s0!1Tr~R3GR2r0R̃2G̃R̃3s0!

1Tr~R4GR1r0R̃1G̃R̃ys0!

1Tr~R4GR2r0R̃2G̃R̃4s0!, ~5!

m15Tr~R4GR1r0R̃2G̃R̃3s0!, s5arg~m1!.

Here the angle brackets denote integration overv with the
weightF(v), Dw andRi ( i 5 1–4! are the resultant phas
difference and the Jones matrices of the readout and sen
interferometer channels,G is the Jones matrix of the single
mode fiber link,r05r(v0) ands05s(v0) are the excita-
tion and observation matrices, respectively; for simplicity t
explicit dependence of the quantities in formula~5! on v is
not given. The quantityq52um1u/m0 is the visibility of the
interference pattern formed by the spectral component of
radiation at the frequencyv, andd5arg(m1) is the spurious
phase shift caused by the nonideality of the polarizat
characteristics of the interferometer channels and the sin
mode fiber link that connects them. The values ofq and d
fluctuate with changes in the ambient conditions~primarily
because of variation in the polarization characteristics of
single-mode fiber links!, which gives rise to zero drift and
fading of the output signal from the white-ligh
interferometer.4 Even when a completely unpolarized radi
tion source and an ideal photodetector are used, wherer0
and s0 are proportional to the unit matrixE, the spurious
phase shift does not generally vanish.

56060-02$10.00 © 1997 American Institute of Physics



FIG. 1. Diagram of conventional white-light interferometer~a!
and white-light interferometer with Billings depolarizer~b!.
4. When a Billings depolarizer4 is incorporated at a
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midpoint in the single-mode fiber link~see Fig. 1b!, expres-
sion ~4! will contain the time-averaged valuesm̄0, m̄1, and
d̄ .

Using Eq.~3!, we find

m̄15Tr@R4G2D~ t !G1R1r0R̃2G̃1D̃~ t !G̃2R̃3s0#

5
1

2
Tr~G1R1r0R̃2G̃1!•Tr~R4G2G̃2R̃3s0!, ~6!

whereG1 andG2 are the Jones matrices of the sections
the single-mode fiber link before and after the depolarizer
these sections of the link are nondichroic, i.e., if the matri
G1 andG2 are unitary,G̃1G15G2G̃25E, then

m̄15Tr~R1r0R̃2!•Tr~R4R̃3s0!. ~7!

In exactly the same way, it can be shown that the va
of m̄0 does not depend on the polarization characteristic
the single-mode fiber links, from which it follows that be
cause of the depolarizer, slow variations in the polarizat
characteristics of the single-mode fiber link~slow compared
with the characteristic times of variation of the relative pha
delays in the depolarizer! are effectively averaged out and d
not influence the precision of the white-light interferomet
561 Tech. Phys. Lett. 23 (7), July 1997
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Billings depolarizer can be use to improve the precision
white-light interferometers by eliminating the zero drift an
fading of the output signal caused by variations in the po
ization characteristics of the single-mode fiber linking t
sensing and readout interferometers.
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Onset of spatial instability in parametric four-wave in a medium with a diagonally

bipolar response

S. A. Podoshvedov

Chelyabinsk Technical University
~Submitted December 20, 1996!
Pis’ma Zh. Tekh. Fiz.23, 61–65~July 26, 1997!

A method of analyzing equations on the phase plane is used to solve a system of equations
describing four-wave mixing in media with diagonally bipolar nonlinearity. It is shown
theoretically that for certain parameters of the interacting waves, parametric instabilities may
occur. It is established that the conversion of the mixed wave power depends strongly
on their initial phase shift. ©1997 American Institute of Physics.@S1063-7850~97!02907-8#

It was shown in Ref. 1 that in media whose nonlinear dE1 ipCe 2 2
tic
tiv
d

th
an
is

e
at
-

r-
th

e
s
e
di
g

response has specific properties, the dissipation of op
energy induces changes of different sign in the refrac
indices. For instance, in nematic liquid crystals we fin
]ne /]T,0 and]n0 /]T.0, whereu]ne /]Tu/u]n0 /]Tu.5.
This nonlinearity leads to parametric coupling between
waves with the excitation of static gratings. The Hamiltoni
nature of nonlinear parametric four-wave mixing allows th
process to be described accurately~without various simplifi-
cations! on the phase plane. In an earlier study,2 four-wave
mixing was considered for the amplification of weak wav
in the inexhaustible pump wave approximation. An accur
solution of the problem allows us to identify all the ‘‘de
tails’’ which may arise in four-wave interaction.

Let us assume that two unidirectional elliptically pola
ized waves are incident almost symmetrically relative to
optic axis on a layer of crystal with the optic axis alongn.
Each wave generatese- ando-type refracted waves, wher
two waves propagate at the angled and another two wave
propagate at the angled8 relative to each other. Then th
truncated equations describing four-wave mixing in me
with diagonally bipolar nonlinearity have the followin
form:2
al
e
:

e

s
e

e

a

dz
52

lne cos
2u

~~Q01Aebecos u8uE3u !E1 cosu

1A0b0 cosu8E2E3E4* exp~ iDkzz!!,

dE2
dz

5
ipC0

ln0 cos~u1d!
~~Q01A0b0uE4u4!E2

1Aebe cosu cosu8E1E3*E4 exp~2 iDkzz!!,

dE3
dz

52
ipCe

lne cos
2u8

~~Q01Aebe cos
2uuE1u2!E3 cosu8

1A0b0 cosuE1E2*E4 exp~2 iDkzz!!,

dE4
dz

5
ipC0

ln0 cos~u81d8!
~~Q01A0b0uE2u2!E4

1Aebe cosu cosu8E1*E2E3 exp~ iDkzz!!, ~1!
FIG. 1. Phase portraits: a — for k50, b — for
k50.4.
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where u05A0(uE2u21uE4u2)1Ae(uE1u2cos2u1uE3u2cos2u8),
Ce52uCeu, andC05uC0u are real coefficients (CeC0,0 is
the bipolarity condition!; when the medium is heated th
difference between the coefficientsA0 andAe is determined
by the dichroism of the absorption of light. The quantiti
n0 andne are the refractive indices of the ordinary and e
traordinary waves,l is the wavelength of the waves partic
pating in the interaction,b0 andbe determine the efficiency
of the recording of static gratings by the ordinary and e
traordinary waves, the anglesu and u8 are the angles o
convergence of the waves, andDkz5(k21k32k12k4)z is
the projection of the wave mismatch on the direction
propagation (z axis!. The coefficientsA0, Ae , b0, andbe are
positive real quantities.

The system~1! has the following conserved quantitie
~integrals of motion!: auE1u21uE2u21buE3u21cuE4u25P,
auE1u2 2u E2u25D1, and buE3u22cuE4u25D2,
where a5 ( AebeC0ne cos

3u8) / (A0b0Cen0 cos (u 1 d ) ),
b5(AebeC0necos

3u8) / A0b0Cen0cos(u 1 d)), and c5 cos
3 (u81d8)/cos(u1d). By changing to the new variables
E15q1AP/a, E25q2AP, E35q3AP/b, and E45q4AP/c,
we can write the integrals of motion a
uq1u21uq2u21uq3u21uq4u251, uq1u22uq2u25d1, and
uq3u22uq4u25d2, whered15D1 /P andd25D2 /P.

This change of variables allows the initial system~1! to

FIG. 2. Influence of the relative initial phase on the energy exchange
tween light waves.
563 Tech. Phys. Lett. 23 (7), July 1997
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c5ks1w21w32w12w4(w i) ~herew i ( i 5 1–4! are the
phases of the corresponding light waves:dh/ds52]H/]c
anddc/ds5]H/]h with the HamiltonianH:

H5Ah~d11h!~12d11d222h!~12d12d222h!

3 cosc2
h2

2
~r 231r 131r 431r 33!1hS r 2312d12d2

2

1r 13
12d11d2

2
2r 33d11kD , ~2!

where s5zp, k5Dkz /r, r5(pCeA0b0P/lne)
3 Acos(u1d)cosu/(cos(u81d8)cosu8), and the coefficients
r i j depend only on the parameters of the medium and
experimental geometry. For simplicity it was assumed in E
~2! that cosu5cosu8 and cos(u1d)5cos(u81d8) to obtain
the coefficientsr i j . The coefficientsr i j have the following
form: r 235r 4351/r 1351/r 335C0ne cosu/(Cen0 cos(u1d)).
All other qi are expressed in terms ofh as uq1u25h1d1,
uq3u25(12d11d222h)/2, anduq4u25(12d12d222h)/2.

It can be shown that the energy exchange between
waves described by Eq.~1! depends strongly on two bifur
cation parameters:r5r 231r 431r 131r 33 andk. For the val-
ues considered hered15d250.1 we findr er54.33. For ex-
ample, forr 2350.25 we findr58.5.r cr , which gives rise
to a parametrically unstable Hamiltonian natural mode3,4 for
various values of the dimensionless parameterk. Figures 1a
and 1b show phase portraits (H5 const! for k50 and
k50.4, respectively. The unstable mode indicated by the
ter A in Fig. 1 generates a two-loop separatrix~all the sepa-
ratrices are indicated by the thicker lines!. It is worth noting
the difference between the form of the two-loop separatri
for different k. As a consequence of the asymmetry of t
phase portraits relative to the vertical axis, the power c
version between the waves depends strongly on the in
relative phase of the waves. Figure 2 shows how an ini
weak waveh5uE2u2/P evolves with the distancez/L (L is
the length of the medium!. Curve 1 was obtained for
c05c(z50)50 and curve2 was obtained forc05p ~here
k50).

1B. Ya. Zel’dovich and N. V. Tabiryan, Usp. Fiz. Nauk147, 633 ~1985!
@Sov. Phys. Usp.28, 1059~1985!#.

2T. V. Galstyan, B. Ya. Zel’dovich, Yam Chun Khoo, and N. V. Tabirya
Zh. Éksp. Teor. Fiz.100, 737 ~1991! @Sov. Phys. JETP73, 409 ~1991!#.

3S. Trillo and S. Wabnitz, Opt. Lett.17, 1572~1992!.
4G. Gregori and S. Wabnitz, Phys. Rev. Lett.56, 600 ~1986!.
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Excitation of a potentially self-oscillating state in an oscillator with delay and inertia

exposed to the simultaneous action of regular and chaotic signals

É. V. Kal’yanov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted March 24, 1997!
Pis’ma Zh. Tekh. Fiz.23, 66–71~July 26, 1997!

An analysis is made of the possibility of inducing a potentially self-oscillating state in a bistable
self-oscillating system exposed simultaneously to regular and chaotic signals, as applied to
the covert transfer of information in a binary computational system. A system of nonlinear
differential difference equations is derived, which describe the behavior of an oscillator
with delay and inertia under the action of complex oscillations in a given time interval. It is shown
numerically that even when a potentially self-oscillating state is not excited by an external
regular signal, stochastic oscillations, as well as providing a masking effect, may function as an
additional stimulus to transfer the system to the basin of attraction of a potentially self-
oscillating attractor. ©1997 American Institute of Physics.@S1063-7850~97!03007-3#

Various methods of transmitting a signal masked by cha-
1–6

action of the oscillations of the second oscillator,D is a
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otic oscillations have recently been extensively studied
Since bistable microwave oscillators can be used to tran
information in a binary computational system,7 it is profit-
able to study the possibility of inducing transitions in the
oscillators from one stable state to another by a weak reg
signal in the presence of masking noise.

Microwave oscillators typically exhibit delay and inerti
Here results are presented of a numerical analysis of
action of a regular external signal on a self-oscillating syst
with inertia and delay, located in a noisy medium. For t
numerical analysis, the following equations are used

d2xi

dt2
1

v i

Qi

dxi
dt

1v i
2xi5v i

2S 1s i

d

dt
Fi~yi !1Kj f ~ t ! D ,

d i
dyi
dt

1yi5xi~ t2t i !, ~1!

f ~ t !5D~11tanh~ t2t0!!~12tanh~ t2~ t01T0!!w~ t !!,

w~ t !5Cx2~ t !1Ac cos~vct !,

wherei , j51, 2 for i Þ j , ki50, andk251.
The system of nonlinear differential difference equatio

~1! describes the first (i51) oscillator which is exposed to
the oscillations of a second (i52) oscillator together with an
external harmonic signal, in a given time intervalT0. Each
oscillator consists of a nonlinear amplifier, first- and seco
order filters, a delay line, and a differentiating element, al
a closed loop. The notation is as follows:xi andyi are vari-
ables which depend on the timet and characterize the osci
lation processes in the oscillators,v i andQi are the frequen-
cies and Q factors of the second-order filters,d t andd i are
the time constants of the first-order filters and the differe
ating elements, respectively,Fi(yi) are the characteristics o
the nonlinear amplifiers,t i are the time delays of the signal
Ac andvc are the amplitude and frequency of the exter
harmonic signal,C is a coefficient determining the level o
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constant coefficient, andt0 is the time of initiation of the
action.

The calculations were made by a fourth-order Rung
Kutta method with an integration time step of 0.05, whe
the characteristics of the nonlinear amplifiers were appro
mated by

Fi~yi !5Bis i exp~2yi
ni!, ~2!

whereBi and ni are the gain parameter and the degree
nonlinearity.

The parameters in Eqs.~1! and ~2! are selected so tha
the first oscillator is bistable and the second is chaotic. T
values of these parameters are:v15v251, Q15Q252,
d15d250.1, t159.25, t259.5, B151.6, B254, n152,
andn256.

For the selected parameters of this oscillator, oscillatio
are excited autonomously in the basin of attraction of
high-frequency attractor~attractor H) at the frequency
vh51.26, and atv i50.76 ~low-frequency attractorL) they
are potentially self-oscillating. The action of the external s
nal can be used to control the excitation of oscillations. T
control is achieved by inducing a transition of the oscil
tions from the basin of attraction of the attractorH to that of
the attractorL and back. It has been established that suc
transition may take place when higher-intensity chaotic
cillations act in addition to the regular signal, even when
regular oscillations alone do not excite a potentially se
oscillating state. This is illustrated by the realizations in Fi
1 and 2.

Figure 1 shows realizations illustrating the behavior
the oscillatory processx1(t) under the action of an externa
signal f (t) when this signal either comprises only regul
oscillations~Fig. 1a! or only chaotic oscillations~Fig. 1b!, or
the sum of regular and chaotic oscillations~Fig. 1c!. The
realizations of the corresponding actuating oscillations
given in Figs. 2a–2c. The parameters determining the a
ating oscillations have the valuesAc50.2, vc50.76,C50
for the case in Figs. 1a and 2a,Ac50,C50.8 for the case in

56464-02$10.00 © 1997 American Institute of Physics
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Figs. 1b and 2b, andAc50.2,vc50.76,C50.8 for the case
in Figs. 1c and 2c. In all three cases,D50.25,T05120, and
t05900.

In the time intervalt P (870;900) ~before the action!
regular autonomous oscillationsx1(t) take place at the fre
quencyvh51.26 with a simple limit cycle in the basin o
attraction of the attractorH. Under the external action~in the
time intervalt P (900;1020)) a transient process takes pla
which continues after the action has ended. As a result, in
case in Figs. 1a and 1b the oscillationsx1(t) remain in the
basin of attractionH whereas in Fig. 1c, they enter the bas
of attraction of the attractorL. In this last case the frequenc
of the oscillating processx1(t) tends tov l50.76 after the
end of the action and, sincev l5vc , this may be considered
to be a process where the system ‘‘remembers’’ the
quency of the regular component of the actuating osci
tions.

The oscillations x2(t) in the time interval t
P (900;1020) fairly accurately play the role of an oscillatin
process masking the regular signal in this time interval
can be seen from a comparison of the realizations in Fig
that the amplitude of the regular oscillations~Fig. 2a! is an
order of magnitude lower than the maximum deviations
the chaotic oscillating processx2(t) ~Fig. 2b!. Thus, the re-
alization of the sum oscillations has the form of a stocha
signal ~see Fig. 2c! and differs negligibly from the realiza
tion in Fig. 2b.

As well as functioning as a masking signal, the chao
oscillations in Fig. 1c also act as a source of additio
stimulus since, without them, the system does not underg
transition to the basin of attraction of the attractorL. When

FIG. 1. Realizations of oscillations of the oscillator exposed to only a re
lar signal ~a!, only chaotic oscillations~b!, and both regular and chaoti
signals~c!.
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the amplitude of the regular signal oscillations is fairly lar
~for instance, whenAc50.4), the system can also undergo
transition to the basin of attraction of the attractorL when
C50. However, the masking role of the stochastic oscil
tions is retained.

To conclude, the results of these calculations indic
that in principle, covert transfer of information may b
achieved when a potentially self-oscillating state is induc
by the simultaneous action of regular and chaotic signals
should be noted that this effect may depend on the dura
of the action. This aspect has not been studied and is in
esting in itself. The influence of the duration of action on
bistable self-oscillating system was only considered in Re
for the case of regular actuation and it was shown that
behavior of the system depends nontrivially on the durat
of the external radio pulse used.
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FIG. 2. Realizations of actuating oscillations: a — regular oscillations, b —
chaotic oscillations, c — sum oscillations of regular and chaotic signals.

-
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Pair production in counterpropagating electron and laser beams

he
P. A. Golovinski 

~Submitted December 18, 1996!
Pis’ma Zh. Tekh. Fiz.23, 72–75~July 26, 1997!

An analysis is made of the collision between a high-energy electron beam and laser radiation. It
is shown that when the electron energy is 800 GeV and the laser pulse has an intensity of
1020 W/cm2, a wavelength of 248 nm, and a duration of 300 fs, a single seed electron produces
60 electrons and positrons. ©1997 American Institute of Physics.@S1063-7850~97!03107-8#

It has been shown1–4 that the interaction between laser on. The production of particles in the energy layer with t
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radiation and electrons may be accompanied by the pro
tion of electron-positron pairs by collisions with atomic n
clei in field intensities of;1021–1022 W/cm2.

However, the direct action of laser radiation is insuf
cient to produce electron-positron pairs. This process
quires an intensity of at least 1028 W/cm2 at which the work
of the field at the Compton wavelength corresponds to
production energy for an electron-positron pair, which
hardly likely to be achieved in the foreseeable future. Ho
ever, the requirements imposed on the laser radiation in
sity can be reduced by using electron and laser beam
possible system involves using a counterpropagating b
geometry,5 which is highly typical of electron and proto
accelerators. The laser radiation in the system of the par
becomes hard, as a result of the Doppler effect.

It is known that the cross sections is invariant under
Lorentz transformations. The cross section for pair prod
tion as a result of a photon–electron collision in a refere
frame where the electron is initially at rest, is given by6

s5s0S ln v

m
23.47D , ~1!

wheres05
28
9 ar e

2 , wherer e is the classical electron radius
v is the frequency of a laser photon in the reference fram
the laser.

Converting to the laboratory reference frame, for
trarelativistic electrons of energyE we obtain

s5s0S ln 2v0E

m2
23.47D , ~2!

wherev0 is the laser radiation frequency in the laborato
reference frame. The typical initial electron energy requi
for efficient implementation of the process
E0520m2/v05800 GeV at a laser wavelengthl5248 nm.
This electron momentum in the laboratory reference fram
much greater than the laser photon momentum. This imp
that secondary particles will be emitted in the direction of
initial electron with reduced energy after each collision w
photons.

Following the theory of showers,7 we consider a mode
in which an electron-positron pair is produced as a result
collision between ag ray and an electron, and the energy
redistributed such thatb51/3 of the initial particle energy is
assigned to each particle. These particles then collide w
the laser radiation photon flux to produce new pairs, and
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energyEk5b E is indicated by the subscriptk. Then for the
k11 layer we can write the rate equation

dNk11

dt
52Wk11Nk111WkNk /b, ~3!

whereNk is the total number of particles in thekth energy
layer andWk is the probability of the production of an
electron-positron pair. We use the explicit form fo
Wk5Fs5a2bk, wherea5s0(F ln(2v0E/m

2)23.47), and
b5s0F ln b21.

Having expressed the difference in Eq.~3! in terms of
the derivative, we obtain a partial differential equation af
replacing the discrete indexk by the continuous paramete
x:

]N

]t
52

]

]x
~W~x!N!12W~x!N. ~4!

After casting the variables in the form
n(x,t)5W(x)N(x,t), we then have

1

W~x!

]n

]t
52

]n

]x
12n. ~5!

To solve Eq.~5!, we need to know the initial distribution
which we take to be monoenergetic and describe it usin
d-function in the form

N~x,0!5d~x!5 lim
g→`

g~x,g!, ~6!

whereg(x,g)5 1/gAp exp(2x2/g2) is the initial distribution
normalized to a single electron.

A solution of the quasilinear equation~5! with the initial
conditionn(x,0)5g(x,g)W(x) may be found by the method
of characteristics,8 and is given by

Ng~x,t !5
1

gAp
e2x1bt expS 2 f ~x,t !S 21

f ~x,t !

g2 D D ,
~7!

where f (x,t)5(a2(a2bx)ebt)/b.
The total number of particles formed by timet for a

single seed electron is

Ñ~ t !5 lim
g→`

E
0

`

Ng~x,t !dx. ~8!

The definite integral in formula~8! is calculated analytically,
and after going to the limit, we obtain

56666-02$10.00 © 1997 American Institute of Physics



Ñ~ t !5exp
2a

~12e2bt! . ~9!
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We estimate the number of particles formed at the

ergyE0 per electron. We take the parameters of the focu
laser radiation as those for a high-power excimer laser:9 in-
tensity at the focal spotI51020W/cm2 and laser pulse length
t5300 fs. Then the total photon flux density during t
pulse t is Ft5I t/v05331027 cm22. Under these condi-
tions we findbt@1 andÑ'60 particles are generated p
seed electron. Thus, this effect has all the characteristic
tures of breakdown of the vacuum.

Studies of the interaction between high-energy elect
beams and focused laser radiation are currently being un
taken at the Stanford Linear Accelerator Center~SLAC!.10

During tests on the system, nonlinear Compton scatte
was observed with a beam electron energy of 46.6 GeV
a focused laser radiation intensity of 1018 W/cm2 at wave-
lengths of 1054 and 527 nm. Further refinement of the s
tem also envisages experiments to observe the productio
electron-positron pairs. This may involve an experiment
ing the counterpropagating beam configuration conside
here to study breakdown of the vacuum.
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Enhancement of the precision of fiber-optic interferometers by using couplers with high

de-
spectral power or antisymmetric supermode cutoff
É. I. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow
~Submitted January 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 76–80~July 26, 1997!

It is shown that in 232 single-mode optical-fiber directional couplers operating with cutoff of
the antisymmetric normal mode of a composite waveguide, the additional stray phase
shift of the waves in the forward and cross channels~found in normal couplers! vanishes. Thus,
by using these couplers~instead of the usual ones! in various interferometers, the precision
can be enhanced substantially. It has also been shown that the precision of interferometers with
wide-band radiation sources~such as white-light interferometers and fiber-optic gyroscopes!
can be improved by replacing the usual couplers with couplers of high spectral power whose
splitting ratio can execute a large number of oscillations within the radiation line width,
efficiently eliminating the afore-mentioned stray phase shift. ©1997 American Institute of
Physics.@S1063-7850~97!03207-2#
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determined to a considerable extent by the characteristic
the directional couplers. Conventional 232 directional cou-
plers with the phase parameterN.0.25 are currently used in
single-mode fiber-optic interferometers. We recall thatN is
the number of oscillations of the splitting ratio in direction
couplers,N5Dw/(2p), whereDw is the difference between
the phasesw1 andw2 of the symmetric and antisymmetri
normal modes~supermodes! of a composite waveguide.1 As
a result of the difference between the lossesa1 anda2 of the
supermodes in real directional couplers, the relative ph
shift of the signals in the forward and cross channelsg)
differs from the valuep/2 obtained in an ideal directiona
coupler.2 Consequently, a stray phase shiftd of the interfer-
ing waves is established in the directional coupler, and
variations lead to a ‘‘zero’’ drift of the single-mode fibe
interferometer and therefore reduce its precision. We sh
that this shortcoming of single-mode fiber interferomet
can be eliminated by using directional couplers with an
symmetric supermode cutoff or with a fairly high spect
powerR5hN (h is a coefficient between 2 and 5 for fuse
directional couplers1!.

2. The transmission matrix of 232 directional couplers
at the frequencyv, expressed in terms of the transmissi
coefficients of the symmetricV15exp(2a11iw1) and anti-
symmetricV25exp(2a21iw2) supermodes, is given by

T5uut i j uu5 IV11V2 , V12V2

V12V2 , V11V2
I , i , j51, 2. ~1!

Using Eq.~1!, we find ~see also Ref. 2!:

g5arctan$2 sin~Dw!exp@2~a11a2!#

3@exp~22a1!2exp~22a2!#
21%5arctanm. ~2!

As a result of the cutoff of the antisymmetric supermode
obtaina2→` so thatg→0 and therefore for the stray phas
shift we findd→0. It can therefore be expected that the u
of directional couplers with antisymmetric supermode cut
will improve the precision characteristics of single-mode
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tail for the case of a fiber ring interferometer~see Fig. 1!,
assuming that the radiation source is monochromatic.

Using Eq. ~1!, the signals at the symmetric (E1) and
asymmetric (E2) outputs of a fiber ring interferometer ar
given by:

E152E0 exp@2~a1 ibL !#t12t22 cosu, ~3!

E25E0 exp@2~a1 ibL !#

3@exp~ iu!t12t211exp~2 iu!t11t22#.

Herea are the losses in a circuit of lengthL, b is the
propagation constant, andu is the nonreciprocal phase shi
of the counterpropagating waves. As was to be expec
when the symmetric output of the fiber ring interferometer
used, no stray phase shift is observed, whereas for the a
metric output, such a shift is observed and is determined
the argument of the complex quantityt11* t22* t12t21. The cal-
culations yield d52g. For the estimates we can s
usin(Dw)u51 and then, assuming that exp(2a2) is small, we
find d.4 exp(a12a2), and for a2→`, we have d→0,
which supports the assumption made above.

At present, no detailed experimental data are availa
on the operation of couplers with antisymmetric supermo
cutoff. Nevertheless, there is reason to suppose that t
couplers, having a broad range of properties, will be suita
for use in fiber ring interferometers and other types of sing
mode fiber interferometers. For instance, it was shown
Ref. 3 that these couplers may be compact~comparable in
size to the ‘‘usual’’ directional couplers! and may have a
splitting ratio almost independent of wavelength and ben
They have the disadvantage of relatively high losses (>3
dB! but in many cases, this can be tolerated because of
enhanced precision of the measurements.

3. When fabricating fused couplers, the splitting ra
oscillates very rapidly with increasing length of the nec
down, particularly close to antisymmetric supermo
cutoff.1,3 Similar rapid oscillations are observed in the wav

56868-02$10.00 © 1997 American Institute of Physics



rio
um
n
tin
r

tra
ge
n
in

sit

th

a

g
ff,
de

losses and the loss difference is small. In this case, we find
l
for

ay

gle-
lers
ave
ave
de
o
put
al
er-
re
f
real
the

I.
s-

n-

lec-
length dependence of the splitting ratio. The spectral pe
of these oscillations may be made so small that a large n
ber of these will fall within the line width of the radiatio
source of a single-mode fiber interferometer. This opera
regime of the directional coupler~superstrong coupling o
extremely long interaction lengths! is also of interest for a
single-mode fiber interferometer since in this case, the s
phase shift introduced by the directional coupler is avera
and the resultant stray phase pedestal may be significa
reduced. By way of example, we again consider a fiber r
interferometer~see Fig. 1!.

When a wide-band radiation source having the inten
I 0 and the line profileF(v) normalized to unity, is used in
fiber ring interferometers, the photodetector current at
asymmetric output is given by

i5I 0^ut11t22u21ut21t12u21exp~ i2u!t12t21t11* t22*

1exp~2 i2u!t12* t21* t11t22&, ~4!

where the angle brackets denote integration overv with the
weightF(v) and the other notation has the same meaning
above.

To a first approximation, it may be assumed thatu and
alsoa1 anda2 do not depend onv. Then, in the superstron
coupling regime but far from antisymmetric mode cuto
high-quality directional couplers have low normal mo

FIG. 1. Diagram of fiber ring interferometer.
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m.Ksin(Dw), whereK is a quantity inversely proportiona
to the difference between the normal mode losses, and
high-quality couplersK@1. With these qualifications in
mind and also taking into account the rapid oscillations~4!
of the function cos(2Dw), we find that apart from a multipli-
cative factor:

i.I 0F12
1

2
cos~2u!G . ~5!

From this it follows that in this particular case, the str
phase shift averages to zero, to a first approximation.

4. It has thus been shown that in many cases in sin
mode fiber interferometers, it is expedient to use coup
with antisymmetric supermode cutoff. These couplers h
the disadvantage of comparatively high losses, but they h
the advantage of improving the precision of a single-mo
fiber interferometer~in a fiber ring interferometer, they als
simplify the optical system because the asymmetric out
can be used!. Other possible operating regimes of direction
couplers in single-mode fiber interferometers include sup
strong coupling and/or ultralong interaction length, whe
the splitting ratio oscillates rapidly within the line width o
the radiation source. The stray phase shift introduced by
directional couplers is then efficiently averaged, although
visibility of the interference pattern deteriorates slightly.
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Equation of state for a weakly ionized gas-discharge plasma

e-
G. I. Mishin

Applied Physics Laboratory, Johns Hopkins University, Laurel, MD 20723-6099
~Submitted May 20, 1997!
Pis’ma Zh. Tekh. Fiz.23, 81–88~July 26, 1997!

A modification is proposed for the van der Waals equation for a real gas, which transforms it
into an equation of state for a thermally nonequilibrium weakly ionized gas-discharge
plasma. This modification reflects the existence of collective interactions between neutral particles
in the gas-discharge plasma, which generates quasistructural formations impeding the
compression and expansion of the plasma. This equation completely describes the characteristics
of the dynamic processes in the gas-discharge plasma, provides a quantitative explanation
of these processes, and reveals the essential physical features of this phenomenon. ©1997
American Institute of Physics.@S1063-7850~97!03307-7#

In the late sixties and early seventies it was observed that~Ref. 9!, which is substantially longer than the electron r
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in weakly ionized gases, the velocity and amplitude of sou
are higher than the corresponding calculated gaskin
values.1–3

The theoretical analyses performed at that time w
based on a modification of the volume heat release wh
takes place as a result of the transfer of the energy of
electrons to neutral particles through elastic collisions~see,
e.g., Refs. 4 and 5!.

However, it soon become clear6 that this mechanism
could not explain the increased speed of sound or its
creased intensity.

Different versions of this theoretical concept continu
to be analyzed subsequently.7

In 1978 it was established that the Mach number o
spherical body in a low-temperature gas-discharge plasm
considerably lower than that in un-ionized gases at the s
velocity and temperature.

Results of studying this effect were published in 19
~Ref. 8!. Estimates made using these results indicated
the observed effects may be attributed to the existence
specific plasma sound velocityW, substantially higher than
the corresponding gas-kinetic value. Subsequent inves
tions of shock waves in ionized gases provided extens
information on this phenomenon.

Without giving details of the results of specific studie
the general conclusions deduced from these may be
sented.

1. A low-temperature gas-discharge plasma~degree of
ionization 1025–1027) of all the gases studied~air, CO2,
N2, Ar, Ne, and Xe! exhibits anomalous dynamic propertie
at pressures of 1–200 torr and temperatures between 100
1400 K.

2. Dynamic characteristics are not observed in a th
mally ionized plasma.

3. The velocity of sound in a plasma is isotropic a
does not depend on the orientation of the electric field or
direction of motion of the body.8

4. After shunting the discharge current, the anomal
properties of the plasma do not disappear ‘‘instantaneous
but decay relatively slowly with a time constant.231022 s
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5. The anomalous properties of the plasma do not oc

‘‘immediately’’ after the onset of the discharge: the avera
time taken for their establishment is'331024 s ~Ref. 10!.

6. In regions where a gas-discharge plasma exists,
velocity of sound is higher in regions of higher electron te
peratureTe and depends only weakly on the electron dens
ne ~Ref. 11!.

7. Ultraviolet irradiation of the plasma tends to increa
the velocity of sound.12

8. A weak transverse magnetic field (;100 Oe! appre-
ciably reduces the velocity of sound.13

9. The velocity of sound in a gas-discharge plasma
creases in proportion to the gas-kinetic temperature.

10. An increase in the ratioE/P ~electric field strength/
gas pressure! increases the velocity of sound.

Since the square of the velocity of sound in a wea
ionized gas is determined by the compressibility of the n
tral particles at constant entropys,

W25~]P/]r!s , ~1!

it may be assumed that although the neutral particles are
apart in the gas-discharge plasma, a strong interaction e
between them.

Thus the the concept of a plasma as an ideal gas is
extremely attractive vehicle for describing its dynamic pro
erties.

The van der Waals equation14 is a simple and physically
well-justified equation of state for a real gas, which for
mole of gas~neglecting the volume correction! has the form

S P1
a

V2DV5RT, ~2!

whereP is the external pressure,V is the molar volume, and
a is the pressure correction.

Equation ~2! can allow for the existence of forces o
attraction between the plasma particles, which increase
pressure in the plasma by the additional internal press
Pi5a/V25an2, wherea5aN2, N56.02331023 mole21 is
Avogadro’s number, andn5N/V is the particle density.

57070-03$10.00 © 1997 American Institute of Physics
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absurd situation, since the value ofa satisfying the experi-
mentally measured velocity of sound corresponds to a p
surePi more than 30% ofP.

Such a high additional pressure in the plasma could
have gone unnoticed and would immediately have been
served experimentally.

Thus, for the case of a gas-discharge plasma we nee
take into account another difference from the usual ideal
— in the absence of dynamic perturbations, the internal p
sure isPi50 and expression~2! is transformed to give the
equation for an ideal gasPV5RT.

The equation of state for a weakly ionized gas-discha
plasma should therefore be written as

S P2
a

V2
1u DV5RT, ~3!

whereu5a/V0
25an0

2, andV0 andn0 are the molar volume
and the plasma density in the initial state, respectively.

It can be seen that in the plasma ‘‘rest’’ state, Eq.~3! is
identical to the equation for an ideal gas.

However, when the plasma is perturbed by an acou
wave, it becomes ‘‘unbalanced’’ as a result of changes in
density distribution under the action of the external forc
and as a result, the term describing the interparticle inte
tion, u2an2, becomes nonzero.

Under compression this term isu2an2,0 and the
forces between the particles are repulsive, whereas unde
pansion,u2an2.0 they are attractive.

In both cases, the particles are exposed to intermolec
forces that tend to return them to the former equilibriu
position.

In order to establish the functional relation between
velocity of soundW and the plasma parameters, we use E
~1! and ~3! together with the equation of the first law o
thermodynamics in differential form.

The derivative (]P/]r)s is found by assuming that th
molar specific heat of the plasma at constant volume,CV ,
has the same value as for an ideal gas, since the interpa
distance does not change and the relationVTCV /R5 const
therefore holds.

We also take into account that acoustic waves are w
perturbations~even for a strong acoustic wave the change
pressure is no greater than;1023 of the pressure! and thus
the difference isuu2a/V2u<1023P.

After suitable transformations, we obtain the requir
dependence:

S ]P

]r D
s

5
CV1R

CV
•

RT

m
1

2a

V0m
, ~4!

wherem is the molecular weight.
Replacinga5an2 andV5N/n, we obtain

W25SCV1R

CV
1
2an0N

RT D • RTm
, ~5!

from which it follows that Poisson’s ratio is
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wheregug5(CV1R)/CV is the ratio of the specific heats i
the un-ionized gas.

Before analyzing Eqs.~5! and ~6!, let us examine the
results of Refs. 8 and 10, taking into account the conclus
drawn from Eq.~7!: the ratio of the specific heats in a weak
ionized gas is always higher than that in an un-ionized g

In Ref. 8 schlieren photographs of a spherical mo
passing through ionized air at a pressure of 45 torr a
T51350 K were obtained using a ballistic system. The ra
of specific heats corresponding to this temperature
g51.33.

These photographs were used to measure the rela
standoff of the shock wave headD/r (D is the standoff and
r is the radius of the sphere!.

The standoff of the shock wave head is a parameter
depends on the Mach number of the flight and on the ra
g. The lower the Mach numberM5v/W (v is the flight
speed! and the higher the ratiog, the greater is the relative
standoffD/r for the same flight speed.

The results of the measurements show that the value
the standoff correspond to the Mach numbers determined
the velocity of soundW, which is 1080 m/s.

However, it follows from Eq.~6! that in a plasma, the
ratio of the specific heats is greater than that in un-ioniz
air, and thus the value ofW should be lower than 1080 m/s

Since the dependenceD/r (M ,g) cannot generally be
given by a simple expression, a method of successive
proximations must be used to calculateW andg: an approxi-
mate value ofW is set and the Mach number is determin
using the known flight speed, and then the ratiog is obtained
using Eq.~6!.

These values ofM and g are used to calculateD/r
which is compared to the experimental value measured f
given flight speed.

In particular, the calculations showed that forV51800
m/s, the measured relative standoff of the shock wave co
sponds tog52.1 andM52, i.e.,W5900 m/s.

Thus, the real velocity of sound in this case is 1.2 tim
lower andg is 1.6 times higher than was previously a
sumed.

Equation~6! is used to finda and to determine the bind
ing energy of 1 mole of plasma particles under the exp
mental conditionsUs52an0N57.23103 J.

The results of measurements of the velocity of sound
a ‘‘cold’’ plasma ~not heated by Joule heat! are now
considered.10 A shock tube was used to determine the velo
ity of sound. The velocities of acoustic pulses in an
plasma were measured approximately 500ms after initiating
a pulsed gas discharge withE/P'4 V/cm•Torr. The plasma
pressure was 6 Torr and the gas-kinetic temperature did
exceed 400 K.

The measurements showed that under these conditi
the velocity of sound in the plasma isW5688 m/s, i.e., 1.7
times higher than that in un-ionized air.

Using the measured velocity of sound, the adiabatic
ponentg54.1 is determined according to formula~5! and
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then, in accordance with Eq.~6!, we find a50.53310230
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It can be seen that a decrease in the plasma temper

is accompanied by an increase in the adiabatic exponen
Note that the energy of 1 mole of plasma is th

Us59.63103 J.
The difference betweenUs in the first and second ex

periments arises becauseE/P in the second case is twic
than in the first.

The introduction of the positive constantu5an0
2 and the

negative variablean2 in the van der Waals equation implie
that the equilibrium state between the particle centers
which the interaction potential energy is zero, is tens of tim
greater than that in un-ionized gases.

It was established experimentally in Ref. 9 that the ‘‘lif
time’’ constant of the anomalous properties of a g
discharge plasma is relatively high,'231022 s, and their
existence should be attributed to the presence of metas
particles or long-lived complexes in the plasma~observation
4!. Metastable particles are formed in the plasma as a re
of inelastic collisions between electrons and neutral partic
in the gas-discharge process and therefore a certain
must elapse after initiation of the discharge before a su
cient quantity of these particles are formed~observation 5!.

If the electron temperature~energy! Te increases, both
the collision frequency and the probability of inelastic col
sions increase. Thus an increase in the ratioE/P leads to an
increase in the velocity of sound.

In this case,Te obviously plays a major role and th
density is of secondary importance~observations 6 and 10!.

In a thermally ionized plasmaTe is approximately ten
times lower than its value in a gas discharge and the elec
energy is below the excitation potential for metastable sta

Therefore in a thermally ionized plasma no anomalo
dynamic properties are observed for any electron dens
ne ~observation 2! and even a weak magnetic field, slowin
the electrons, significantly reduces the observed anoma
effects~observation 8!.

Since these results have shown that the increase in
velocity of sound in a plasma is caused by the interaction
neutral particles controlled by gasdynamic laws, the prop
ties of the plasma should be isotropic, except of course
the electrode zones~observation 3!.

In experiments in which plasma particles were activa
by absorbing ultraviolet radiation, the probability of form
tion of metastable particles was increased, as was the ve
ity of sound~observation 7!.

It follows from the proposed concept of a gas-discha
plasma that despite the existence of structure in the plas
the propagation of acoustic waves remains an adiabatic
isentropic process which is not accompanied by any diss
tion of energy, although some dispersion of the sound sho
be observed at high frequencies.
572 Tech. Phys. Lett. 23 (7), July 1997
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plasma shows that in addition to kinetic energy, the plas
also possesses a potential binding energy for its partic
which isUs52an0N per mole.

For the two cases described above, the gas-disch
plasma has a high binding energyUs59.63103 J at
T5400 K. This energy is approximately three times high
than the binding energy of molecules in the critical state a
;103 times higher than the ionization energy, and is of t
same order of magnitude as the gaskinetic energy of 1 m
of air under normal conditions.

In addition to kinetic energy and ionization energy, t
plasma generator also consumes binding energy during
generation of metastable particles.

Equation~4! shows that the increase in the velocity
sound in a gas-discharge plasma is determined by the pa
etera(a).

It is therefore advisable to increase~within certain lim-
its! the electric field strength to increaseW.

It is also clear that heating of the gas conventiona
leads to an increase in the velocity of sound~observation 9!.

In conclusion, this investigation indicates that the pr
posed modification of the van der Waals equation for a r
gas not only qualitatively, but also quantitatively, describ
the anomalous gasdynamic effects observed in experim
to study acoustic and shock waves in a weakly ionized g
discharge plasma.
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Physical model of the formation of a periodic structure on the surface of pyrolytic

was
graphite under high-energy ion bombardment
D. V. Kulikov, A. L. Suvorov, R. A. Suris, Yu. V. Trushin, and V. S. Kharlamov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Institute of Theoretical and Experimental Physics, Moscow
~Submitted March 25, 1997!
Pis’ma Zh. Tekh. Fiz.23, 89–93~July 26, 1997!

A physical model is proposed for the formation of a structure consisting of ‘‘micropoints’’ and
‘‘cavities’’ on the surface of pyrolytic graphite bombarded by 210 MeV Kr1 ions. This
structure may be explained in terms of the depth distribution of the energy deposited by the
bombardment. ©1997 American Institute of Physics.@S1063-7850~97!03407-1#

The experimental possibilities of using bombardment toproximately 60 Å and the average spacing between them
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modify the surface of various types of graphite to produ
emission cathodes with a periodic surface structure were
vestigated by us in Refs. 1–3. The surfaces were bomba
with 30–500 keV Ar, La, and Bi ions at doses of 1016–
1018 cm22. The energy and dose, as well as the angle
incidence of the ions on the surface were varied. As a res
we obtained a system of randomly distributed micropoints
the surface of the sample, whose tips differed substantiall
terms of height and curvature.

In Ref. 4 we reported results of the bombardment
highly oriented pyrolytic graphite~HOPG! by a high-energy
ion beam, which produced a periodic ‘‘micropoint–cavity
structure on the surface of the material. Here we propos
physical model for this effect, based on analyzing the ene
released by inelastic interaction between the incident i
and the material.

In Ref. 4 samples of pyrolytic graphite were bombard
by 210 MeV Kr1 ions with a dose of 4.331012 cm22, the
flux density of the incident particles was;1010 ions•cm22

•s21, and the ions were incident perpendicular to the surfa
The periodic structure formed on the surface was exami
using an STM/NL-20 scanning tunneling microscope ope
ing in air. The average height of the micropoints was a
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around 170 Å~see Ref. 14!.
The formation of micropoints on the surface of carb

samples under ion bombardment may be described in te
of the depth distribution of the energy deposited by the bo
bardment. Calculations performed using theTRIRS
program5,6 show that when pyrolytic graphite is bombarde
by 210 MeV Kr1 ions, the inelastic losses extend to app
ciable depthsh, of the order of hundreds of thousands
angstrom~Fig. 1!. To a depthh550 000 Å the losses are
almost constant, and the energy released is dissipate
heating the material. Using data on the energy release~see
Fig. 1!, calculations were made of the temperature distrib
tion in the track of an incident ion using a formula presen
in Ref. 7:

T~r ,t !5
FD~h!

4pzt
exp$2CVr

2/~4zt !%1T0 .

Here r is the distance along the radius of the particle tra
t is the time,FD is the energy dissipated in ionization p
unit length,h is the depth of penetration of the ion,z is the
thermal conductivity,CV is the specific heat per unit volume
andT0 is the irradiation temperature.
of
a

FIG. 1. Energy dissipated in ionization versus depth
ion penetration when pyrolytic graphite is bombard by
210 MeV Kr1 ion.
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FIG. 2. Temperature of pyrolytic graphite as a functio
of distance from ion track at various times after tran
of the ion: 1 — t51310213 s, 2 — t52310213 s,
3 — t54310213 s, 4 — t56310213 s, 5 —
t51310212 s, and6— t51310211 s.
Calculations of the temperatureT(r ,t) according to
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by inelastic losses. These initial micropoints have the result
n a
ruc-
line
e-
ions
re-
la-
i-
he
r-
i-
ob-
use
nal
au-
ud-

,

.

this formula were made for graphite with the followin
parameters:FD51200 eV/Å, z540 W/~m•K!, CV54000
kJ/ ~m3

•K! ~Ref. 8!, and melting point 4200 K~Ref. 9!. It
can be seen from the results of calculating the tempera
T(r ,t) for various times~see Fig. 2! that at 6310213 s, the
temperature in regions of approximately 100 Å diameter
ceeds the melting point. Thus, intensive remelting of the m
terial may occur along the track of the bombarding partic
Then, after approximately 10210 s, the material rapidly cools
down.

It is known10,11 that pyrolytic graphite contains bot
crystalline ~cr! and amorphous (a) components, with the
crystalline component accounting for a significantly grea
fraction. Remelting of the crystalline phase by the ene
released by the incident ion may cause the formation of
amorphous phase as a result of the rapid cooling~around
10212 s, see Fig. 2!. However, the densities (d) of these
phases differ:dcr52.26 g/cm3 and da51.8 g/cm3. Thus, a
volume difference is established during cooling with the f
mation of an amorphous phase and it is supposed that
may help to ‘‘squeeze out’’ the excess volume to the surfa
The average volume of a single micropoint can be estima
experimentally asV5pR2h/3'63105 Å3, by approximat-
ing the micropoint by a cone with base radiusR5100 Å and
height h560 Å. Since the densities of the amorphous a
crystalline phases differ by approximately a factor of 1
this squeezed-out excess volume is approximately 20%
the volume of the remelted crystalline phase from which t
micropoint was formed. Thus, the volume of the remel
crystalline phase along the track of a single ion
Vcr'5•V533106 Å3. If we assume that the graphite un
dergoes remelting in a cylindrical region of radiusRcr550 Å
along the ion track, we find that the depth from which exc
atoms are squeezed out to the surface ishcr'400 Å, which is
substantially less than the depth at which energy is relea
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that the subsequent bombarding particles are incident o
severely distorted surface on which a highly stressed st
ture is formed. The stress field of stresses in the crystal
phase of the pyrolytic graphite, formed by inclusions of r
melted amorphous phase, possibly determine the condit
for the formation of subsequent micropoints, which may
sult in their ordering. However, an equally probable exp
nation for the formation of these periodically distributed m
cropoints may involve the specific characteristics of t
pyrolytic graphite. In order to refine this model and dete
mine the physical conditions for the formation of period
cally distributed micropoints on the surface, we need to
tain and analyze additional experimental data and
additional methods of investigation such as conventio
scanning microscopy and x-ray structural analysis. The
thors of Ref. 4 and this Letter propose to perform these st
ies.
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