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The potential usefulness of C60 as additives in lubricating oils and as coatings under fretting
conditions is demonstrated by tribological techniques. ©1997 American Institute of Physics.
@S1063-7850~97!00108-0#

The discovery of fullerenes1 has stimulated research into were as follows: amplitude 150mm, frequency 500 min21,
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various aspects of these materials. However, information
the tribological properties is very scarce and applies ma
to the C60 fullerene. Several published studies have inve
gated C60 fullerene as a solid lubricant film2,3 and also as
additives to liquid lubricants.4

The use of various modified fullerenes as antifricti
coatings, solid lubricants, and additives to lubricating o
has been reported in several patents.5–11

A particular form of damage to solids accompanyi
sliding friction is fretting wear.12 Fretting is typically ob-
served for nominally fixed structural members~for example,
at points where components are attached!, and generally oc-
curs as a result of vibrations which lead to different vib
tional relative displacements of the contacting bodies. F
ting is frequently accompanied by chemical processes at
friction surfaces~fretting corrosion!.13,14A characteristic fea-
ture of fretting, unlike other forms of sliding friction, is th
small amplitude of the relative displacements of the conta
ing bodies, comparable with the spacing between the tip
the microroughness points on the friction surface, wh
makes it difficult to remove the wear products from the co
tact zone. The wear products then begin to act as an abra
causing further wear. In many cases, the cyclic nature of
fretting reduces the fatigue strength of the contacting bod
resulting in fatigue damage. Thus, the mechanisms res
sible for fretting wear are very diverse and the various co
binations of these under real conditions make it difficult
study and select ‘‘antifretting’’ protection measures.

Here we present the first results of phenomenolog
investigations of C60 fullerene as a material to prevent fre
ting wear under sliding friction.

The C60 fullerene ~96–98% pure! was prepared in the
laboratory of Professor V. P. Budtov~‘‘Khromotron’’ project
of the Russian scientific-technical program ‘‘Fullerenes a
Atomic Clusters’’!.

The specimens were tested for fretting wear by the p
cedure laid down in GOST 23.211-80~Ref. 14! using a spe-
cial ‘‘FK’’ system attached to a standard SMTs-2 frictio
machine. The fixed surface — specimen — was a disk,
mm in diameter and 7.5 mm thick. The moving surface w
a hollow cylinder with outer and inner diameters of 25 a
20 mm, respectively, whose end~annular! surface was in
contact with the flat surface of the specimen. The cylin
undergoes cyclic rotational vibrations about its own ax
Different loads are applied to the cylinder along the axis
create a normal pressure at the contact. The test condi
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normal pressure in tests with lubricants 4.2 MPa and withou
lubricants 3.2 MPa, and each specimen was tested ov
250 000 cycles. At least three specimens of the same typ
were tested under the same conditions.

A series of tests were carried out on St20 steel an
LaZh-60 brass specimens with St20 cylinders, using lubricat
ing oil and grease with added fullerene C60 and preliminary
tests on C60 coatings were also carried out.1! The wear of the
specimens and cylinders was determined by weighing t
within 0.1 mg before and after the tests.

The lubricants used were industrial I-40A oil and
Litol-24 grease, to which C60 was added in powder form by
mechanical mixing. The nonuniform distribution of the
fullerene particles in the lubricant is clearly one reason fo

FIG. 1. Wear of steel specimens~upper diagram! and steel cylinders~lower
diagram!: 1 — without lubricant,2 — I-40A lubricant, 3 — I-40A with
2.5% C60, 4 — Litol-24, and5 — Litol-24 with 2.5% C60. A negative wear
value indicates that some of the debris particles are transferred to the cyli
der.
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the large spread of the experimental data~up to 20%!.
The test results~as averages of the wear values for ea

series of specimens!, plotted as histograms in Figs. 1 and
show that using I-40A lubricating oil appreciably reduc
the fretting wear compared with unlubricated specime
particularly for the brass specimens. When this lubricat
oil was used on the friction track, there were no traces
binding and transfer of copper to the cylinder, which we
observed for dry friction. By using this lubricating oil wit
added C60, the wear of the specimens was reduced b
further 20–30% and that of the cylinders was reduced
50% compared with the lubricating oil with no fullerene
added.

Unexpected results were obtained for the Litol-
grease. For steel samples the wear with this lubricant
even higher than that under dry friction, and some of
wear debris was transferred to the cylinder. For brass sp
mens, Litol-24 was less effective than the lubricating o
which may be attributed to its high viscosity and inadequ
mechanical stability under shear deformation conditio
However, the addition of C60 to this lubricant reduced the
wear compared with that with no additive.

FIG. 2. Wear of brass specimens~upper diagram! and steel cylinders~lower
diagram!: 1 — without lubricant,2 — I-40A lubricant, 3 — I-40A with
2.5% C60, 4 — Litol-24, and5 — Litol-24 with 2.5% C60; 6 — C60 coating
on brass specimen under dry friction.
576 Tech. Phys. Lett. 23 (8), August 1997
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applied, showed that at a normal pressure of 4.2 MPa
specimens without any lubricant or coating exhibited bind
and the rotation of the cylinder was visibly slowed. It w
therefore necessary to reduce the normal pressure for
tests under dry friction conditions to 3.2 MPa. For a coa
LAZh60 specimen, no slowing of the cylinder was observ
which indicated that no binding occurred in the initial perio
of fretting. The wear of the coated brass sample was appr
mately a third that of the uncoated sample under dry fricti
no copper was transferred to the cylinder, and no trace
binding were observed on the friction track. This sugge
that these coatings are effective as solid lubricants, part
larly when it is structurally difficult to supply liquid lubrican
to the friction site.

To conclude, these investigations have shown that i
effective to use C60 as additives to lubricating oils and als
as coatings under fretting conditions.

This work was carried out as part of the Russi
Scientific-Technical Program ‘‘Fullerenes and Atomic Clu
ters’’ ~‘‘Tribol’’ project !.

1!The coatings were applied in the laboratory of Professor A. Ya. Vul’.
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Thin-film electroluminescent emitters on rough substrates
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For thin-film ac electroluminescent emitters prepared on rough glass substrates in combination
with the use of a layer of liquid-crystal insulating composite, a twofold increase has
been observed in the emission brightness as compared with the usual emitters prepared on
smooth substrates. ©1997 American Institute of Physics.@S1063-7850~97!00208-5#

A topical problem in the development of thin-film elec- have shown that a nonuniform electric field distribution
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troluminescent emitters and indicators based on them, ut
ing the effect of prebreakdown luminescence, is to enha
the brightness, particularly of the blue and r
luminescence.1 Various designs of electroluminescent em
ters have been proposed to enhance the luminescence b
ness by increasing the radiation yield from the electrolu
nescent structure, including those with a rough subst
surface on which layers of electroluminescent emitter
deposited2 and those with microroughness points on the s
face of the transparent electrode.3 In these structures the in
crease in the radiation yield may be influenced not only
purely optical effects but also by the nonuniform distributi
of the electric field in the electroluminescent layer. Stud
z-
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s

the electroluminescent layer also exists in thin-film electro
minescent emitters with a composite liquid insulator, whe
this field is concentrated in local regions of contact betwe
the filler grains of the composite liquid insulator and t
electroluminescent layer.4,5 This reduces the required ave
age threshold strength of the electric field in the electrolu
nescent layer at which luminescence is initiated as compa
with ordinary thin-film electroluminescent structures.
the structures of an electroluminescent emitter with a rou
substrate and a layer of composite liquid insulator
matched, an increased degree of nonuniformity of the e
tric field in the electroluminescent layer should be expect
which may further enhance the radiation yield. In ord
i-
FIG. 1. Brightness–voltage characteristics of electrolum
nescent emitters: a —dc540 mm, b — dc5100 mm, 1, 3
— on rough substrate and2, 4 — on smooth substrate;1, 2
— f 55 kHz and3, 4 — f 51 kHz.
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to check out this supposition, investigations were ma
of metal—semiconductor—composite-liquid-insulator
metal ~MSCM! electroluminescent structures deposited
ordinary smooth and rough glass substrates. Here M is
first transparent SnO2 electrode 0.2–0.3mm thick and a sec-
ond clamped metal electrode with micrometer-regula
movement accurate to within65 mm, S is a ZnS:Mn~0.5%
by weight! electroluminescent layer 1.2–1.5mm thick, and
C is a layer of composite liquid insulator consisting of
mixture of PFMS-4 silicon-organic liquid and a barium tita
ate BaTiO3 powder filler with a grain size of 1.5–3.0mm.
The filler concentration in the composite liquid insulator
approximately 40% by volume. The SnO2 transparent elec
trode was fabricated by the hydrolysis of stannic chlori
The phosphor layer was deposited by vacuum ther
evaporation in a quasiclosed volume and the composite
uid insulator was applied in paste form. Rough substra
were obtained by chemical etching of a smooth substrat
hydrofluoric acid. The results of measurements using
MII-4 microscope indicated that the rough substrates exh

FIG. 2. Brightness of electroluminescent structures versus frequency:
dc540 mm, b — dc5100 mm, 1, 3 — on rough substrate,2, 4 — on
smooth substrate,1, 2 — in saturation section of brightness–voltage ch
acteristic, and3, 4 — on increasing section of characteristic.
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order of 1mm, uniformly distributed over the surface. Th
surface resistivity of the transmitting electrode on the smo
substrates was 100V/h and that on the rough substrate
was 1000V/h.

Brightness–voltage characteristics of the MSCM stru
ture on rough and smooth substrates were obtained by e
ing the structures with a sinusoidal voltage at frequencies
1 kHz and 5 kHz. The sinusoidal voltage source was a G
56/1 generator with a step-up transformer. The brightnes
the electroluminescent structures was measured wit
YaRM-3 light meter.

A comparison between the brightness–voltage charac
istics of the electroluminescent structures~Fig. 1a! indicates
that for similar threshold voltages~at brightness B
51 cd/m2) the maximum brightness of the luminescence
the saturation range of the brightness–voltage character
is twice as high for the electroluminescent structure on
rough substrate compared with the smooth at a frequenc
5 kHz, the respective maxima being 1445 cd/m2 and 720
cd/m2. At a frequency of 1 kHz, these maxima are more th
twice as high, 560 cd/m2 and 246 cd/m2, respectively. The
brightness-voltage characteristic of the electroluminesc
structure on the rough substrate also exhibits a steeper s
compared with that for the smooth substrate. As the thi
ness of the composite liquid insulator layer is increased~Fig.
1b!, the difference between the threshold voltages for
electroluminescent structures on the rough and smooth
strates becomes larger and is of the order of 60–70 V
5 kHz and 90–100 V at 1 kHz. The brightness–voltage ch
acteristics of the electroluminescent structure on both
smooth and the rough substrate do not have a clearly defi
transition from abruptly increasing to saturation, which
typical of thin-film MISIM electroluminescent structures.

Curves of the brightnessB as a function of the frequenc
f ~Figs. 2a and 2b! for electroluminescent structures with a
insulator thicknessdc540 mm indicate that the section o
abruptly increasing characteristic for the electroluminesc
structure on a rough substrate typically shows linear beh
ior of B( f ) ~exponenta f51) whereas for the structure o
the smooth substrate, this curve is sublinear witha f'0.6. In
the saturation section of the characteristic the slope of
curves plotted in logarithmic coordinates, logB versus logf ,
is almost the same for both electroluminescent structures
corresponds to an exponenta f'2/3, which agrees with
the results of studies of electroluminescent structures wi
composite liquid insulator reported in Ref. 5. It can be se
from Fig. 2b that as the thickness of the insulator layer
increased todc5100 mm, the exponenta f for the electrolu-
minescent structures on rough and smooth substrates
comes almost the same and is;0.25 for the section of
abruptly increasing characteristic and;0.55 for the satura-
tion section, respectively.

The increase in the maximum brightness of the electro
minescent structure on the rough substrate compared
the smooth may be attributed to a local rise in the elec
field strength in the electroluminescent layer. Other fact
may be a microlens pattern formed on the substrate an
microrelief which reduces the waveguiding effect, so that

—

578Gurin et al.
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troluminescent emitters based on phosphors whose bright-

creased.

It should be noted that the luminescence of the electro
minescent structure on the rough substrate has a clearly
fined granular property compared with the smooth substra5

and this may be attributed to the microlens effect.
It has thus been demonstrated that by using rough s

strates combined with a layer of composite liquid insulator
an electroluminescent emitter, the radiation yield from
structure and the brightness of the luminescence can be
hanced substantially. This may be utilized to develop el
579 Tech. Phys. Lett. 23 (8), August 1997
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ness is inadequate in ordinary MISIM structures.
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Electronic and adsorption properties of the real surface of cadmium selenide films

ion
containing indium whiskers
Yu. A. Vashpanov

I. I. Mechnikov State University, Odessa
~Submitted March 12, 1997!
Pis’ma Zh. Tekh. Fiz.23, 13–17~August 12, 1997!

An investigation is made to determine how surface doping of thin semiconducting cadmium
selenide films with heavy metal atoms influences their binding energy and their absorption
sensitivity to oxygen. Under certain doping conditions, indium atom whiskers are formed
on the surface of the films. These samples show an appreciable reduction in the oxygen binding
energy with the surface and a reversible response in the interaction with oxygen at 353 K.
© 1997 American Institute of Physics.@S1063-7850~97!00308-X#

It is known that surface doping with metal atoms is anactivated after the desorption of oxygen, with an activat
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effective method of controlling the surface parameters
semiconductor materials.1 In particular, changes in the oxy
gen binding energy have been observed by surface dopin
cadmium selenide films with indium and selenium atom2

Fundamental changes in the electronic properties of
semiconductor are mainly observed up to thicknesses
monolayer, so that investigations are limited to this region
doping levels. The physical nature of the changes in
binding energy between oxygen and the surface of the m
rial has been attributed to dipole interaction of don
impurity—adsorbed oxygen molecule complexes, whose
face concentration increased with increasing ligand conc
tration. The formation of clusters on the surface of the m
terial strongly influences the electronic and adsorpt
properties of the solid. However, the adsorption propertie
semiconductor materials containing various metal clus
structures at their surfaces have not been studied in suffic
detail. Information on the mechanism of interaction betwe
gas particles and these surfaces is required from the the
ical and practical points of view.

Samples of semiconducting cadmium selenide fil
were prepared by thermal deposition of powder onto c
substrates in a high vacuum of 1027 Torr. Deposition of the
cadmium selenide layer at room temperature was imm
ately followed by the deposition of vapor-phase metallic
dium atoms on the semiconductor surface

Studies of the electronic properties of these samples
vealed that many samples whose surfaces were doped
indium atom concentrations of more than one monolayer
tained their semiconducting properties, whereas ot
samples had a temperature coefficient of resistance typic
metallic conductivity. A study of the adsorption of oxyge
on the surface of these structures showed that at 353 K
conductivity of the film exhibits reversible changes where
at these temperatures all known semiconductor materials
known to exhibit irreversible changes in conductivity.

Curve 1 in Fig. 1 gives results of studying the bindin
energy of adsorbed oxygen particles by a method descr
in Ref. 3 as a function of the degree of doping of the surfa
with indium atoms. It can be seen that the binding of oxyg
with the semiconductor surface decreases substantiall
0.4 eV. The electron mobility in the samples in vacuum

580 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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energy of 0.3 eV. As the oxygen concentration was increa
to 45 Vol.% in a mixture with high-purity nitrogen, this ac
tivation energy was observed to decrease to 0.15 eV. Ab
one monolayer the effective electron concentration was
most independent of the degree of doping.

It is known that surface doping is accompanied by t
formation of cluster structures whose size increases with
creasing surface concentration.4 At specific concentrations, a
continuous metal film forms on the surface5 as a result of the
coagulation of clusters, and its thickness increases with
ther condensation of the metal. The physical properties of
material are then determined by the metal film.

In our case, no continuous film is formed for indiu
atom concentrations much greater than one monola
(1017–1019 cm22). It is known that under certain condition
of condensation from the vapor phase, some metal at
form cluster filaments perpendicular to the surface, known
whiskers.6 In this case, no continuous metal film forms an
the metal clusters grow perpendicular to the surface. T
formation of whiskers of various atoms, including indiu
atoms, has now been observed.7 The physical factors respon
sible for the formation of whiskers are associated with scr
dislocations at the surface of a solid with an extrem
stressed surface state. These dislocations lead to the gr
of a metal cluster~whisker! perpendicular to the surface. Th
electronic and adsorption properties of the material contai
in these clusters has been little studied. The fact that
effective electron concentration and mobility do not depe
on the concentrationNs for values greater than a monolay
indicates that indium whiskers are formed on the surface
the semiconducting cadmium selenide film.

The experimentally observed decrease in the oxy
binding energy is caused by these cluster structures on
surface of the semiconductor. It is known that in metal fi
ments free electrons are distributed over the surface a
result of the skin effect.8 From electrostatics, the maximum
concentration of free charge should be concentrated at th
of the whisker. Thus, strong electrostatic fields reach
107 V/cm may be created near the tip.9 In particular, metal
tips are used in electron and ion field emission. The tip of
whisker containing the largest number of free electrons a
as a site for the effective adsorption of oxygen particles si

5800580-02$10.00 © 1997 American Institute of Physics
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free electrons serve as oxygen adsorption centers.10

The changes in the binding energy observed in the
periments cannot be attributed merely to dipole repulsion
complexes since, according to Ref. 11, the energy of
interaction does not exceed 0.2 eV. The dipole–dipole in
action is observed at distances greater than the lattice
stant. At distances of the order of the lattice constant, a
found at the whisker tip, the adsorbed atoms may unde
Coulomb repulsion:Eel.stat(R)52q2/R(«011) ~Ref. 11!.
Only the electrostatic interaction in the adsorbed comp
may lead to the observed decrease in the binding en
between the oxygen and the surface as a result of st
electrostatic fields at the tip of the metal whisker.

The highest rate of exchange between the solid and
gas phase should then be observed at the whisker tips, s
this is where the binding energy is lowest and the elect
~adsorption center! concentration is the highest. As a resu
of their concentration gradient, the adsorbed particles diff
along the surface of the whisker toward the base, where
oxygen ions directly influence the electron parameters of
semiconductor film.

The formation of finely dispersed clusters on the surfa
gives rise to a nonuniform electronic structure in the se
conductor film, which causes strong fluctuation of the ba
potential along the surface. The experimentally obser
mobility activation energy is directly related to the formatio
of a current-transport barrier structure. A region enriched
n-type electrons is formed at the base of the whiskers, an
barrier 0.3 eV high is formed between them. Adsorption
oxygen changes the value of this barrier. A change in
transparency of the barrier as a result of adsorption was
served in Ref. 12.

FIG. 1. Binding energy of oxygen on the sample surfaces~curve 1! and
adsorption sensitivity at 353 K~curve 3! as functions of the degree o
doping of the surface of cadmium selenide films with indium atoms.
581 Tech. Phys. Lett. 23 (8), August 1997
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term stability in contact with oxygen at concentrations b
tween 0 and 45 vol.%. At measurement temperatures
around 343 K, the adsorption and desorption times are
greater than 2–3 min. In this temperature range, films
almost all known semiconductor materials showed an ir
versible change in conductivity caused by the adsorption
oxygen. One of the surprising properties of filamentary cr
tals metal~whiskers! is their high chemical stability to oxi-
dation. For instance, an iron whisker oxidizes 50 times m
slowly at 773 K compared with polycrystalline iron.13 Quan-
tum filaments of silicon in porous silicon exhibit simila
chemical stability.14 Thus the long-term stability of thes
samples to the adsorption and desorption of oxygen may
explained by the chemical stability of the metallic indiu
whiskers at temperatures of 353 K.

Measurements were made of the adsorption-desorp
sensitivity b using a procedure described in Ref. 15. T
results of the measurements are given by curve2 in Fig. 1.
For these samples the change in conductivity was ma
caused by the change in the effective electron mobility. Th
the physical mechanism responsible for the adsorption s
sitivity is mainly attributable to the change in the transp
ency of the barrier between the cluster structures on
semiconductor surface caused by the adsorption of oxyg
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Three-dimensional lattice of parallel-oriented tellurium nanoclusters in an opal matrix

the
V. N. Bogomolov and L. M. Sorokin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted March 18, 1997!
Pis’ma Zh. Tekh. Fiz.23, 19–24~August 12, 1997!

Transmission electron microscopy has been used to study the structural state of tellurium
introduced into the voids of an opal matrix from a melt under pressure. It is shown that when the
opal is a single crystal~the SiO2 spheres form a close-packed cubic structure!, tellurium
filling the voids produces an ordered cluster lattice. The tellurium in the clusters has a single-
crystal structure whose orientation is conserved in neighboring clusters within an
appreciable area. It is thus shown that a lattice of parallel-oriented nanoclusters can be obtained
in principle. © 1997 American Institute of Physics.@S1063-7850~97!00408-4#

With the advances in technology developed in Refs.the state of the tellurium in the voids, the surface layer of
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1–3, it has now become possible to produce thr
dimensional superlattices formed by submicron clusters
synthetic opal. These superlattices have been studied in
sively as materials for the next generation of electron
Synthetic opals, like natural ones, consist of amorphous S2

spheres of fairly uniform size, 200–250 nm in diameter.
order to obtain a three-dimensional lattice of clusters, i.e
periodic structure in which a unit cell with a ‘‘quasiatom
can be isolated as a cluster, the SiO2 spheres in the opal mus
have an ordered cubic or hexagonal close-packed struc
Then the voids between the spheres will have a regular
riodic distribution; i.e., a three-dimensional sublattice
voids is found in the opal ‘‘crystal.’’ Since the size of th
SiO2 spheres is a fraction of a micron, geometric analys2

indicate that the octahedral and tetrahedral voids will h
dimensions of 45–55 and;85–105 nm, respectively, for th
sphere sizes indicated above. These dimensions will also
termine the maximum size of a quasiatom in the cluster
tice when various materials are introduced into the opal m
trix by various methods. For ideal SiO2 spheres, the voids in
the opal are connected by channels having a triangular c
section with concave sides. The diameter of the inscri
cylinder is;30–40 nm. These capillaries ensure that all
pores are filled with the material when the initial opal
placed in a suitable medium. The matrix must be an id
single crystal to achieve 100% filling of all pores, whic
account for up to 22–26% of the total volume of the matr
since the presence of blocks, small- and large-angled bo
aries, and other defects will block some of the voids.

It is therefore of interest to use transmission elect
microscopy to study the structural state of the material in
cluster, the possibility of crystallization of the material in th
microvolume, and the influence of the channels~microcapil-
laries! between the voids on the crystallographic orientat
of a particular cluster relative to its neighbors during its cr
tallization process.

The experimental matrix was synthetic opal grown at
Physicotechnical Institute by a method similar to that d
scribed in Ref. 4. We used the property of opal to diffra
visible light to select a sample close to single-crystal, in
which tellurium ~Te! ~melting point ;450 °C! was intro-
duced under pressure from a melt. Since we are intereste

582 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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sample, consisting mainly of polycrystalline Te, was r
moved with polishing paper with an abrasive grain size
;5 mm. The sample was then washed in distilled water a
dried with filter paper. Pieces were cleaved from the sam
and ground mechanically, and the finest fraction of the po
der was deposited on a copper grid~100 mesh/mm!.

An EM 4000 EX electron microscope with an acceler
ing voltage of 400 kV was used because of the strong e
tron absorption by tellurium (z552).

Figure 1 shows a model of the void sublattice~cluster
lattice! for cubic-packed spheres in the~100! projection. To
develop this model, the tetrahedral voids were approxima
by tetrahedra and the octahedral ones by cubes, where,
lowing the geometry, the cross section of the tetrahedra
approximately twice that of the cubes. In this approximatio
for the ~100! projection both types of voids, and therefo
clusters, will be seen as squares of different size, orien
with their sides parallel. If the proposed model is impl
mented in a real volume with a filler, electron microscop
images for the~100! projection of the opal matrix should
show the Te clusters as ordered squares whose sizes diff
about a factor of 2.

Since the method of preparing the sample for exami
tion did not allow the orientation of the powder to be fixe
the observed images corresponded to different projection
the opal matrix. Thus, the observation of cluster images w
the required orientation depended to some extent on the
sition. Using a goniometer did not help because this co
only measure the orientation of the powder to within 20°

As a result of the large difference in the absorption
electrons by the elements contained in the sample, the
clusters will be imaged as dark squares against a backgro
of lighter SiO2 spheres. Figure 2 shows an electron mic
scopic image of opal powder with a Te filler. The config
ration of dark cluster squares corresponds to the~100! pro-
jection of the cluster lattice model in the opal matrix~Fig. 1!.
The real shape of the clusters on the image, having conc
sided squares, differs from the model since it is caused by
curvature of the SiO2 sphere, and this indicates comple
filling of the voids by Te. The figure also shows that th
clusters are connected by ‘‘bridges’’ of the same dark c
trast. These images confirm that under the influence of p

5820582-02$10.00 © 1997 American Institute of Physics
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sure, the Te from the melt fills all voids and the pores
interconnected via a labyrinth of channels. Although t
channels have very small cross sections, providing a h
flow resistance, the tellurium ‘‘seeps’’ through the capilla
channels to fill the neighboring voids.

A microdiffraction analysis was made of the observ
set of clusters in an opal matrix. This yielded point electr

FIG. 1. Model of cluster lattice consisting of octahedral~O! and tetrahedral
~T! voids in an opal matrix comprising cubic close-packed SiO2 spheres.
~100! projection.

FIG. 2. Electron-microscopic image of tellurium clusters~O and T! forming
an ordered three-dimensional lattice in an opal matrix~A-spheres of SiO2).

The inset shows a microdiffraction pattern with the (1 21̄0) orientation,
obtained with parallel-oriented tellurium clusters.
583 Tech. Phys. Lett. 23 (8), August 1997
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the standard lattice parameters (a50.4457 nm,b50.5929
nm! ~Ref. 5!. Point electron diffraction patterns were ob
tained for various sections of the cluster lattice within an a
of a few square microns. An example of one of these diffr
tion patterns is shown in the inset to Fig. 2. The patte
were characterized by the same crystallographic zone and
same azimuthal orientation in the plane of this zone. T
indicates that the clusters crystallize with a single-crys
structure, not only within a single cluster but over a fair
large area, and neighboring clusters have the same cryst
graphic orientation. This behavior suggests that as the sys
cools down after tellurium has been introduced, it underg
directional crystallization in the voids and systematically e
velops one cluster after another via the narrow chann
Clear confirmation of this mechanism for solidifying of Te
opal voids is provided by high-resolution electron micr
scopic images of the sample. These images clearly show
the ~0001! atomic planes of Te withd50.5929 nm in neigh-
boring clusters are parallel to these planes in the bridges,
a common single-crystal structure is maintained in the cl
ters and in the intervening compounds.

The system formed by clusters in an opal matrix may
treated as a set of Schottky diodes. These results then d
onstrate that, in principle, it is possible to obtain a new ty
of medium consisting of a system of parallel-orient
Schottky diodes.

To sum up, we can conclude that:
1. The incorporation of tellurium into the pores in op

forms a three-dimensional cluster lattice. The spatial c
figuration of these clusters is a copy of the regularly distr
uted voids in the opal matrix.

2. The tellurium fills the entire volume of the void s
that the cluster acquires the shape of the void.

3. Tellurium clusters have a single-crystal structu
where neighboring clusters maintain the same crysta
graphic orientation, which is achieved by directional cryst
lization via the channels between amorphous SiO2 spheres.

4. It has been demonstrated for the first time that
principle it is possible to obtain a three-dimensional sup
lattice in an opal matrix consisting of parallel-oriente
single-crystal Te clusters.

This work was partially supported by the Russian Fu
for Fundamental Research, Grant N 96-02 16948-a.
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Excitation of ray oscillations in quasioptical dielectric cavities with whispering

by
gallery modes
S. N. Khar’kovski , A. E. Kogut, and V. V. Kutuzov

Institute of Radio Engineering and Electronics, Ukrainian National Academy of Sciences, Kharkov
~Submitted January 6, 1997!
Pis’ma Zh. Tekh. Fiz.23, 25–29~August 12, 1997!

It is observed that ray oscillations may be excited together with whispering gallery modes in
quasioptical dielectric cavities. It is shown that as the excitation conditions change, the fields of
these oscillations gradually ‘‘split off’’ from the fields of the whispering gallery modes
whose characteristics deteriorate. The angular spectrum of ray oscillations in dielectric cavities is
determined. ©1997 American Institute of Physics.@S1063-7850~97!00508-9#

The phenomenon of high-Q resonance of whisperingcritical because of the additional radiation losses caused
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gallery modes in dielectric solids of revolution is used ove
wide range of frequencies between the microwave and
optical.1,2 In quasioptical dielectric cavities where the radi
R is related to the wavelengthld by R.5ld the field of
these modes is concentrated in a narrow band near
boundary of the dielectric between caustics of radiia andac

~Fig. 1a! and may be described using the wave approach
the same time, the geometric-optics approach indicates
oscillations may occur in these cavities for which the r
trajectory is a regularN-sided polygon inscribed within the
cavity circumference~Fig. 1b!. Unlike the whispering gallery
modes, which are the result of diffraction and interference
waves from the source at a curvilinear boundary, these o
lations may be described using geometric optics and we s
therefore call them ray oscillations. As a result of an expe
mental study of quasioptical dielectric cavities in the mil
meter wavelength range, we observed that both ray
whispering gallery oscillations can be excited simul
neously. This effect was particularly noticeable for weak
directional radiation sources~such as the open end of a ca
ity, coupling slit, and so forth!. In order to determine the
separability and mutual influence of these oscillations,
made specific studies of a quasioptical dielectric cav
where one half was replaced by a mirror with a coupling s
Note that this problem goes back to studies on wave pro
gation near a curved solid surface3,4 and was first formulated
by us for whispering gallery modes in quasiopticalal diele
tric cavities.

We present results of an investigation of a specu
hemispherical, quasiopticalal dielectric cavity containi
plane reflectors1 and 2 ~Fig. 1c!. One of these reflector
incorporates an exciting waveguide3 which tapers smoothly
along its narrow wall to an open end, forming a 7.231 mm
slit on the surface of the reflector. The hemisphere4 was
made of Teflon-4 and its radius wasR539 mm. The char-
acteristics of the TMnml (ErÞ0) whispering gallery modes
of this cavity forn, m, l 51 variations of the field along the
polar, azimuthal, and radial coordinates, respectively w
described in Ref. 5. Figure 2a gives the relative resona
amplitudeA/Am and its frequency variationD f m as a func-
tion of the normalized radial coordinate of the slitr i /R
(n537, resonant frequencyf n536.6 GHz!. The coupling
between the cavity and the supply waveguide was be

584 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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the bounded area of the mirrors, but at each pointr i the
coupling was tuned to the maximum for the system b
changing the position of mirror2. It can be seen that the
resonance is excited continuously and efficiently over a wi
range ofr i , which includes the radius of the internal caust
a of the whispering gallery modes~this is calculated below!.
As the slit is displaced, the amplitude, shape and width of t
resonance vary. To identify the oscillations, we use the d
placement of the mirror2, whose length along the radia
coordinate of the cavity does not exceed the distance
tween the caustics of the whispering gallery modes. Figu
2b gives the relative resonance amplitudeA/Am as a function
of the normalized radial coordinater 0 /R of the center of
mirror 2 keeping the slit position fixed. Forr i538.5 mm, the
field spot lies on the radius between the whispering galle
caustics. Asr i decreases, the field spot ‘‘spreads’’ over th
radius into the dielectric. For instance, atr i535.5 mm the
field spot has expanded by 50% and forms the transiti
region from whispering gallery to ray oscillations. A furthe
decrease inr i leads to the formation of a resonant field for
specific position of the slit (r i533 mm! and this field spot
splits off appreciably from the spot of the whispering galler
field and moves as a whole into the dielectric. An investig
tion of the field distribution along the polar coordinate show
that in its pure form, a ray oscillation is excited withN

FIG. 1.

5840584-02$10.00 © 1997 American Institute of Physics
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caseN56 and no ray oscillation is observed for other valu
of N.

The ray oscillations form an almost periodic sequence
resonances whose frequencies are similar to, and in s
parts of the spectrum almost coincide with, the resonant
quencies of the whispering gallery oscillations. Their Q fa
tor is 30% lower than that of the whispering gallery mod
The excitation of transient and/or ray oscillations leads
broadening and distortion of the resonance curve, radial b
ring of the field spot of the whispering gallery modes, a
causes additional modulation of their polar field distributio

We determine the angular spectrum and numberN of
reflections of the ray from the surface of the dielectric
which pure ray oscillations can be excited in quasiopti
dielectric cavities with whispering gallery modes. We co
fine ourselves to the first stage of the two-dimensional mo
of whispering galleries in a circle. Among the reflect
waves contributing to the resonant field of the whisper
gallery modes in quasioptical dielectric cavities, we sin
out the ray with the smallest numberj of reflections. Its
trajectory will obviously have the form of a rectangul
j -sided polygon described around the inner caustic of
whispering gallery mode. The radiusa of the inner whisper-
ing gallery caustic is given by:6

a5nc/2p f nA«, ~1!

where« is the permittivity of the cavity material andc is the
velocity of light in vacuum.

From the geometry of the problem~see DAOB in
Fig. 1a,a/25p/ j , w5p/22a/2) and the condition for tota
585 Tech. Phys. Lett. 23 (8), August 1997
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tric, we find that the discrete angular spectrumwN of the ray
oscillations lies in the range

arcsin~1/A«!,wN,p/22arccos~nc/2p f nA«R!. ~2!

The numberN of reflections of the ray from the circula
boundary of the dielectric corresponding to the ray osci
tions, is determined from

p/@p/22arcsin~1/A«!#,N,p/arccos~nc/2p f nA«R!.
~3!

Note that in specular quasioptical dielectric cavities, t
resonances form rays describing trajectories in the form
half N-sided polygons with evenN.

In the experiment we haveR539 mm and«52.04. For
n537 and f n536.6 GHz, the calculated caustic radius
a537 mm ora/R50.94, which agrees with the experime
tal estimate ofa. Equation~3! gives 4,N,8, as was ob-
served (N56).

1V. B. Braginski�, V. S. Il’chenko, and M. L. Gorodetski�, Usp. Fiz. Nauk
160, 157 ~1990! @Sov. Phys. Usp.33, 87 ~1990!#.

2M. E. Il’chenko, V. F. Vzyatyshev, L. G. Gassanovet al., in Dielectric
Cavities@in Russian#, edited by M. E. Il’chenko~Radio i Svyaz’, Moscow,
1989!.

3B. E. Kinber, Radiotekh. Elektron.6, 1273~1961!.
4V. M. Babich and V. S. Buldyrev,Asymptotic Methods in Short-wav
Diffraction Problems@in Russian# ~Nauka, Moscow, 1972!.

5S. N. Khar’kovski�, A. E. Kogut, and V. A. Solodovnik, Pis’ma Zh. Tekh
Fiz. 21~18!, 38 ~1995! @Tech. Phys. Lett.21, 741 ~1995!#.

6S. N. Vlasov, Radiotekh. Elektron.12, 572 ~1967!.

Translated by R. M. Durham
585Khar’kovski  et al.



Photorefractive slit waves

S. M. Shandarov and E. S. Shandarov

State Academy of Control Systems and Radioelectronics, Tomsk
~Submitted February 5, 1997!
Pis’ma Zh. Tekh. Fiz.23, 30–35~August 12, 1997!

It is shown that photorefractive slit waves may exist, localized near a narrow gap between two
similar photorefractive crystals with a diffusion mechanism of nonlinearity and oppositly
directed polar axes. ©1997 American Institute of Physics.@S1063-7850~97!00608-3#

Nonlinear self-channeling of beams in photorefractive
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crystals is observed at low optical intensitiesand has
therefore been studied in detail for some time. Se
channeling effects are specifically observed as the forma
of spatial solitons when the diffraction-limited divergence
an optical beam is compensated by self-induced change
the refractive index of the crystal.1–3 The authors of Ref.4
predicted the existence of photorefractive surface wave
crystals with diffusion type of response. In this case, s
channeling occurs near one of the boundaries of a laye
finite thickness embedded in a dielectric of lower refract
index, or along the interface between two photorefract
crystals having nonlinearity parameters of opposite si
Beam self-channeling effects near boundaries have been
served experimentally for photorefractive BaTiO3 ~Ref.5!
and Bi12TiO20 crystals.6

Here we consider the possibility and fundamental ch
acteristics of light self-channeling near a slit separating t
similar photorefractive crystals with a diffusion response a
oppositely directed polar axes. By analogy with simi
waves of an acoustic nature in piezocrystals,8,9 we shall call
these photorefractive slit waves.

We consider a structure formed by two layers of thic
nessL, comprising identical photorefractive crystals with th
refractive indexn2, and separated by a linear dielectric lay
of thickness 2h with the refractive indexn1,n2 ~Fig. 1!. We
shall assume that the polar axes of the crystals are in o
site directions and the action of an optical beam with
intensity distribution I (x) produces a steady-state spa
charge field as a result of the diffusion mechanism

Esc~x!5
kBT

e

1

I

dI

dx
, ~1!

wherekB is the Boltzmann constant,T is the absolute tem
perature, ande is the electron charge. Relation~1! was de-
rived neglecting the dark conduction of the medium a
agrees with the well-known logarithmic model of photor
fractive nonlinearity.4,5,7 If the thickness of the layer separa
ing the crystals is substantially greater than the wavelen
of light (2h.l), the optical fields in the crystals are n
coupled. This case corresponds to the photorefractive,
polarized, surface waves considered in Refs. 4 and 5 wh
for a solution in the formEy(x,z)5A(x)exp(ibz), the Schro¨-
dinger equation for the transverse field distribution is line
ized:
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1~k22b !A12q
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50, ~2!

wherek25 (2p/l) n2, b is the propagation constant, and th
photorefractive nonlinearity parameterq is defined in terms
of the effective electrooptic constantr eff by

q5S 2p

l
n2

2D 2

r eff

kBT

e
. ~3!

For a crystal of thicknessL<1/q, a photorefractive sur-
face wave exists throughout the bulk and the spectrum
propagation constantsbm is discrete. In thick samples wher
L@1/q, the field of this wave is localized near one of th
boundaries. The propagation constant can then have
value in the range defined by

Ak2
22q2.b.

2p

l
n1 . ~4!

Bringing the crystals closer so that 2h,l/2, leads to
appreciable interpenetration of the fields of the photorefr
tive surface waves and exchange of optical energy betw
the crystals. For thin crystals (L<1/q), assuming for sim-
plicity metallized crystal boundariesx56(h1L), we ob-
tained the following expressions for the transverse distri
tion of the optical field in a photorefractive slit wave:

A~x!5exp@q~h1x!#sin@x~h1L1x!#, for 2h>x

>2~h1L !, ~5a!

A~x!5A0@exp~g0x!6exp~2g0x!#, for h>x>2h,
~5b!

A~x!56exp@2q~x2h!#sin@x~L1h2x!#, for L1h

>x>h, ~5c!

where A05@x cos(xL)1(g01q)sin(xL)#exp(g0h)/g0,
x5Ak2

22b22q2 is the transverse propagation consta
for the fields in the photorefractive layers, an
g05Ab22(2pn1 /l)2 is the decay constant of the field i
the slit between the crystals. The plus and minus signs in
second and third equations correspond to the symmetric
antisymmetric modes of the slit waves. The dispersion eq
tions for these modes define a discrete spectrum of transv
propagation constants, and may be obtained in the form

5860586-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Structure formed by two identical photorefractiv
crystals separated by a dielectric layer with the refract
index n1. The C polar axes of the crystals are in opposi
directions.
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56exp~22g0h!@~g02q!sin~xL !2x cos~xL !#.

~6!

Self-channeling may also take place along the twinning
domain boundaries of the crystal forh50 ~Ref. 4!. The
transverse propagation constants for the antisymme
propagation mode are then expressed in explicit form fr
the dispersion equation~6!

xasm5m
p

L
, m51, 2, 3, . . . , ~7!

and for the symmetric mode

xsmL2arctan
q

xsm
5~2m21!

p

2
. ~8!

Figure 2 shows the transverse distributions of the opt
field (l5633 nm! for the symmetric and antisymmetri
m55 modes in a structure with the parametersL520 mm
andh50. For the calculations, we used values of the refr
tive index and the electrooptic constantn252.4 and
r eff51029 m/V, typical of a 45° cut BaTiO3 crystal in which
the existence of photorefractive surface waves has been
firmed experimentally.5 Note that the photorefractive nonlin
earity parameter in this case isq'0.08mm21. For an air
gap between the crystals (n151), the decay constant i
r

ic

l

-

n-

both cases corresponds to photorefractive surface waves
In the limiting case of thick samples,L@1/q, the trans-

verse distribution of the optical field in the antisymmetr
mode of the photorefractive slit wave may be given by

Aas~x!5exp@q~h6x!#sinFx~x6h!

7arctan
x sinh~g0h!

g0 cosh~g0h!1q sinh~g0h!G , ~9!

where the upper and lower plus or minus signs correspon
the structure layersx<2h and x>h. For the symmetric
mode, the distributionAs(x) in these structure layers is ex
pressed as

As~x!5exp@q~h6x!#sinFx~h6x!

2arctan
x cosh~g0h!

g0 sinh~g0h!1q cosh~g0h!G . ~10!

For the discrete spectrum of propagation constants,
optical field distribution in the gap between the crysta
A(x), is described by Eq.~5b!. The amplitude of the field for
the antisymmetric and symmetric modes,A0as andA0s , may
be obtained from Eqs.~9! and~10! for x5h. Figure 3 shows
c

ys-
FIG. 2. Optical field distribution for the antisymmetri
~1! and symmetric~2! m55 modes of a photorefractive
wave propagating along the interface between the cr
tals ~Fig. 1, h50). Thex5620 mm crystal faces are
metallized.
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FIG. 3. AmplitudesA0as and A0s of the field for the
antisymmetric~1, 3, and 5! and symmetric~2, 4, 6!
modes of a photorefractive slit wave in the gap betwe
the crystals as a function of its relative width 2h/l for
various values of the refractive indexn1 of the separat-
ing dielectric and the transverse propagation constanx:
1, 2 — n151, x5p; 3, 4 — n151.6, x5p; 5, 6 —
n151.6, andx51.5p.
the amplitude of the field in the gap between the crystals as

t

th
tu
-

.

3M. Morin, G. Duree, G. Salamo, and M. Segev, Opt. Lett.20, 2066

hys.

pl.
a function of 2h/l. Forh.0 the amplitude of the field in the
gap increases with the refractive indexn1 of the dielectric
filler material and with the transverse propagation constanx
of the photorefractive slit wave.

To sum up, photorefractive slit waves localized near
gap separating the crystals can propagate in a struc
formed by two similar photorefractive crystals with a diffu
sion response and having oppositely directed polar axes
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Compensation of excess noise in a fiber-optic gyroscope with a 3 33 directional

coupler

É. I. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted March 6, 1997!
Pis’ma Zh. Tekh. Fiz.23, 36–38~August 12, 1997!

It is shown theoretically that the excess noise of the radiation source can be compensated in a fiber-
optic gyroscope with a 333 ring directional coupler and a differential amplifier at the exit.
This noise is one of the main factors limiting the precision of a fiber-optic gyroscope. ©1997
American Institute of Physics.@S1063-7850~97!00708-8#

One method of enhancing the precision of fiber-opticapart from a multiplicative factor~we shall subsequently
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gyroscopes involves using superfluorescent fiber radia
sources.1 These sources have properties similar to those
thermal sources and are characterized by a high level of
cess noise. Experiments show that the excess noise pred
nates over other noise sources at powers of the order o
mW at the photodetector.2 Thus the problem of reducing th
influence of this noise on the precision of gyroscopes is
major interest.

In coherent-optics communications excess heterod
noise is suppressed by means of balanced detection.3 Bal-
anced detection can also be applied to fiber-optic gyrosco
by using the source radiation, delayed by the time taken
the light to propagate in the optical channel of the fiber-op
gyroscopes, as the reference signal. However, the implem
tation of balanced detection in the usual ‘‘minimal’’ config
ration of fiber-optic gyroscopes with input and 232 ring
directional couplers is fraught with difficulties associat
with achieving coherent interaction between the informat
and reference signals. Here we show that the problem ca
resolved considerably more simply by incorporating a 333
directional coupler in the fiber-optic gyroscope configu
tion.

Figure 1 shows a simplified configuration of a fiber-op
gyroscope with a 333 directional coupler. Radiation from
source3 passes through a 333 coupler4 to the input of a
sensing ring5 and then to photodetectors1 and 2, whose
outputs are connected to a differential amplifier6. Although
this type of fiber-optic gyroscope configuration was enco
tered earlier in Refs. 4 and 5, as far as we are aware,
problem of excess noise has not so far been addressed.

Each of the counterpropagating wavesL and S in the
circuit ~see Fig. 1! is simultaneously an information-carryin
~signal! wave and a reference wave for the other wave, a

FIG. 1. Diagram of fiber-optic gyroscope with 333 coupler.
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omit this reservation!, we have for an ideal directional cou
pler:

L5A exp~ iw!exp~2 iw0!,

S5A exp~ iw!exp~ iw0!. ~1!

Here A and w are the amplitude and phase of the wav
respectively, andw0 is the nonreciprocal~Sagnac! phase
shift.

The signals reaching the photodetectors are:

E15S1exp~ iw1!L,

E25L1exp~ iw1!S, ~2!

wherew1 is the phase difference between the signals pro
gating through the directional coupler via the ‘‘forward’’ an
‘‘cross’’ channels.

The photodetector currents~which are assumed to b
identical! are given by:

I 15uSu21uLu21exp~ iw1!LS* 1exp~2 iw1!SL* 1n1 ,

I 25uSu21uLu21exp~ iw1!SL* 1exp~2 iw1!LS* 1n2 ,
~3!

wheren1 andn2 are the photodetector noise.
At the exit from the differential amplifier we have

I out52uAu2 sin w1•sin~2w0!1n12n2 . ~4!

Thus the excess noise caused by the background illu
nation of the photodetectors is compensated. It also follo
from Eq. ~4! that a fiber-optic gyroscope with a 333 direc-
tional ring coupler and balanced detection operates i
quadrature mode and its optical scale factor is the sam
that for the minimal configuration, although the electric
scale factor is smaller, sincew1Þp/2.

This configuration is of interest for low- and moderat
precision fiber-optic gyroscopes. A modified minimal co
figuration with a 333 directional coupler can be used fo
high-precision fiber-optic gyroscopes.

The authors would like to thank V. P. Gubin and N.
Starostin for useful discussions.
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2.2 mm cw single-mode diode lasers with thermoelectric cooling

y

A. A. Popov, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted April 7, 1997!
Pis’ma Zh. Tekh. Fiz.23, 39–45~August 12, 1997!

Continuous-wave lasing in the 2.2mm region is reported for single-mode GaAlAsSb/GaSb/
GaInAsSb double-heterostructure diode lasers with thermoelectric cooling. The temperature
dependences of the threshold current near room temperature are investigated for the cw
and pulsed pumping regimes. A record characteristic temperatureT05132 K has been achieved.
© 1997 American Institute of Physics.@S1063-7850~97!00808-2#

Single-mode infrared semiconductor lasers are an in-layer was 0.8mm thick. The structures were grown b
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valuable source of tunable radiation with a high spec
power density for the detection of various molecular com
nents by tunable diode laser adsorption spectroscopy~TD-
LAS! with a detection limit of 1029–10212 ~Refs. 1 and 2!.
The range near 2.2mm is particularly promising for the de
tection of nitrogen-containing molecules such as N2O, NO2,
and others.3 Lasers utilizing strained InGaAs/InP heter
structures have been successfully grown for waveleng
shorter than 2.0mm ~Ref. 4!. The development of longer
wavelength sources involves using narrow-gap GaInAs
GaSb solid solutions.5–7 Lasing at 2.1mm in GaInAsSb
multi-quantum-well lasers with a broad stripe and a char
teristic temperature of 110–115 K (T,40 °C! was reported
in Refs. 8 and 9. Single-mode lasing in GaInAsSb lasers
studied in Refs. 10 and 11. The wavelength range of this t
of laser was recently extended to 2.7mm ~Refs. 12 and 13!.
These semiconductors are the most attractive material fo
development of diodes operating in the range of stron
absorption lines, which can enhance the detection sensit
by two orders of magnitude. The requirement for sing
frequency cw lasing with thermoelectric cooling is one of t
major constraints imposed on laser diodes for spec
applications.1

In this article we report single-mode cw lasing in the
moelectrically cooled GaInAsSb semiconductor lasers in
2.2 mm wavelength range. The temperature dependenc
the threshold current was investigated for the cw and pu
modes and a characteristic temperature as high asT05132 K
was achieved for the first time, this being the highest kno
for this type of narrow-gap semiconductor laser.

Double heterostructure lasers with ann-GaInAsSb ac-
tive region were investigated. The active region was boun
symmetrically on both sides by GaAlAsSb emitter layers.
deep mesa stripe structure with a stripe width of 6–10mm
prepared by photolithography provided the lateral confi
ment. A p-GaSb layer was used as the contact layer. T
GaInAsSb active layer had an indium content of 0.
(Eg50.64 eV! and was doped with Te to a concentration
~1–2!31017 cm23. The wide-gapn- and p-type GaAlAsSb
layers adjacent to the active region had an Al content of 0
(Eg51.11 eV! and were doped with Te and Ge to conce
trations of~2–4!31018 cm23 and~6–8!31018 cm23, respec-
tively. The thickness of the active region was 1.0mm, the
GaAlAsSb layers were each 2.5mm thick, and the contac
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liquid-phase epitaxy. Laser diodes with a 150–350mm
Fabry–Perot cavity were formed by cleaving and were
tached by the substrate to a TVZ-1.3 three-stage thermoe
tric cooler mounted in a standard SDL-3050 casing~Fig. 1!.
The peak heat-transfer power was limited to 3.5 W. T
casing also contained a 500mm diameter feedback photod
ode, fabricated from a GaInAsSb solid solution, and
temperature-stabilizing thermistor.

The lasers were tested at the operating temperature
the Peltier cooler in the cw and pulsed pumping mod
Pulsed lasing with a low inverse duty cycle, and also
results of low-temperature measurements obtained w
cryogenic cooling, were used to make a comparative stud
the temperature dependence of the threshold current.
pulse length was 100 ns and the inverse duty cycle 1025. The
optical signal was detected by a GaInAsSb photodetector
amplified by a differential amplifier with a 30 ns respon
time. The radiation spectrum was monitored using
MDR-2 monochromator with a resolution better than 0.5
Single-frequency lasers emitting in the 2.2mm range at
room temperature were selected.

Continuous-wave lasing was observed up to224 °C.
Lasing at higher temperatures was limited by the power
the thermoelectric cooling system and by the thermal c
ductivity of the laser crystal. At all the test temperatures,
lasing was single-mode up to pump currents 2.5 times hig
than the lasing thresholdI th . With increasing temperature
long-wavelength shift of the emitted mode was observed
an average rate of22.4 cm21/K, which is similar to the
temperature dependence of the band gap. As the temper
varied, mode jumps were observed to the neighboring lo
wavelength mode, separated by an intermode spacing
;6.7 cm21.

The temperature dependence of the threshold curren
plotted in Fig. 2. In the cw mode, the threshold current
creased from;53 mA at 2194 °C to 440 mA dc at
224 °C. The measurements revealed an exponential
crease in the threshold current with temperature. The cha
teristic temperatureT0 was 85 K for the range betwee
2194 °C and230 °C and 33 K above230 °C. A bend
was observed on the characteristic near;230 °C.

To study the physical factors limiting the range of ope
ating temperatures, we consider characteristic features o
temperature dependence of the threshold lasing curren

5910591-03$10.00 © 1997 American Institute of Physics
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pumping by short laser pulses with a low inverse duty cy
~pulse length;100 ns, inverse duty cycle;1025). The
most significant differences from the cw mode are as
lows. Over the entire range of measured temperatures
lasing threshold was observed at lower pump currents
the difference increased with temperature. The maxim
lasing temperature was substantially higher,184 °C. The
characteristic temperatureT0 for the two sections was sig
nificantly higher, at 132 and 65 K. The bend on the tempe
ture dependence of the threshold current was shifted
162°. We especially note that the characteristic tempera
T05132 K was the highest reported so far for GaInAs
lasers. We should also like to stress that this value is hig
than the characteristic temperatureT05110 K obtained for a
2 mm InGaAs/InP laser.4

FIG. 1. External view of LD22~V22716! laser diode mounted in a standar
SDL-3050 hermetically sealed casing. The casing also contains a TVZ
three-stage thermoelectric cooler, a GaInAsSb feedback diode 500mm in
diameter, and a temperature-stabilizing thermistor. The right of the fig
shows the cw lasing spectrum recorded at235°C. The pump current was
300 mA dc.
e

l-
he
d

m

-
to
re

er

ing temperature of 2.2mm single-mode GaInAsSb semicon
ductor lasers. A theoretical analysis of the possible nonra
ative losses influencing the threshold current and maxim
lasing temperature of GaInAsSb lasers was reported ea
in Ref. 14. It was shown that at temperatures betwe
2208 °C and130 °C, the temperature dependence of t
threshold current density corresponds to three mechan
for recombination of nonequilibrium charge carriers in t
active region. Up to270 °C, radiative recombination pre
dominates, between270 °C and120 °C CHHS Auger re-
combination is the dominant mechanism, and above120°
the CHCC Auger process predominates. The current dep
dence of the threshold current for pulsed pumping is broa
consistent with this model. However, the results obtained
us for cw lasing exhibit appreciable differences. A compa
tive analysis~Fig. 2! indicates that the inverse duty cycle o
the pump current strongly influences the nonradiative los
in GaInAsSb. It was shown in Ref. 15 that the main facto
limiting the power-current characteristic of narrow-gap sem
conductor lasers are current heating of the active region
the Joule heat, hot carrier injection, Auger recombinati
leakage across the heterobarrier, and absorption by
charge carriers. By analyzing the ratio of the characteri
nonradiative recombination times in GaInAsSb solid so
tions, it was established16 that the relaxation of the exces
hot-carrier energy is determined by the interelectron inter
tion. Under our experimental conditions, the pump pu
length was greater than the characteristic recombina
times in GaInAsSb16 and the temperature tuning of the lasin
wavelength corresponds to the temperature coefficient of
active-region band gap. Thus these results should be at
uted to overheating of the active region which is one of
main factors suppressing cw lasing near room temperat
This temperature dependence of the threshold current yi
the important conclusion that Auger processes, hot car
injection, and carrier leakage across the heterobarrier do
make a significant contribution to the heating when det

.3

re
ur-

In
and
FIG. 2. Temperature dependence of the threshold c
rent of the diode laser obtained in the cw~CW! and
pulsed~PW! lasing modes near room temperature.
the pulsed mode the pump pulse length was 100 ns
the repetition frequency was 10 kHz.
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densities heating the active region intensify the Auger
combination which equalizes the rates of nonradiative
radiative recombination and suppresses cw lasing
GaInAsSb heterostructures.

To conclude, we have developed thermoelectrica
cooled cw laser diodes operating in the 2.2mm range. It has
been shown that the main factor limiting the operating te
perature of the cw lasing in single-mode GaInAsSb laser
current heating of the active region. The highest characte
tic temperature of the threshold currentT05132 K
(T,60 °C! recorded so far was obtained for the puls
mode.
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Dielectric properties of planar structures based on ferroelectric Ba 0.5Sr0.5TiO3 films

a

B. M. Gol’tsman, V. V. Lemanov, A. I. Dedyk, S. F. Karmanenko,
and L. T. Ter-Martirosyan

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Petersburg State Electrical Engineering University
~Submitted April 7, 1997!
Pis’ma Zh. Tekh. Fiz.23, 46–52~August 12, 1997!

An experimental investigation has been made of the dielectric properties of planar
Cu–Cr/Ba0.5Sr0.5TiO3 and YBa2Cu3O72d/Ba0.5Sr0.5TiO3 structures in the temperature range
78–300 K. It is shown that the use of YBa2Cu3O72d electrodes in Ba0.5Sr0.5TiO3 film structures
ensures that there is no dielectric hysteresis in the paraelectric phase. At the same time, the
dielectric nonlinearity is preserved and the dielectric losses are reduced. ©1997 American
Institute of Physics.@S1063-7850~97!00908-7#
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properties of planar structures consisting of Ba0.5Sr0.5TiO3

~BST! polycrystalline films with electrodes made of Cu–C
Ni, and the high-temperature oxide superconduc
YBa2Cu3O72d ~YBCO!.

Ferroelectric BST films were prepared on ana-Al2O3

substrate by rf magnetron sputtering in an argon and oxy
atmosphere, followed by annealing in oxygen at 1150
~Ref. 1!. The thickness of the films was 1–1.2mm and they
had a polycrystalline structure.

The metal electrodes were deposited by thermal dep
tion in vacuum. The high-temperature superconductor e
trodes were deposited by dc magnetron sputtering. The th
ness of the YBCO films was 0.4mm and the transition
temperature was in the range 83–90 K, with the width
exceeding 1–2 K. Contacts were applied to the YBCO el
trodes by thermal evaporation of Ag in vacuum. The pla
electrodes were prepared by liquid photolithography. T
width of the gaps wass 5 5–10mm and the length varied in
the rangel 5 0.1–2.5 mm~Fig. 1!. Up to thirty two indi-
vidual elements were formed on one 10310 mm substrate.

Measurements were made of the temperature de
dences of the capacitanceC and tand at 1 MHz in the range
78–300 K, and the capacitance-voltage characteristics w
also measured at 78 K and 300 K at voltages between2150
and1150 V. Approximately thirty samples of each structu
with different electrode materials were prepared and used
the measurements.

The temperature dependences of the capacitance pe
length for planar structures with metal electrodes and YB
electrodes revealed broad maxima atT 5 210–240 K~Fig.
1! near the ferroelectric to paraelectric phase transition.
upper curve plotted in Fig. 1 for samples with Cu–Cr ele
trodes is typical for structures of this type. The capacitan
for these samples differed by no more that 10% over
entire temperature range. The capacitances of the struc
with YBCO electrodes were invariably lower and the spre
of values between different samples was considerably gre
than for structures with metal electrodes. The two cur
plotted in Fig. 1 delimit the range of capacitances for YBC
BST structures, which is most likely attributable to the d
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result of the preparation process.
Figure 2 shows the influence of the electrode material

the dielectric hysteresis.2 The capacitance-voltage characte
istics of the structures with metal electrodes show dielec
hysteresis (DC/C0, whereC0 is the initial capacitance! in
both the ferroelectric phase (T578 K! and the paraelectric
phase (T5300 K!. Most (;80%) YBCO/BST structures do
not exhibit hysteresis in the paraelectric phase (T5300 K!,
regardless of theC(T) curve. For samples with YBCO elec
trodes the dielectric hysteresis in the ferroelectric ph
(T578 K! is smaller than that in this phase for Cu–Cr/BS
structures. The fact that some YBCO/BST samples exh
hysteresis in the paraelectric phase can probably be attrib
to chemical processes at the electrode–film interface.3 The
controllability of nonlinear capacitor structures can be co
veniently characterized by the coefficientK5C0C(Umax)
(Umax5u150 Vu) ~Ref. 4!. It should be noted that at 300 K
the controllability of YBCO/BST structures with hysteresi
free characteristics remained almost the same (K51.34) as
that for Cu–Cr/BST structures (K51.43), if the temperature
dependence of the capacitance was described by the u
curve in Fig. 1. For samples whose temperature depend
was described by the lower curve~Fig. 1!, the controllability
was considerably poorer (K51.15).

The dielectric loss tangent tand ~Fig. 3! for structures
with YBCO electrodes was smaller than that for samp
with metal electrodes at all temperatures.

The substantial broadening of theC(T) peaks for
Ba0.5Sr0.5TiO3 films has already been discussed by us in R
1. The main reasons for these broad peaks may be the
uniform composition over the thickness and area of the fi
and also the elastic stresses in the film. Changing the e
trode material has little influence on the width of the pea
for the C(T) temperature curves. The observed decreas
the capacitance of YBCO/BST structures is probably cau
by changes taking place in the BST film when the YBC
electrode is applied and during its subsequent storage.3 In
particular, some chemical interaction takes place between
BST and YBCO layers.5 This is accompanied by a reductio

5940594-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Temperatures dependences of the capacitanc
planar structures formed by Ba0.5Sr0.5TiO3 films with
Cu–Cr and YBCO electrodes.
in the effective capacitance of the entire structure and its
he
a

structures with YBCO electrodes the permittivity is in the

tric
corresponding permittivity. An approximate estimate of t
permittivity of structures with metal electrodes at the oper
ing temperature of 300 K gives«>700 ~Ref. 1!, whereas for
t-
range«> 670–300. The upper limit corresponds to curve2
and the lower limit to curve3 ~Fig. 1!.

The use of YBCO electrodes influences the dielec
uc-
ric
FIG. 2. Capacitance-voltage characteristics of planar str
tures with different electrode materials in the ferroelect
(T578 K! and paraelectric phases (T5300 K!.
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hysteresis in the paraelectric and ferroelectric phases.
metal electrodes the dielectric hysteresis of structures w
Ba0.5Sr0.5TiO3 films in the paraelectric phase~Fig. 2,T5300
K! may be explained as for SrTiO3 ~Ref. 2!: 1! by the for-
mation of space charge at the metal/ferroelectric contact
as is usually the case, the work function of the metal (Fm) is
lower than that of the ferroelectric (F f e), a barrier is formed
for holes;6 2! by injection of electrons from the metal ele
trodes. Capacitance-voltage characteristics without dielec
hysteresis were observed for single-crystal SrTiO3 structures
with YBCO electrodes at 4.2 K~whereFYBCO.F f e ~Ref.
6!!. For this ratio of work functions carrier injection from th
electrodes is suppressed7 and no dielectric hysteresis is ob
served. It may be postulated that this ratio of work functio
is achieved for a YBCO/BST contact and no dielectric h
teresis is observed~Fig. 2, T5300 K!.

When YBCO electrodes are used, the dielectric hys
esis of the structures in the ferroelectric phase is also sm

FIG. 3. Temperature dependences of the dielectric loss tangent for s
tures with Cu–Cr and YBCO electrodes.
596 Tech. Phys. Lett. 23 (8), August 1997
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electrodes~Fig. 2, T578 K!. This may be explained by the
fact that the hysteresis in Cu–Cr/BST structures is cau
not only by a ferroelectric transition but also by the form
tion and redistribution of space charge. The transition
YBCO to the superconducting phase most likely has no
fluence on the characteristics of the structures at 78 K, s
the work function remains the same.5,8 Our previous experi-
ments using YBCO/STO structures~STO single crystal!
have shown that no correlation is observed between the
perconducting transition temperature and the existence o
electric hysteresis.6

The reduction in the level of dielectric losses in YBCO
BST structures compared with those in Cu–Cr/BST str
tures may attributed to a change in the properties of
boundary layer of the BST film.

To sum up, the use of YBCO electrodes in planar str
tures consisting of Ba0.5Sr0.5TiO3 thin films ensures that no
dielectric hysteresis occurs in the paraelectric phase, w
the dielectric nonlinearity is conserved and the level of
electric losses reduced.

This work was carried out as part of Superconductiv
Projects Nos. 94051 and 95014.

1B. M. Gol’tsman, A. I. Dedyk, V. V. Lemanov, L. T. Ter-Martirosyan
and S. F. Karmanenko, Fiz. Tverd. Tela~St. Petersburg! 38, 2493~1996!
@Phys. Solid State38, 1368~1996!#.

2O. G. Vendik, A. I. Dedyk, R. V. Dmitrievaet al., Fiz. Tverd. Tela
~Leningrad! 26, 684 ~1984! @Sov. Phys. Solid State26, 412 ~1984!#.

3A. I. Dedyk, S. F. Karmanenko, and L. T. Ter-Martirosyan,Abstracts of
Papers presented at Conference on Electrical Relaxation in Hi
Resistivity Materials, St. Petersburg, 1994, p. 1373.

4Ferroelectrics in Microwave Engineering, edited by O. G. Vendik@in
Russian# ~Moscow, 1979!.

5M. Yu. Kupriyanov and K. K. Likharev, Usp. Fiz. Nauk160, 49 ~1990!
@Sov. Phys. Usp.33, 340 ~1990!#.

6A. L. Dedyk, N. W. Plotkina, and L. T. Ter-Martirosyan, Ferroelectri
144, 77 ~1993!.

7A. I. Dedyk, S. F. Karmanenko, M. N. Malyshev, and L. T. Te
Martirosyan, Fiz. Tverd. Tela~St. Petersburg! 37, 3470 ~1995! @Phys.
Solid State37, 1906~1995!#.

8S. I. Shkuratov, V. T. Mesyats, S. N. Ivanovet al., Sverkhprovodimost’
~KIAE ! 3, 1214~1990! @Superconductivity3, 564 ~1990!#.

Translated by R. M. Durham

c-
596Gol’tsman et al.



Characteristics of stimulated emission from an optically pumped GaN/AlGaN

by
double heterostructure
M. V. Maksimov, A. V. Sakharov, V. V. Lundin, A. S. Usikov, B. V. Pushny ,
I. L. Krestnikov, N. N. Ledentsov, P. S. Kop’ev, Zh. I. Alferov,
and V. P. Rozum

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences. St. Petersburg;
Scientific-Research Institute of Radiomaterials, Minsk
~Submitted April 15, 1997!
Pis’ma Zh. Tekh. Fiz.23, 53–59~August 12, 1997!

The luminescence properties of a GaN/Al0.1Ga0.9N double heterostructure grown by vapor-phase
deposition from organometallic compounds are studied. When luminescence is observed
from the end, the radiation intensity shows a sharply defined threshold dependence on the pump
density. The threshold excitation density atT577 K was;40 kW/cm2 and the wavelength
of the stimulated emission wasl5357 nm. The long-wavelength shift of the emission line at high
pump densities may be attributed to renormalization of the band gap caused by many-
particle interactions in the electron–hole plasma. ©1997 American Institute of Physics.
@S1063-7850~97!01008-2#

Recent years have seen considerable progress in the The structural quality of the sample was investigated
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development and investigation of InGaN–AlGaN ligh
emitting devices in the blue–green range. Lasing in
injection-pumped InGaN–AlGaN system was reported
the first time in Refs. 1 and 2.

Further progress towards shorter wavelengths, i.e., u
violet, may be achieved by using GaN–AlGaN a
Al xGa12xN–AlyGa12yN heterostructures. Lasing has be
demonstrated by various authors in optically pump
epitaxial GaN layers and also in AlGaN/GaN doub
heterostructures.3,4 The threshold excitation densities we
100 and 85 kW/cm2 at room temperature for double-cleave
structures~50 kW/cm2 at 77 K; Ref. 4!. An investigation of
stimulated emission and lasing processes with optical pu
ing is extremely important in order to assess the quality
the structure, its geometry and growth parameters, and
to study the lasing mechanisms.

In this article we investigate the structural and optic
properties of an AlGaN–GaN double heterostructure gro
by vapor-phase epitaxy from organometallic compoun
The structure was grown in a horizontal inductively hea
reactor at a pressure of 200 mbar. The carrier gas was
drogen, the source of group III elements was trimethylg
lium and trimethylaluminum, and the nitrogen source w
ammonia. A (0001)6308 oriented polished sapphire sub
strate was used. Before being inserted in the reactor,
substrate was degreased in organic solvents, etched with
1 HNO3 ~1:3!, washed with water, and dried. The buff
layer was formed by GaN deposited at 510 °C. The flu
of trimethylgallium, ammonia, and hydrogen we
45 mmol/min, 1.5 liter/min, and 4.5 liter/min, respectivel
After the buffer layer had been annealed at 1000 °C in
ammonia atmosphere, an epitaxial layer of GaN began to
deposited at 1040 °C. The trimethylgallium, ammonia, a
hydrogen fluxes were 36mmol/min, 2.5 liter/min, and 4.5
liter/min, respectively. During growth of the AlGaN layers,
trimethylaluminum flux of 1.5mmol/min was supplied to the
reactor. The growth rate was 3mm/h.
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transmission electron spectroscopy. Bright-field images
tained for cross sections of the sample showed that dislo
tions of density exceeding 1.031010 cm2 accumulate at the
layer/substrate interface. The layers adjacent to the inter
exhibit a block structure, where the boundaries of the blo
are defined by dislocations. The defect density decrea
substantially with increasing proximity to the surface. T
interfaces of the upper GaN and AlGaN layers are planar
the defect density at the upper interface is of the order
53107 cm2.

Stimulated emission processes were investigated usi
sample with one cleaved face, pumped by a pulsed nitro
laser (l5337.1 nm! with a pulse power of 1.5 kW. The lase
beam was focused into a 530.3 mm spot by means of a
cylindrical lens. The pump power was reduced by neu
filters. The photoluminescence spectra were recorded f
the cleaved face of the sample. The radiation was detecte
a cooled photomultiplier operated in the synchronous de

FIG. 1. Diagram of structure and experimental geometry.

5970597-03$10.00 © 1997 American Institute of Physics
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FIG. 2. a — Integrated intensity of luminescence fro
the end as a function of excitation density; b — spectra
of luminescence from the end obtained at different e
citation densities:1 — 100 kW/cm2, 2 — 58 kW/cm2, 3
— 40 kW/cm2, 4 — 19 kW/cm2, and5 — spectrum of
photoluminescence from the surface~excitation density
1 W/cm2).
tion mode. The experimental geometry and the structure are
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shown schematically in Fig. 1.
Luminescence spectra for various pump densities

shown in Fig. 2b, which also gives the spectrum of the p
toluminescence from the surface of the sample excited b
He–Cd laser~1 W/cm2). The slight difference between th
spectra of the photoluminescence from the end and from
surface can be attributed to self-absorption as radiatio
extracted from the end. It can be seen from Fig. 2b tha
pump densities around 40 kW/cm2 a narrow stimulated emis
sion peak is observed at the long-wavelength wing of
spontaneous emission line. The integrated intensity of
photoluminescence from the end is plotted as a function
the pump power,P(I ), in Fig. 2a. The superlinear increase
intensity supports the observation of stimulated emission.
interesting result deduced from Fig. 2a is that the dep
dence of the integrated photoluminescence intensity on
pump density has a clearly defined kink. This effect is m
usually associated with lasing than with stimulated emiss
and may be explained as follows. For the optical measu
ments the structure is cleaved into smaller pieces on the
strate side. This cleaving of the substrate in the epita
layer may produce cracks which may form well cleav
@01̄10# faces. Two neighboring cracks may form a cavi
Another possible explanation for this effect is that GaN film
grown by organometallic chemical vapor deposition may
hibit domains having characteristic dimensions of 0.1–
mm ~Ref. 5!. Thus these domain sizes are close to the wa
length of light in the crystal. The clearly defined threshold
the curveP(I ) may thus be caused by an effect similar
distributed feedback.

As far as we are aware, our threshold pump density~40
kW/cm2) is comparable with the best results published
GaN/AlGaN double heterostructures at 77 K~50 kW/cm2

~Ref. 4!! and is substantially lower than the threshold den
ties for GaN layers~500 kW/cm2 ~Ref. 6! at 10 K!.

Figure 3 gives the full width at half-maximum and th
peak position of the luminescence line~stimulated emission!

598 Tech. Phys. Lett. 23 (8), August 1997
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the threshold the photoluminescence line narrows abru
and the position of its peak changes. With further increas
pump intensity, the line broadens slightly and begins to
shifted toward lower energies. The results of an approxim
tion of the experimental data~Fig. 3, dashed curve! yield the

FIG. 3. Full width at half-maximum and peak position of luminescence l
a functions of excitation density. The dashed curve gives the approxima
using expressions~1! and ~2!.
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following expression for the shift of the stimulated emission
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line as a function of the pump intensity:

E5Eg20.9331028~n1/31p1/3!, ~1!

wheren5p is the density of photoexcited carriers, which
related to the pump densityW by:

n5S Wt

d D Y S hc

l D , ~2!

whered is the thickness of the GaN layer (0.4mm!, t is the
pulse length~5 ns!, andl5337.1 nm.

Similar behavior was obtained for GaAs~Ref. 7! and
was explained by invoking electron–electron and hole–h
interactions, which reduce the ground-state energy of
electron–hole plasma~i.e., decreases the band gap!. Theoret-
ical calculations8 yield the following expression:

E5Eg21.631028~n1/31p1/3!. ~3!

The good agreement between the theoretical calculations
the experimental data suggests that the stimulated emis
involves band–band transitions while electron–electron
hole–hole exchange interactions are responsible for the lo
wavelength shift of the stimulated emission line.
599 Tech. Phys. Lett. 23 (8), August 1997
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Stimulated emission has been demonstrated in an o
cally pumped AlGaN/GaN double heterostructure. T
threshold pump density at 77 K was 40 kW/cm2 which is
comparable with the best results obtained for similar samp
at this temperature.
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Phase conjugation in four-wave mixing of cw radiation under conditions of strong

y a
self-interaction
V. I. Ivanov, A. I. Illarionov, and I. A. Korosteleva

Far-East State Academy of Transportation, Khabarovsk
~Submitted November 10, 1996!
Pis’ma Zh. Tekh. Fiz.23, 60–63~August 12, 1997!

An experimental investigation is made of the influence of strong self-interaction of the reference
waves on phase conjugation in four-wave mixing of cw radiation in a medium with a
thermal nonlinearity. It is shown that the thermal lens formed by the Gaussian reference beams
reduces the nonlinear reflection coefficient appreciably~several-fold! and causes a
deterioration in the phase conjugation quality. ©1997 American Institute of Physics.
@S1063-7850~97!01108-7#

Thermally induced nonlinearities are responsible forin Fig. 1. In Fig. 1a the scale of the ordinate is reduced b
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highly efficient nonlinear reflection in four-wave mixing o
low-intensity radiation. However, in four-wave mixing o
long pulses or cw radiation phase conjugation is accom
nied by significant side effects which restrict the potential
optimizing the parameters of the phase-conjugating mir
These effects include, for example, thermally induced c
vection and also the formation of a thermal lens induced
the nonuniform transverse distribution of the beam intens
Self-interaction of the reference waves gives rise to sign
cant distortions of the phase-conjugate wavefront since c
jugate pump waves are required in a phase conjugati
four-wave mixing system.

The influence of a thermal lens on phase conjugation
four-wave mixing has been investigated by various auth
~for example, Refs. 1 and 2! with the most detailed study
being reported in Ref. 3, but these results were obtained
der conditions of weak self-interaction whose description
confined to the paraxial approximation. The main aim of o
experimental investigations described below was to exam
strong self-defocusing of the radiation, where the aberrati
of the thermal lens become appreciable.4 In this case, the
self-interaction of a Gaussian beam can only be analy
theoretically in the wave optics approximation and numeri
methods must be applied.5

In these experiments we investigated the transverse
tribution of the laser beam intensity (l510.6mm! beyond
an acetone-containing cell of thicknessL5230 mm as a
function of the distancez before the cell. A detector with a
0.230.5 mm diaphragm was moved horizontally in the pla
perpendicular to the beam to record the transverse inten
distribution. The power of the beam incident on the cell w
7.1 W. Transverse intensity profiles of the beam are sho
a-
r
r.
-
y
.
-
n-
–

n
rs

n-
s
r
e
s

d
l

is-

e
ity
s
n

factor of ten compared with that in Fig. 1b. It can be se
that the after passage through the cell, the beam is conve
into a ring whose diameter is between two and three tim
the characteristic size of the incident Gaussian beam.

Four-wave mixing experiments were carried out using
system where a second reference wave was formed by re
tion from a retroreflecting mirror positioned beyond the c
containing the nonlinear medium. Figure 2a gives the n
linear reflection coefficientR as a function of the distancez
between the cell and the mirror forming the second refere
wave. The transmission of the cell was close to the optim
~the absorption coefficient of the medium isa;L21). The
decrease in the reflection coefficientR with increasingz is
caused by two factors.3 For largez (z.v/sinu), wherev is
the beam radius in the plane of the cell!, the behavior of
R(z) is caused by the action of the thermal lens. Since
local nonlinear reflection coefficient is proportional to th
product of the reference wave intensities, a drop in the int
sity of the second reference wave in the plane of the
leads to a corresponding decrease inR as given by
R(z);R0(11z f21)22 ~whereR0 is the nonlinear reflection
coefficient in the absence of self-interaction andf is the focal
length of the thermal lens!. This conclusion is supported b
the fact that the characteristic time for the decrease in
reflection coefficientR is the same as the time taken fo
formation of the thermal lens~Fig. 2b!. The reflection coef-
ficient reaches a maximum after 20 ms, which is determin
by the period of the grating, and then over a period of a f
minutes comes to a steady-state value approximately a t
of the maximum for a few second. The abrupt increase inR
with decreasingz ~in the rangez,v/sinu) is caused by the
additional contribution made by the grating recorded by
e

s

FIG. 1. Transverse intensity distribution: a — Gaussian
beam before cell, b — reference beam after passag
through liquid cell at different distancesz from the cell,
cm: 1 — 22, 2 — 30, 3 — 39; c — phase-conjugate wave
— channel.
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ve,
n;
FIG. 2. Nonlinear reflection coefficientR versus: a — distance
z between cell and mirror used to form second reference wa
b — time measured from the time of initiation of the radiatio
D is the effective power of the thermally induced lens~experi-
mental!.
signal and reference waves reflected by the retroreflecting
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lens and the increasing divergence of the reflected wave,3 the
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mirror. Forz50, the additional grating can increase the no
linear reflection coefficient by a factor of four.3 This contri-
bution disappears when the reflected signal wave does
overlap the reference wave.

The transverse distribution of the wave intensity in t
phase-conjugated wavefront channel is shown in Fig.
(z522 cm!. It can be seen that the phase-conjugated wa
front is a beam with a non-Gaussian structure and is m
broader than the signal beam. Since the distortions
mainly caused by the thermal lens, in order to obtain hi
quality phase conjugation the influence of this lens m
somehow be reduced, for example, by focusing the sig
wave using independent pump waves.

Steady-state phase conjugation was also observed
perimentally. The maximum recording time was around
min, which is many times longer than the time taken to fo
the refractive index grating in the liquid, the lens formati
time, and the ‘‘convective’’ time. The steady-state pha
conjugation time was limited by the instability of the las
power and by boiling of the liquid.

These results can be used to assess the influence of
defocusing on phase conjugation in four-wave mixing. Fi
in addition to the phase distortions induced by the therm
601 Tech. Phys. Lett. 23 (8), August 1997
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evolution of the transverse intensity distribution of the ref
ence waves reduces the region of overlap of the interac
waves and thus decreases the reflection coefficient. Sec
the experiments have demonstrated that strong defocusin
the reference waves causes a significant deterioration in
conjugation quality. Thus the action of the thermal lens m
be restricted to obtain high-quality phase conjugation
four-wave mixing of quasi-cw radiation. Note that phase c
rection methods are only suitable for weak defocus
( f @L), because in the opposite case, the phase distort
are converted into amplitude distortions over the thicknes
the nonlinear medium.

1V. B. Gerasimov, A. V. Golyanov, M. N. Goryachevaet al., Kvantovaya
Elektron. ~Moscow! 13, 338 ~1986! @Sov. J. Quantum Electron.16, 223
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Quantum Electron.17, 458 ~1987!#.

3O. L. Antipov, A. A. Betin, E. A. Zhukovet al., Preprint No. 193@in
Russian#, Institute of Applied Physics, Academy of Sciences of the USS
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5I. Sh. Beluga, B. S. Vinevich, and L. L. Kolosovskaya, Opt. Spektrosk.50,
531 ~1981! @Opt. Spectrosc.~USSR! 50, 292 ~1981!#.
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Thermoelectric elements based on compounds of silicon and transition metals

con-
M. I. Fedorov, V. K. Za tsev, F. Yu. Solomkin, and M. V. Vedernikov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted April 15, 1997!
Pis’ma Zh. Tekh. Fiz.23, 64–69~August 12, 1997!

Semiconducting compounds based on silicides of 3d transition metals~MnSi1.75 and CoSi! are
promising thermoelectric materials for mass-produced thermoelectric generators. Their
practical use has been delayed so far by the lack of reliable switching. Electrochemical surface
treatment technology and metal deposition were used to obtain thermal-cycling-resistant,
switching and antidiffusion metal coatings~Ni, Co, Fe, Cr! with an electrical resistivity up to
1026 V•cm2 in the metal–semiconductor region. This technology was applied to develop
a series of thermoelements and thermoelectric generators having wide-ranging applications.
© 1997 American Institute of Physics.@S1063-7850~97!01208-1#

In addition to high efficiency, crucial requirements for rate is reduced by several orders of magnitude and the
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many important practical applications of thermoelectric g
erators include cheap starting materials, capacity to ope
in air and in vacuum without any protection, high mecha
cal strength, and environmental friendliness. All these
quirements can be fully met by compounds of silicon w
transition metals.

Among the various silicide-based thermoelectric mate
als, the most promising are the high-silicon manganese
cide, MnSi1.7121.75 ~HSM!, solid solutions based on Mn2Si,
and cobalt monosilicide.1 The efficiency of these compound
is comparable with that of conventional chalcogenide th
moelectric materials, but their physicochemical, mechani
and cost parameters are considerably superior.2 These mate-
rials are particularly promising for the mass production
thermoelectric generators, including generators for the
thodic protection of gas and oil pipelines from corrosio
thermoelectric generators designed to utilize waste heat,
also everyday standalone thermoelectric power supp
Thermoelements and thermoelectric modules utilizing HS
as thep-branch material and cobalt or nickel monosilicide
the n-branch have now been developed at the Laborator
Thermoelement Physics at the A. F. Ioffe Physicotechn
Institute of the Russian Academy of Sciences.

Until recently, the widespread use of these thermoe
tric materials was delayed by the lack of reliable switchin
The contacts need to retain their electrical parameters u
repeated thermal cycling and should possess high mecha
strength. In addition, the high-temperature operating con
tions impose additional constraints on the choice of swit
ing materials and their fabrication technology. The met
used as contacts and the semiconductor material should
similar coefficients of linear expansion. It should also
borne in mind that metal may diffuse into the semiconduc
which frequently causes degradation of the devices. This
fusion may be reduced by incorporating intermediate an
iffusion layers.

The present authors have suggested using diffus
welding in vacuum for this purpose.3 The bond is made by
interdiffusion of the branch materials and switching eleme
at a temperature considerably higher than the operating
perature. At the lower operating temperature the diffus

602 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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tacts may retain their properties over the entire operating
The most reliable bonds are made by first depositing
switching element material onto the surfaces of the therm
element branches.

The most suitable switching material for HSM and Co
is nickel. Like cobalt monosilicide, it may also serve as
second ~passive! branch for HSM-based thermoelectr
generators.4 Nickel can switch the generator branches up
600 °C. At high temperatures it readily diffuses into HS
~Ref. 5! and may provide a reliable junction. However, th
high coefficient of nickel diffusion into HSM may cause a
excessively thick transition layer to form because of cont
alloying. This alloying usually increases the resistance of
transition layer,6 which reduces the efficiency of the therm
element. Thus antidiffusion layers must be incorporated
the high-temperature junctions of the generators when nic
switching is used. These antidiffusion layers may
chromium7 or iron.

Various methods of applying metal coatings are n
used in semiconductor instrument manufacture. The m
commonly used are vacuum deposition, compressing,
chemical and electrochemical deposition of the metal.

Electrochemical growth of metal coatings is an advanc
method which combines preliminary treatment of the se
conductor surface~etching! and deposition of the metal coa
ing in a single operation. This procedure reduces the th
ness of the transition layer and therefore lowers
resistance of the metal–semiconductor interface. Un
other methods, a wide range of materials can be used~direc-
tionally crystallized single crystals, textured and fus
samples! and thick ~up to 200mm! metal coatings suitable
for thermal diffusion welding with external current supplie
can be grown rapidly. In order to obtain the highest-qua
layers, the electrolyte must combine the properties of a p
ishing etchant with the correct composition for deposition
the metal layers.

The electrolytes were prepared by a procedure de
oped by the authors, where the base composition of the e
trolyte is determined according to its absorption of light a
given wavelength. The composition of all these electroly
is based on a water-soluble transition-metal salt and hyd

6020602-02$10.00 © 1997 American Institute of Physics
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TABLE I. Total thermoelectric power versus hot junction temperature.
luoric acid. The relation between the optical properties of
solution and its HF content was analyzed by plotting
ratio of the light transmission of an aqueous solution of
of a given concentration to the transmission of a salt solu
having the same concentration of hydrofluoric acid~the rela-
tive absorptionA) at a given wavelength (l50.86mm! as a
function of the HF concentrationC: A5 f (C). It was shown
experimentally that for HF concentrations of 50–100 ml/li
the relative absorption has a minimum for all the solutio
By analyzing these curves, plotted in the coordina
AC0.55 f (C) ~see Fig. 1!, and comparing them with the
properties of the layers, we were able to identify a criter
for the applicability and efficacy of these compositions. T
solutions can be used for concentrations near the rela
absorption minimum ifAC1/2 is less than 1.5–1.6 times th
minimum value.

This range of HF concentrations is common to all the
solutions and may be used as the ‘‘initial’’ composition
develop electrolytes which combine the properties of poli
ing etchant and composition suitable for the deposition
metal layers~Fe, Ni, Co, Cr! on transition-metal silicides
silicon, and silicon carbide.

The resistivity of the metal–semiconductor transition
gion was measured by a microprobe method and did
exceed 1026 V•cm2. Since these contacts are Ohmic, th
can be used not only to develop and fabricate thermoele
generators but also to study the physical properties of t
moelectric materials, During thermal cycling at temperatu
of 300–1000 K the coatings withstood 100 cycles witho
any significant change in properties.

FIG. 1. Dependence ofAC1/2 on the hydrofluoric acid concentration fo
various solutions of transition metal sulfates:1 — FeSO4 ~200 g/liter!, 2 —
NiSO4 ~400 g/liter!, 3 — NiSO4 ~200 g/liter!, 4 — CoSO4 ~300 g/liter!, and
5 — CoSO4 ~200 g/liter!.
603 Tech. Phys. Lett. 23 (8), August 1997
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In mechanical tearing tests the coatings came off
gether with the semiconductor material.

These thermoelectric materials and methods of prepa
switching and antidiffusion layers were used to develop
series of thermoelements and thermoelectric generators
wide range of applications, based on a thermoelectric mod
comprising a bank of ten elements. Thep-branch was made
of HSM and then-branch of nickel. The optimum ratio o
HSM and nickel cross sections is 50 and thus then-branch
may be made of nickel strip which also functions as
switching element. A chromium antidiffusion layer and
nickel switching layer were deposited on the contact area
the p-branch to ensure a low-resistance, reliable electr
connection. All the elements in the bank were connected
diffusion welding in vacuum in a single process. The to
thermoelectric power was measured as a function of the
junction temperature for the modules under near-opera
conditions~see Table I!. All the modules had identical prop
erties. Tests were also carried out on a prototype of the t
moelectric generator consisting of five series-connec
modules. This generator delivered rated powers and work
voltages of 1 W and 1.5 V, respectively.

To sum up, it has been shown that in principle gener
purpose thermoelectric generators utilizing transition me
silicides can be produced commercially.

1V. K. Za�tsev and M. I. Fedorov, Fiz. Tekh. Poluprovodn.29, 946 ~1995!
@Semiconductors29, 490 ~1995!#.

2M. I. Fedorov, E. A. Gurieva, L. V. Prokof’eva, and V. K. Zaitsev, i
Proceedings of the 14th International Conference on Thermoelectr,
St. Petersburg, 1995, pp. 254–258.

3M. I. Fedorov, A. E. Engalychev, V. K. Zaitsev, A. E. Kaliazin, and F. Y
Solomkin, inProceedings of the 13th International Conference on Th
moelectric Energy Conversion, Kansas City, 1994, pp. 324–327.

4M. I. Fedorov and V. K. Zaitsev,Semimetals as Materials for Thermo
electric Generators, in CRC Handbook of Thermoelectrics, edited by
D. M. Rowe ~CRC Press, New York, 1995!, pp. 299–309.

5L. I. Petrova, L. D. Dudkin, and V. S. Khlomov, Neorg. Mater.31, 1216
~1995!.

6I. A. Drabkin, Thermoelectrics and Their Application~St. Petersburg,
1997!, pp. 132–135.

7L. I. Petrova, L. D. Dudkin, V. S. Khlomov, M. I. Fedorov, V. K. Za�tsev,
and F. Yu. Solomkin,Thermoelectrics and Their Application~St. Peters-
burg, 1997!, pp. 102–105.

Translated by R. M. Durham

Hot junction temperature, K Total thermoelectric power, V

400 0.1
600 0.25
700 0.35
800 0.45
850 0.55
920 0.6
603Fedorov et al.



Modification of the phase transition in cesium niobate under gamma irradiation

V. N. Belomestnykh and A. P. Mamontov

Tomsk Polytechnic University
~Submitted March 28, 1997!
Pis’ma Zh. Tekh. Fiz.23, 70–74~August 12, 1997!

Ultrasonic techniques are used to study the phase behavior of cesium niobate under gamma
irradiation. It is shown that the irradiation shifts the anomalies of the internal friction and velocity
of sound toward lower temperatures as a result of structural ordering of cesium niobate
crystals. © 1997 American Institute of Physics.@S1063-7850~97!01308-6#

Cesium nitrate, CsNO3, is an excellent material for and velocity of the ultrasonic waves~a finite peak for the
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studying radiation-stimulated processes in polymorp
crystals.1–3 It has been established that the crystal struct
of this compound undergoes high-temperature changes u
gamma irradiation. The critical dose of ionizing radiation
which a transition takes place from the trigonal~pseudohex-
agonal! to the cubic modification is determined by the crys
growth conditions and depends on the concentration of st
tural defects. On exposure to high gamma radiation do
the Curie point is shifted toward high temperatures as a
sult of the incorporation of radiation defects.4

It is interesting to study the phase behavior of CsNO3 by
ultrasonic techniques based on measuring the propaga
characteristics of elastic waves. We present results of s
studies and we show how low gamma radiation doses in
ence the phase behavior of CsNO3 crystals.

The spectra of acoustic parameters~the internal friction
Q21 and the propagation velocityv of the longitudinal ul-
trasonic waves! were studied in unirradiated and irradiate
CsNO3 crystals in the temperature range 300–450 K, wh
includes the structural phase transition pointTc'427 K
~Ref. 5!. The changes inQ21 andv were determined using
composite piezoelectric vibrator at a frequency of;105 Hz
for which the relative amplitude of the bending modes w
;1027. The relative errors for the measured values w
Dv/v5231025 and DQ21/Q215531022. The crystal
temperature varied at a rate of;0.1 K/min and was con-
trolled to within 0.1 K.

Cesium nitrate polycrystals were prepared by hot pre
ing high-purity powder into pellets in vacuum. The dens
of the polycrystalline samples was 3.5 g/cm3, which is close
to the tabulated density of CsNO3 II ~Ref. 6!. The samples
were 232 mm rods whose length was selected to contai
half-wavelength of the ultrasound at the measurement
quency. All the samples underwent isothermal annealing
Tann'400 K and were cooled at a rate of 3 K/h. The samp
were irradiated by gamma radiation from a60Co source using
an ‘‘Issledovatel’’ gamma irradiation facility and were e
posed to a dose of 103 R. The temperature of the sample
during irradiation did not exceed 300 K.

The results of the measurements forQ21 andv are plot-
ted in Figs. 1 and 2, respectively, for unirradiated~curves1!
and irradiated samples~curves2!. It can be seen that th
temperature spectra of the acoustic parameters for the
radiated and irradiated samples show substantial differen
For the unirradiated samples, anomalies in the attenua
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function Q (T) and a continuous negative step for th
functionV(T)) are recorded nearT5Tc . In accordance with
the classification given in Ref. 7, the anomalies of these
rameters indicate that the phase transition in CsNO3 should
be considered to be isothermal to a considerable ext
These results also indicate an enhanced degree of orie
tional melting of the anion sublattice accompanying t
CsNO3 II → CsNO3 I transition, which is typical of pseudo
plastic materials. This last factor supports the model of w
defined dislocation preference which promotes a chang
the concentration of unit vacancies in irradiated CsNO3 crys-
tals and helps to attain the critical value required
radiation-stimulated rearrangement of the crystal structur

Gamma irradiation shifts the anomalies ofQ21(T) and
v(T) toward lower temperatures (T5373 K!, modifies the
form of these anomalies~reduces the internal friction maxi
mum and the sound velocity jump!, induces a larger sprea
over temperature, and reduces the absolute value of the
locity of sound in the CsNO3 II phase and increases it in th
CsNO3 I phase. All these factors indicate that in irradiat
CsNO3 samples, the acoustic anomalies lose the featu
characteristic of typical continuous phase transitions in so
and acquire the characteristic features inherent in the pre
ential removal of point defects.

The observed modification of the temperature spectra
the acoustic parameters of gamma-irradiated CsNO3 crystal
can be explained as follows. The CsNO3 crystals are in ini-
tial states far from thermodynamic equilibrium. The esta

FIG. 1. Internal friction versus temperature of unirradiated~curve 1! and
gamma-irradiated cesium nitrate~curve2!.

6040604-02$10.00 © 1997 American Institute of Physics



r
o

e

i
i

f

point defects in the crystal. An increase in temperature in the
e of
th a
or-
tes
x-
al
and

uc-
be-
the
n
as a

uk

er-
lishment of equilibrium is impeded by the energy paramete
of the defect and impurity rearrangements. Exposure
CsNO3 crystals to low gamma radiation doses can substa
tially reduce their initial degree of nonequilibrium. Exposur
of CsNO3 crystals to gamma radiation doses at which ion
ization processes predominate, promotes annihilation of
terstitial atoms with genetically linked vacancies. This ann
hilation process producesu-bursts, capable of inducing and
sustaining self-limiting reactions involving the removal o

FIG. 2. Propagation velocity of longitudinal ultrasonic waves versus tem
perature of unirradiated~curve 1! and gamma-irradiated cesium nitrate
~curve2!.
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defect annihilation zone removes stresses with a releas
the energy stored in the crystal. This produces states wi
lower entropy than the initial entropy, characterizing the
dering of the crystal structure. These highly unlikely sta
from the equilibrium thermodynamics point of view may e
ist indefinitely for a defect density above a certain critic
value. These states are determined by the barrier height
the annihilation energy, and by the effective thermal cond
tivity and the transition frequency. The processes then
come self-sustaining and lead to qualitative changes in
organization of the CsNO3 crystals as a result of a transitio
from one quasistable state to another, which is observed
shift of the observed anomalies in the CsNO3 crystals ex-
posed to low gamma radiation doses.

1E. V. Kolontsova, A. V. Korneev, and V. P. Lutsenko, Kristallografiya23,
656 ~1978! @Sov. Phys. Crystallogr.23, 367 ~1978!#.

2E. V. Kolontsova, S. V. Red’ko, and V. P. Lutsenko, Dokl. Akad. Na
SSSR298, 859 ~1988! @Sov. Phys. Dokl.33, 144 ~1988!#.

3B. A. Maksimov, L. A. Muradyanet al., Dokl. Akad. Nauk SSSR298,
1390 ~1988! @Sov. Phys. Dokl.33, 92 ~1988!#.

4N. Mukhtarov and N. K. Yushin, Pis’ma Zh. Tekh. Fiz.21~21!, 39 ~1995!
@Tech. Phys. Lett.21 879 ~1995!#.

5N. G. Parsonage and L. A. Stavely,Disorder in Crystals~Oxford Univer-
sity Press, Oxford, 1979! @Russ. transl., Mir, Moscow, 1982#.

6Handbook of Chemistry@in Russian#, Vol. 2 ~Khimiya, Leningrad, 1971!
7V. N. Belomestnykh,Abstracts of papers presented at the 11th Conf
ence on Kinetics and Mechanism of Chemical Reactions in Solids,Minsk-
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Dynamics of surface damage in dry friction

ong
Yu. A. Fadin

Institute of Problems in Mechanical Engineering, Russian Academy of Sciences, St. Petersburg
~Submitted November 15, 1996; resubmitted March 13, 1997!
Pis’ma Zh. Tekh. Fiz.23, 75–78~August 12, 1997!

A new approach is proposed to describe friction, based on the dynamic interaction of surface
roughnesses. An analysis is made of two types of interaction, one causing only
deformation of the roughnesses and the other ultimately leading to the appearance of damage
particles. © 1997 American Institute of Physics.@S1063-7850~97!01408-0#

The real surfaces of solids exhibit roughness. In dry fric-contact spots which have appeared as a result of str
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tion the actual contact between the friction surfaces is
crete and the total area of contact is small. For instan
according to data given in Ref. 1, this area is 0.1–0.01%
the nominal area of the contact surface. High mechan
stresses are created in these roughness contact zones~which
are usually called contact spots!. We shall estimate thes
stresses for a single contact spot, for which the roughn
contact is replaced by a Hertz contact~the contact between
sphere and an elastic half-space under the action of a s
force P). Then, according to Hunt,2 the maximum tangentia
stresstmax50.465P/pr 2 is created at the depthhmax50.49r ,
wherer is the radius of the contact spot. The range of var
tion in the diameters of the contact spots for metals is 3–
mm ~Ref. 3!. The maximum tangential stresses will be ge
erated at a depth between 1.5 and 20mm. For a solid at
nominal pressures of 2–4 MPa, if the real area of con
does not exceed 0.1% of the nominal area, thentmax in the
vicinity of a single spot reaches the enormous pressure
1–2 GPa, and this is neglecting the friction force, whi
increases the tangential stresses still further. Estimated
ues of the tangential stress are thus quite suitable for m
metals and are sufficient for the evolution of shear proces
in the surface layers, following by cracking. The appeara
of damage particles has been observed experimentally a
initial stages of friction, which suggests intensive subsurf
cracking.4 Contact between single roughness points exists
a finite time, which is determined by the sliding velocit
The dynamics of the contact spots creates a field of mech
cal stresses, fluctuating over depth and time, in which sur
cracks form and propagate. Thus the friction between so
can be treated as a surface dynamical process involving
simultaneous formation and breakup of numerous con
spots.

In this article, particular attention is devoted to the te
poral aspect of the relation between the evolution of the
namic system formed by the contact spots and the fricti
induced surface damage process.

The roughness points have different heights and t
may interact differently in the formation of contact spo
~Fig. 1!. The present analysis is confined to a dynami
system consisting only of two types of elements. The first
the contact spots whose formation is accompanied by ela
or plastic deformation of the roughness points. As these c
tact spots break down, only the shape of their compon
roughness points changes. The other type of elements

606 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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roughness interaction, where a microbinding zone forms
tween these roughness points. The breakdown of these
tact spots ultimately leads to the appearance of damage
ticles. The behavioral dynamics of the proposed two-elem
system may be described mathematically using
‘‘predator–prey’’ formalism, which is one of the simples
methods of describing the behavior of nonlinear syste
~Lotka–Volterra model5!. Let us assume thatn is the number
of contact spots at which the roughness points only unde
deformation andm are the contact spots which form microb
inding zones followed by the formation of damage particl
We shall then call these particles contact-spot debris.

The changes in the number of the elements of the sys
with time are described by the nonlinear differential equ
tions

dn

dt
5an2gnm,

dm

dt
52bm1dnm, ~1!

where g and d are constants characterizing an increase
elementsn and m, respectively, andg and b are constants
characterizing a decrease in those parameters. The solu
of this system of nonlinear equations are periodic, pha
shifted, have a complicated form, and have been publishe
Ref. 5. The expression for the periodT has the form

T5
2p

Agb
~2!

and depends only on the constantsa andb of the elements
of the system. Two conclusions can be drawn from the p
odicity of the solutions of Eq.~1!.

1. The periodic change in the number of spots produc
debris implies that in dry friction, a finite volume of materi
is removed from the material over the timeT and thus the
damage to the surface~wear! takes place layer by layer an
periodically.

2. The periodic change in the number of contact sp
implies that during the friction process, the roughness of
contact surface is reproduced from one layer to another.

The constantsa and b can be determined experimen
tally, for example by using acoustic emission. In the pres
study, it was observed that all the acoustic emission sign
recorded for the dry friction of metals can be divided in
two types, having durations which differ by one or two o
ders of magnitude~Fig. 2!. In the time intervals containing

6060606-02$10.00 © 1997 American Institute of Physics
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the long acoustic emission signals, debris is observ
whereas in the time intervals containing only short signals
is not. Thus the short acoustic emission signals may be
tributed to deformation phenomena caused by impact
tween roughness points, while the long signals are assoc
with the appearance of debris. The appearance of the de
is associated with the loss of typem contact spots, i.e., with
the constantb. The rates of generation of the two types
acoustic emission signals may be used as the constan
formula ~2!. For example, for aluminum at a pressure of
MPa and a velocity of 0.6 m/s,a is ;5 s21 andb;0.01 s21

which givesT;28 s, which is comparable with the avera
experimental value of the period of the layer damage
tained from the time dependence of the friction coefficien
;40 s ~Ref. 6!.

FIG. 1. Diagram of contact between rough surfaces:1 — contact between
roughness points accompanied by their deformation,2 — contact zone with
strong roughness interaction,3 — microbinding zone, and4 — surface
cracks formed by breakdown of the contact.
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Translated by R. M. Durham

FIG. 2. Oscilloscope traces of acoustic emission signals for dry frict
between aluminum and steel:1 — ‘‘long’’ signal corresponding to the ap-
pearance of surface debris,2 — ‘‘short’’ signal corresponding to impact of
surface roughness points.
607Yu. A. Fadin



Dependence of the empirical model parameters of the surface resistance of a high-

on
temperature superconducting film on the parameters of the technological process
I. B. Vendik, E. K. Gol’man, S. V. Razumov, A. A. Svishchev, and A. V. Tumarkin

St. Petersburg State Electrical Engineering University
~Submitted April 4, 1997!
Pis’ma Zh. Tekh. Fiz.23, 79–84~August 12, 1997!

The dependence of the surface resistance on the substrate heater temperature has been
investigated for the purpose of optimizing the conditions for preparing YBa2Cu3O72d films. It is
shown that the resistanceRsur is highly sensitive to the accuracy of maintaining the
substrate holder temperature to minimize the surface resistance of the films and maximize the
parameterg, which determines the temperature-dependent curvess(t) and lL(t).
© 1997 American Institute of Physics.@S1063-7850~97!01508-5#
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conductor measured in the microwave range~1–90 GHz! is
an objective integral criterion to determine the suitability
films for applications in microelectronics. By minimizing th
surface resistance during development of the technolog
process of film deposition, it is possible to find the requir
optimum technological conditions to prepare such films.

The surface resistance of a thin high-temperature su
conducting film is satisfactorily described by the pheno
enological model:1

Rsur~ t !55
1

sn~ t !d
t>tc ,

~vm0!2sn~ t !

11@vm0sn~ t !lL
2~ t !#2

lL
4~ t !

d
t,tc ,

~1!

wheret5T/Tc , T is the temperature,Tc is the superconduct
ing transition temperature,sn(t) is the conductivity involv-
ing normal carriers,lL(t) is the London penetration depth o
the magnetic field in the high-temperature superconductov
is the frequency, andm0 is the magnetic permeability o
vacuum.

The temperature dependences of the conductivitysn(t)
andlL(t) are given by

sn~ t !5H sn~1!t21 t>1,

sn~1!@ tg211a~12tg!# t,1,
~2!

lL~ t !5
lL~0!

A12tg
. ~3!

Four fitting parameters are used: the dimensionless c
ficient a, which characterizes the residual conductivity, t
coefficientg, which determines the temperature dependen
s(t) andlL(t), the film conductivitys(1) at the supercon
ducting transition temperature (t51), and the London depth
lL(0) at zero temperature (t50). Typical values of the pa
rameters for thin films of YBa2Cu3O72d ~YBCO! supercon-
ductor lie within the range indicated in Table I~Ref. 2!.

An analysis of numerous experimental measurement
the temperature dependence oflL(0) has suggested tha
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depth. At the same time, an investigation of the tempera
dependence of the resonant frequency of microstripe YBC
film resonators3 has shown that a higher Q and lower surfa
resistance of the films correspond to an increase in the
rameterg in the model~1!–~3!. It can therefore be assume
that the model parametersg andlL(0) are interrelated.

At low temperatures (t,0.3), the resistanceRsur is de-
termined by the residual resistance parametera and it is
almost impossible to calculatelL(0) from the measured sur
face resistance. At temperatures near the transition p
(0.7,t<1), the parameterg has the greatest influence o
Rsur. Thus the model parametersg anda can be determined
by measuring the surface resistance of high-temperature
perconducting films of different quality in the supercondu
ing state at two temperature points~near the transition
(0.7,t<1) and fort→0).

Here we present results of a statistical analysis of
measured surface microwave resistance of YBCO films
t50.855 (T577 K!. The films were prepared by magnetro
sputtering of a stoichiometric target in a pure oxygen atm
sphere. The substrate wasr -cut sapphire with a CeO2 buffer
layer. The thickness of the films varied in the range 0.2–
mm.

The dependence of the surface resistance of the h
temperature superconducting films on the parameters of
technological process was investigated to optimize the fi
preparation conditions. The substrate heater temperaturTh

was selected as the control parameter for the process.
deposition temperature was monitored with a detec
mounted on the substrate heater. The measurement erro
the heater temperature was60.5°C. The rate of deposition

TABLE I.

Parameter Notation Range of variatio

Residual resistance a 1–20
Temperature coefficient g 1.4–2.45
Film conductivity s(1) (123.5)3106 S/m
London penetration depth lL(0) 0.130–0.260mm
Transition temperature Tc 88–93 K

6080608-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Measured surface microwave resistanceRsur of
high-temperature superconducting films fabricated at d
ferent substrate holder temperaturesTh .
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process to another and were;10.7 Å/min and 1 Torr, re-
spectively. The surface microwave resistance was meas
by a parallel-plate cavity method4 at a frequency of 10 GHz
andT577 K. The measurement error is estimated as be
of the order of6 mV. The results of measurements of th
surface microwave resistance of thirteen samples are plo
in Fig. 1. The solid curve gives the least-squares approxi
tion to the experimental data by a third-order polynomi
Quite clearly there is an optimum substrate holder temp
ture for which these films have the lowest surface resista

Using the model~1!–~3!, we determine the parametersg
andlL(0) for each sample for selected fixed fitting para
eters:TC590 K, s(1)523106 S/m, anda56. The thick-
ness of all the films was assumed to be 0.25mm. We postu-
late that there is a unique correspondence between
parametersg andlL(0), such that their relative variation lie
ed

g

ed
a-
.
a-
e.

-

he

the empirical relation between these parameters:

lL~0!50.13 exp~1.2720.5g!~mm!. ~4!

The values ofg andlL(0) calculated using Eq.~4! for
the various film samples are plotted in Figs. 2a and 2b,
spectively. The solid curves give the least-squares appr
mation. The high-quality films have a minimum surface r
sistance, maximumg, and minimumlL(0).

In summary, by applying a phenonenological model
the surface resistance of a YBCO film to the results of m
surements, we have established a relationship between
model parameterslL(0) andg, which allows the paramete
g to be treated as the film quality parameter.

It has been shown that the value ofRsur is highly sensi-
tive to the accuracy of maintaining the substrate holder te
perature to minimize the surface resistance of the YB
at

FIG. 2. Calculated values of the parametersg and lL(0)
for high-temperature superconducting films fabricated
different substrate holder temperaturesTh : a — g, b —
lL(0).
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surface resistance for samples of different quality at low te

peratures (t,0.3) are required to the determine the inter
lation between the parametersg anda.
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Prediction of interphase energies at the interface of heterogeneous metals

V. M. Yakovlev

Samara State Technical University
~Submitted March 24, 1997!
Pis’ma Zh. Tekh. Fiz.23, 85–89~August 12, 1997!

An approach is proposed to estimate the equilibrium values of the free interphase energies at the
interface between two metals using data on their surface energies, heats of vaporization,
electron work functions, and Hertzfeld parameters. Examples of the application of this technique
to separating binary compositions containing iron are presented. ©1997 American
Institute of Physics.@S1063-7850~97!01608-X#

In the recommended well-known relations used to ap-atom, V5VmN0
21, Vm is the molar volume, N0 is
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proximate the interphase energysA/B in two-phase, two-
component metal systems, the discrepancy between the
culations and the experimental data may be 1.5 order
magnitude or more.1 These discrepancies are caused mai
by neglecting various characteristic features of the chem
heteronuclear interaction at the metal interface.

It is demonstrated here that the role of interaction se
tivity may be taken into account in estimates ofsA/B by
using the properties of the initial simple substances: the
surface energiessA/B at the interface with its own vapor, th
heats of vaporization~for liquid! or sublimation~for the solid
phase! V /A(B) , the electron work functionFA(B) , and the
dimensionless Hertzfeld parametersgA(B) . Examples se-
lected to demonstrate the application of this approach w
several compounds of iron with lower-melting metals, f
which comparatively reliable experimental data are availa
for the interphase energies.

It was shown in Ref. 2 that the concept of surface brok
bonds and concepts of the phase interface as a two-l
energy system may be applied to expresssA/B in the form

sA/B.usA2sBuF12expS 2
VA/B

nRTD G . ~1!

Here,VA/B is the interchange energy,R is the universal gas
constant, andT is the absolute temperature; the exponen
function gives the fraction of compensated bonds as a re
of the establishment of equilibrium when an interphase c
tact is formed~the coefficient isn58 for systems including
transition metals!.

Relation ~1! can give results which agree satisfactor
with the known experimental values ofsA/B , but is difficult
to use because no published experimental values ofVA/B are
available for many alloys.

It is assumed that the argument of the exponential fu
tion in expression~1! gives the relative change in the bon
energies accompanying the formation of the compoundA/B,
and existing models of this characteristic are taken into
count. Approximating the main components in the latter,
pression~1! is written as follows:

sA/B'usA2sBu$12exp@2~aDV2BDF1cDg2D !#%,
~2!

where DV5uVA2VBu, DF5uFA2FBu, Dg5ugA2gBu,
gA(B)5a0V21, a0 is the static dipole polarizability of an

611 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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Avogadro’s number,a, b, andc are proportionality factors,
andD is the strengthening effect of the heteroatomic bon
caused byspd hybridization of the electron shells.3 In for-
mula ~2! the parameterDV expresses the imbalance of th
homopolar interaction energies, and the termDF is similar
to the ionic correction.4 According to the definition,5 the
value of Dg approximates the difference between the d
formabilities in different-species neutral Wigner–Seitz ce
and defines the energy used in equalizing the molar volu
of the ingredients during alloy formation@the relative de-
formability of the cell is taken asgA(B) ~Ref. 6!#.

This analysis for binary systems formed by metals w
different types of electron configuration has shown that f
mula ~2! satisfactorily describes most of the known data
sA/B for a5b51 eV21 and c51. It has been establishe
that D' f (VAVB)1/2 ( f 50.2760.01 eV21) for the com-
pounds of transition and polyvalent nontransition metals w
spd strengthening selected in Ref. 3. In systems incorpo
ing only d-metals, including Cu, Ag, and Au, we findD50.

Table I gives results of estimatingsA/B from expression
~2! for four systems formed by iron (A) in the liquid ~l! and
solid polycrystalline (s) states with molten copper, silve
tin, and lead (B), having positive deviations from ideality
The calculations were made using the well-known handb
data onVA(B) and the metal densities at various tempe
tures, and also data on their atomic weights and volume
efficients of thermal expansion. The values ofa0 did not
differ from those used in Refs. 7 and 8: 8.4, 6.0, 7.2, 8.8, a
7.0 (10230 m3) for Fe, Cu, Ag, Pb, and Sn, respectively. Th
electron work function of iron is taken as 4.8 eV~Ref. 9!1!

for the solid phase and 4.31 eV~Ref. 10!2! for the liquid
phase. Since there are no sufficiently reliable experime
data, the values ofFB for molten Cu and Ag were calculate
by the formulas presented in Refs. 7 and 11 using the ef
tive number of free electrons per atom12,13~4.11 and 3.95 eV,
respectively!. The work functions of Pb~3.54 eV at 1373 K!
and Sn~3.53 eV at 1809 K! were obtained by extrapolatin
the linear curvesFB(T) obtained in Ref. 14. Measuremen
of the surface tension and its temperature coefficient for
g-phase of iron15 were used as the surface energy of sol
state Fe. Experimental values ofsA(B) given in Ref. 16 were
taken for the liquid metals.

It can be seen from the data presented in Table I that
these systems the calculated and experimental values o

6110611-02$10.00 © 1997 American Institute of Physics
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TABLE I. Values of the characteristicsVA(B)(10230 m3), DV ~eV!, DF
~eV!, D, and also of the surface and interphase energies~mJ•m22) at tem-
interphase energy are similar. This means thatsA/B can be
estimated using the characteristics of the initial simple s
stances in a given temperature range.

To conclude, the proposed approach can, in princip
take into account the specific interaction characteristics
specific pair of metals, without recourse to experiments.

1!It is assumed that there is no jump in the electron work function for
b→g polymorphic transformation in iron.10

2!The recommended value for a highly disordered structure.

peratureT ~K!.

Parameter SystemA–B

FesCul FesAgl FesPbl FelSnl

T 1398 1373 1373 1809
VA 11.72 11.70 11.70 13.22
VB 13.18 19.49 34.92 31.66
DV 0.835 1.39 2.39 1.27
DF 0.69 0.85 1.26 0.78
D 0 0 0.72 0.875
sA 2552.5 2590 2590 1862
sB 1320.5 896 380 428
sA/B ~calc.! 410 997 1289 35
sA/B ~exp.! 430 ~Ref. 17! 970 ~Ref. 17! 1270 ~Ref. 17! 30 ~Ref. 18!
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Compensation of parasitic polarization modulation in a fiber-optic gyroscope

s

É. I. Alekseev and E. N. Bazarov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted March 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 90–94~August 12, 1997!

It has been shown that the influence of parasitic polarization modulation on the precision of a fiber-
optic gyroscope may be reduced substantially by incorporating reflection-type phase
modulators with conversion of polarization modes. ©1997 American Institute of Physics.
@S1063-7850~97!01708-4#

Parasitic polarization modulation accompanying the op-When writing formula~2!, we utilized the fact that the Jone
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eration of fiber and integrated-optics phase modulators
serious factor that limits the precision of a fiber-op
gyroscope.1–3 One method of reducing parasitic polarizatio
modulation involves constructing the phase modulator as
nominally identical halves, between which is inserted a mo
converter that converts the polarization modes from one
another.3 The differential phase modulation of the polariz
tion modes generated in the first half of the phase modul
is compensated by differential phase modulation of the
posite sign in the other half of the modulator. When t
phase modulator is constructed using a single-mode fi
waveguide, the mode converter may take the form of s
ably positioned fiber compressors, a double symme
twisted section of fiber of a specific length, a welded
cemented fiber joint with axes of birefringence turn
through 90°, and so forth. However, since it is difficult
achieve exactly identical phase-modulator halves and ide
cal ambient conditions, this method of compensation
parasitic polarization modulation is inadequate in ma
cases. The situation is improved substantially if the ph
modulator is designed such that, after the polarization mo
have been converted, the radiation then propagates in
forward or return directions along the same path as be
the conversion without any time delay. It is obviously tec
nically easier to achieve return propagation. Thus, we s
confine our analysis to this possibility and we shall call t
corresponding type of phase modulator a reflection type
modulator.

The Jones matrix of a mode converter in a reflect
phase modulator may be expressed, to within a multiplica
factor, as follows

K15 I0, 1

21, 0
I or K25 I0, 1

1, 0
I . ~1!

In the first case, the entire field pattern is rotated through
and in the second case, the mode fields rotate in oppo
directions.

We assume that we are dealing with the first type
mode converter. IfN(t) is the Jones matrix of the fiber se
tion ~or integrated-optics waveguide! where modulation
takes place, the Jones matrixM1(t) of the entire phase
modulator~the prime indicates a transposition operation! will
be written as:

M1~ t !5N8~ t !•K1N~ t !5@detN~ t !#K1 . ~2!
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matrices of reciprocal elements for counterpropagating ra
tion are related by a transposition operation.

It can be seen from Eq.~2! that the time dependence o
the Jones matrix of the modulator is only contained in
numerical phase factor, which indicates that parasitic po
ization modulation is not observed in this case. Any type
parasitic polarization modulation is eliminated in this ca
including that caused by modulation of the dichroism, a
the phase modulation efficiency is twice that achieved
single propagation of the radiation in the modulating fib
section or integrated-optics waveguide.

Figures 1a and 1b show a possible design of reflec
phase modulator with the first type of mode converter us
a Faraday mirror, and methods of incorporating this into
cavity fiber-optic gyroscope and an interferometric fibe
optic gyroscope, respectively. The reflection phase mod
tors 3 and 38, consisting of modulating sections of fiber o
integrated-optic waveguide5 and58, Faraday cells6 and68
with a 45° rotation angle, and mirrors7 and78, are indicated
by the dashed lines in these figures. The interferome
fiber-optic gyroscope~see Fig. 1b! not only incorporates a
ring directional coupler1 but another directional coupler4,
which is used to connect one or two of the reflection ph
modulators to the sensing fiber-optic ring2. When the two
phase modulators are used in the interferometric fiber-o
gyroscope, the modulation frequencies and the rules of ph
variation in the modulators may be the same or different. T
optical path lengths with the pigtails to the modulators3 and
38 may be the same or may differ by an amount much gre
than the coherence length of the radiation source. This of
additional possibilities for processing the signal from the
terferometric fiber-optic gyroscope and for its design so
tions. Obviously, it is not essential to install two pha
modulators in the interferometric fiber-optic gyroscope.
only one phase modulator is installed, the free output of
directional coupler4 may be used for other purposes. No
also that in order to eliminate the influence of the reflec
signal, the radiation source should be connected to the o
cal channel of the fiber-optic gyroscope via an optical iso
tor ~not shown in the figures!.

When the second type of mode converter is used in
phase modulator, Eq.~2! will be replaced by:

6130613-02$10.00 © 1997 American Institute of Physics
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M2~ t !5N8~ t !K2N~ t !

5 I2n11n21, n11n221n12n21

n11n221n12n21, 2n12n21
I . ~3!

Here ni j 5ni j (t) ( i , j 51,2) are the elements of the matri
N(t) introduced above. Equation~3! indicates that, unlike
the previous case, the parasitic polarization modulation is
eliminated for an arbitrary matrixN(t). However, we assume

FIG. 1. Methods of connecting a reflection phase modulator to a fiber-op
gyroscope.
614 Tech. Phys. Lett. 23 (8), August 1997
ot

5n12n2250. Then, instead of Eq.~2!, we have

M2~ t !5@perN~ t !#K2 , ~4!

where perN(t)5n11n221n12n21 is the permanent of the ma
trix N(t).

Thus, if the equality~4! is satisfied, parasitic polarizatio
modulation will be eliminated in a modulator with the se
ond type of mode converter.

Let us consider one particular case. We suppose tha
modulating section of fiber or integrated-optics waveguide
a linear phase plate for which the azimuth of the fast axis
0°. Then4 we find n125n2150, so that the parasitic polar
ization modulation will be compensated. One possible va
ant of a reflection phase modulator with a second type
mode converter comprises a series-connected linear p
plate with a time-varying phase delay and 0° fast-axis a
muth, a quarter-wave phase plate with a 45° fast axis
muth, and a mirror. This type of phase modulator can
incorporated into an interferometric fiber-optic gyroscope
in the previous case.

The authors would like to thank V. P. Gubin and N. N
Starostin for their continuous interest in this work and f
useful discussions.
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Magnetic-field control of gas flow in a supersonic intake

an
Yu. P. Golovachev, S. A. Il’in, and S. Yu. Sushchikh

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted May 6, 1997!
Pis’ma Zh. Tekh. Fiz.23, 1–5 ~August 26, 1997!

A numerical simulation is used to assess the potential for controlling the flow structure in the air
intake of a supersonic aircraft by means of an external magnetic field. ©1997 American
Institute of Physics.@S1063-7850~97!01808-9#

1. A pressing problem in the aerodynamics of supersonic The external magnetic field influences the flow of
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aircraft is to ensure that the air intakes operate in the ra
mode as the flight conditions change. Here we assess
possibility of solving this problem by means of an extern
magnetic field.

An analysis is made of two-dimensional steady-st
flow of a preionized gas in an air intake shown in Fig. 1. T
external magnetic fieldB is directed perpendicular to th
plane (X,Y). The flow is described by a system of magne
gasdynamic equations1 under the following assumptions
Re@1, Rem!1, anda!1, where Re is the Reynolds num
ber, Rem is the magnetic Reynolds number, anda is the
degree of ionization. These assumptions allow us to use
model of an inviscid gas, to assume that the magnetic ind
tion is constant, and to neglect the influence of ionization
the thermodynamic properties~in the calculations, we set th
ratio of the specific heats of the gas tog51.4).
d
he
l

e

-

he
c-
n

electrically conducting gas via the ponderomotive for
F5 j3B and the Joule energy releaseQ5 j•E, wherej is the
density of the electrical conduction current andE is the elec-
tric field strength. For a given magnetic inductionB, these
quantities are determined by the general form of Ohm’s l

j1me~ j3B!5s~E1V3B!, ~1!

whereme is the electron mobility,s is the electrical conduc-
tivity, and V is the gas velocity. Under these conditions, t
electric field vector lies in the (X,Y) plane. The calculations
only take into account they component of this vector, which
corresponds to flow in a two-dimensional MHD channel w
solid electrodes. This component of the electric field stren
is calculated using the load factork as given by

Ey52k~V3B!y . ~2!
FIG. 1. Density contours:M56, B50 ~a!, M58, B50 ~b!,
and M58, B Þ 0 ~c!.
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Under these assumptions, the mass, momentum, and
ergy balance equations in terms of dimensionless variab
have the form

]~ru!

]x
1

]~rv !

]y
50, ~3!

]~ru21p!

]x
1

]~ruv !

]y
1S

1

11b2
~12k!u50, ~4!

]~ruv !

]x
1

]~rv21p!

]y
1S

b

11b2
~12k!u50, ~5!

]@~re1p!u#

]x
1

]@~re1p!v#

]y
1S

k~12k!

11b2
u250. ~6!

Here,r, p, ande are the density, pressure, and total speci
energy of the gas, andu andv are the velocity components
along thex andy axes. The interaction between the flux an
the magnetic field is characterized by the Hall paramet

FIG. 2. Pressure distribution over lower wall of channel:M56, B50 ~1!,
M58, B50 ~2!, andM58, B Þ 0 ~3!.
616 Tech. Phys. Lett. 23 (8), August 1997
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L is the characteristic linear flow scale, andr0, V0 are the
scaling values of the density and gas velocity.

It is assumed that the projection of the gas velocity
the x axis exceeds the velocity of sound over the entire c
culation range, so that the system~3!–~6! is x-hyperbolic.
The parameters of the incoming flux, which is assumed to
parallel to thex axis, are defined as the initial conditions fo
x50. The condition of vacuum tightness is used at the wa
of the channel. The problem is solved numerically using
explicit sustaining shock-capturing scheme.2

2. Figure 1 shows contours of the density field demo
strating the structure of the gasdynamic field of this flo
which contains density discontinuities and rarefaction wav
formed at kinks on the air intake profile and interacting w
the channel walls and with one another. Figures 1a and
show results for flows without a magnetic field. Figure
corresponds to the rated operating mode of the air int
where the incoming flux has the Mach numberM56. In this
case, the density discontinuities formed at the kinks on
profile of the lower wall converge at the front edge of t
rim. Figure 1b gives results for flow with the nonrated Ma
number M58. Figure 1c shows flow with Mach numbe
M58 in the presence of an external magnetic field. In t
case, the Stewart number was assumed to be cons
S50.005 for 0,x,12, decaying linearly to zero fo
12,x,22 and equal to zero forx>22. The Hall parameter
wasb50.1 and the load factor wask50.5. The results dem
onstrate that a shock wave structure consistent with the r
operating mode of the air intake can be reconstructed w
the aid of an external magnetic field. Figure 2 shows
pressure distributions over the lower wall of the air intake
the conditions corresponding to Figs.1a–1c. The pressu
given relative to the total pressure in the incoming flux.

The authors would like to thank N. I. Akatnov for usef
discussions of this work.
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High-temperature high-dose implantation of N 1 and Al 1 ions in 6H–SiC

R. A. Yankov, M. Voelskow, W. Kreissig, D. V. Kulikov, J. Pezoldt, W. Skorupa,
Yu. V. Trushin, V. S. Kharlamov, and D. N. Tsigankov

Rossendorf Research Center, Dresden, Germany;
A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Ilmenau Technical University, Ilmenau, Germany
~Submitted April 5, 1997!
Pis’ma Zh. Tekh. Fiz.23, 6–14~August 26, 1997!

A series of experimental and theoretical investigations has been initiated for 6H–SiC samples
sequentially implanted with high doses of N1~65 keV! 1 N1~120 keV! 1 Al1~100
keV! 1 Al1~160 keV! ions at temperatures between 200 and 800 °C. Nitrogen and carbon
distribution profiles are measured by ERD and structural defect distributions are measured by
Rutherford backscattering with channeling. A comparison between the experimental data
and the results of computer simulation yields a physical model to describe the relaxation processes
of the implanted SiC structure, where the entire implanted volume is divided into regions of
different depth, having different guiding kinetics mechanisms. ©1997 American Institute of
Physics.@S1063-7850~97!01908-3#
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Wide-gap semiconductors based on SiC solid soluti
have recently attracted considerable interest for the deve
ment of new optoelectronic and high-temperature devic
The quasibinary system~SiC!12x ~AlN !x is probably the
most promising for these applications at the present ti
However, the published data apply mostly to polycrystall
ceramics fabricated by sintering1 and to epitaxial layers.2

EXPERIMENTAL AND CALCULATED DATA

Experimental investigations were made of~SiC!12x

~AlN !x samples fabricated by ion beam synthesis. Wafer
~0001!-orientedn-type 6H–SiC were bombarded with N1

and Al1 ions at elevated substrate temperatures using
Danphysik accelerator at the Rossendorf Research Ce
Germany. The implantation parameters were selected to
tain buried layers of~SiC!12x~AlN !x with x50.2. Each
sample was bombarded in the following order: first with
keV nitrogen ions at a dose of 531016 cm22, then with 120
keV nitrogen ions at a dose of 1.331017 cm22, followed by
100 keV aluminum ions at a dose of 531016 cm22 and then
160 keV aluminum ions at a dose of 1.331017 cm22. The
ion energies were selected so that the distribution profile
the N1 and Al1 ions overlapped under the overall bombar
ment. During implantation the ion current density was ma
tained between 0.6 and 1mA/cm2 at substrate temperature
of 200, 400, 600, and 800 °C, for which we used an Oh
cally heated, temperature-calibrated substrate holder. A
implantation, the samples were investigated by Rutherf
backscattering in conjunction with channeling~RBS/C!
method4 using a 1.4 MeV He1 ion beam, and also by th
ERD method, to determine the depth distribution of nitrog
and carbon. The RBS spectra were processed using a
puter program developed at the Rossendorf Research Ce
which yielded depth distributions of structural defec
~Fig. 1a!.
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calculate the ballistic distributions of the implanted ions a
defects, and also to calculate the changes in the density o
SiC components for high-temperature implantation at
corresponding doses. Ballistic distributions of N1 and Al1

ions ~DETRIRS! ~Fig. 1a, curve1! and total defect distribu-
tions ~Fig. 1a, curve2! were obtained. Ballistic distributions
of implanted nitrogen~as a result of all four successive bom
bardments at the doses used experimentally! are plotted in
Fig. 1b! ~DYTRIRS!.

A comparison between the ballistic data~see curve2 in
Fig. 1a! and the RBS results for irradiation at 200 °C sho
that this at this temperature the modified~‘‘amorphous’’!
material does not anneal at the deposition depth of the
planted nitrogen and aluminum ions~curve1!.

Assuming, for a rough estimate, that all vacancies a
interstitial atoms separated by spontaneous recombina
distances~see, for example, Refs. 7 and 8! recombine ather-
mally, the residual intrinsic defects and implanted ions w
give an overall profile lying below the RBS experiment
data~curve 3!. The two limiting cases~only ballistic distri-
butions — curve2 and allowance for total recombination —
curve3! show substantial differences, and a comparison
tween these and the experimental data~RBS!3 reveals the
role of diffusion processes in high-temperature implantat
in regions of the irradiated SiC of different depth.

At higher irradiation temperatures however, the distrib
tion profiles of the scattering centers change with dep
Since RBS is sensitive to any scattering centers for H1,
including implanted ions, single intrinsic defects~vacancies
and interstitial atoms in Si and C sublattices!, and clusters
~both intrinsic and impurity defects!, the experimentally
determined3 different behavior of the scattering center pr
files over depth indicates that different annealing mec
nisms operate at different depths in the implanted mater

The distribution profiles of N1 ions ~Fig. 1b, ERD! were
determined experimentally~ERD! for SiC samples irradiated
at different temperatures. A comparison between these

6170617-04$10.00 © 1997 American Institute of Physics
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files and the calculated ballistic nitrogen profile for the entir
bombardment sequence at the corresponding experimen
doses~Fig. 1b, DYTRIRS! shows that at all the temperatures
used, the implanted nitrogen undergoes very little diffusio

FIG. 1. Comparison between experimental and calculated ballistic chara
teristics of implanted silicon carbide; a — RBS experimental profiles of
defect distribution at various substrate temperatures;1 — calculated profile
of implanted nitrogen and aluminum ions,2 — calculated total defect profile
allowing only for ballistic~cascade! processes,3 — calculated ballistic de-
fect profile allowing for total athermal recombination; b — ERD profiles of
nitrogen distribution at various substrate temperatures;DYTRIRS — calcu-
lated ballistic profile of nitrogen distribution taking into account all succes
sive irradiation processes.
tal

n

profiles of the scattering centers for the central regions of
implanted SiC obtained by RBS.

The influence of N1 and Al1 irradiation can also be see
in a change in the concentration of SiC components. A v
common consequence of implantation is the formation
carbon nonuniformity. A comparison between the change
the carbon concentration produced only by the ballistic
tion of the implanted ions~Fig. 2, DYTRIRS! and the experi-
mentally determined~ERD! depth dependences of the carb
concentrations at various irradiation temperatures~Fig. 2!
suggests that an increase in implantation temperature lea
diffusion-induced changes in the structure of the mater
However, like the RBS data, these experiments indicate
the structure of the material during high-temperature impl
tation evolves differently in regions of different depth.

The entire irradiated material may thus be divided in
five regions according to depth~regionsA, B, C, D, andE in
Fig. 1! in which different diffusion reactions may play
dominant role in the kinetics.

PHYSICAL MODEL

By comparing the experimental RBS and ERD data w
the ballistic calculations, we will now give a qualitative d
scription of the main physical reactions determining the
netics of the radiation defects in SiC in regions of differe
depth in order to put forward a physical model to descr
the annealing processes in high-temperature implantatio

We shall begin with the most defect-saturated regionD
~Fig. 1!.

REGION D (BETWEEN 1500 AND 3000 Å)

This region has the highest concentration of scatter
centers~up to 80%!. At high irradiation temperatures, be
tween 400 and 800 °C, the structure of the region chan
relatively little. It receives the highest concentration of im
planted N1 and Al1 ions ~Fig. 1, curve1! and electron mi-
croscopy reveals fairly good long-range order. Since te
peratures up to 800 °C have little influence on the numbe

c-

-

r-
te
le
FIG. 2. Comparison between experimentally dete
mined ~ERD! carbon distributions at various substra
temperatures with ballistic calculated carbon profi
~DYTRIRS!.
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scattering centers in this region~Fig. 1, RBS! and the quan-
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the
ar-
he
tity of carbon increases with increasing irradiation tempe
ture ~Fig. 2, ERD!, we may postulate that the implanted N1

and Al1 ions are distributed in Si and C vacancies as a re
of spontaneous recombination of interstitial ions with exi
ing radiation-induced vacancies. Mobile defects may ac
mulate around these vacancies as a result of local distort
~replacement of Si and C ions by N and Al ions!. These
structures clearly do not dissociate at the temperatures
and make a major contribution to the He1 scattering. Some
decrease in the defect concentration in this region~up to
20%! is caused by defects mobile by diffusion, such as c
bon interstitial atoms~for which the migration activation en
ergy is« iC

m 51.47 eV~Ref. 9!!. However, it also follows from
Ref. 9 that the energy of formation of a carbon vacancy
«vC

f 52.63 eV. Thus some radiation-induced mobility of ca
bon vacancies may occur at these irradiation temperature
can be seen from Fig. 2 that a change in the carbon con
tration is observed in this region and may be attributed to
formation of clusters of interstitial carbon atoms with i
creasing irradiation temperature.

Assuming that the mobile defects~as can be seen from
Figs. 1 and 2! are intrinsic carbon defects — interstitial a
oms and vacancies — we can describe the kinetics of
increase in the carbon concentration in regionD as resulting
from the formation of carbon atom clusters and from e
change reactions between sites of matrix and impurity ato
in overstressed local zones of enhanced implanted ion
centrations. Since we have postulated that the nitrogen
aluminum ions can occupy Si and C vacancies, the car
clusters may also be fairly regularly distributed in the latt
and may grow as a result of the attachment of mobile defe

REGION E (DEPTHS GREATER THAN 3000 Å)

The behavior of the RBS spectra in implanted SiC a
the calculated concentrations of centers which contribute
the scattering of He1 ions ~Fig. 1!, shows that in this region
the distribution profiles of the scattering centers are not v
sensitive to changes in the irradiation temperature betw
400 and 800 °C. This behavior may be attributed to stopp
of mobile defects~of the carbon subsystem! caused by the
formation of clusters of intrinsic defects. It should also
borne in mind that this region contains almost no implan
ions ~Fig. 1, curve1!. The clusters of intrinsic defects ap
pearing in this region should therefore be formed homo
neously~unlike those in regionD). The irradiation param-
eters of the samples at different temperatures were the s
and thus the diffusion fluxes of irradiation-generated mob
defects are also the same, differing only in terms of th
diffusion rates. The defect ranges according to the RBS d3

~Fig. 1! are almost independent of the irradiation tempe
ture. The same tendency can be identified from the exp
mental results plotted in Fig. 2. This should imply that t
point-defect trapping parameter for cluster formation~the
cluster formation parameter! depends only weakly on the ir
radiation temperature, since the cluster formation proces
proportional to the concentration of mobile defects.
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formed in this region since the distributions of scatteri
centers~Fig. 1, RBS! and the carbon distributions~Fig. 2,
ERD! suggest monotonic changes in concentration wh
may be attributed to the mobility of vacancies.

REGION C (DEPTHS BETWEEN 750 AND 1500 Å)

In this region, predominantly interstitial carbon atom
may be considered to be mobile. Electron microscopy in
cates that at 800 °C this region contains large stacking fa
of the type interstitial dislocation loops having dimensio
up to hundreds of angstroms in diameter. These loops m
be formed from mobile interstitial carbon atoms during hig
temperature irradiation. The changes in the RBS spectr
this region,3 and therefore in the distribution profiles of th
scattering centers~see Fig. 1!, can thus be ascribed to drift o
mobile defects with the formation of additional dislocatio
loops. This is accompanied by an increase in the carbon c
tent ~see Fig. 2!.

REGION B (DEPTHS BETWEEN 200 AND 750 Å)

In this region, as in the deeper regions of the S
samples, defects in the carbon subsystem are mobile by
of diffusion. However, as can be seen from the sharp dro
the defect concentration given by the RBS data~Ref. 3 and
Fig. 1! and the recovery of the carbon concentration in
ERD experiments~Fig. 2!, the largest contribution to the
changes in the concentrations of scattering centers~com-
pared with all the other thermally activated reactions! is
made by a sink for mobile defects at the surface of
sample. As a result, the ordered crystal structure of the
terial is partially restored, even at 400 °C. The electron m
croscopy data indicate that the crystal structure is alm
restored in this region~at 800 °C!. It may be supposed tha
as a sink, the surface predominantly influences the mo
defects in the form of interstitial carbon atoms~or even va-
cancies at higher temperatures!. Thus, the drift to the surface
is stronger than the other defect reactions, leading to ra
recovery of the structure.

REGION A (DEPTHS UP TO 200 Å)

The surface region of the irradiated samples~to depths
of approximately 200 Å! is in fact a defect sink. This leads t
an increased concentration of scattering centers as a res
diffusion, as is shown fairly clearly by the RBS data~Fig.
1a!. The dominant mobile defects are interstitial carbon
oms, and their number should increase near the surface
The results of ERD experiments~Fig. 2! support this inter-
pretation.

CONCLUSIONS

These experimental results of RBS measurements of
defect distribution profile and ERD measurements of the c
bon and implanted nitrogen distributions, together with t
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results of ballistic calculations of the same characteristics of
im
b
te
ys

i
ke
o

im
p
o

d
er
n

1R. Ruh and A. Zangvil, J. Am. Ceram. Soc.65, 260 ~1982!.
2Sh. A. Nurmagomedov, A. N. Pikhtin, V. N. Razbegaev, G. K. Safaraliev,

a,

.

cl.

.
on

ns
irradiated 6H–SiC samples, have revealed regions of
planted silicon carbide at different depths which exhibit su
stantial differences in structure. By comparing the calcula
and experimental data, it was possible to formulate a ph
cal model to describe the evolution of the defect structure
implanted silicon carbide at high temperatures which ta
into account the characteristics of the depth distribution
the radiation defects in the irradiated material.

The next step in our studies of the characteristics of
planted 6H–SiC samples will involve an electron microsco
examination of the structure and the solution of a system
transport equations to describe the behavior of radiation
fects, in accordance with the physical model described h
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Determination of the time-dependent plastic properties of solids by dynamic

n

nanoindentation
Yu. I. Golovin, V. I. Ivolgin, V. V. Korenkov, and A. I. Tyurin

G. R. Derzhavin State University, Tambov
~Submitted March 13, 1997!
Pis’ma Zh. Tekh. Fiz.23, 15–19~August 26, 1997!

A new method is described to determine the time-dependent elastoplastic and dissipative
properties of solids in nanovolumes by recording the instantaneous values of the stress and depth
of penetration of a rigid indenter. Measurements are also made of the energyW1 supplied
to the indenter, the energyU dissipated in the insertion process, and the energyW0 returned to
the indenter on unloading. Results of measurements of the dynamic microhardness and
also of the energiesW0 andU for NaCl crystals are presented as functions of the duration of
contact between the indenter and the surface for times between 1 ms and 10 s. ©1997
American Institute of Physics.@S1063-7850~97!02008-9#

One of the simplest and most widely used methods ofsumspost factumthe results of all events which have take
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determining the mechanical properties of solids in microv
umes and nanovolumes involves indentation with a rigid
denter, followed by calculation of the hardnessH as the ratio
of the indentation forceF to the areaA of the resulting
indentation ~Refs. 1–3!. In fact, both the conventiona
method and the ‘‘nanoindentation’’ technique, which has
cently enjoyed great popularity,4–6 estimate the quasistati
elasticoplastic properties of the material in thin surface l
ers. The hardnessH determined in this way cannot reflect th
dynamic properties of the material or the kinetic characte
tics of any specific physical processes in this material sinc
-
-

-

-

-
it

place at different stages of formation of the indentation. C
sequently,H does not have a clear physical meaning a
cannot be correlated with known fundamental characteris
of the material. In many cases, the potential usefulness,
havior, and nature of the various secondary processes ac
panying short-term contact interaction are determined by
dynamics of the structural defects and plastic flow in t
contact zone and also by the absorbed energy. Such s
tions are frequently encountered, for example, in dry ab
sive wear of contacting solids, surface damage by fine r
,

-

FIG. 1. Diagram of apparatus:1 — piezoelectric transducer
2 — sample,3 — indenter,4 — rod, 5 — rod suspension
elements,6 — capacitative displacement meter,7 — fixed coil,
8 — moving coil,9 — unit for processing signal from capaci
tative detector,10 — current pulse generator,11 — analog-to-
digital converter with signal switch,12 — computer, and13 —
printer.
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FIG. 2. Kinetic dependences of the recoil energyW0

~1!, the dynamic hardnessHd ~2!, and the reduced ab
sorbed energyUd ~3! for dynamic nanoindentation of
NaCl crystals.
idly impinging particles, crushing and fine grinding,
in

he
t
an

en
m

te

ri
T

a
h
i

e

-
e

tu

using nominally pure NaCl crystals, usually used to calibrate
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mechanical alloying, at the tip of a rapidly growing crack
quasibrittle fracture, and so on.

In this article we describe a method of determining t
dynamic values of the hardnessHd and the time-dependen
component of the energy absorbed during indentation,
we present the first results. The method~Fig. 1! involves
indenting the surface with a rigid indenter attached to the
of a horizontally suspended rod to which an electrodyna
drive mechanism applies an impulseF(t) whose profile
~rectangular, trapezoidal, triangular!, amplitude ~between
0.1 mN and 1 N!, rise times, and duration~between 50ms
and 10 s! can be regulated. A capacitive displacement me
records the instantaneous depth of penetrationh(t) of the
indenter with a resolution of 10 nm, and a piezoelect
transducer measures the penetration resistance force.
meters measuring the displacement, the forces, and the
stantaneous value of the current in the drive mechanism
fed to a computer via an analog-to-digital converter. T
program used to process the recorded information yields
stantaneous values ofh, Hd , the indenter recoil energyW0,
the energyU absorbed during indentation, and the reduc
absorbed energyUd . The energyU was determined from the
difference between the workW1 done by the drive mecha
nism~or the kinetic energy of the rod before contact betwe
the indenter and the surface of the sample! and the kinetic
recoil energyW0 of the rod, andUd was determined by
normalizingU to the volume of the indentation.

The experiments were carried out at room tempera
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indentometers. The indenter was set in motion by a rec
gular impulseF50.2 N of durationt between 1 ms and 10 s
Figure 2 shows that the dynamic hardnessHd has the usual
value of 200 N/mm2 for NaCl for t>1 s and then increase
rapidly with decreasingt, reaching ;650 N/mm2 at t
54 ms. Similar behavior ofHd(t) was observed in Refs. 7
and 8, when a long-term constant force was abruptly app
to the indenter. By terminating the loading in the ea
stages, it is possible to investigate the behavior ofW0 as a
function of the loading time. This dependence proved to
even stronger thanHd(t) ~Fig. 2!. For t54 ms,W0 was 45
nJ whereas fort>102 ms, it was close to the amplitude o
the mechanical fluctuations of the rod with the indenter (;1
nJ!. The time-dependent component of the reduced abso
energyUd also varied by several factors of ten ast increased
from a few milliseconds to tens of milliseconds~Fig. 2!. It is
deduced from these results thatHd , W0, and Ud are inde-
pendent characteristics of the material, describing its tim
dependent elastoplastic and dissipative properties in a
tact zone of;1 mm3 volume. The characteristic times o
variation ofHd , W0, andUd are clearly determined by th
dynamics of the plastic flow in the contact zone under
action of a short-term constant applied force. At the sa
time, they contain information on the dynamics of the nuc
ation and displacement of structural defects, which are
ementary carriers of this information under conditions
high local stresses and relative deformation rates. In fact,
average contact stressess'Hd for t54 ms are almost 1000
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1V. K. Grigorovich, Hardness and Microhardness of Metals@in Russian#,
Nauka, Moscow~1976!.

f

A

Despite the low absolute rate of displacement of the inden

ḣ,1 mm/s at the maximum, the rate of relative displac

ment «̇'ḣ/h reaches values of;103 s21 for h,1 mm,
which are typical of the high-velocity impact of macroscop
solids.

To sum up, we have devised a method of studying
behavior of a material exposed to high-amplitude short-te
applied stresses, which simulate the situations frequently
countered in the contact interaction between two sol
These results indicate that the rate of energy dissipation
creases substantially with decreasing contact time (t,20
ms! and with increasing dynamic microhardness fort,1 s.
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Investigation of the photoluminescence and modification of InGaP/GaAs/InGaAs

the
heterostructures by near-field scanning microscopy
S. V. Gaponov, V. F. Dryakhlushin, V. L. Mironov, and D. G. Revin

Institute of Physics of Microstructures, Russian Academy of Sciences, Nizhni� Novgorod
~Submitted March 14, 1997!
Pis’ma Zh. Tekh. Fiz.23, 20–25~August 26, 1997!

This study deals with the local spectroscopy and modification of semiconducting InGaP/GaAs/
InGaAs quantum-well heterostructures by near-field scanning optical microscopy. The
spatial distribution of the photoluminescence intensity in these structures is investigated and
spatial nonuniformity of the photoluminescence is observed as a result of the nonuniform
properties of the InGaP layers. It is shown for the first time that local quenching of the
photoluminescence may be achieved by optically induced impurity diffusion near the quantum
well, and this may be utilized to develop low-dimension semiconducting devices. ©1997
American Institute of Physics.@S1063-7850~97!02108-3#

One application of near-field scanning optical micro- as a filter for the laser radiation and was transparent to
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scopes is the spectroscopy of semiconducting structures
instance, the photoluminescence of quantum wells and w
in GaAs/AlGaAs structures was studied in Ref. 1. The dif
sion length of the photoexcited carriers was determined fr
the change in the profile of the photoluminescence inten
from the quantum well at the boundary with a quantum wi
The authors of Ref. 2 studied the spatial distribution of
photoluminescence intensity near the etching boundary
quantum-well GaAs/AlGaAs structures. The size of the tr
sition region of reduced photoluminescence intensity w
;2.5 mm, which, in the opinion of the authors, could b
attributed to diffusion of nonequilibrium carriers toward th
etching boundary, followed by nonradiative recombinatio
The photoluminescence of partially ordered GaInP structu
was investigated in Ref. 3. It was shown that the degree
order of these structures may be assessed from the pos
and width of the spectral peaks. Another important trend
the use of near-field scanning optical gyroscopes to mo
the properties of surfaces, including the development of n
methods of nanolithography4 and improving the information
recording density.5

In the investigation reported here, near-field microsco
and spectroscopy are used to study the local photolumi
cence of GaAs/InGaAs structures and also to assess the
sibility of local suppression of the photoluminescence
these structures.

The experiments were carried out using a near-field
tical microscope, developed at the Institute of Physics
Microstructures of the Russian Academy of Sciences, co
bined with a scanning tunneling microscope.6 The probe was
an adiabatic, tapered, single-mode fiber coated with a la
of metal by an angular deposition method. The aperture
the probes used to obtain images of test objects was<100
nm. Probes with a;1 mm aperture have been used in t
experiments to study photoluminescence. The probe ra
tion source was a cw argon laser (l50.514mm!. For the
spectroscopic investigations, the photoluminescence ra
tion transmitted by the sample was passed through a bu
of multimode fibers to an MDR-23 monochromator and
corded with a photomultiplier. The sample itself function
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radiation from the quantum well.
We studied two structures: an InGaP/GaAs/InGaA

GaAs/InGaP laser heterostructure and a GaAs/InGaAs/G
heterostructure, whose active regions were;10 nm wide
In0.2Ga0.8As and;8 nm wide In0.22Ga0.78As quantum wells,
respectively. Both structures were grown on~001! GaAs sub-
strates by organometallic vapor-phase epitaxy, but diffe
in that one of the structures had InGaP confining laye
These structures are of interest because InxGa12xP (x;0.5)
is being increasingly widely used in heterolasers7,8 and pos-
sesses unusual properties associated with the ordering o
Ga and In atoms, which are not distributed statistically bu
alternate ~1̄11! or ~11̄1! planes.9 The photoluminescence
spectra of the two heterostructures in the transparency re
of GaAs exhibited intense peaks at;980 nm, which corre-
spond to the emission from the InGaAs quantum wells. H
we only studied this part of the photoluminescence spectr
the heterostructures. The photoluminescence signal was
ably recorded at room temperature.

Figure 1 shows the pattern of the integrated photolu
nescence intensity of the InGaP sample, obtained wit
near-field scanning optical microscope. The field of vie
was 50350 mm. Regions of different photoluminescence i
tensity, elongated in one direction, are clearly visible. T
transverse dimension of these regions was around 15mm.
The photoluminescence spectra obtained at different po
in these regions had the same profile but differed in intens
They were similar to the photoluminescence spectrum m
sured by the usual technique when the diameter of the l
beam focused on the sample is 50–100mm. Investigations of
the structure without InGaP revealed that its luminesce
was highly uniform over the area. The nonuniformity of th
luminescence from the InGaP structure can probably be
cribed to the presence of alternating ordered and disord
regions, or defects in the InGaP layer.

In addition to studying the photoluminescence prop
ties, we also investigated the possibility of local quench
of the photoluminescence in InGaP structures as a resu
stimulated diffusion of impurities from the surface of th
sample toward the luminescent layer. For this purpose

6240624-02$10.00 © 1997 American Institute of Physics
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deposited a thin;20 nm layer containing a mixture of C
and C atoms on the surface of the sample. This layer
good conductor and transparent to the incident radiat
These impurities were chosen because Cr forms nonradia
recombination centers in GaAs. The experiments dem
strated that the incident radiation has a power density thr
old above which the photoluminescence is quenched.
cording to our estimates, this threshold is;105 W/cm2.
Figure 2 shows the distribution of the photoluminescen
intensity from the modified part of the surface. The size
the transition region of reduced photoluminescence inten
is ;2 mm, which is comparable with the value obtained
Ref. 2 for the etching boundary of a similar structure.

To conclude, we have obtained the pattern of integra
photoluminescence for InGaP/GaAs/InGaAs/GaAs/InG
semiconducting laser heterostructures. Spatial nonuniform
of the photoluminescence intensity was observed
;50350 mm sections, probably caused by nonuniformity
the InGaP layer. This method may be used to diagnose
quality of luminescent heterostructures. It has been sho
that the photoluminescence may be quenched by Cr diffu
stimulated by near-field laser radiation and this effect may
utilized to develop low-dimension objects with different o
tical properties.

FIG. 1. Pattern of integrated photoluminescence intensity of InGaP/G
InGaAs/GaAs/InGaP heterostructures at 300 K. The frame size
50350 mm. The maximum intensity corresponds to white light.
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Instability of a charged free surface of solutions of inactive substances

in
A. I. Grigor’ev, D. F. Belonozhko, and S. O. Shiryaeva

Yaroslavl’ State University
~Submitted February 19, 1997!
Pis’ma Zh. Tekh. Fiz.23, 26–31~August 26, 1997!

It is shown that the simultaneous buildup of instability of the free surface of a solution of an
inactive substance in relation to its concentration and the Tonks–Frenkel instability,
causes the branches of the dispersion equation describing each of these instabilities separately to
close onto one another and form two new composite branches of unstable liquid motion.
One of these branches has growth rates exceeding those made up of the initial instabilities
separately. ©1997 American Institute of Physics.@S1063-7850~97!02208-8#

Inactive substances, which increase the surface tensiondispersion equation for the capillary motion of the liquid
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of the liquid in which they are dissolved, may induce cap
lary wave instability at the surface of the solution. The int
action between this instability and the instability of the liqu
surface in relation to its own charge or an induced cha
~the Tonks–Frenkel instability! is of interest for numerous
applications in technical physics, geophysics, and tech
ogy.

We shall calculate the spectrum of capillary motion in
viscous incompressible ideally conducting liquid of infini
depth, situated in a gravitational fieldg and in an electro-
static fieldE normal to the free surface. Let us assume t
the liquid has the densityr and kinematic viscosityn, and
that some surfactant with concentrationC is dissolved in it.
The surfactant will emerge onto the surface and be dist
uted in the unperturbed state with the surface concentra
G0. Let us assume thats is the surface tension of the liqui
surface in the presence of the surfactant, andmn andmp are
the chemical potentials of the bulk and surface phases of
surfactant. We assume that the time taken for relaxation
the surfactant between the surface and the region of the
solution adjacent to the surface is shorter than the pe
2p/v0 of the perturbation induced by a wave at the fr
quencyv0. This implies that the surface and bulk phases
the solution are in a state of equilibrium. The electric fieldE
at the surface is determined by the potential difference
tween the surface of the liquid maintained at the poten
F150 (z→2`) and a counterelectrode, parallel to the li
uid surface atz5b, having the potentialF25V.

A Cartesian coordinate system is positioned such that
z axis is directed vertically upwardnuu2g (nz is the unit
vector of the Cartesian coordinatez) and thex axis lies in
the direction of motion of a plane capillary wav
;exp(st1ikx). It is assumed that thez50 plane coincides
with the free unperturbed surface of the liquid (s is the com-
plex frequency,k is the wave number,t is the time, andi is
the imaginary unit!. The functionj(x,t)5j0exp(st1ilx) de-
scribes a small perturbation of an equilibrium flat liquid su
face, induced by thermal capillary wave motion of extrem
small amplitude,j0;(kT/g)1/2, wherek is the Boltzmann
constant,T is the temperature, andU(r ,t) is the velocity
field of the liquid motion, induced by the perturbationj(x,t),
having the same order of smallness.

In dimensionless variables in whichg5r5s51, the
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our particular system is

2s2~s12nk2!2$s1D* k21LAD~s1Dk2!%

1v0
2$x0k2s~k2Ak21s/n!2s2

3~s1D* k* 1LAD~s1Dk2!!%

14n2k3s2$s1D* k21LAD~s1Dk2!%

3Ak213/n2s3x0k2Ak21s/n50; ~1!

v0
25k31k2Wk2coth~kb!; x05

]s

]G
G0 ;

L5S ]mn

]G0
D /S ]mp

]C0
D ; W5

«E0
2

4p
; E05V/b,

whereD* is the surface diffusion coefficient of the surfa
tant andW characterizes the pressure of the electric field
the charged liquid surface, or equivalently, the surfa
charge density. The quantityx0 has the meaning of an elast
constant, and varies between21 and11. The rangex0,0
corresponds to the usual surfactants, which reduce the
face tensions of the free liquid surface, whilex0.0 corre-
sponds to inactive surfactants which increases; L has the
meaning of the characteristic reciprocal linear length
variation of the volume concentration of surfactant near
surface:L;(sD2/rg3)21/4.

It was shown in Ref. 2 that in a linear approximation
the small parametersU andj, the surface of the solution o
an inactive substance~i.e. x0.0) is unstable and the ampli
tudes of the thermal capillary waves increase exponenti
with time, with a growth rate which increases withx0. The
essence of the effect is that a reduction in the concentra
of inactive substance lowers the surface tension, and
lower surface tension gives a larger free surface area of
solution. As the systems strives to attain a state with a lo
surface energy, it increases its area, which causes a dro
the surface concentration of the inactive substance, i.e.,
instability shows up as an increase in the surface area acc
panied by a decrease in the surface concentration, and al
the parameterx0. Since the liquid is incompressible, the ar

6260626-02$10.00 © 1997 American Institute of Physics
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is increased by changing the relief of the free surface. T
process will continue until the negative feedback betwe
the surface and bulk phases of the inactive substance ca
by diffusional exchange is unable to compensate for
changes in the surface concentration of the impurity~these
are caused by the deformation of the free surface! in a time
shorter than the characteristic time of the perturbation.
terms of linear theory in the small parameters, it is imp
sible to predict the amplitudes of the steady-state pertu
tions of the free surface associated with this effect, but si
the variations in the coefficient of surface tension caused
local changes in the concentration of the inactive substa
do not exceed a few tenths of the unperturbed value, we
expect the amplitudes of the thermal capillary waves to
crease by approximately an order of magnitude — from
few angstroms to a few tens of angstroms. As a result of
instability, an irregular relief will form on the surface and
surface concentrationx05x0(x) will be established, accom
panied by periodic surface fluxes of inactive substance.

In addition to this instability, the Tonks–Frenke
instability3 will also be established in the system forW.2.
A detailed numerical analysis of the dispersion equation~1!
shows that both these instabilities may interact, forming n
composite instabilities, represented by branches3 and 4 in
Figs. 1 and 2. Branch1 describes the capillary wave motio
and branch2 describes the wave motion associated with
distribution of the surfactant.

Figure 1 shows the dependences of the real and im

FIG. 1. Dependences of the real and imaginary parts of the dimensio
frequency on the dimensionless parameterW, characterizing the electric
field pressure, Res5Res(W) and Ims5Ims(W), respectively, calculated fo
k51, n50.1, L5500, D5331026, D* 5331025, x050.5, andb510.
The dashed curves give the unobservable branches lying on the lower
of the Riemann surface on which Eq.~1! was determined.
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nary parts of the frequency on the dimensionless param
W characterizing the surface charge density, Res5Re s(W)
and Ims5Im s(W), respectively. Figure 2 gives the depe
dences Res5Re s(x0) and Ims5Im s(x0) on the dimen-
sionless parameterx0 calculated numerically using Eq.~1!. It
is obvious that both dependences look qualitatively the sa
although they have different arguments. Regardless
whether the initial instability is associated with the presen
of an inactive substance in the solution (x0.0) or with a
high surface charge density (W.2), the increased influenc
of the second factors (W or x0, respectively! leads to an
increase in the growth rate of the initial instability, where
the growth rate of the second instability does not exceed
of the initial instability. When both instabilities build up s
multaneously, the branches of the dispersion equation
scribing the Tonks–Frenkel instability and the capilla
wave instability in the solution of an inactive substance
not independently realized close onto one another to fo
branches3 and4.
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eetFIG. 2. Curves of Res5Res(x0) and Ims5Ims(x0) as functions of the
dimensionless parameterx0 calculated for k51, n50.01, L5500,
D51026, d* 51026, W52, andb510.
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Influence of elasticity and dynamic surface tension on the wave motion spectrum

of
of a charged liquid surface
S. O. Shiryaeva, A. I. Grigor’ev, and D. F. Belonozhko

Yaroslavl’ State University
~Submitted February 19, 1997!
Pis’ma Zh. Tekh. Fiz.23, 32–37~August 26, 1997!

It is shown that the combined influence of the relaxation of viscosity and surface tension on the
position of the boundary of the capillary wave spectrum established in a system is not a
simple summation of each effect separately because of the nonlinearity of the dispersion equation
in the corresponding physical parameters. ©1997 American Institute of Physics.
@S1063-7850~97!02308-2#

The phenomenon of instability of a charged liquid sur-wherev is the complex frequency in the time dependence
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face plays an important role in various technical and tech
logical devices.1 Nevertheless, some aspects of the eff
have not yet been studied. This particularly applies to
influence of relaxation processes on the capillary wave m
tion at a charged liquid surface, although the important p
played by relaxation of viscosity and surface tension in
formation of the wave spectrum was indicated quite so
time ago.2 It was shown in Refs. 3 and 4 that relaxation
viscosity and surface tension at the interface between
electrically conducting liquid and a dielectric medium ha
very little influence on the buildup of instability of a charge
liquid surface: they do not affect the critical conditions, a
alter the instability growth rate only very slightly. In thi
context, we propose to study the interaction between the
laxation of viscosity and surface tension and its influence
the structure of the wave motion spectrum of the liquid.

Let us assume that an unbounded flat surface of a
cous, incompressible, ideally conducting liquid, uniform
charged with the surface charge density¸, fills the half-space
z,0 in a gravitational field (nzuu2g, wherenz is the unit
vector of thez Cartesian coordinate andg is the acceleration
due to gravity! and is bounded by vacuum atz50. The equa-
tion for the boundary surface in the absence of any pertu
tion is written asz50. Let us takes andn to be the surface
tension and the kinematic viscosity of the liquid, respe
tively, andr its density.

A detailed derivation of the dispersion equation for ca
illary waves on a flat surface of viscous liquid in the absen
of any surface charge was given in Ref. 5. Repeating
same reasoning as in Ref. 5 except that the dynamic bo
ary condition for the normal component of the stress ten
now also includes a term for the electric field pressure t
also takes into account the contribution made by the de
mation of the uniform distribution of the electric charge ov
the liquid surface~caused by the capillary wave motion o
the free surface!,6,7 it is easy to obtain the dispersion equ
tion for the capillary motion of a charged liquid surface:

v214ink2v24n2k4S 12A12
iv

nk2D
5

k

r
~gr1sk224pk¸2!, ~1!
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the thermal capillary wave amplitudes:j;exp(2ivt), k is
the wave number, andi is the imaginary unit. The imaginary
negative part of the complex frequency gives the damp
rate of the capillary waves and the imaginary positive p
gives the growth rate of the Tonks–Frenkel instability, whi
is established when the right-hand side of relation~1! ~with
increasing surface electric charge density! passes through
zero and becomes negative. The real part of the comp
frequency in this expression gives the frequency of the w
motion.

In the most general situation, the viscosity and surfa
tension are functions of frequency2 which, within the frame-
work of an idealized model of a continuous medium,
equivalent to allowance for the real molecular structure
the liquid, characterized by specific rates of transfer of int
molecular interaction, momentum transport, and by the p
ence of some ordering of the liquid structure in the surfa
layer of its interface with other media:

s5s`2s* ~12 ivts!
215s02 ivtss* /12 ivts ,

s* 5s`2s0 , n5n0~12 ivtv!21, ~2!

wheren0 ands0 are the viscosity and surface tension at ze
frequency,s` is the surface tension at high frequenci
~wherevts@1), andtv andts are the characteristic viscos
ity and surface tension relaxation times.

Substituting Eq.~2! into Eq. ~1!, we obtain the disper-
sion equation for the capillary motion of a liquid with
charged free surface in a plane half-space allowing for
relaxation of viscosity and surface tension. In terms of
mensionless variables, this equation has the form:

~12 igy!@22 igy~12 idy!#21a2~12 igy!~12 idy!2

2 i f gy~12 idy!254~12 igy!A12 iy~12 idy!; ~3!

y5
v

n0k2
; a5

v0

n0k2
; v0

25
k

r
~gr1sk224pk¸2!;

f 5s* /rn2k; d5n0k2tv ; g5n0k2ts .

It is easy to see that the physical parameters determin
the relaxation effects (g and d) appear in the dispersion
equation~3! in multiplicative and nonlinear form, and con
sequently, the result of their combined influence on

6280628-03$10.00 © 1997 American Institute of Physics



FIG. 1. Real Rey5Re y(a2) and imaginary Imy5Im y(a2) parts of the dimensionless frequency plotted as functions of the parametera2 characterizing
the dividing balance on the free liquid surface for: a —g50, d50.25; b — f 51, g50.4, d50; and c —f 51, g50.4, d50.25.
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obvious. According to Refs. 3 and 4, the most importa
aspect of the influence of these relaxation effects is the h
wave-number limit imposed on the capillary wave spectru
We therefore examine how the relaxation of the viscos
and surface tension influence the upper wave number l
for the thermal capillary waves separately and jointly.

Figure 1 gives the results of numerical calculations us
Eq. ~3! for g50, d50.25 ~Fig. 1a!, f 51, g50.4, andd50
~Fig. 1b!, and f 51, g50.4, andd50.25 ~Fig. 1c!. The
dashed curves give the continuations of the realized bran
of the dispersion equation, which go over to the lower she
of the two-sheet Riemann surface on which the dispers
equation~3! was determined.

Branches1, 2, and3 correspond to capillary liquid mo
tion induced by the thermal motion of the molecules and
surface tension, while branches numbered above 3 are
erated by the action of viscosity and surface tension re
ation effects~for further details see Refs. 3 and 4!.

It is easy to see that allowance for these relaxation
fects produces a considerably more complex spectrum
capillary liquid motion. The numerical calculations sho
that interaction between viscosity relaxation and surface
sion relaxation leads to deformation of the spectrum obtai
by simply summing the new branches of the dispersion eq
tion associated with each of these effects separately. Fo
stance, the region of existence of the relaxation wave mo
~branch6! in Fig. 1b, whose appearance is ascribed to rel
ation of the surface tension, is contracted as the paramed
increases from zero, and ford50.216 the branch disappea
completely.

It was shown in Ref. 8 that the maximumk ~or equiva-
lently, the minimum wavelengthl5lmin) for the capillary
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abscissa of the point of intersection of branches1, 2, and3.
Denoting by a25C the abscissa of the point wher

branches1, 2, and3 diverge, the relation

a25
1

rg2S s0

k
2

4p¸2

k2 D 5
s0

2prn2S l2
2¸2

s0
l2D5C

can then be used to find the minimum capillary wavelen
in the system~which is not suppressed by viscosity or rela
ation effects!:

lmin'2p
rn2C

s0
S 11

rn2C

s0

4p¸2

s0
D .

Confirmation of this reasoning comes from the spec
example of water. According to data presented in Ref. 4
the absence of relaxation effects for¸50, we haveC'0.58,
which corresponds tolmin'0.05mm 5 50 nm. From Fig. 1a
for g50 it is easy to findC'0.91, which giveslmin'78 nm
for ¸50. Figure 1b ford50 givesC'0.86 andlmin'74
nm for ¸50. Finally, Fig. 1c for g50.4, d50.25 gives
C'1.47 andlmin'127 nm for¸50. For ¸'0.5̧ * (¸* is
the critical surface charge density for the onset of Tonk
Frenkel instability!, the values oflmin are doubled. It is easy
to see that when both these relaxation effects act jointly, th
combined quenching influence on the capillary waves is n
additive.
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Instability growth rate of a charged interface between immiscible electrically

conducting liquids

A. I. Grigor’ev, D. F. Belonozhko, S. O. Shiryaeva, and S. I. Shchukin

Yaroslavl’ State University
~Submitted April 2, 1997!
Pis’ma Zh. Tekh. Fiz.23, 38–40~August 26, 1997!

It is shown by means of a numerical analysis of the dispersion equation that two types of
aperiodic instability may occur at a charged planar interface between two viscous incompressible
immiscible electrically conducting liquids, for which the growth rates increase or decrease,
respectively as the conductivity ratio of the media increases. ©1997 American Institute of
Physics.@S1063-7850~97!02408-7#
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immiscible liquids having different physicochemical chara
teristics has frequently been solved in various limiting si
ations in connection with numerous applications in phys
engineering, and technology~see, for example, reviews pre
sented in Refs. 1–3!. Nevertheless, some related aspe
have not yet been fully clarified. This particularly applies
studies of the characteristics features of the onset of insta
ity of a charged liquid interface.

The following analysis is made using a model of inco
pressible viscous conducting liquids filling all of space in
gravitational field. Let us suppose that the unperturbed in
face between the liquids coincides with theXY plane in a
Cartesian coordinate system whoseZ axis is directed upward
in the opposite direction to the force of the gravitation
field. Let us assume that the upper liquid having the ki
matic viscosity n1, density r1, and filling the half-space
z.0, is electrically conducting with conductivitys1 and
permittivity «1. The lower liquid fills the half-spacez,0
and has the kinematic viscosityn2, densityr2, permittivity
«2, and conductivitys2. We also assume that the unpe
turbed interface between the liquids is uniformly charg
with a surface charge density« and has a surface tensiong.
The electrostatic fields in the upper and lower regions will
denoted byE1 andE2, respectively.

The dispersion relation for the capillary liquid motion
this system was derived in Ref. 4. In dimensionless v
ables, whereg5r25g51, this has the form:

2a2~s2~11sb!n1skQd!2sk3Hl

1~11sb!2~s4~r11!n24s2k3n2~r21!2d

14s3k2n~r21!m14rs4k)

1~11sb!~s3k2un1s3ku~r11!d

1k~H1Ls2!~sm22sk2un~r21!d!50, ~1!

where

n5r~Ak21s/n22k!1~Ak21s/n12k!,

m5r~Ak21s/n22k!2~Ak21s/n12k!,

d5~Ak21s/n12k!~Ak21s/n12k!,

631 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
-
-
,

s

il-

-

r-

l
-

d

e

i-

s2 «2 4p~s11s2! 1

a25~11sb!~k~r21!2k3!1k2F,

F5W~12s!S sb
12s

11«
1

11«s2

11s D ,

H5W~12«s!S sbF12
12s

11« G1
2s

11s D ,

W5
«1E10

2

4p
, Q5W~12«s!bS 12

11s

11« D ,

L5W~12«s!bS 12
12s

11« D .

Numerical calculations made using the dispersion eq
tion ~1! are plotted in Fig. 1 which gives the positive re
component of the frequency Res versus the ratio of the con
ductivities of the uppers1 and lower s2 liquids, Re
s(s1 /s2). Both branches in the figure describe aperiod
instabilities of the Tonks–Frenkel type but behave diffe
ently with increasings1 /s2: branch1 decays with increas-
ing s1 /s2 whereas branch2 increases.

It should be noted that branch1 begins on one axis of the
coordinate system and ends on another. Branch2 appears

FIG. 1. Real part of the complex frequency, Res, as a function of the ratio
of the conductivities of the uppers1 and lowers2 liquids, Res(s1 /s2), for
k51, n50.1, «50.1, r50.01,b50.01, andW52.15.

6310631-02$10.00 © 1997 American Institute of Physics
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which the dispersion relation~1! was determined in the re

gion Res,0 and then goes over to the region Res.0.
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Oscillatory instability of the interface between conducting liquids in a normal electric

field

V. A. Saranin, A. N. Zharov, and D. F. Belonozhko

P. G. Demidov State University, Yaroslavl’
~Submitted February 18, 1997!
Pis’ma Zh. Tekh. Fiz.23, 41–44~August 26, 1997!

It is shown that a new type of oscillatory instability, unlike the Tonks–Frenkel instability, may
occur at a charged interface between two electrically conducting liquids in a perpendicular
electrostatic field. ©1997 American Institute of Physics.@S1063-7850~97!02508-1#

Studies of the stability of a charged flat liquid surface in r2 «1E10
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relation to its own charges and induced charges are of c
siderable interest for numerous technical and technolog
applications.1 However, there are many unresolved proble
associated with the need to allow for relaxation processe
the liquid. In particular, the influence of the finite electric
conductivity of a real liquid on the characteristic features
the instability buildup in a charged liquid surface has n
been studied sufficiently comprehensively.

The investigation reported in this article concerns
possible onset of oscillatory instability of the interface b
tween two electrically conducting liquids in an electrosta
field normal to the interface, which may occur at a low
electric field strength than the Tonks–Frenkel instability.

1. Let us consider two immiscible conducting liquid
filling the space between the plates of a plane-parallel
pacitor and situated in a normal electric field. We selec
Cartesian coordinate systemx, y, z with the z axis directed
vertically upward. Thus the equation for the unperturbed s
face isz50. We shall assume that the liquids have differe
densities wherer2@r1 but the same kinematic viscositie
n15n2[n, where the subscripts 1 and 2 refer to the up
and lower liquids, respectively. We shall denote the surf
tension of the interface bya. The liquids are situated in
external constant uniform electrostatic fieldsE02 and E01,
and also in a gravitational fieldg.

It was shown in Ref. 2 that the dispersion equation
this system, cast in dimensionless form is:

~s2L1V0
2L1B1FLk2~n121!1s2!

3S s1QB1Lk2S n1

n2
21D D2S B1k2CLS n1

n2
21D 12n3

11n3

12mk2sLS 12n3

11n3
D 2

2s2S 12n3

11n3
D 2D

3S 2s12mk2L1B1k2QS n11n2

n2
D S 11n3

12n3
DL D50; ~1!

km5S g~r22r1!

a D 1/2

; Vm5S akm
3

~r21r1!
D 1/2

;

L5S 11
s

mk2D 1/2

21; m5
nkm

2

Vm
; n15

s2

s1
; n25

«2

«1
;
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n35
r1

; B15
~r11r2!Vm

2 n1
2

; b5
~«11«2!Vm

;

F5
~12n1!s1b12b2n1

~11n2!~b1s!
;

C5
s~n11n2!~11n1!12bn1~11n2!

~11n1!~11n2!~b1s!
;

Q5
~n12n2!

~11n2!~b1s!
; b5b

~11n2!

~11n1!
;

b25b
n1~11n2!

n2~11n1!
; V05~k1k3!1/2,

wheres is the dimensionless frequency,k is the dimension-
less wave number,i is the imaginary unit,s1 ands2 are the
electrical conductivities of the liquids, and«1 and«2 are the
permittivities.

For some values of the physical quantities, Eq.~1! con-
tains the small parameterm which has the meaning of th
dimensionless viscosity. For instance, if we taker25103

kg/m3, a5231022 N/m, and n51026 m2/s, we obtain
m'1023!1.

2. The critical field strength, characterized by the para
eter B1, and the frequency of the unknown wave motions
will be sought as expansions in the small parameterm:

B15b0m1b1m21 . . . ; ~2!

s5 iV1~v r01 iv i0!m1~v r11 iv i1!m2 . . . ~3!

Hereb0, b1, v r0, v i0, v r1, andv i1 are real numbers.
Substituting expressions~2! and ~3! into the dispersion

equation~1!, we can determine the coefficients of the expa
sion. In the zeroth-order approximation with respect tom, we
find s5 iV5 i (k1k3)1/2. In the first order inm, we can de-
rive equations linking the coefficientsb0, v r0, andv i0:

v i05
k2b0

2V0~b21V0
2!

H bS F02
n12n2

n2
C0D

2V0
2S 2Q01

n12n2

n2
C12F1D J ;

v r05
k2b0

2~b21V0
2!

H bS 2Q01
n12n2

n2
C12F1D
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n12n2

C 22k2; ~4!
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For b51 this condition can be simplified substantially:

ly
e
er

he

kh.
S 0 n2
0D J

F052
~n121!2

n211
; F15

~b12b2n1!~n121!

n211
;

C05
n11n2

n211
;c 15

2bn1

n111
; Q05

n12n2

n211
.

It follows from Eq. ~3! that if v ro.0, the interface be-
tween the media exhibits unstable oscillatory motion wh
increases exponentially with time. According to Eq.~4!, the
condition for the onset of this instability has the form:

b0.4~b21V0
2!H bS 2Q01

n12n2

n2
C12F1D

1S F02
n12n2

n2
C0D J 21

;
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h

b0.~11V0
2!

~n111!~n211!

n1~n12n2!
. ~5!

It can be seen from condition~5! that oscillatory instability
may develop when the conditions2 /s1.«2 /«1 is satisfied.
If we taken152, ns51, b51, m51023, andk51022, os-
cillatory instability will develop in this system for
B15331023, whereas the Tonks–Frenkel instability is on
established forB1520. Thus, for these parameters of th
system, an oscillatory instability may develop at much low
values of the external electric field compared with t
Tonks–Frenkel instability.

1A. I. Grigor’ev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk Ser. Me
Zhidk. Gaza. No. 4, 3~1994!.

2J. R. Melcher and C. V. Smith, Phys. Fluids12, 778 ~1969!.

Translated by R. M. Durham
634Saranin et al.



Reflection of light by domain walls in the uniaxial ferroelectric Sn 2P2S6

pre-
A. A. Grabar

~Submitted February 12, 1997!
Pis’ma Zh. Tekh. Fiz.23, 45–50~August 26, 1997!

The occurrence of light scattering during light transmission is described for some orientations of
an incident laser beam in polydomain crystals of the uniaxial ferroelectric tin
thiohypodiphosphate. This scattering is probably caused by the presence of a reflecting layer near
the 180° domain walls. A reflecting layer may be formed as a result of the appearance of
charged nonparallel domain walls. ©1997 American Institute of Physics.
@S1063-7850~97!02608-6#

The shape and orientation of the wall between ferroelec-ness of the light track inside the crystal was enhanced ap
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tric domains is determined by the conditions for minimiz
tion of its elastic and electrostatic energy. In uniaxial fer
electrics~i.e., those having a single direction of spontaneo
polarizationPs and only antiparallel domains!, walls parallel
to the spontaneous polarization vector are energetically m
favorable. The equilibrium thickness of the domain wall, d
fined as the region where the order parameter varies betw
2Ps and 1Ps , is of the order of a few crystal lattice
constants.1 This distance is two or three orders of magnitu
less the wavelength of lightl. For this reason, a polydomai
uniaxial ferroelectric is conventionally assumed to be an
tically homogeneous medium~in terms of the linear refrac
tive index!.

It is known2,3 that nonparallel domain walls or even d
main walls perpendicular toPs ~opposed domains! may exist
in crystals exhibiting fairly high conductivity because
screening by mobile charge carriers. The density of the c
responding surface charge iss52uPsucosw, wherew is the
angle between the vectorPs and the normal to the domai
wall. This screening charge is localized within layer who
thickness is of the order of the Debye screening lengthl D .
The nonuniform charge in this region creates electric fie
which then cause local changes in the refractive index a
result of the electrooptic effect. In crystals with high valu
of Ps , cosw, conductivity, and electrooptic coefficientsr i j ,
this change and the layer thickness may be sufficient
reflection, scattering, or diffraction of light depending on t
domain wall configuration. The directional light scatterin
effect described below may be explained as one manife
tion of this screening of opposed domains.

Single crystals of tin thiohypodiphosphate were studi
These are uniaxial ferroelectric semiconductors belongin
the monoclinic system~classm) with a second-order phas
transition P21 /n2Pn at Tc5337 K ~Ref. 4!. The samples
were prepared by chemical transport reactions. This cryst
transparent in the 530–800 nm wavelength range and its
tical properties were investigated previously in Ref. 5.
describe the orientation we used the system that characte
these crystals,6 where theX axis is parallel to the@100# crys-
tallographic direction close toPs and theY axis is normal to
the plane of symmetrym.

When studying the transmission of focused laser rad
tion through Sn2P2S6 samples, we observed that the brigh
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ciably for certain orientations of the incident beam relative
the crystallographic axes and for an observation angle ab
90° relative to the direction of the beam. This effect is n
caused by defects since it is observed in all samples, inc
ing the most optically perfect ones.

Figures 1 and 2 show photographs~negatives! of
Sn2P2S6 samples, obtained when they were exposed to ra
tion from an LGN-215 He–Ne laser with a power around
mW. The dimensions of the sample were 53734 mm along
the X, Y, andZ axes, respectively. In the photographs, t
beam is incident on the surface parallel to~010! and scatter-
ing is observed through the~001! face. The laser radiation
was focused by a spherical lens with focal lengthf 5500 mm
~Fig. 1! and by a cylindrical lens withf 5100 mm~Fig. 2!.
Qualitatively, the images have the following characteris
features.

1. Scattering is only observed in polydomain sampl
The effect is not observed in a single-domain sample, bu
restored after the sample has been converted to the pol
main state by annealing.

2. The effect is only observed for certain specific relati
orientations of the light beam and the observation po
These directions always form a large angle with the po
axis X and the effect is not observed if the incident beam
the direction of observation are close to this axis. The patt
is also observed if the direction of the light beam and
direction of observation are interchanged. When the cry
is rotated about the direction of observation, the ‘‘blaz
angle changes. In this case, the aperture of the scatte
angle in the plane perpendicular to the incident beam is fa
small ~a few degrees! and is tens of degrees in its plane
propagation.

3. If the sample is polarized such that part of the bulk
in the single-domain state, the scattering track is only
served in the unpolarized region~Fig. 1!. On the whole the
track is nonuniform and as the sample is displaced, scatte
~luminous! and nonscattering~dark! regions are observed
most frequently resembling bands. When the sample is i
minated by a broad beam~Fig. 2!, a parquet-like structure is
clearly visible with bands positioned at a large angle to
polar direction.

4. When the crystal is heated to the phase transition t
perature, the scattering intensity gradually decreases an

6350635-03$10.00 © 1997 American Institute of Physics
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most disappears 5–10 K before the transition is reached
scattering is observed in the paraelectric phase. As the
perature is reduced and the sample returns to the ferroele
phase, the scattering pattern is restored.

5. When the sample is switched by an external elec
static field ~up to 500 V/cm!, various sections of the trac
inside the crystal are observed to switch on and off~total
switching of the illuminated sample requires the applicat
of a field above the breakdown value!.

FIG. 1. Scattering of a helium–neon laser light beam focused by a sphe
lens in a partially polarized Sn2P2S6 sample~negative!. A scattering track is
observed in the polydomain region. The incident beam passes acros
~010! face and observations are made perpendicular to~001!.

FIG. 2. Scattering pattern of a helium–neon laser light beam focused
cylindrical lens in a polydomain Sn2P2S6 sample. The orientation is the
same as in Fig. 1.
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tence of a reflecting layer near the 180° domain walls.
analysis of the electric field distribution in the surfa
screening layer of the ferroelectric was reported in Ref.
where an estimated voltage dropU'1 V for l D'1022 cm
was obtained for ferroelectric semiconductors~SbSI,
BaTiO3). The electric field may reach 104–106 V/cm. Pa-
rameters similar to those of SbSI are obtained for Sn2P2S6 at
room temperature (Ps515 mC/cm2, permittivity «11 5 200–
250 ~Refs. 4 and 6!, and conductivity;10210 S/cm; Ref. 7!.
Taking the field strength in the screening layer asE;106

V/cm, for the effective electrooptic coefficientr eff 5 70
pm/V and a refractive indexn'3.0 ~at l5632.8 nm! ~Ref.
5!, the induced change in the refractive index may
dn5n3r effE/2'1023, which corresponds to the reflectio
coefficient R5(dn/2n)2'331028 for normal incidence.
For the average equilibrium domain width of the order
50 mm ~Ref. 8!, the net reflection coefficient per cm of th
beam path may be of the order of 1026–1025. Similar ef-
fects near the walls of opposed domains may be cause
other phenomena. According to Ref. 9 for instance, regi
of varying refractive index around 1mm thick are formed in
rapidly cooled high-resistivity LiNbO3. These regions are in
duced by an explosive charge and can be observed in tr
mitted light by a polarizing microscope.

To conclude, the observed directional scattering effec
probably caused by reflection of the light wave by charg
domain walls, which can only occur when these crystals c
tain domain walls nonparallel to the spontaneous polariza
axis. This hypothesis contradicts the earlier conclusion8 that
Sn2P2S6 has equilibrium domains in the form of cylinder
elongated alongPs . The conclusions drawn in Ref. 8 wer
based on observations of domains at the surface of a sa
using the liquid crystal method, whereas the pattern in
bulk may be more complex. The results obtained by study
the bulk distribution ofPs by a holographic method10 agree
qualitatively with the hypothesis of domain walls nonparal
to Ps . A more detailed study of directional light scattering
samples with different crystallographic orientation may p
vide additional information on the domain wall configur
tion.

This effect can be used to propose a new method
studying the domain structure of uniaxial ferroelectrics su
as Sn2P2S6, it can provide a very simple and convenie
method of testing the degree of unipolarity of the sampl
and also requires that these effects be taken into accou
measurements of the optical parameters of polydomain fe
electric semiconducting crystals.
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Direct confirmation of the Coulomb mechanism for atomic displacement in heavy-ion

c-
tracks in a dielectric
V. K. Lyapidevski  and M. I. Ryazanov

Moscow Engineering-Physics Institute
~Submitted October 11 1996; resubmitted April 10, 1997!
Pis’ma Zh. Tekh. Fiz.23, 51–54~August 26, 1997!

It is shown that the results of two independent experiments confirm the Coulomb mechanism for
atomic displacement in heavy-ion tracks in dielectrics. ©1997 American Institute of
Physics.@S1063-7850~97!02708-0#

1. It is known that atomic displacements take place in The incorporation of impurities with weakly bound ele
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heavy-ion tracks, and various mechanisms have been pu
ward to explain this effect,1,2 including Coulomb repulsion
of the ions formed in the material.

However, no direct experimental evidence has been p
vided to support any particular mechanism. Here we sh
that the displacement of atoms in tracks as a result of C
lomb repulsion of ions formed in the track is directly co
firmed by experiments to study the influence of impur
atoms on the properties of the track.

2. It is well known that atomic displacements in trac
do not occur in conducting media but do occur in dielectri
It may thus be hypothesized that the atomic displacemen
a track are associated with some local loss of electrical n
trality over a certain time. In conductors, local loss of ele
trical neutrality is immediately compensated by conduct
electrons. The lifetime of local losses of electrical neutra
in dielectrics is determined by sequential hopping of el
trons accompanied by capture of the most weakly bo
atomic electrons by ions. The valence electron of an a
nearest to the ion is situated in the net ‘‘two-well’’ potenti
U(r ) of its atomU8(r2R) and the ionU9(r ) ~the ion is at
the origin and the atomic nucleus is at pointR!. The poten-
tial barrier separating these two wells has a minimum at
point r 5b on the straight line connecting these two nucl
The value ofb is determined from the extremum conditio
dU(b)/dr50. A rough estimate forb is obtained through
the approximation of Coulomb potentials (Ze is the ion
charge!:

b5Rz1/2/~11z1/2!.; U~b!52~e2/R!2~z1z1/2!. ~1!

If the binding energy of the valence electron isI ,uU(b)u,
the valence electron moves freely between nuclei, electr
neutrality is restored as rapidly as in a conductor, and
atoms are unable to undergo displacement. However
I .uU(b)u, the electron has to percolate through the poten
barrier, which takes a fairly long time compared with t
displacement of the conduction electrons, and Coulomb
pulsion is able to displace the ions. Thus the condition
the existence of atomic displacements in heavy-ion tra
has the formI .uU(b)u or I .e2n1/3, if Z51 in Eq. ~1!.

3. Impurity atoms have a different binding energyI 8 and
particle number densityn8. Loss of electrical neutrality can
be suppressed by electron hopping via impurities wh
I 8,uU(b)u;e2n81/3. If I .uU(b)u but I 8,uU(b8)u, no
atomic displacements will take place in the track.

638 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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trons in a dielectric therefore facilitates the capture of atom
electrons by ions, reducing the lifetime for loss of electric
neutrality, and therefore reduces the number of atomic
placements in the heavy-ion tracks.

It is interesting to verify experimentally how impuritie
with weakly bound electrons affect the displacement of
oms in ion tracks.

4. It is known that when materials exhibiting thermol
minescence are exposed to gamma irradiation, localized e
trons with a binding energy of around 1 eV are formed.
aluminophosphate glass, for example, the binding energ
these electrons is 0.4 eV~Ref. 3!. The appearance of weakl
bound electrons in a dielectric may also impede atomic d
placements in the track if the concentration of localized el
trons is fairly high.

It then follows that the nature of the atomic displac
ments in the tracks may be altered by irradiating the diel
tric.

5. Atomic displacements in tracks are usually record
by measuring the rate of acid etching along the track, us
the dependence of this rate on the concentration of displa
atoms.4 The authors of Ref. 5 investigated the decrease in
number of displaced atoms in tracks of 1 MeV xenon io
per coulomb in aluminum and tritium oxide crystals.6 The
addition of cerium oxide impurities to Y3Al5O12 reduced the
number of displaced atoms in the track, in direct proport
to the number of impurity molecules.

When aluminophosphate glasses were exposed to
MeV gamma radiation at a dose of 106 rad in Ref. 7, it was
observed that the number of displaced atoms decreased i
tracks of nickel ions with an energy of 7 MeV per coulom
An estimate of the concentration of localized electrons us
the conversion efficiency yields a value of around 1017 cm23

~Ref. 8!.
6. It has thus been observed in two independ

experiments5,7 that the appearance of states with weak
bound electrons in a dielectric reduces the number of ato
displacements in heavy-ion tracks. This effect can only
explained in terms of one of the known mechanisms
atomic displacement in tracks — displacement as a resu
Coulomb repulsion of product ions.

Hence these measurements may be considered as ex
mental evidence that the Coulomb mechanism is respons
for atomic displacements in heavy-ion tracks.

6380638-02$10.00 © 1997 American Institute of Physics
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Characteristics of anomalous electron emission from the surface of PbTiO 3

ron
and Pb(Zr, Ti)O 3 ferroelectric films

A. T. Kozakov, A. V. Nikol’ski , I. V. Novikov, Vl. M. Mukhortov, and S. I. Shevtsova

Scientific-Research Institute of Physics at the State University, Rostov-on-Don
~Submitted March 11, 1997!
Pis’ma Zh. Tekh. Fiz.23, 55–61~August 26, 1997!

The possibility of obtaining anomalous electron emission from thin ferroelectric films is
investigated and the emission characteristics are compared with those of bulk samples. The results
presented indicate that anomalous electron emission may only be observed in nonlinear
dielectrics~i.e., those exhibiting ferroelectric instability!. The sensitivity of the anomalous electron
emission to perovskite structural elements in thin films with a pyrochlore structure is
discussed. ©1997 American Institute of Physics.@S1063-7850~97!02808-5#
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nomenon of electron emission from ferroelectric materi
caused by a particular electrophysical state of the sur
region of polarized ferroelectrics.1–6 This interest has bee
stimulated by the various possible applications of the e
tron emission effect, such as the development of elec
sources using ferroelectric materials~cold cathodes! and flat
panel displays for various purposes.5 To obtain electron
emission in these studies, electrodes are deposited on e
side of the sample and voltages of different polarity are
plied at frequencies ranging between a few hundred h
and several kilohertz.5 This type of sample is a highly com
plex system, making it difficult to investigate the fundame
tal aspects of the effect. Electron emission has been obta
from the surface of bulk ferroelectric samples1–4 and from
thin ferroelectric films.5

In Ref. 6, we observed electron emission caused by
presence of an accelerating potential in the surface re
when an electrodeless surface of the polarized ferroelec
electret PbMg1/3Nb2/3O3 (1031031 mm! is exposed to soft
x-rays. The potential relief in the surface region respons
for the appearance and spectral profile of this emissio
formed as a result of interaction between the charge field
the electrons injected into the sample and the electric po
ization field of the ferroelectric which forms as the respon
of the ferroelectric to the injected charge field.6 In both cases
the fundamental principle of the electron emission is
spontaneous polarization of the ferroelectric sample,
though the mechanisms that induce the effect may diffe2,6

The experiments described in Ref. 6 are more suitable
identifying the fundamental aspects of electron emiss
from the surfaces of polarized ferroelectrics because th
are no electrodes at the emitting surface to complicate
effect. In Ref. 6 the electron emission stimulated from
negative surface of a ferroelectric electret was describe
anomalous because the mechanism for its occurrence
fered from the photoemission mechanism. It was also sho
that the spectrum of anomalous electron emission may
used to investigate ferroelectricity at the microscopic lev

In view of the potential applications of electron emissi
from the surfaces of thin-film systems,5 it is interesting to
study anomalous electron emission from thin films and
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emission from bulk samples. This is the aim of the pres
study.

The samples used were PbTiO3 films having a perov-
skite structure and Pb~Zr, Ti!O3 ~PZT! films having a pyro-
chlore structure. Films around 100 nm thick were deposi
on ~100! MgO by rf cathode sputtering of stoichiometr
targets using the technique described in Ref. 7. The fi
were polarized by the applied electrodes and the electret
tential differenceVe was measured by the compensating fie
method.8 The anomalous electron emission from the negat
surfaces of the films~the surfaces with injected electro
charge! was investigated by x-ray photoelectro
spectroscopy9 by a method described in Ref. 6. For compa
son we also investigated the anomalous electron emis
from the surface of a PbTiO3 single crystal (300mm thick
and measuring 1038 mm!. The composition of the films and
the single crystal was investigated by x-ray spectral m
croanalysis and the structure was studied by means o
x-ray diffractometer. The single crystal was also polarized
the use of applied electrodes. The maximum measured e
tret potential difference reached 15 V and then fell to ze
over 8–15 min. This result is not unexpected: the weak e
tret properties of PbTiO3 single crystals and ceramics we
noted in Refs. 10 and 11. Thus no anomalous electron e
sion was recorded from the surface of the PbTiO3 single
crystal.

However, stable anomalous electron emission was
served from the surface of the PbTiO3 films on ~100!MgO
and its properties and mechanism of occurrence had m
anomalous features comparable to the anomalous elec
emission of surface PbMg1/3Nb2/3O3 described in Ref. 6.

In order to eliminate other types of electron emissi
which have been observed at different times from the surf
of thin insulating films~such as SiO2),12,13we carried out the
following investigations. The applied electrodes were used
inject an electron charge into the~100! MgO surface and the
compensating field method8 was used to measure the tim
dependence of the electret potential difference. It was fo
that MgO is a fairly good electret. The maximum electr
potential differenceVe exceeded 300 V and was maintaine
for several hours. When electrons were excited from t

6400640-03$10.00 © 1997 American Institute of Physics
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surface by soft x-rays as in Ref. 6, no anomalous elec
emission was observed.

A 100 nm thick SiO2 film was deposited on cleave
~100! Mg by low-temperature deposition~pyrolysis of tetra-
ethoxysilane in argon vapor!. The applied electrodes wer
used to inject electrons, which were captured by traps.

FIG. 1. Change in the spectra of anomalous electron emission from
surface of a polarized PbTiO3 film as a function of irradiation time. Spectr
1–4 were obtained at 30 min intervals.
n

e

remained stable for several hours. Despite the existence o
electret state, no anomalous electron emission was obse
from the SiO film.

After a 100 nm thick epitaxial PbTiO3 film having a
perovskite structure had been polarized and then expose
soft x-rays, electron spectra having all the signs of anom
lous electron emission were reliably recorded:6 the beginning
of the spectrum coincided with the electret potential diffe
enceVe and the emission was caused by a maximum in
potential distribution at the depth of formation and produ
tion of the electron emission spectrum, whose numer
value coincided with the energy position of the high-ener
slope of the spectrum. Under prolonged x-ray irradiation,
spectrum was shifted toward lower kinetic energies, its
tensity and full width at half-maximum decreased; i.e., t
spectrum exhibited relaxation, which is typical of the anom
lous electron emission from the surface of PbMg1/3Nb2/3O3

~Ref. 6!. However, relaxation of the spectrum accompan
by an increase in the full width at half-maximum was o
served for some PbTiO3 films. An example of this relaxation
of the spectrum of anomalous electron emission from
surface of PbTiO3 films with a perovskite structure is show
in Fig. 1.

No anomalous electron emission was observed
pyrochlore-structure Pb~Zr,Ti!O3 films after a single polar-
ization, although some was observed after the second
subsequent polarizations~Fig. 2!. This effect is interesting
because Pb~Zr,Ti!O3 films are linear dielectrics similar to
MgO and SiO2, but no anomalous electron emission h
been observed for these, despite repeated polarization.
impression given is that several polarizations of the lin
pyrochlore-structure dielectric Pb~Zr,Ti!O3 can result in the
formation of a potential relief conducive to anomalous ele
tron emission and which, according to theoretical reasonin6

should be formed as a result of the nonlinear response o
ferroelectric to the electret charge injected into the surfa
This contradiction may be resolved by assuming that the fi

e

on
FIG. 2. Change in the spectra of anomalous electr
emission from the surface of a singly~1! and doubly~2!
polarized Pb~Zr,Ti!O3 film.
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not observed in the x-ray diffraction data. It may be pos
lated that the anomalous electron emission is more sens
to the perovskite structural elements in the thin films than
x-ray diffraction method.

In summary, anomalous electron emission has been
served from films of perovskite-structure PbTiO3 and
pyrochlore-structure Pb~Zr,Ti!O3 in x-ray diffraction data
but no anomalous electron emission was observed from
surface of a PbTiO3 single crystal. This effect is extremel
interesting since in Ref. 4 the theory predicts an abrupt
crease in the electron emission with decreasing thicknes
the ferroelectric.

Our experiments using the linear dielectrics MgO a
SiO2 indicate that anomalous electron emission can only
cur in nonlinear dielectrics~i.e., those exhibiting ferroelectric
instability!. Thus the anomalous electron emission obser
from the surface of pyrochlore-structure Pb~Zr,Ti!O3 films
~according to the x-ray diffraction data! can be attributed to
the sensitivity of the anomalous electron emission to a
regions of perovskite structure which are not detected by
x-ray structural analysis.
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Undamped self-oscillations in a compensated semiconductor under conditions

nt
of impurity breakdown in the presence of a magnetic field
K. M. Jandieri and Z. S. Kachlishvili

Tbilisi State University
~Submitted March 17, 1997!
Pis’ma Zh. Tekh. Fiz.23, 62–66~August 26, 1997!

Conditions for the generation of undamped self-oscillations in a compensated semiconductor in
the presence of a magnetic field are studied. ©1997 American Institute of Physics.
@S1063-7850~97!02908-X#

In Refs. 1 and 2 we derived a criterion for the generation It is known that the magnetic field plays an importa
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of undamped self-oscillations in a compensated, spatially
mogeneous semiconductor undergoing low-temperature e
trical breakdown. The dynamics of this physical system w
described by a mathematical model whose equations
scribe generation-recombination processes in shallow im
rity levels with the concentrationNd and the degree of com
pensationC, dielectric relaxation of the electric fieldE, and
delay of the electron temperature relative to the change inE.
This criterion has the form:

tdNdBT~ZB!CS 12
1

gS E

EB
21D D.

b

2
, ~1!

where

b5S 11
f 8~Z!

f ~Z!

Z

mDm

2
, m5Zm8~Z!/m~Z!,

g5~Ax~ZB!1BT~ZB!!/bWm~ZB!C, W54pe/«. ~2!

Heretd is the time delay of the electron temperature,ZB and
EB are the breakdown values of the electron tempera
normalized to the lattice temperature (Z5Te /T) and the
electric field, respectively;BT andAx are the coefficients o
thermal recombination and impact ionization, respective
f (Z) is the total rate of energy loss of the electron gas,m is
the mobility of the free carriers, and« is the permittivity of
the sample. The primes denote derivatives of the corresp
ing quantities and the value ofb is taken at the breakdow
point.

Condition ~1! is obtained for the case of no addition
illumination, where oscillations can only occur in the po
breakdown region of the electric field (E.EB) ~Refs. 1–3!.
The range of variation ofE in which undamped oscillation
may occur is determined by the inequalityE/EB21,g. The
smaller this interval~i.e., the closer the value ofE to the
breakdown value!, the better condition~1! is satisfied, but if
the interval is too small, it is difficult to observe the oscill
tions experimentally. Selecting the optimum val
E/EB215g/2, condition~1! has the following form:

tdBT~ZB!NdC.b. ~3!

From an analysis of this criterion it was established
Refs. 1 and 2 that the occurrence of undamped oscillation
most likely to occur for momentum scattering by phonons
a certain range ofNd , and for fairly high values ofC, which
is in good agreement with the experiment.4

643 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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role in self-oscillating systems.Here we consider the influ
ence a magnetic field on the behavior of such a system. C
ditions without a Hall field (Ey50) are analyzed. A strong
nonquantizing magnetic fieldH is applied perpendicular to
the electric fieldEx . Under these conditions, criterion~3!
retains its form. The applied fieldEx functions as the heating
field and the quantitym5e/m* ^t/(11vc

2t2)& plays the role
of the mobility, wherevc is the cyclotron frequency andt is
the momentum relaxation time. The nature of the dep
dencesAI(Z) and BT(Z) obviously does not change in
magnetic field, and thus for a given sample the breakdo
valueZB also remains unchanged. However, the correspo
ing value of the electric field obviously does vary because
the change in mobility.

When energy is dissipated by acoustic phonons,
Z@1 we havef (Z) } Z3/2 ~according to the well-known
Shockley formula!; Z f8(Z)/ f (Z)53/2 and if the momentum
is also scattered by acoustic phonons, by ionized and ne
impurity atoms, in the absence of a magnetic field we obt
b values of 1/2, 3/2, and 3/4, respectively, according to
notation used in Eq.~2!. In a magnetic field the situation
changes substantially. For instance, in strong fie
(vc

2t2@1) where the momentum is scattered by acous
phonons, we havem } Z1/2 and b51, i.e., in this case the
magnetic field makes it difficult to satisfy condition~3!.
When the momentum is scattered by impurity ions we ha
m } Z23/2 andb50, i.e., condition~3! is invariably satisfied
~in this case the energy balance equations giveZ } E2/3, i.e.,
m } E21 and the drift velocity reaches saturation!. When the
momentum is scattered by neutral impurity atoms, the m
netic field has no influence onb.

When energy is dissipated in ionizing impurity atom
f 8(Z) can be accurately replaced byf (Z)/Z. We then have
b5 (m/2) (111/m) and for momentum scattering by impu
rity ions we obtainb521/4, i.e.,b even becomes negative

We performed computer calculations for arbitraryH. If,
in addition to momentum scattering by impurity ions, allow
ance is also made for scattering by acoustic phonons
neutral impurity atoms, and energy is dissipated by acou
phonons, in excitation and ionization of impurity atoms~we
used expressions from Ref. 6 for the rates of these proce!,
it is impossible to obtain a zero value and particularly
negative value ofb ~this is partly because when momentu
is scattered by impurity ions the theoretical dependence
the momentum relaxation time on the carrier energyE is

6430643-02$10.00 © 1997 American Institute of Physics



ic

is
in

io
-
on
a

n

re
u

d
ted
la-

-
-

and
nge
in
ium
weaker thanE2/3 because of the presence of a logarithm
terms!. Figure 1 givesb as a function ofH for n-Ge under
the following conditions: T54.2 K, C50.95, and
Nd5531016 cm23.

We now consider the left-hand side of condition~3!. At
the breakdown point we haveBTNdC5AxNd(12C);1/tx ,
wheretx is the energy relaxation time when this energy
dissipated in ionization of impurity atoms. It was shown
Ref. 1 thattd;te , wherete is the total energy relaxation
time. Under this assumption, the left-hand side of condit
~3! is proportional to the ratiote /tx and increases with in
creasing degree of domination of energy dissipation in i
ization of impurity atoms over the other dissipation mech
nism. As H increases, the left-hand side of condition~3!
decreases since the proportionality factor in the depende
of td on t2 decreases.

In the presence of a magnetic field, condition~3! is best
satisfied when momentum scattering by impurity ions p
dominates over dissipation of energy in ionization of imp

FIG. 1. Dependence ofb on H ~for explanation see text!.
644 Tech. Phys. Lett. 23 (8), August 1997
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rity atoms. AsH increases, both the left- and right-han
sides of this inequality decrease. It can therefore be predic
that the condition for the occurrence of undamped oscil
tions is best satisfied for certain intermediate values ofH.
This is confirmed by Fig. 2 which gives a bifurcation dia
gram on the (E/EB ,H) plane forn-Ge under the same con
ditions as in Fig. 1 for different values ofR/r , whereR is the
resistance of a load connected in series with the sample
r is the resistance of the sample. On this diagram the ra
of variation of the bifurcation parameters contained with
the closed curve corresponds to the saddle-focus equilibr
points, i.e., undamped oscillations in the system.
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FIG. 2. Bifurcation diagram on the (E/EB ,H) plane for the following val-
ues of the ratioR/r : 1 — 0.05,2 — 0.1, 3 — 0.15, and4 — 0.2.
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Effective rules for combination of interatomic interaction potentials and forces

G. V. Dedkov

Kabardino-Balkarsk State University, Nalchik
~Submitted May 15, 1996; resubmitted March 13, 1997!
Pis’ma Zh. Tekh. Fiz.23, 67–75~August 26, 1997!

New rules are proposed to combine interatomic interaction potentials of neutral atoms by
summing~taking into account the sign! geometrically averaged individual contributions of constant
sign, calculated using the electron gas model. The formula for the interaction force includes
known values of the potentials and forces of homoatomic pairs. The error incurred by using
combination relations is compatible with the error of the initial model in the range of
internuclear distances 0<R<8 a.u. © 1997 American Institute of Physics.
@S1063-7850~97!03008-5#
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interaction potentials is important for various applicatio
because by successfully solving a problem using 100 po
tial curves for homoatomic pairs of atoms in the period
table, it is possible to make elementary calculations of
tentials for 4950 possible heteroatomic combinations. T
number increases considerably for interaction in ion–at
~ion–ion! systems. This explains why the topic has attrac
interest for more than forty years~see Ref. 1 and the refer
ences cited therein!. The principal disadvantages of all pre
viously proposed combination rules is that they are va
only in restricted ranges of interatomic distances, usually
exceeding a few atomic units, and there are no general
mulas for the regions of repulsion and attraction. The aim
the present paper is to provide analytic and numerical ju
fication of a universal method of combining interaction p
tentials by summing geometrically averaged individu
constant-sign contributions to the potential, calculated us
the model of an electron gas, which successfully descr
the interaction potentials in systems having closed shells
0<R<8 a.u.~Ref. 2!. An important factor is that part of the
electrostatic interaction is taken into account exactly a
gives a Coulomb asymptotic curve for smallR. This possi-
bility was first noted in Ref. 1. Although the electron g
model only adequately describes systems with closed sh
calculations of repulsion forces caused by overlap of elec
clouds, made using this model, are widely used to determ
coupling forces in solids and to model the propagation
accelerated ions in a material.3,4

In the standard variant of the model allowing for e
change and correlation,2 the expression for the interactio
potentials of two neutral atoms may be represented as
sum of several terms. Unlike Ref. 2, however, the elec
static interaction is more conveniently expressed differen1

~all the formulas are written in atomic units!:

U~R!5Ue~R!1Ukin~R!1Uex~R!1Ucor~R!, ~1!

Ue~R!5Ue
~1!~R!1Ue

~2!~R!

50.5Z1G2~R!10.5Z2G1~R!

20.5E @G1~r 1!n2~r 2!1G2~r 2!n1~r 1!#d3r ,

~2!
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Gi~r i !5
r i

1Vei~r i !5
r i

2E
ur 82r i u

d r 8, ~3!

whereni(r i), ni(r 8), andVei(r i) are the electron density an
the potential of the electron cloud of an atomi ( i 51,2),Zi is
the corresponding atomic number, andr i is the distance be-
tween a given point and the nucleus of atomi . In the defi-
nition of the functionGi(r i) it is significant thatGi(r i).0
for any r i . The last three terms in Eq.~1! are determined by
identical integrals having the form~to simplify the notation
the arguments of the functions in the integrand are omitt!

Ua~R!5E @ga~n11n2!2ga~n1!2ga~n2!#d3r , ~4!

where ga(n) is the corresponding type of energy dens
~kinetic, exchange, or correlation:a 5 kin, ex, cor!, where
gkin(n)52.87n5/3 and gex(n)520.738n4/3. The expression
for gcor(n) is not given because it is very complicated~see
Refs. 1 and 2!. For the following analysis it is significant tha
Ucor(R) is negative. BothUex(R) andUe

(2)(R) are also nega-
tive whereasUkin(R) andUe

(1)(R) are positive.
The basic statement made here is that the interac

potentials of a heteroatomic pair of atomsA andB may be
expressed in the form

UAB~R!5
1

2 FZ1

Z2
Ue

AA~1!~R!1
Z2

Z1
Ue

BB~1!~R!G
1(

a
sa~Ua

AA~R!Ua
BB~R!!1/2, ~5!

whereUa
AA(BB)(R) are the contributions of the electron ga

energy to the interaction potentials of the homoatomic pa
sa is their sign, with the sum overa also including a term
corresponding toUe

(2)(R), and Ue
AA(1) and Ue

BB(1) are the
homoatomic components of the interaction potential fro
Ue

(1)(R) ~see Eq.~2!!. The first term in Eq.~5! exactly de-
termines the corresponding part of the interaction poten
and is responsible for the Coulomb asymptotic cur
UAB'Z1Z2 /R for small R.

We obtain an expression for the interaction for
FAB(R) by standard differentiation ofUAB(R), assuming

6450645-04$10.00 © 1997 American Institute of Physics
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are known, as areFe (R) andFe (R), whose notation
is explicitly related to that for the potentials:

FAB~R!52
]UAB~R!

]R

52
1

2 S Z1

Z2
Fe

AA~1!~R!1
Z2

Z1
Fe

BB~1!~R! D
2

1

2(a sa

Ua
AA~R!Fa

BB~R!1Ua
BB~R!Fa

AA~R!

~Ua
AA~R!Ua

BB~R!!1/2
. ~6!

Let us now justify Eqs.~5! and~6!, first considering the term
Ue

AB(2)(R). We apply the Cauchy–Schwartz inequali
~where the subscripts ‘‘1’’ and ‘‘2’’ indicate the positions o
the nuclei, ‘‘A’’ and ‘‘B’’ indicate the type of atoms, and the
arguments of the functions in the integrand are omitted
conciseness!

E ~n1AG1An1BG2B!1/2d3r

< H S E n1AG2Ad3r D 1/2S E n1BG2Bd3r D 1/2J . ~7!

However, direct numerical calculations indicate that the f
lowing relation holds

0.5E ~n1AG2B1n2BG1A!d3r

>E ~n1AG2An1BG2B!1/2d3r . ~8!

The function in the integrand on the right-hand side of
equality ~8! is not the geometric average of the functions
the integral on the left-hand side~otherwise it would be trivi-
ally satisfied!. Taking into account inequalities~7! and ~8!,
we replace the left-hand side of inequality~8! with the prod-
uct of the integrals on the right-hand side of inequality~7!,
which is equivalent to evaluatingUe

AB(2) using the geometric
average rule. In this case, there is clearly some compens
for the incurred error. The result is of course accurate fo
homoatomic pair. For the other contributions to the potent
the numerical calculations indicate that the following i
equalities are satisfied

E @ga~n1A1n2B!2ga~n1A!2ga~n2B!#d3r

>E $@ga~n1A1n2A!2ga~n1A!2ga~n2A!#1/2

3@ga~n1B1n2B!2ga~n1B!2ga~n2B!#1/2%d3r . ~9!

Again applying the Cauchy–Schwartz inequality~to the
right-hand side of expression~9!!, the integral on the left-
hand side can again be estimated by the geometric avera
the homoatomic potentials~with partial compensation for the
error!.
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This argumentation clearly does not guarantee final s
cess in applying Eqs.~5! and ~6! but provides the stimulus
for a numerical analysis.

Numerical calculations of homoatomic and heteroatom
interaction potentials were made using an analytic appro
mation of the Hartree–Fock electron distributions for neut
atoms taken from Ref. 5, which gives a compact compu
program. The criterion used to assess the accuracy of
combination formulas~5! and~6! was to compare the result
of calculations using these and those of direct calculation
heteroatomic interaction potentials using formulas~1!–~4!.

The most critical case for such a comparison is t
where there is a large difference between the atomic num
of the interacting particles, therefore a Kr–C pair was co
sidered as the first representative example. Figures 1a an
show results of calculations of the various contributions
the interaction potential~without the termUe

(1)(R) taken into
account exactly!. The solid curves give the combination rule
and the crosses give the accurate calculations. For co
nience, all the terms of the interaction potentials are take
terms of the modulus. Figures 2a, 2b, and 2c give the res

FIG. 1. Separate contributions to the interaction potential of Kr–C as fu
tions of the internuclear distanceR. Curves1 and3 were obtained using the
combining formulas and correspond to2Ue

(2)(R), Ukin(R) for casea and
2Uex(R), 2Ucor(R) for caseb. Curves2 and4, in the same order, give the
exact calculations using formulas~1!–~4!. All the values are given in atomic
units.
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ant dependences of the interaction potentials and the inte
tion forces for the combinations Kr–C, Kr–Ar, and Cu–S
The regions of repulsive interaction are shown. The regi
of attraction are given separately in Figs. 3a, 3b, and 3c.
figures show extremely good agreement between the po
tial curves and the force curves obtained using formulas~5!
and ~6!, and by direct integration using formulas~1!–~4!
over the entire range ofR values, even giving the correc
position and depth of the minimum. The difference co

FIG. 2. Resultant potential, curves~1, 2! and force~3, 4! curves for Kr–C
~a!, Kr–Ar ~b!, and Cu–Si~c! for repulsion:1, 3 — combining rules,2, 4 —
exact calculations. For convenience all the forces have their signs cha
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pared with the accurately calculated potentials does not g
erally exceed 10%, i.e., is comparable with the initial acc
racy of the electron gas model. Although the approximat
used for the electron densities is not the most accurate no
days, the results suggest that the combination formulas~5!
and ~6! should still hold when other atomic approximation
are used. A more detailed comparison between the curve
Fig. 1 and Figs. 2 and 3a for Kr–C also indicates additio
compensation for the errors from summation of the contri
tions of different sign to the interaction potentials~compare

ed.

FIG. 3. As Fig. 2 for regions of attraction. All the forces also have th
signs changed.
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These results are also typical of all the other calcula
heteroatomic combinations with atomic numbersZ1,2<36. It
can therefore be concluded that it is promising to use
proposed combination formulas to calculate interatomic
teraction potentials and forces.
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Vortex optical Magnus effect in multimode fibers

V. V. Butkovskaya, A. V. Volyar, and T. A. Fadeeva

Simferopol State University
~Submitted December 16, 1996!
Pis’ma Zh. Tekh. Fiz.23, 76–81~August 26, 1997!

A theoretical and experimental analysis is made of the optical Magnus effect in multimode
optical fibers excited by a laser beam whose wavefront has a pure screw dislocation and carries the
topological charge6 l , wherel is the azimuthal quantum number. It is found that the
angular rotation of the plane of propagation of a local wave depends on the magnitude and sign
of the topological charge and changes qualitatively when the circulation of the polarization
is reversed. The phase mechanism is attributed to spin-orbit interaction in the photon ensemble. It
is demonstrated experimentally that the optical Magnus effect in a few-mode fiber for the
CP11 mode at the beat length is observed as a rotation of the axis of the pure edge dislocation field
through an angle proportional to the beat length. ©1997 American Institute of Physics.
@S1063-7850~97!03108-X#

The propagation of a polarized meridional local planefile, having diameterD50.5 mm, lengthl 57 cm, and nu-
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wave through a multimode fiber is associated with rotation
the plane of propagation of the wave about the axis of sy
metry of the fiber. In optical fibers with a parabolic refracti
index profile, which conserve the polarization state of
wave, the plane of propagation of the wave undergoes a
cular rotation, which has been described as the optical M
nus effect.1 Optical fibers with a stepped refractive inde
profile do not conserve the polarization state of the wave
thus the plane of propagation of a local wave oscillates ab
some arbitrary equilibrium state.2,3

It is known that the optical vortices of an electroma
netic wave carry an angular momentum additional to
wave spin.4 It is expected that the specific rotation of th
plane of polarization of the wave carrying the topologic
charge will respond to the magnitude and sign of the to
logical chargel of the vortex of the exciting beam. Here w
report an experimental investigation of the rotation of t
wave caustic in a multimode optical fiber as a function of
magnitude and sign of the topological chargel and we also
study the characteristic features of the optical Magnus ef
in few-mode graded-index fibers.

1. An experimental investigation was made of the s
cific rotation¸ of the wave caustic formed at the exit end
a multimode fiber as a function of the magnitude and sign
the topological chargel of a pure screw dislocation of th
exciting-beam wavefront. The experimental apparatus u
in Ref. 2 was used as the basis for this study. Linearly
larized laser radiation was passed through a optical polar
tion modulator, after which the polarization state varied fro
linearly polarized to right circularly polarized at frequenci
between 0.1 and 10 Hz. The modulated laser beam was
cident on a phase transparency with a computer-gener
hologram of a screw wavefront dislocation, having the top
logical chargel . The computer-generated holograms we
created by the technique described in Ref. 5. After the ho
gram, the light was focused onto the entry end of the fiber
a 203 microscope objective such that predominantly meri
onal rays propagated in the fiber. The sample used wa
straight multimode fiber with a stepped refractive index p
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merical apertureA50.65. The near-field pattern of the ex
end of the fiber was projected into the plane of the screen
an f 53 cm short-focus lens. The meridional excitation
the fiber was tuned using the pattern of the wave caus
The angular displacement¸ of an arbitrary wave caustic wa
measured for two successive polarization states of the l
after the modulator. For givenl the angular displacemenţ
was then averaged for different meridional caustics.

The results of the measurements are plotted in Fig. 1
a family of curves giving the specific angular displacemen¸
as a function of the magnitude and sign of the topologi
chargel of an optical vortex of the exciting laser beam.

For the same directions ofs andl , the angular displace
ment¸ increases with increasing modulusu l u of the topologi-
cal charge, whereas for opposite directions ofs and l , the
angular displacemenţ decreases monotonically with in
creasingu l u.

A simultaneous reversal of the signs ofs andl does not
alter the nature of the curvȩ( l ) and merely corresponds t
an angular rotation of̧ ( l ) about the origin. The angula
displacemenţ for a Gaussian beam carrying no optical vo
tex (l 50) is typically less than that for the topologica
chargeu l u51.

The behavior of the angular displacement¸ of the caus-
tics in a multimode fiber as a function of the topologic
charge of the exciting optical field is treated physically
terms of the vector nature of the spins and orbital angular
momentuml of the optical vortex. The field propagating i
the fiber carries thez component of the total angular mome
tum, which is defined4 per photon asLz5( l s)/v ~here
s561 is the spin number!. As the topological charge in
creases, the intrinsic angular momentum of the photon o
ously increases. This angular momentum is added to the
angular momentum with allowance for the sign of the circ
lation of the electric vector and causes additional twisting
the caustics. This explains the different branches of
curves in Fig. 1 for the different signs ofl ands. We did not
obtain a linear relation between the angular rotations¸ and
the azimuthal numberl . This is evidently because of th

6490649-02$10.00 © 1997 American Institute of Physics
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nonuniform distribution of the angular momentum over the
fiber cross section,4 since the field in the fiber cannot be
represented as a paraxial beam and a cross term appear
the description of the angular momentum of the field.

2. An experimental investigation was made of the optica
Magnus effect in a few-mode fiber excited by a smooth
Gaussian beam. We selected a stepped-index fiber havin
core diameterD53.5 mm, which supported the HE11,
HE21, TE01 and TM01 modes. The maximum measured bea
length was 3.8 m. The fiber was excited by radiation whic
had been passed through a phase mask with the profile of t
LP11 mode to suppress the excitation of the HE11 mode as far
as possible. The fiber was broken off 2 cm at a time until th
pattern of the radiation field reproduced the field of the LP11

mode turned through an angle of 38°~Fig. 2a!. Then the
polarization state was changed to left circularly polarized b
means of an electrooptic modulator. As a result, the radiatio
field pattern of the mode was rotated through242° ~Fig.
2b!. In a few-mode fiber excited by a smooth wave, pure
edge and pure screw disclinations of the vector field are s
perposed to form optical vortices. It can be shown that th
field of a pure edge dislocation of the circularly polarized
CP11 mode at the beat lengthDbz05mp ~where
Db52db1/2, db1 is the polarization correction to the HE11

mode! has the form:

FIG. 1. Angular displacemenţ versus topological chargel of vortex (s is
the spin number andl is the azimuthal quantum number of the vortex!.
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szi D .

Here the ‘‘1’’ and ‘‘-’’ signs correspond to excitation of the
fiber by right and left circularly polarized light, respectivel
Reversal of the direction of circulation of the circular pola
ization rotates the axis of the pure edge dislocation thro
the angleDf52dbz0. These results show that the optic
Magnus effect in a fiber is determined by the polarizati
correction to the HE21 mode.

This work was partially supported by the Internation
Soros Program for the Support of Education in the Ex
Sciences~ISSEP!, Grant N PSU062108.
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Translated by R. M. Durham

FIG. 2. Photographs of the radiation field of the circularly polarized C11

mode at half the beat length: a — excited by right circularly polarized light
b — excited by left circularly polarized light.
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Parametric regeneration of spin oscillations of a thin-film ferromagnetic cavity

re
by microwave pumping
B. A. Kalinikos, N. G. Kovshikov, and E. A. Ospanov

St. Petersburg State Electrical Engineering University
~Submitted May 15, 1997!
Pis’ma Zh. Tekh. Fiz.23, 82–87~August 26, 1997!

An experimental investigation is made of the regeneration of spin oscillation losses in a thin-film
ferromagnetic cavity by parametric pumping. It is observed that effective regeneration only
takes place in narrow frequency intervals in zones of strong dispersion near dipole gaps in the spin
wave spectrum of thin films with bounded mobility of the surface spins. It is shown that
microwave parametric pumping can substantially improve the Q factor of dipole-exchange spin
oscillations of the thin-film cavity. ©1997 American Institute of Physics.
@S1063-7850~97!03208-4#

The use of a four-wave process to amplify traveling spin50 mm wide and 4 mm long, and a strip supply line we
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waves in yttrium iron garnet thin films was recently report
for the first time.1 The authors observed the amplification
a weak~signal! spin wave by a traveling pump spin wave
finite amplitude. The signal and pump waves had sim
frequencies and propagated in the same direction. The ca
frequencies of the waves were selected to be in the str
dispersion region near one of the dipole ‘‘gaps’’ in the sp
wave spectrum. The theoretical model proposed in Re
shows that the four-wave parametric process leading to
amplification of traveling spin waves can also be used
regenerate standing spin waves. In other words, four-w
parametric mixing can be used to regenerate the natura
cillation losses of thin-film ferromagnetic cavities.

The aim of the present study was to make an experim
tal investigation of the regeneration of the natural oscillat
losses of a thin-film ferromagnetic cavity by microwa
parametric pumping. As in Ref. 1, the signal and pump h
similar frequencies, situated in zones of strong spin-w
dispersion.

The cavity was fabricated of high-Q single-crystal y
trium iron garnet film~half-width of ferromagnetic resonanc
curve DH50.6 Oe! of thicknessL59 mm, grown on a
@111#-oriented gadolinium gallium garnet substrate. The fi
used for the experiments had pinned surface spins. It
previously shown theoretically and experimentally2,3 that the
spin wave spectrum of these films has zones of strong
persion. These zones showed up experimentally as ‘‘di
on the amplitude-frequency transmission characteristic of
microwave signal.

The planar dimensions of the thin-film cavity were s
lected as 4312 mm to obtain a multiresonance spectrum
spin oscillations. The smaller dimension ensured that sta
ing spin waves — spin oscillations — were formed wi
closely spaced resonant frequencies. Some of the reso
frequencies of these oscillations fell within the zones
strong dispersion. The larger dimension of the thin-film ca
ity had almost no influence on the formation of the spectr
of natural oscillation frequencies since its value was gre
than the mean free path of the spin wave.

The prototype used for the investigations consisted o
Polikor plate on which a microstrip spin-wave anten

651 Tech. Phys. Lett. 23 (8), August 1997 1063-7850/97/0
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formed by photolithography. The thin-film sample wa
placed on top of the antenna, with the longitudinal axes
the sample and the antenna coinciding. The sample was
formly magnetized perpendicular to its surface.

Spin-wave oscillations were excited by a microwave s
nal supplied to the prototype antenna from an oscillator vi
directional coupler. The pump signal was supplied to
same antenna from a similar oscillator via a microwave a
plifier. The measurements were made using a reflection
tem, recording the reflected signal with a spectrum analy

The experiment consisted of two stages. At the fi
stage, the spectrum of natural oscillations of the cavity w
studied. The results of measurements of the spectra
shown in Fig. 1b. For clarity the experimental data a
shown against the theoretically calculated spectrum
dipole-exchange spin wavesA ~Fig. 1a!. The calculations
were made using the following parameters of the experim
tal sample: thicknessL59 mm, saturation magnetization
M051750 Oe, inhomogeneous exchange interaction c
stanta53.1310212 cm2, and pinned surface spin state. Th
calculated spectrum typically exhibits zones of ‘‘repulsion
of the dispersion curves. These repulsion zones — dip
gaps — are formed near points of degeneracy of the fun
mental mode with higher-order modes having odd indicesn.
This aspect has already been discussed in some deta
Refs. 2–4.

The experimental curve in Fig. 1b gives the relative a
plitude of the resonant oscillations as a function of fr
quency. It can be seen from a comparison of Figs. 1a and
that the resonances corresponding to the weak-disper
parts of the spectrum have a higher intensity than those
responding to the strong-dispersion parts.

The aim of the second stage of the experiment was
study the regeneration of the resonant oscillation losse
the cavity, and was carried out as follows. The behavior
the spin system of the sample was first studied under
application of only one harmonic signal — the pump sign
— while the power and tuning of the carrier signal we
varied. In the course of these measurements we reco
modulation instability of various natural cavity oscillation
situated in zones of strong dispersion.1! In particular, a

6510651-03$10.00 © 1997 American Institute of Physics
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FIG. 1. Theoretical spectrum of spin waves~a! and experi-
mental frequency dependence of the reflection coeffici
~b! for the yttrium iron garnet film under study. The dashe
line gives the resonant frequency of the dipole-exchan
spin oscillation used for parametric regeneration.
modulation instability thresholdPth57.71 mW was obtained
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for the resonant oscillation atf s52999 MHz, which was
subsequently selected as the working oscillation. Then
applying two frequencies simultaneously — the signal a
the pump — we studied the change in the Q factor of
natural oscillation mode when the pump power was lowe
below the modulation instability threshold. The selected s
nal frequencyf s was kept constant~resonant for one of the
oscillation modes! and the pump frequencyf p was tuned
over a wide range. We stress that all the resonances w
pumped parametrically during the experiment, but effect
regeneration of the losses was only observed at the pea
the low-intensity oscillations whose frequencies were loca
near the dipole gaps in the spin wave spectrum. In ot
words, it was observed that only those oscillation mod
formed by strong-dispersion spin waves were effectively
generated.

Measurements of the profile of the resonant peak w
the initial frequencyf s 5 2999 MHz on application of a
pump wave at the frequencyf p53005 MHz are plotted in
Fig. 2. When the signal level was maintained atPs52.1 mW
y
d
e
d
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e
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h

threshold, compensation of the losses was observed in
form of a decrease in the width of the peak. A nonlinear sh
of the frequencyf s was also observed. The maximum rege
eration effect was observed when the spacing between
pump and signal frequencies wasf p2 f s53.5 MHz.

Figure 3 gives the loaded Q factor as a function of t
pump wave powerPp . The Q factor was determined by th
usual expressionQ5 f s /D f , where f s is the resonant fre-
quency andD f is the width of the resonant peak at ha
power. It can be seen that doubling the pump power
creases the Q factor approximately seven times. The m
mum Q factor wasQmax515 000. As the pump power in
creased, no transition from regeneration to lasing w
observed. The absence of lasing can be ascribed first to
fairly strong coupling between the cavity and the exter
circuit and second to the instability established above
thresholdPth .

To conclude, a thin-film cavity of dipole-exchange sp
waves has been investigated experimentally under condit
of parametric pumping at a frequency very close to the sig
or-
cil-
FIG. 2. Change in the profile of the resonant peak c
responding to the parametrically regenerated spin os
lation with increasing pump powerPp : a — 3.7 mW,
b — 5.05 mW, c — 7.56 mW, and d — 7.66 mW.
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frequency. It has been shown that the losses can be reg
ated and the Q factor of the spin oscillations improved s
stantially by means of the pump signal.
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FIG. 3. Q factor of dipole-exchange spin oscillation as a function of pu
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1!A detailed discussion of the pattern of this modulation instability is outs
the scope of the present study.
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Characteristic features of low-temperature gas-discharge plasma flows

-

A. P. Bedin

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted April 25, 1997!
Pis’ma Zh. Tekh. Fiz.23, 88–93~August 26, 1997!

An investigation is made of the nature of gasdynamic anomalies accompanying the motion of
shock waves and objects in a low-temperature nonequilibrium plasma. It is shown that
these anomalies are caused by characteristic features of sound propagation in the plasma. ©1997
American Institute of Physics.@S1063-7850~97!03308-9#

Recent investigations have revealed various characteris-splitting of the shock wave into two~a precursor and a re
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tic features in the flows of a low-temperature plasma co
pared with flows of heated and cold air. These features
clude an extension of the velocity range where subsonic fl
takes place around objects in the plasma,1 increased separa
tion of the shock wave head from objects travelling in t
plasma,1 reduced intensity, increased propagation veloc
and changes in the structure of shock waves,2–8 changes in
the resistance of objects,9,10 and so forth.

In our opinion, most of these characteristics are attrib
able to changes in the velocity of sound and its dispers
caused by relaxation processes which take place whe
sound wave propagates in the plasma.

In order to determine the velocity of sound in a plasm
we analyze dependences of the drag coefficientCx as a func-
tion of its velocityV in cold air (Tc5290 K! and heated air
(Th51200 K!, and also in a plasma (Tp51200 K,Te 5 4–6
eV! plotted in Fig. 1a. Here and subsequently, the subscr
c, h, and p refer to cold and hot air, and to the plasm
respectively. All the curves are plotted at pressureP515
Torr and sphere diameterd515 mm. Curves1 and 2 were
plotted using our results and data from Ref. 11 and curv3
was plotted using our data.10 The adiabatic exponent wa
taken asgh5gc51.4.

On comparing theV shift of the curvesCx5Cx(V) and
knowing that the shift in cold and hot air is caused by
difference between the velocities of sound, it is easy to c
clude that the velocity of sound,ap , in a plasma differs from
that in cold and heated air (ac andah), whereac,ah,ap .
Then, assuming thatMc5Mh5M p : Cxc'Cxh'Cxp , the
velocity of sound in the plasma can be estimated. Accord
to the estimatesap'1.45ah (Tp5Th51200 K, Te54–6
eV!. Similar estimates made in Ref. 1 using the separatio
the shock wave head from a sphere yieldedap'1.5ah

(Tp5Th51400 K, Te 51–2 eV!. From this it can be seen
that in the rangeTe 5 1–6 eV the velocity of sound in an a
plasma is almost independent ofTe and may be taken a
ap51.48ah529.7AT. This means that the results of me
surements of the coefficientCx of a sphere in a plasma ca
be plotted as a function of theM number~see Fig. 1b, which
gives the curvesCx5Cx(M ) in cold and hot air for
Reh5Rec51.23103M and gh5gc51.4). It can be seen
from an analysis of the figure that for numbersM.0.8 the
coefficientCx in the plasma is several times greater than
air. This may be caused by a decrease in the adiabatic e
nent, a slight increase in the plasma viscosity, and also
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sidual shock wave!. Assuming that heated air in equilibrium
at T51200 K, gh'1.3, it can be taken thatgp51.25. To-
gether with the previously determined velocity of sound in
plasma, this exponent can be used to calculate the r
C̄x5Cx / P̄08 in a plasma (P̄0852P08/rV2 is the relative stag-
nation pressure behind the shock wave! and in air. The re-
sults are plotted in Fig. 2b, which also gives the values
C̄x5Cx / P̄08 for a sphere in different gases for Re;106 plot-
ted using data from Ref. 12. It can be seen that the adiab
exponent negligibly influencesCx / P̄08 ~in a plasma this is
observed forM.0.8). According to Ref. 12,Cx / P̄08 is self-
similar in terms ofg for any objects and any numbersM .
Assuming that this property is also conserved for a plas
and not only in the rangeM 5 0.8–1.2 but also forM.1.2,
the coefficientCxp and the drag forceXp of the objects can
be estimated from their well-known drag coefficientCxc in
air, using the conversion:

Cxp5CxcP0p8 / P̄0c8 ,

Xp5CxcrpV2P̄0p8 /2P̄0c8 .

For a sphere withV.ap we haveXp'XcTc /Tp . In our
caseXp'0.25Xc is obtained.

For numbersM,0.7 the drag coefficient of a sphere in
plasma, judging by the data plotted in Fig. 1b, is reduc
;2.5 times compared with that in air. This reduction is po
sibly caused by a transition through the thermal velocity
sound at . A similar decrease in the coefficientCx for a
sphere in an argon plasma~approximately half that for ar-
gon! was identified forM numbers close to 0 in Ref. 9. Thus
for M,0.7 the drag force of a sphere in an air plasma
Xp'0.1Xc .

The similarity between the curvesCxp /P0p8 5 f (M p)
and Cxc /P0p8 5 f (Mc) for M.0.8 and also between
Dp5D̄p(M p) andD̄5D̄c(Mc), whereD̄ is the relative sepa-
ration of the shock wave head from the sphere, indicates
the stagnation pressure beyond the shock waves and the
sure distribution over an object in a plasma and in air
similar for M p5Mc.1. This means that the aerodynam
characteristics and loads on objects passing through a pla
can be estimated for givenM p andgp using the usual meth
ods.

A characteristic feature of the propagation of sho
waves in a discharge plasma is that they are accelerate

6540654-03$10.00 © 1997 American Institute of Physics
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entering the discharge zone. It was shown in Ref. 4 by me
of calculations that the acceleration of shock waves in
plasma is only caused by thermal effects. This conclusio
supported by experimental data,2,4–6,8,13,14as is readily estab
lished by using the quantities measured in these studie

construct the ratio V̄p /AT̄p, where V̄p5Vp /Vc and
T̄p5Tp /Tc . In air and argon plasmas and in heated air t
ratio is close to 1, which can only occur if the shock wa
propagation velocities in the plasma and in heated air are
same and obey the same law:15

FIG. 1. Drag coefficient of a sphere as a function of velocity~a! and M

number~b!. Cx : 1 — cold air, 2 — heated air,3 — plasma;C̄x : 4 —
plasma,5 — air, Re 51.23103M , 6 — air, 7 — CO2, 8 — Ar, and
9 — Freon-12 for Re;106 ~Ref. 12!.

FIG. 2. Relative pressure behind shock wave as a function ofMc number.
Calculations:1 — P08/P1, 2 — P2 /P1, 3 — P3 /P1; Experiment:4 — Refs.
5 and 6,5 — Ref. 6.
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whereE is the shock wave energy,r1 is the density of the
unperturbed medium,r is the coordinate,n51.5, 1, and 0.5,
andb 5 0.4, 0.5, and 2/3, respectively, for spherical, cyli
drical, and plane waves. Thus, in a plasma having the s
composition as cold air we have:

Vp5Vh5VcATp /Tc; M p50.675Mc50.675Mh .

This means that formulas for a normal shock can be u
to calculate the ratios of the pressures behind the shock w
P2p /P2c , the initial pressuresP0p8 /P0c8 , and the pressure
behind the reflected waveP3p /P3c in a plasma~precursor!
and in cold air. For the calculations the parameters of
incident shock wave were assumed to be the same and
taken asgp51.25,g51.4. The results are plotted in Fig. 2
which shows that the pressure behind the shock wave~static
and initial! in a plasma is 40–50% of that in cold air. Th
result is supported by the experimental data5,6,8 ~see Fig. 2!.

In relaxing media the velocity of sound depends on
frequencyv, varying gradually asv51/t, wheret is the
relaxation time.16 At low frequencies this velocity is the
same as the usual adiabatic velocity of soundah , whereas at
high frequencies, it is the same as the frozen or plasma
locity ap . Since the shock wave propagation velocity in
medium is proportional to the velocity of sound, the sho
wave on entering the discharge zone should split into t
waves — a high-frequency or plasma wave with the prop
gation velocity Vp;ap , and a low-frequency or residua
wave withV0;a0, giving Vp /V05ap /a051.48. According
to experimental data5,6 Vp /V051.39 for an incident wave
velocity V5500 m/s andVp /V0 51.43–1.6 forV51500
m/s. These results for an incident shock wave (V51500 m/s!
entering a cold plasma (Tp5350 K! were used to calculate
the ratios of the static and stagnation pressure behind
residual wave and the precursor, which were 1.5 and 2,
spectively. However, the ratio of the pressures behind
residual wave and the precursor measured with an end pi
electric transducer6 was 2.5.
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