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Growth of InAs photodiode structures from metalorganic compounds

S. S. Kizhaev, M. P. Mikhailova, C. C. Molchanov, N. D. Stoyanov,
and Yu. P. Yakovlev
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InAs layers were grown op-InAs substrates by epitaxy from metalorganic compounds.
Photodiodes were fabricated using {ten junctions obtained. The current—voltage,
capacitance—voltage, and spectral characteristics of the photodiode structures were investigated.
© 1998 American Institute of Physids$1063-785(18)00104-9

Indium arsenide is of interest as a material for infraredthe present Letter we report the results of investigations of
optoelectronic devices. Photodiodes, light-emitting diodesinAs layers obtained on InAs substrates by epitaxy from
and lasers operating in the 2-+t6m range, which is impor- MOC as well as the results of measurements of the electric
tant for gas analysis and environmental monitoring, can band photoelectric properties of the structures obtained.
produced from InAs in combination with multicomponent The InAs layers were grown by epitaxy from MOC in a
solid solutions(InAsSb, InAsSbP, and othérs ™ The mate-  planar reactor 30 cm in diameter at atmospheric pressure.
rials were grown mainly by liquid-phase epitatyPE), but  The substrate holder was heated with a three-zone resistance
also by epitaxy from metalorganic compour{t#0C).*°In heater, separated from the interior volume of the chamber by
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I FIG. 1. a — Capacitance versus reverse bias for InAs pho-
or,s todiode structure No. 96 a&t=77 K; b — current—voltage
characteristics of InAs photodiode structures Nos. 95 and 96
at T=77 K (curvesl and 2, respectively and T=300 K
(curves3 and4).
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a quartz cap. The vapor-gas mixture was fed from the pe 1600 ; ; !
riphery of the cap to the center. The substrates rotated abo__g 1600 :
the central axis. ArsinéAsH;) diluted to 20% in hydrogen 5 1400 / %F

and trimethyl indium(TMI) served as sources of arsenic and€ . y:

indium, respectively. The temperature of the evaporator witl s \

TMI was +18 °C. To avoid parasitic reactions, the As&hd 1000 \,‘

TMI were fed into the reactor through separate channels ang 800 [ \2(

mixing occurred in the reactor chamber. In all experimentsg 6w .
an additional hydrogen flowB0 liters/mir) from the top zone 400 / f \

of the chamber in a direction perpendicular to the substrate 200 o~ / k \

was used to decrease parasitic deposition on the chamb V4 \ '\

walls. Zinc-dopedp-InAs (100) substrategcarrier density 0 ST

p=1x10' cm 3 at T=300 K andp=6x10®° cm 3 at 08 13 12 23 28 33 38 43

T=77 K) were used in all experiments. Before each proces: 20 §
the substrates were washed in carbon tetrachloride and is { f '
propyl alcohol, etchedt washed in distilled water, dried, and i
immediately loaded into the reaction chamber. The experi
ments were performed in the temperature range 450—600 °( |
The AsH; flows were varied in the interval 10—125 ml/min,
while the hydrogen flows through the evaporator with TMI
were varied in the interval 200—400 ml/min. The molar ratio
AsH3/TMI ranged from 2.5 to 50. TMI was fed into the
reactor 2 min after the Asjiflow was turn on.

At substrate temperatures below 500 °C the surface ¢
the layers appeared porous, probably because of weak d
composition of arsine at low temperatures. The layers grow
at temperatures close to 600 °C were shiny. The layers gre: 20 e o ,
at an average rate of less than @.B/h. K. b4 i

Hall coefficient measurements showadype conduc- o k=t , b N '
tion. Thep-n structures grown were used to produce photo- 13 18 23 ' 28 33
diodes. The photosensitive structures in the form of mesa- Wavelength, um
diodes with an layer were prepared by conventional Fig, 2. a — Photosensitivity spectra of an InAs photodidtle. 95 at
photolithography. The diameter of the sensitive area wag=77 K (curvel) andT=300 K (curve2). b — Photosensitivity spectrum
equal to 600-80Qum. The current—voltage, capacitance— of the ph_otodiode structure No. 95 with zero bi@sirve 1) and with a
voltage, and spectral characteristics of the photodiode strucS e'se bias of 600 m\eurve 2). Inset: Photocurrent versus reverse bias

X . under illumination withx = 1.5 um monochromatic light.
tures at temperatures 77 and 300 K were investigated. Ca-
pacitance was measured by the standard bridge method at 1
MHz. The photoresponse spectra were measured with R,=30-55 Q) (300 K), depending on the growth regimes.
SPM-2 monochromator with a LiF prism and a globar as theThe reverse current at low temperatures in the region up to
radiation source. 500 mV was determined by generation and recombination in

The voltage dependence of the capacitance correspondége space-charge layér
to the law 1€~V (Fig. 18 and attested to the presence of B
a sharpp—n junction. The capacitance was much lower than lg-r=aMWA 7, @
that in ordinary InAs photodiodes prepared by LPE and fellwhere q is the electron chargeA is the area of the—-n
within the interval 100—200 pF with zero bias for diodes 1junction,n; is the intrinsic charge-carrier density, ang; is
mm in diameter. These data were used to estimate the chargfee effective lifetime. The value obtained=6x10° s
carrier density in the layer, #0cm 2 at T=77 K, and the agrees well with the radiative recombination time in
width of the space charge regionx20 ® cm (V=0). The  p-InAs.!?
experimental structure was close tg-ai—n photodiode and Figure 2a shows the photosensitivity spectra of the InAs
should possess a fast responsel ns, determined by the photodiode structure at two temperatures. An estimate of the
product RC, whereR is the series resistance of thpen  band gap according to the half-maximum of the sensivity
junction. gives hv=0.423 eV (Q1,=2.93 um) at 77 K andhv

Figure 1b displays the current—voltage characteristics for=0.360 eV { 1,=3.43 um) at 300 K. High power—voltage
two photodiode$Nos. 95 and 96atT=77 KandT=300 K.  sensitivities, reaching 20 kV/W, were obtained at 77 K. As
At voltages up to 100 mVT=77 K) the reverse currents the temperature increased to room temperature, the photo-
were equal to several nanoamperes. The voltage intercept @ensitivity decreased in inverse proportionRg It was ob-
the abscissa for the forward branch was equa¥t00.3 V.  served that the photoresponse increased rapidly with the ap-
The differential resistance in the experimental diodes withplication of a reverse voltage in the interval from 300 to 800
zero bias fell within the rangR,=100-700 K (77 K) and mV (inset in Fig. 2b and illumination with strongly ab-
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sorbed light § =1.5 um). At the same time the photocurrent but also to develop the foundation for growing ternary and

gain reached 35-40. This effect is most likely due to ava-quaternary compounds based on indium arsenide.

lanche multiplication of holes from the layer in the strong We thank M. N. Mizerov and B. V. Pushnfor support-

field of the space charge region. As shown in Ref. 12, théng this work and also A. S. Usikov for helpful suggestions.

electric field for initiating impact ionization in InAs for holes

from the spin-orbit split band is low and equdis=4x 10*

Viem. 1T. N. Danilova, O. G. Ershov, A. N. Imenkov, M. V. Stepanov, V. V.
We also calculated the thermal noise in the experimental shersnev, and Yu. P. Yakovlev, Fiz. Tekh. Poluprovcai.1244(1996

InAs photodiodesif=4kTAf/R;) and estimated the detec- _[Semiconductor80, 656 (1996].

.. . 2 . .
tivity at the Wavelength of the maximum of the spectrum gi;((g;% G. W. Turner, and S. J. Eglash, IEEE Photonics Technol. Lett.

according to the well-known formutd 3M. P. Mikhailova, S. V. Slobodchikov, N. D. Stoyanov, N. M. Stus’, and
* 12 \a—1\ — A1/2 Yu. P. Yakovlev, Pis'ma zZh. Tekh. Fi22(8), 63 (1996) [Tech. Phys.
D*(em-Hz"*-W™%) = A¥/NEP, 2 Lett. 22, 672(1996].

; ; BR, 1/2\ 4B. Baliga and K. Ghandhi, J. Electrochem. St21, 1642(1974.
whereA is the area of the photodiode and NER/Hz ) is . °T. Fukui and Y. Horikoshi, Jpn. J. Appl. Phyk8, 2157(1979.
the noise-equivalent power. Estimating the quantum effi-eq i and Y. Horikoshi, Jpn. J. Appl. Physs, L551 (1980).

ciency of the photodiode ag=0.7, taking into account the 7T, Fukui and Y. Horikoshi, Jpn. J. Appl. Phy20, 587 (1981).
reflection coefficient of the surface, we obtained the photo-ag- K. Eg};wziggy(lzé ;V Martin, N. J. Mason, and P. J. Walker, J. Cryst.
. - rowt f .
ZenSItI.VI.tyS_ 16dAf\/W at*7_7 Kzandoil.l.42 AW ?}23005 The °R. M. Biefeld, K. C. Baucom, and S. R. Kurtz, J. Cryst. Grow8v, 231
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diodes(see Ref. 1% Etchlng of Se_mlconductqu/llr, Moscow, 1965. _
: . 12M. Levinshtein, S. Rumyantsev and M. SHids], Handbook Series on
In summary, samples of photosensitivénAs layers on Semiconductor Parametetd/orld Scientific Publish. Co. Pte. Ltd, Vol. 1.
bulk p-InAs substrates were prepared by epitaxy from MOC.!3S. SzePhysics of Semiconductor Devicasiley, N. Y.; Mir, Moscow,

It was shown that this technology holds promise for produc-,1984 _
Infrared DetectorsEG & G Optoelectronic JUDSON, 1995, 53 pp.

ing high-efficiency photodiode structures. Further improve-
ment of the technology will make it possible not only to Translated by M. E. Alferieff

improve substantially the characteristics of InAs photodiode%dited by David L. Book
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The properties of epitaxial GaAs-baspt—n structures used as light-iom(particle) were

studied. A comparison is made with the latest published data on the possibilities of present-day
semi-insulating GaA$SI-GaAs. It is noted that the content of impurities and structural

defects forming deep levels in the band gap of the material is two orders of magnitude lower in
epitaxial layers. The deep levels determine the conditions of transport of nonequilibrium

carriers in the detector, allowing for trapping of the carriers, and they also determine the electric-
field profile. The charge-carrier lifetime was found to 200 ns. This is two orders of

magnitude longer than the values for SI-GaAs, in complete agreement with the lower content of
deep centers. It is shown how deep centers influence the field profile, forming a quite large
region of low field values. ©1998 American Institute of PhysidsS1063-785(08)00204-3

The first attempts to use epitaxial GaAs as nuclearpurity of 99.9999% were used directly as sources of gallium
radiation detectors were made back in the 19708he au- and arsenic. The perfection of the layers with respect to the
thors were attracted by the possibility that the detectors couldontent of DLs was monitored by capacitance methouksa-
operate at room temperature because the band gap is largirement of the capacitance—voltage characteristissvell
than in the traditional material Sand correspondingly the as DLTS spectra.
reverse currents and noise are lowéFhe higher stopping The first characteristic was seen in the dependence of the
power of GaAs is also a substantial advantage over Si. Ultiteciprocal of the capacitance versus the bias. Specifically,
mately, emphasis was placed on the spectrometry of charad/C was found to be a linear function, if instead of U is
teristic x-ray radiation(energy <100 ke\) in problems of used as the abscissa. A model for explaining this dependence

analyzing the composition of materiaisee, for example, In the case of SI-GaAs has recently been advanced in the
Ref. 3). literature? The model is based on the appearance of an im-

balance between the electron-capture—emission cross sec-
tions of the dominant level EL2 in fields 46 10° vicm.

However, in our case the fields were weaker. Moreover, two
3

Recently, great interest in semi-insulating Gaf&—
GaAs9 has appeared in high-energy physics. The problem i
to produce detectors with the maximum possible working i ith diff ) v densities MI0% cm
region, represented by the electric-field region of a reversezrefjt'gn;< iNOI;[s crrl1‘e3r3vnetrelmc?52:|{/ diesTisr:glejisshe din tﬁ:: con
biasedp™ —n structure. An obvious obstacle here is the high = . . . i

! P Het viod ! 9 ventional coordinates @/= f(y/U) (Fig. 1). For this reason,

degree of conductivity compensation in SI-GaAs. This is o . : ) .
we are inclined to interpret the observation of a linear varia-

due to a high density of impurities and intrinsic defects thattion 1/C=f(U) as an approximatiofin a comparatively nar-
form deep level$DLs) in the band gap of the material. The row voltage interval of the complicated capacitance varia-

deep levels participate both in the formation of the electric-,. . . L
. L . tion caused by a decrease of the impurity density into the
field region in the reverse-biased structure of the detector an%lume of the film

in the trapping of nonequilibrium current carriers. In this The construction of Fig. 1 revealed at the same time the
connection charge transfer in SI-GaAs detectors as well "’}'?re

h : bei died i sence of a depletion region at the coordinateU.=0,
the many DLs present in SI-GaAs are being studie 'men\'/vhereuC is the contact potential difference. The appearance

sively. In Ref. 4 seven levels at depths in the range 0.154¢ ¢\ ,ch a region is explained by the fact that the occupancy
0.81 eV were found. _ of levels below the Fermi levelHr) does not change even

It is of interest to obsery_e the manifegtation of DLS In ynder nonequilibrium conditior’ For this reason, the com-
GaAs detectors under conditions when their number is m“CBensation of, say, shallow donordlg) by deep acceptors

lower than in SI-GaAs. To this end, in the present work they ) persists over a distance

structures of the detectors were fabricated us#it00 xm

epitaxial-GaAs layers. Alpha particles were used as the .~ [(E-—E,)/(Np—Np),

radiation source. Deep-level-induced features of

nonequilibrium-carrier transport, the parameters of the deewhere E, is the position of an acceptor center. For the

centers(DC9 present in the material, and the capacitance osample in Fig. 1 we haver=11.8 um. We stress that the

the detector as a function of the reverse bias were analyzedata in Fig. 1 were obtained at temperature 78 K with probe
1. Layersn’-GaAs on an*-GaAs substrate were ob- signal frequencyf=100 kHz. However, virtually the same

tained in an open chloride systenGa and AsGJ with a  values ofw correspond to room temperature and frequency

1063-7850/98/24(4)/4/$15.00 250 © 1998 American Institute of Physics
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- 002 | s 7 FIG. 1. Reciprocal of the capacitance versus the
‘3_ M 7 blocking bias on @*—ny,—n* GaAs structure with an
- 0015 L ™~ _ epitaxial base layer. Measurement conditions: tem-
1O 2 perature 78 K; probe signal frequency 100 kHz. Im-
- i - 1 purity density in sectiond and 2 respectively: 1.1
0,010 |~~~ . X 10" and 2.3 10" cm 3.
0,005 ¢ =
0.000 : 1 " 1 N L L i
0 1 2 3 4
v +Vk)1/2, V2

f=1 kHz. This shows that levels located at depths of lesss observed in the first section, faW<22 um. This is fol-
than 0.45 eV participate in compensatioor=<£3x10 '*  lowed by a sectionlup to W<33 um) of slower, linear
cm 2 was taken for trapping cross sectjofihe position and  growth, which passes into the last section where saturation
density of the levels were determined directly by DLTS. Theoccurs. We recall that the signal amplitude is proportional to
spectra showed the presence of three DLs, exchanging méie nonequilibrium charge transported in the field region of
jority carriers with the conduction band. A hole-injection re- the detector. From this position, according to Fig. 2a, the
gime was used to investigate the bottom half of the bandsignal behavior can be explained as follows.
Three DLs exchanging holes with the valence band were also For R<W an a-particle track emerges outside the field
found here. The main DCs locatedEgt—0.81 eV and pos- region and transport of this terminal portion of the charge
sessing an electron trapping cross sectign=1x10"*  proceeds by hole diffusion to the boundary of the field. It is
cn? (EL2 in the conventional terminologywere present obvious that the comparatively slow diffusion is due to large
with density~5x 10" cm™3, i.e., very low compared with recombination losses of charge. The start of the second sec-
SI-GaAs. The density of centers locatedEat—0.48 eV  tion corresponds to the track being wholly contained in the
(0,=2.7x10" " cn?) and E,+0.52 eV (5,=2.4x10'®  region of the field. However, as the capacitance measure-
cm?) was also=<3x 10" cm 3. The content of shallower ments showed, the field region is divided into two zones with
centers was approximately an order of magnitude lowerdifferent field strengthsK). In addition, the extenfmea-
Therefore such centers will not determine the characteristicsured from the surface into the interior of the Igyand the
of the material. This latter conclusion agrees with the resulvalues ofF in the second zone are independent of the bias.
of the capacitance measurements presented above. Another characteristic feature of this zone is the low value of
Since EL2 is, according to the data of Ref, one of the F. However, as bias increases, the extent of and value of
DCs responsible for recombination, its comparatively lowin the first field zone increase. Thus, a dwindling portion of
content serves as a prerequisite for a high charge-carrier lifdhe track falls within the weak-field zone. Since the field
time. Correspondingly, nonequilibrium-charge transport inseparates the charge carriers in the track, preventing carrier

the detectors should occur with low trapping losses. recombination, the amplitude continues to grow, but the rate
2. The detector characteristics of the structures weref growth is different from that in the first section.
measured for=5.8 MeV « particles from Cri*%. The stan- Finally, when the track falls entirely within the strong-

dard arrangement was wused: charge preamplifier—field zone, i.e., W—w=W-11.8 um =21.6 um, the

amplifier—pulse-height analyzer. The transmission band oparticle-induced charge is transported quite completely. This

the amplifier was formed by ladder differentiation— corresponds to the signal saturation stage in Fig. 2a. In sum-

integration circuits with a time constant ofis. Figures 2a mary, the following appear successively in the three ob-

and 2b show, respectively, the variation of the normalizedserved sections: participation of diffusion in charge transport

signal amplitude and the line width as functions of the lengthand carrier separation and drift of carriers in weak and strong

W of the field region. Note that the particle range wasfields.

R=21.6 um, while W was varied by changing the voltage As far as the absolute value of the transported charge is

on the detector. Normalization was done with respect to theoncerned, calibration with a Si detector shows a defiaft

Si signal of a high-precision detector, taking account of thehe order of 1% for the plateairig. 23. This value in turn

ratio of the average electron—hole pair production energiesmakes it possible to estimate the carrier lifetiméom the
One can see from Fig. 2a that three sections appear well-known relation for dense tracks=10"°%/(F ), where

the increase of the amplitude. The steepest rise of the sign#lie value of the field is taken at the center of gravity of the
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carrier distribution in the track® For our case we obtain under strong-field conditions. At the same time, the losses
=200 ns. We note that in Ref. 4 the values ns were are more completely averaged and the nonuniformity factor
obtained for SI-GaAs. The latter should be attributed to they thereby increases. Then, moving leftward from the maxi-
two orders of magnitude higher content of EL2 centers inmum, the increase in loss&swill be counterbalanced by the
SI-GaAs. decrease in the factar. The latter circumstance flattens out
Figure 2b shows under the same conditions the variatiothe left-hand part of the graph. On the right-hand side of the
of the width & of the spectral line at half-maximum. It is graph the decrease in charge losses plays the main role,
known'! that & is determined as the product of the chargewhile the factory must be assumed to change very little.
deficit by the factory characterizing the nonuniformity of Conclusions The structures of ion detectors based on
the losses over the volume. One would think that as thepitaxial GaAs layers have been fabricated. The characteris-
charge losses decreagthe amplitude increasgsthe line  tics of the structures were compared with the case when SI—
width should decrease monotonically. However, two section§aAs, a semi-insulating material, is used as the initial mate-
can be distinguished in Fig. 2b: very weak growth up torial.
W=28 um followed by a sharp drop of and then a ten- It was established that the purity of epitaxial GaAs is
dency toward saturation. We note thatstarts to decrease much higher than that of SI-GaAs. We are referring to the
before absorption of the track by the strong-field zone. fact that the content of deep centers associated with impuri-
The observed behavior can be explained qualitatively byies and structural defects is two orders of magnitude lower.
the difference in the conditions of carrier spreading and ac- The comparatively low density of deep centers is mani-
cordingly averaging the fluctuations in the charge losses ovdested nonetheless in the formation of the field region in the
the volume of a track. Let us assume that the initial geometryeverse-biased structure, forming -a10 um weak-field
of the track has the the form of a thin filament. It is obviouszone.
that in the case when diffusion participates, as well as in  The carrier lifetime in ana-particle track in our case
weak fieldsF, before being sorbed on the electrodes of thewas =200 ns, which is two orders of magnitude longer than
detector the charge carriers spread over a larger volume tham the case of SI-GaAs. The lifetime completely corre-
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The recombination properties of silicon passivated with films of rare-earth oxides were
investigated. The films were obtained by thermal resistive sputtering of a rare-earth metal followed
by thermal oxidation of the obtained layer in air at 400 °C. It was established that the

effective nonequilibrium charge-carrier lifetime measured by photoconductivity relaxation is 2—3
times higher after deposition of the rare-earth oxide film. Surface recombination rates at the
silicon—rare-earth oxide interface were determined to be 290-730 cm/s for different rare-earth
oxides. The combination of high optical transmittance of the experimental materials and

low recombination losses in silicon coated with a rare-earth oxide film makes it possible to
recommend rare-earth oxide films as optical antireflection and passivating coatings for

silicon photoelectric devices. @998 American Institute of Physid$1063-785018)00304-§

Among materials showing promise as antireflection coatcon samples through a stencil by thermal sputtering in
ings for silicon photoelectric devices, rare-earth oxides ar&zacuum, were used as ohmic contacts. The ohmicity of the
noted for their high transmittance in the working region of contacts was determined from measurements of(lthear
the spectrum, chemical and thermal stability, and optimaloltage drop distribution along the sample.
refractive index for this application. Investigations have  The effective lifetimer was measured by the widely
showrt? that the spectral reflectance of a silicon surface camised method of photoconductivity relaxation with the sample
be decreased to 0.01-1.2% and the spectral value of tHBuminated with square light pulses. An AL-106A gallium
short-circuit photocurrent of a silicon photoelectric trans-phosphide light-emitting diode, to which square current
ducer can be increased by more than 50% by depositing opulses from a G6-26 generator were fed at a repetition fre-
the silicon surface a film consisting of an oxide of a rare-quency of 1 kHz, was used as the light source. The kinetics
earth element. An important requirement for optical coating®f the voltage drop on the sample was measured with a S1-
of semiconductor devices is that the interface with the semi112 oscillograph. The temperature dependences of the effec-
conductor must possess low recombination losses. Howevelive lifetime were measured in the temperature range 290—
the recombination characteristics of silicon coated with a#10 K in a 10 Torr vacuum.
rare-earth oxide film have still not been determined. In this It is well knowr? that the effective lifetime is determined
connection, in the present work we investigated the effectivédy the combined effect of recombination and trapping of
lifetime and surface recombination rate of nonequilibriumcarriers in the interior and on the surface of the semiconduc-
charge carriers in silicon wafers passivated with films oftor. The presence of traps for charge carriers can have a large
some rare-earth oxides. effect on the time constant of photoconductivity decay mea-

The experimental samples were cut from polished wasured by this method, as a result of which the value obtained
fers of KB--20 single-crysta(100 silicon and had charac-
teristic dimensions 185 0.34 mm. Prior to the preparation
of a rare-earth oxide film, the silicon wafers were subjected 40}
to chemical treatment for the purpose of removing the natu-
ral oxide. The treatment consisted of etching in a water so- 30
lution of hydrofluoric acid with the composition HF;B©
(1:10. In some cases, after this treatment the samples were
boiled in an ammonium hydroxide—hydrogen peroxide solu- 20
tion (APS) with the composition NjOH:H,0,:H,0 (1:1:3.

After each chemical treatment the samples were repeatedly
washed in twice-distilled water and dried on a filter. Cerium,
europium, dysprosium, samarium, yttrium, gadolinium, and

L]

ytterbium oxide films were prepared on both surfaces of the o
silicon wafer by thermal oxidation of a predeposited layer of 1g 1 . . 5 4
rare-earth metal in air at 400 °C for 30 min. The rare-earth 25 3.0 3.5 10Y/TK

metal film was .depo%lsted by therma.l sputtering from a mo_FIG. 1. Temperature dependence of the effective lifetime of nonequilibrium
lybdenum boat in a 10° Torr vacuum in a VUP-4 apparatus. charge carriers in silicon without a coatifiy and with a dysprosium oxide

Dysprosium and aluminum, successively deposited on silifim (2).
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1 -4 -1 TABLE Il. Effective lifetimes and surface recombination rates in silicon at
3 1078 400 K.
41 Film Form of silicon T, S,
material surface treatment uS cm/s
no film HF:H,O 18.5 920
10 CeO, HF:H,0 24 720
Dy,0; HF:H,0 + APS 50 340
Gd,04 HF:H,O 23 730
0 . . Gd,0, HF:H,0 + APS 54 330
50 100 174 con Yb,0; HF:H,O + APS 58 290
’ Y,05 HF:H,0 + APS 30 520

FIG. 2. Effective lifetime of nonequilibrium charge carriers in a silicon Y205 HF:H,0 54 310

wafer versus the wafer thickness.

for the carrier lifetime is higher than the real value. To The dependence of the effective ifetime on the thickness

. L . of the semiconductor sample was used to determine the vol-
clarify the role of trapping in the relaxation of photoconduc- P

- . me lifetime. Figure 2 shows the indicated dependence, ob-
tivity, the temperature dependence of the time constant ol# 9 P

hotoconductivity decav Kinetics. presented in Fia. 1 atained from measurements af for samples of different
P uctivity y KInetics, p n "g. L, W %hickness, prepared by etching silicon in SR-8 etchant con-

lifetime for samples without a rare earth oxide filourve1) E%isting of a 3:1 mixture of nitric and hydrofluoric acids. The
P . experimental values follow well a straight line in the coordi-

?:efgss;sdZ?:ee?nsezr;\égrelsn;f;vsemg 4§r2pir%tgri’ngggcteh%? t';r'?'ates 1f versus 1d. This result is evidence that the surface
. pera o ' b F8combination rate is constant for samples of different thick-
form is characteristic for a real silicon surfatthe descend-

: : . . . . ness. This was to be expected, considering that the surface
ng ;ecnon being d_eter_mlned by trapplng_and the aSCe.r.]d"ﬂ'{‘:ller:ltment conditions during sample preparation were the
section by regqmbmauon of charge carriers on the S'I'C(.)nsame. The estimated volume lifetime determined from the
surface. For silicon samples coated with a rare-earth oxid

film (curve 2, Fig. 1) 7 increases monotonically with tem- 8xperlmental dependencesg=250 s for all experimen-

K . A tal samples.
perature. This growth is due to surface recombination. These Table | shows the results of measurements of the room-

results attest to the fact that for high measurement temper ?émperature effective lifetime for silicon samples subjected

turesT=370 K attachment can be negle'cted' for all EXPEIl different chemical treatment before"b and after ¢
mental samples. In this case, the effective lifetime for thmdeposition of a rare-earth oxide film. As one can see from
samples with a comparatively low surface recombination ratel'able |, after the rare-earth oxide film is depositeds al-

can be expressed‘as ways higher, the greatest increase occurring for ammonium-
1 1 2S peroxide treated samples. Characteristically, annealing an
o= T—+ R uncoated sample in air at temperature 400 °C for 30 min

° does not change.
wherer, is the lifetime of nonequilibrium charge carriers in ~ The surface recombination rate was determined from
the volume of the semiconductad, is the thickness of the Mmeasurements of the effective lifetime at 400 K, since, as
semiconductor, an8 is the surface recombination rate. This Shown earlier, charge-carrier trapping can be neglected at

formula makes it possible to find the surface recombinatiofémperatures =370 K. Since the measured effective life-
rate if the volume lifetime is known. times were less than 5@s and satisfied & 1/7, the quan-

tity 1/7o was neglected in the expression for the surface re-
combination rate. Table Il gives the values obtained for the
surface recombination rate in silicon samples before and af-
ter deposition of a rare-earth oxide film.

The results presented show that the surface recombina-

TABLE |. Effective lifetimes in silicon samples before') and after ¢)
deposition of a rare-earth oxide film at temperature 293 K.

Film Form of silicon An, = tion rate decreases when a rare-earth oxide film is deposited.
material surface treatment us us Comparing the recombination characteristics obtained shows
Ce0, HF:H,0 113 253 that the_surface recombination rate in the system Sl—ra_re-
Ew,0, HF:H,0 9 13 earth oxide is one to two orders of magnitude lower than in
Dy,0s HF:H,0 8.5 11.9 the structures Si—Si{and Si—SiQ—SiN, widely employed
G053 HF:H,0 9 183 in semiconductor electronic$.

CeQ HF:H,O + APS 16 34-36

Dy,05 HF:H,0 + APS 18-19 31-34

Dy,0s HF:H,0 + APS 18 31

Y,05 HF:H,O + APS 19 23 1V. A. Rozhkov and A. I. Petrov, Izv. Vyssh. Uchebn. Zaved. Fiz., No. 7,
Y,05 HF:H,0 11 31 99 (1994.

Sm0, HF:H,O 9 13-17 2yu. A. Anoshin, A. I. Petrov, V. A. Rozhkov, and M. B. Shalimova, Zh.

Tekh. Fiz.64, 118(1994 [Tech. Phys39, 1039(1994].
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Mutual synchronization and desynchronization of Lorenz systems
V. S. Anishchenko, A. N. Sil'chenko, and I. A. Khovanov

N. G. ChernyshevskBaratov State University
(Submitted September 26, 1997
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The dynamics of two symmetrically coupled Lorenz systems is investigated by means of a
numerical experiment. A bifurcation analysis of the synchronization process is presented. The
results are compared with numerical experiments. It is shown that changing the coupling

can synchronize or desynchronize the subsystems19@8 American Institute of Physics.
[S1063-785(108/00404-2

Synchronization of systems demonstrating chaotic dywhere
namics has been the subject of numerous investigations and
discussions during the last ten yelrSeveral basic ap-
proaches to determining the chaotic synchronization have
been developet® In these treatments, as in most studies of
chaotic synchronization, ordinarily the problem of finding is the Hilbert transform of the initial signai(t). Figure la
functionals that make it possible to perform diagnostics ofshows the phase difference, averaged over an ensemble of
the cross correlations between subsystems is solved and littfealizations, as a function of time for different values of the
attention is given to determining the bifurcation mechanismcoupling between the subsystems. As one can see from the
of the phenomenon. The difficulty of bifurcation analysis of figure, in the case of zero couplirfigurve 1) the phases of
chaotic synchronization is due to the fact that in most casethe subsystems are uncorrelated and their difference in-
the mathematical image of chaotic oscillations is a quasiatereases monotonically with time. It is entirely natural to ex-
tractor, which includes, together with a nontrivial hyperbolic pect that introducing coupling between the subsystems will
subset of saddle trajectories, a countable set of stable peitause correlations between their phases, whose difference
odic orbits!® On this basis the Lorenz system, for certainwill remain bounded. However, the results of numerical ex-
values of whose parameters the phase space contains a singriments(curves2 and 3 in Fig. 1) show the opposite: for
attractor, the Lorenz attractdts the most suitable for ana- values ofy from 0 to 2 the phase difference does not de-
lyzing the bifurcation mechanism of chaotic synchronization.crease, but rather, grows more and more strongly, i.e., phase

Our objective in the present Letter is to investigate thedesynchronization of the subsystems occurs! As the coupling
dynamics of two symmetrically coupled Lorenz systems andncreases further, the phase difference becomes bounded at
to study the bifurcations of saddle cycles and states of equiy=4.1(curve5 in Fig. 1), thereby giving rise to phase syn-
librium that give rise to the effects observed accompanying &hronization of the subsystems. The behavior of the average

_S,(t):]-/wfw ﬂdf

—ut—1T

change in the coupling parameter. frequenciest:(é;ﬁ(t)), whose dependence on the cou-
The dynamical system studied here is described by thgling parameter is shown in Fig. 1b, likewise makes it pos-
equations sible to conclude that phase synchronization of the sub-
: systems is preceded by their desynchronizaftbe average
X1,2= 0 (Y127 X1+ ¥(Xo 1= X1.2), frequencies diverge for values of from 0 to 2. We note
. that the behavior of the average frequenciés and () ,,
Y127 M 2X127 X1 22127 Y120 () calculated by means of a Hilbert transform, turned out to be

70 =X _ completely equivalent to the behavior of the average switch-
1,27 X1,Y1,2~ 21, 0. . ) . .

ing frequency, which we analyzed in a previous wotk.
The values of the parametersr€10, r;=28.8, r,=28, One of the characteristics most commonly used for
b=28/3) are such that a Lorentz attractor exists in each substudying chaotic synchronization is the spectrum of
system. The most general approach for studying synchronikyapunov exponents. The four largest Lyapunov exponents
zation of chaotic systems is one based on the concept of af the system(1) are presented in Fig. 1c as a function of the
analytical signal and which admits the concepts of instantaeoupling. It is evident from the figure that in the case of
neous amplitude and instantaneous phase of the chaotieeak coupling the system possesses three positive Lyapunov
oscillations®*2 The expressions for the instantaneous ampli-exponentsk;, A,, and Az (one of the zero exponents be-
tude and phase of a signal, which were introduced by meansame positive For y=1.3 one exponent becomes negative

of a Hilbert transform, are (in our case\j), which in the case of the interaction of
o Rossler systems is accompanied by phase sychronization of
= s(t i ituation i :
A(t)= /—sz(t) Y20, () =tan*1(—, the subsystem%lrj our case a different S|tuat|or_1 is observed: .
s(t) Phase synchronization does not occur despite a change in
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oo lines |11} in Fig. 2a—lines of creation of two pairs of
saddle cycles belonging to the indicated famijliéscated
oo near the symmetricxg=X,, Y1=Y», Z;=2,) and asymmet-
700 ric (X,=—X,, Y1=—VY2, Z;= —2,) Subspaces, respectively.
s I These families evolve differently with increasing coupling.

4 so} As one can see from Figs. 2a and 2b, the dimension of the

E 4500 stable manifold of the saddle cycles from the famiy;*

V' s increases from 3 to 4in the bifurcation diagram this corre-
2500 sponds to the linek;;, 115, andl,), while the saddle cycles
1500 from the faminC,:1 become increasingly unstable and van-
00 ish as a result of tangent bifurcatiofigg. 2d. The linel 4 in
0 P ~ e s Fig. 2a is the line of vanishing of the familg,*.

° 0 woo,™ foco s Together with the saddle-cycle bifurcations studied

above, bifurcations of states of equilibrium also occur in the
system(1). The local properties of the flux near states of
equilibrium were investigated by means of the well-known
LOCBIF computer progranf The investigations showed
that when coupling is introduced between the subsystems,
the states of equilibriun;— Pg undergo Hopf bifurcations
in pairs, as a result of which saddle cycles are created. The
states of equilibrium undergo Hopf bifurcation as follows:
P, and P for y=0.515,P5; and P, for y=0.7944,P, and
Pg for y=1.191, andP, andPg for y=1.473. Of the eight
saddle cycles created as a result of Hopf bifurcations the
cycles C} and C3 play the most important roléFig. 23.
Created aty=0.515, these saddle cycles have a stable mani-
fold with dimension 2. As the coupling increases, a pair of
their complex-conjugate multipliers becomes less than 1 in
magnitude aty=0.7944, while the dimension of the stable
manifold increases to 4. Since the dimension of the stable
manifolds of saddle cycles from the fami@,fl for given
values of the coupling (£ y<4) equals 3, the cycle@é
andC3 become the most strongly attracting saddle cycles in
the phase spacR®. For this reason, the probability that a
phase trajectory falls within their neighborhood becomes
higher than the probability of falling within a neighborhood
of a symmetric space. This results in the observed desyn-
chronization of the subsystems. As already mentioned above,
phase synchronization occurs in the systédmfor coupling
parametery~4.1 . For this value of the coupling the dimen-
sion of the stable manifold of the saddle cy€l§ increases
from 3 to 4, so that it is reasonable to regard the lipgin
FIG. 1. a — Average phase difference versus filme— average frequen- Flg. 2a as the bouqdary of the reglpn of phase synchroniza-
cies: 1 —0Q, and 2 —0, versus the coupling coefficient — four largst ~ 1ON. As the coupling parameter increases further, stable
Lyapunov exponents versus the coupling coefficient. manifolds of saddle cycles grow from the famﬂ;ﬁl , Which
becomes stable with respect to transverse perturbations for
large values ofy and forms an attractor serving as a math-
sign of one exponent. On the contrary, as already mentioneeimatical image of synchronous chaotic oscillations.
above, phase desynchronization occurs for coupling between In summary, our investigations of the dynamics of two
0 and 2. Phase synchronization starts onlyat4.1, when  symmetrically coupled Lorenz systems have shown that de-
the exponenk, becomes negative. synchronization and synchronization of the subsystems occur
Analysis of bifurcations occurring with increasing cou- as the coupling parameter increases. A detailed bifurcation
pling parameter showed the following. For relatively weakanalysis of the systerl) showed that the observed effects
coupling (y<0.27) the structure of the partitioning of the are due to tangential bifurcations of saddle cycles and bifur-
phase spac®® is determined by families of saddle cycles, cations of states of equilibrium occurring with a change in
coinciding in pairs with the families existing at zero cou- coupling and leading to a restructuring of the partitioning of
pling. Increasing the coupling parametey>0.27) gives the phase spade® into trajectories. The results obtained in
rise to a chain of tangent bifurcations, as a result of whictthe course of the bifurcation analysis of chaotic synchroni-
there appear two families of saddle cyc(é$l anan’1 (the  zation are apparently quite general. The degree of their uni-
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FIG. 2. a — Bifurcation diagragmb — cross phase projection of the saddle cyﬂé’# and C[ll created by a tangential bifurcatiol{— Pg — states of
equilibrium of the system ¢ — multipliers of the saddle cycl€;,! versus the coupling parametet — multipliers of the saddle cycl€;;* versus the
coupling parameter.
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As, incorporation kinetics in GaAs  (001) molecular-beam epitaxy
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A kinetic model of epitaxial growth on a Ga-stabilized Ga@®91) surface from Ag and Ga
beams is proposed. Elementary surface processes are studied: adsorption—desorption of
As,, bimolecular reaction of As, and incorporation of Agemin lattice sites. The model correctly
describes the experimental results for the growth rate at low and higlpréssures. The

role of As, desorption from the surface in the epitaxial growth of GaAs crystals is analyzed.
© 1998 American Institute of PhysidsS1063-78508)00504-7

The (001) GaAs system of homoepitaxial growth from ks chem .
As, and Ga beams has been studied the most and can serve 2As; — 2A ™+ ASP,
as a model system for studying the elementary processes of Ky
molcular-beam epitaxy(MBE).1~" Even for this system, AsS™™ 2Ga— 2GaAs,
however, there are substantial discrepancies in the interpre-
tation of the kinetics and mechanisms of growth.

In the first place, in Refs. 1 and 5-7 the dissociative
chemisorption of As is considered to be bimolecular, Herek; are the elementary rate constants of simple reactions.
whereas in Ref. 2 some growth results were interpreted on  The Arrhenius approximation can be used for the rate
the basis of monomolecular dissociation of,As constantsk; = k’exp(—E; /kT). The constantk, andk, are

In the second place, an investigation of the temperaturéghe rate constants of the adsorption—desorption process of
dependence of the incorporation rati8) (of the arsenic tet-  the interaction of the surface with gas molecules¥Asand
ramer at relatively high pressure®#3x10°° Torr) re-  molecules (A%) adsorbed in a “precursor state.” The con-
vealed a very weak variation &with temperaturé:” As an  stantk, is the rate constant of the bimolecular interaction
example, Ref. 1 givesS=0.415 at T=570 °C, but reaction of As, leading to dissociation of Asmolecules and
S=0.495 atT=360 °C. The total change i is ~20%. the formation of two chemisorbed moleculesSX&, with
However, the growth investigations performed in Refs. 6—8&jmuyltaneous desorption of one molecule$®&sinto the
at pressureP<10"° Torr in the temperature range 500 yacyum. This process of dissociative chemical adsorption of
—600 °C showed that the incorporation ratio varies by aAsk was first proposed by Foxon and Joycehis bimolecu-
considerable factor. Such large temperature variations of thg reaction on the surface is analogous to the Langmuir—
growth rate(or S) at relatively low pressures do not occur in Hinshelwood reaction and, as we shall show below, de-
the kinetic growth model proposed in Ref. 1. scribes the experimental results on growth better than does

In the present Letter we propose a kinetic model ofthe monomolecular dissociation of As proposed in Ref. 2.
GaAs (001) growth from As and Ga beams that takes ac- \oreover, this process determines the maximury iRsor-
count of the regions of both high and low arsenic pressuregoration ratioS=0.5° The reaction with the rate constaat
(Asy). is a process of incorporation of g@m in lattice sites, i.e.,

The kinetics of arsenic incorporation in growth is ordi- 1/t=V=k4[As§hem] is the epitaxial growth rate or the for-
narily studied according to intensity oscillations of the mirror yation rate of the new phase GaAs. In Refs. 6 and 7 it was
reflection in HEED which are induced by the incident,As gshown that the incorporation reaction is zeroth order in the
flux on a Ga-stabilized surface with an uncontrollable quanyallium concentration. Desorption of g{ggm is described by
tity of Ga on the surface®® We employed an alternative e reaction with the rate constdat For GaAs this reaction
method of delivering Ga and Ado the surface with a pre- i important at temperatures above 600 °C. Figure 1 shows
cisely fixed Ga concentration on the SL_Jrfac_e and We Measchematically the elementary stages of growth on a Ga-
sured by the HEED method the conversion ti@ gallium  giapjlized surface (42). From this diagram we find the

into a two-dimensional epitaxial layer of GaAs for some fg|jowing expression for the rat¥ under conditions such

ks
chem a

sample temperatureB and arseni¢As;) pressu.re?:“ that the intermediate products Asnd A$"™are stationary:
The P andT dependences of the conversion tinef a
gallium monolayer(or the quantityV=1/t) were analyzed K4 Ko+ kP2 )
by means of the following kinetic scheme: Ve ke el kg ) (VXSS @
asg * where x=Kk;P/k3((ko+k;,P)/2k3) 2. All the constantsk;
As{ = As, X . .
2 andk;P and the surface concentrations of the intermediate
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FIG. 2. Temperature dependence of the desorption conktdi). The
dashed lines determine the region of intense epitaxial gr@&#.5. The
line A—A is drawn forP=10"° Torr. An increase or decrease of Asres-
sure displaces thA—A line into the high- or low-temperature region, re-
spectively. The lineB—B is drawn according to the data of Ref. 9 Inset:
Arrhenius plots of the growth rate at different Agressuresl — experi-
mental data of this work2 — experimental data of Ref. 8.

C, lies in the range 10"— 10 ® monolayers, whileC, lies
in the range 10°— 10 ° monolayers. Therefore it is entirely
possible to realize growth conditions such tla1. Then
we have for the epitaxy rate

2
=B(T)P"=Vy exp(Eq/kT) 3)

kP
V=A(T)ks| —
ko
with effective activation energi.=2E,—E3;—2E;. Such
an exponential dependence of the growth rate on the recip-
rocal of the temperature at quite low Agressures has been

o' _ o'

FIG. 1. Schematic of the elementary stages of epitaxial growth on a Ga- ! . .
stabilized surface (4 2). Large and small black spheres — surface arsenicobserved experimentally in Refs. 6 and 7 and in Refse®

and gallium atoms, respectively. White spheres — atoms of the new phaséset in Fig. 2. The growth rate as a function of Aspres-

GaAs. Gallium atoms which are not bound with arsenic are not indicated ingyre was found to have the power-law exponent1.5 in
the scheme. The arrow marks the possible direction of growth of the 4GaAﬁefs 6 and 7 and=1.4 in Ref. 8

critical nucleus. . . o
The condition 43/k;P>1 is always satisfied for the As

4 pressures ordinarily employed, so for the other limiting
particles are normalized so that the dimension of the epitaxeasek,; P>k, we have
ial growth rateV is expressed in monolayers per second. K
The parametex has a simple physical meaning. It is the V= —2
ratio of two stationary concentration€, and C,, i.e., Kstks
Xx=4C,/C;. The quantityC,=k;P/(k,+k,P) is the sta- Such a linear dependence of the growth ratePohas been
tionary concentration of As for the conventional observed experimentally in our investigations as well as in
adsorption—desorption process of interaction of, &sol-  Refs. 1 and 8 for relatively high pressures-2x 10 ¢ Torr
ecules with a surface, neglecting bimolecular dissociativeand relatively low temperatureE<570 °C. In these tem-
chemisorption of As The quantityC,= (k,+kiP)/kz is the  perature and pressure ranges intense growth of a new phase
stationary concentration of Asfor which the monomolecu- GaAs occurs $=0.5). Then the problem arising in this
lar desorption flux,C, equals the bimolecular reaction flux analysis of epitaxial growth on a Ga-stabilizéaD1) GaAs
ksC3 (koCo=ksC3). surface is whether the conditidgP>k,(T) can actually be
Since we are analyzing the growth on a Ga-stabilizedealized. The constarit,=kJe 52T has been determined
GaAs surface, both normalized Asoncentrations are much well for low temperature§’ <150 °C, kg:0.625>< 18 1/s
less than unity €;, C,<1). Fork;P<k, we have ancE,=0.4 eV? In the temperature range from 150 to 600

Ky |2 °C it varies from 2.4 10° 1/s up to 3x10° 1/s (Fig. 2.
V=A(T)k3(§) (V1+4C,/C,—1)2, (2)  Thus, even if the Aspressure is increased to T0Torr it is

3
where A(T)=k,/(ks+ks). Estimates show that forP

impossible to satisfy the conditiok,P>k,. For P~10"°
~10"7-10"° Torr andT~600-570 °C the concentration from 150 °C and above.

Torr kyP~10? 1/s, while k,>10? 1/s in the temperature
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Is it possible that extrapolation d,(T) from low to The decrease of the Asconcentration t&C* in the 2D-
high temperatures is invalid? In Ref. 8 the desorption flux ofnucleation regime is analogous to a rapid decrease in the
As; at pressure®=10 % Torr was determined for the tem- concentration of Ga adatoms in MBE on an As-stabilized
perature rangd >580 °C. Extrapolation of the temperature surface (2 4) when 2D GaAs nuclei form on this surfat®.
dependencé&,(T) into this high-temperature region leads to We shall now make a number of remarks concerning
the correct value of the measured desorption flux. This fluRef. 1. In the first place, the weak temperature dependence of
at T=635 °C equals approximately one monolayer per secthe growth rate in that study was attributed there to the term
ond (Jge=Ko(T)C=10°x10 %=1 monolayer per second A(T) in the expressiori4). However, as follows from our
Therefore there are no grounds for believing that the desorganalysis, in order not to “entrain” the sharp temperature
tion rate constark,(T) changes sharply at intermediate tem- dependence of the growth rate given by the expresdidns
peratures, where intense epitaxial growth occurs and the exand (3) and to guarantee applicability of E(), the critical
pression(4) is correct(Fig. 2). The question arises as to why point of the transition to Eq(4) must be determined at a
the desorption flux is suppressed in a given temperaturixed As, pressure. Tolet al did not perform such investi-
range. Moreover, at a fixed pressirehe transition from the gations. In the second place, they employed a function which
exponential dependence of the rat®) to the virtually is unacceptable for analyzing the incorporation raSp
temperature-independent raté) occurs in a very narrow 2S/1—2S. For S=0.5 this function can be arbitrarily large,
temperature interval T, for example,AT~3—-5 °C near and hence it magnifies sharply the experimental errors made
T=543 °C8 We believe that the transition to intense epitax-in the measurements &
ial growth (whereS=0.5) is associated with a sharp change  This work was supported by the Russian Fund for Fun-
in the ratio of the desorptionk¢C) and reaction K;C?) damental ResearctGrants Nos. 96-03-33916a and 95-02-
fluxes. 04618a.
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Reconstruction of the x-ray emission spectrum of a nanosecond creeping discharge
P. N. Dashuk, S. L. Kulakov, and E. K. Chistov

St. Petersburg State Technical University
(Submitted December 22, 1997
Pis'ma Zh. Tekh. Fiz24, 39-44(April 12, 1998

A method is proposed for determining the soft x-ray emission spectrum of a nanosecond
creeping discharge. The method includes a determination of the photoelectron density from
photocurrent measurements and a calculation of the spectral flux density. The results are
compared with experimental data on the wavelength interval of maximum radiation intensity.
© 1998 American Institute of PhysidsS1063-785(08)00604-1

It is well known that a nanosecond creeping discharge is Mmax
an efficient source of soft x radiatiq@®XR) which has ap- q(x,t)=exp(—bd) Jx (YD)
plications in different fields of science and technology, for "
example, in the preionization systems of high-power pulsed xXexp(— u(N)x)y(N))/edN. (1)

gas lasers, in the manufacture of submicron-size devices fadere w(\) is the linear attenuation coefficieng(\) is the
microelectronics, and in medicine and biology. The efficientelectronic conversion factor, ardis the average ionization

use of SXR in all these cases requires a detailed knowledgenergy. The quantite °® accounts for the attentuation of
of the spectral composition of the radiation. radiation in the entrance window of the measuring chamber;

In the present Letter we propose a method for calculatd is the thickness of the window. We introduce the spectral

ing the x-ray emission spectrum of a nanosecond creepinﬂgux density
discharge from the experimentally obtained dependence of

. . o B(N)=
the photoelectron density on the distance to the radiation

source. This method includes reconstruction of the rate o{T is the SXR generation time in the dischargad inte-
p

charged-particle production and the total photoelectron derbrate the expressiofi) overt. We obtain the integral equa-
sity from photocurrent measurements. tion

The experimental apparatus for measuring the photocur- \
rent consisted of a high-voltage pulse generator built around n(x):exp(—bd)f max(B()\)exp(—/L()\)x) v(N))/ ed\
a strip forming line, impulsive charging circuits, a discharge Amin )

ignition unit, a system for forming a creeping dischafte

SXR emittey, and a chamber and a sensor for recording thdor determining the spectral flux density from the experimen-

photoelectron density. The profile of the surface of formationtal dependence of the photoelectron densify). Equation

of the creeping discharge, the thickness of the dielectric, anSJZ) 'S a Fr_edholm equation of the first kind. The problem of
Solving this equation is ill-posed. It can be solved by the

the interelectrode spacing were chosen according to the r€Gariational method of regularizationin this method the so-

omme'ndations.of Ref. 1. The rate of increase of the YOltagﬂJtion of Eq. (2) is equivalent to the problem of finding the
powering the discharge was on the order of'M's, the rise  functional K (x,\) = exp(—bd— u(\)X)¥(\)/e that minimizes
time of the voltage pulse was 1-3 ns, and the amplitude of

the voltage pulse was 200—-400 kV. The photoelectron sensor J= fxmax(
consisted of a chamber where a uniform electric field was Xmin
formed between the entrance window grid and the flat dewhere Xy, and X, are the minimum and maximum dis-
tecting electrodeA 4 mm interelectrode gap provided, for a tances from the ionizer to the sensor. In Ref. 3 it is shown
fixed voltage of the sensor equal to 1.6 kV, an electric fielgthat the problem of minimizing the functional

sufficient for recording a photocurrent of 0.1-1 A. The low- Xmax( [ Nmax 2

inductance construction of the sensor made it possible to 1_j (J’)\ K(x,k)B(A)dA—n(x)) dx
record the change in the photoelectron density with a tempo-

Y\, t)dt
0

2
ﬁmaxK(x,x)B(x)dx—n(x)) dx,

Amin

Xmin min

ral resolution of less than 10 ns. +afkmaXBz()\)+(dB/d)\)2)d)\

The energy distributiorY (\,t) in the continuous spec- Mmin
trum of the x radiation is related to the ionization re{&,t),  is properly posed and its solution approximates the minimum
wherex is the distance measured from the ionizer arglthe  of the initial functionald. The number is called the regu-
time, by the relatiof larization parameter.
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We introduce on the rectangi, <A <N, XX (10,7, "USEELEn Sty s et oot xpernenc
Xmax the grid {x;, \j, i=1,...N; j=0, ... M+1},
where X;=Xmin, XN=Xmax: Mo=Amins M+17Amax. We
choose \,,, and \,ax SO that the boundary conditions ray emission spectrum of the creeping-discharge ionizer
B\ min)=B(\may =0 are satisfied with sufficient accuracy. from the dependence of the photoelectron density on the dis-
We shall now construct a difference scheme for the problemtance to the ionizer presented in Fig(ritrogen, pressure 55
We approximate the integrals appearing in the functidhal kN/m?, voltage pulse amplitude 300 kV, rise time 1.5.ns
using the trapezoidal rule, replacing at the same time th&igure 2 also shows the results of the inverse calculation of
derivatives with a difference expression, and we obtain ai(x) from the spectral flux density.
finite-dimensional approximation of the functiond]. To The experimental data, obtained by different methods,
solve the finite-dimensional problem of finding the minimum on the wavelength interval of maximum intensit X .,
of the functional, we equate to zero the derivatives with re-agree well with the calculations. The method of differential
spect toB;, whereB;=B(}\;), i=1,... M. We obtain a gas filters gave\ A ;,,,=0.4—1 nm, while the method of at-

system of linear algebraic equations fy: tenuation in beryllium foils gave\\ ,,=0.35-0.9 nm. It
M should be especially underscored that this method, in con-
aBj—aA(B)+h, >, QiBj=®, i=1,...M, (3 trast to the experimental methods presented above, makes it
=1 possible to calculate the absolute value of the spectral flux

_ _ _ density.
where h,=X; 1—%;, hy=\j;1—\;, A(B;)=(B;_1—2B; 4 ,
+Bi+1)/>f(1i, I+2<is|M oy I;\(Bl)IZ(ZBlLBz),l A(BM)I This work was performed as part of Project No. 97-02-

—(2By—Bu_1); Qi =hSbokyknj, ®i=hEbyKnny, 18225 financed by the Russian Fund for Fundamental Re-

Knm=K(Xn,Am), Nh=n(X,), b,=1/2 forn=1 andN and search.
b, =1 for 2=n=N-1. 1p. N. Dashuk, S. L. Kulak d Yu. V. Rubin, Pis'ma zh. Tekh. Ei

. . N. Dasnuk, S. L. Kulakov, an u. V. Rubin, Pis'ma . lekn. .

The system(3) was solved by a _d|re_ct method. In the .o (1985 [Sov. Tech. Phys. Lettl1, 182 (19851,

course of the calculations the regularization parameteas 2K. K. Aglintsev, Dosimetry of lonizing Radiationfin Russiad, State
varied in the range 05810°—0.5x 10'2. From the various Publishers of Technical and Theoretical Literature, Moscow, 1967, p. 503.
B(\) obtained for different values af we chose that which 3N. N. Kalitkin, Numerical Methods$in Russiaf, Nauka, Moscow, 1978,
had no sharp oscillations and did not pass through zero and® 1%
had the smallest error in the quadratic deviationn¢k).  Translated by M. E. Alferieff
Figure 1 displays the results of the reconstruction of the X£dited by David L. Book
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We propose a model in which the state with anomalously high conductivity observed in some low-
coordinated semiconductors and polymers when the temperature of the surrounding medium

is To=300 K, is described by the theory of the superconducting properties of a system of localized
electron pairs. The superconducting properties of the model are determined by transport

along a bipolaron band formed by localized pairs of carriers belongity taenters, i.e., intrinsic
defects with a negative effective correlation energy. 1@98 American Institute of Physics.
[S1063-785(108)00704-9

The nature of the highly conducting channels formed inis exothermal. The dashed circle on the right-hand side in
films of low-coordination semiconductdrand polymerdis  Fig. 1 the right-hand dashed circle distinguishes the defect
currently being widely discussed. In micron-thick)(films  C; and it is shown schematically how this defect forms from
of chalcogenide glassy semiconductd@GSg the high- the defect @ by breaking of the bond indicated by the
conductivity channels are produced by a strong electric fieldlashed line. The densiti of charged defects is high on
(~10° Vicm). The channel temperature was taken to beaccount of the low coordination and lack of participation of
T=300-360 K in Ref. 3 andl'~=500 K in Ref. 4. The main LP (p) electrons in the formation of a chemical bond with
voltage drop and hence the main resistance are concentratadarest neighbors in the main network of the CGS. This is
in a narrow~0.1L long region near the contacts. The volt- why the LP (p) electrons can enter into a chemical bond
age on the remaining A9length of the channel and corre- accompanying the appearance of defects and thereby pro-
spondingly its conductivity are, strictly speaking, unknown.duce defects with a low value oE. Taking N=N,

In what follows we shall be concerned with only the proper-x exp(—E/kT), we obtainE=0.25 eV for Ny=10?? cm™ 3,

ties of this part of the channel. A large number of worksN=10' cm 2, andT=300 K.

devoted to the explanation of the high-conductivity state are  Statistically speaking, the reactidf) signifies that the
analyzed in Refs. 1 and 5, whence it follows that none of theeharged defects each spend the same amount of time in one
explanations is final and universally accepted. This fact toor the other charged state, exchanging charges with neigh-
gether with the possibility of assigning to the main part ofbors in the process. As the temperature decreases, the state
the channel an arbitrarily high conductivity suggest the fol-with simultaneous synchronous charge transfer on a macro-
lowing hypothesis. scopic number of defects can become the ground state of the

The main type of intrinsic defects in CGSs are centers orsystem ofU ~ centers, i.e., a coherent state appears.
which there exists, on account of the interaction of the elec- We write the Hubbard Hamiltonian for this model as
trons with the lattice, an effective attraction between the
electrons so that electron pairs are localized on them. The
density of these so-calldd ™~ centers is 16— 10" cm™3. At H=-UX ninl+> ta)a,, (2)
the same time the superconducting properties of a system of ' o
U~ centers were studied theoretically back at the beginning
of the 1980<:” We shall describe &~ center for glassy Se, wheren;,= ai';aig are the occupation numbers aﬂ@ and
the simplest CGS. In Fig. 1 the dashed circle on the left ina;, are operators creating and annihilating electrons with
Fig. 1 encloses the main structural un§ @he super- and spin o on defecti. We shall assume, as was done in Refs. 6
subscripts denote the charge state and the coordination nurand 7, that the charged defects form a cubic lattice and all
ber, respectivelytogether with the electrons belonging to it. transfer integrals equal The specific nature of the model is
The two black dots represent two lone-pair electrgntype  reflected in the magnitude and sign of the coefficiert.

LP electrons that do not participate in bonds with nearest The minus sign corresponds to attraction of electrons at a
neighbors. The dashed circle at the center encloseg a Cdefecti. The BCS description of superconductivity corre-
defect which is formed by single ionization of £ @Geutral sponds tat>U, when a wide band of single-electron states
defect. According to Ref. 8, £has the lowest formation exists, while pairing of electrons concerns only electrons
energyE among all neutral defects. The valuebfis even  whose energy is close to the Fermi eneEyy. A gap and a

lower in charged defects in CGSs, i.e., the reaction pair appear simultaneously, while the superconducting cur-
o rent is transported only by a small number of electrons with
2C6—C; +C; (1) energy~E;.

1063-7850/98/24(4)/3/$15.00 265 © 1998 American Institute of Physics
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FIG. 1. Schematic diagram of the structure
of glassy Se. See text for explanation.

The reverse relation<U describes the localized-pair U~Ey/2, so that we shall tak&/=0.5 eV. For estimation
model®’ For t=0 all pairs are localized on the defects C purposes we shall write the transfer integral in the form
and G . In the single-electron band diagrafiig. 2) these t=tyexp(—2r/a), wherer is the distance between defects and
states can be represented by the thermal ionizatioof the  a is the radius of the wave function. According to Ref. 9, for
defect G , which then transforms into the defec},@nd the  estimates it can be assumed thgt=5 eV. We shall set
thermal ionization energy, required for the latter defect to v~ 1/4. This means that acceptors that compensatecen-
transform into the state {T. In this cases,—e,=—U<0. ters are present in the material and thereforel/2. At T
The finiteness of the transport integtainakes possible the =500 K the number of defects increasest6x 10" cm™3,
appearance of a bipolaron band of withh=2zt/U, where ~ whencer =25 A. According to Refs. 8 and 10, electronic
z=6 is the number of defect&losest to the given defact states on ¢ and G are similar to shallow donor and accep-
along which a bipolaron can move. According to Refs. 6 andor states, so that the radiascan be taken to be-10 A.

7, the superconducting state arises at temperature Substituting these values into E@), we obtainT.=500 K.
_ 1 Therefore we have obtained that the presence of defects with

Te=W(L=2v)/In(v""=1), © density 510" cm™23 in a system olU ™ centers can explain
wherev is the ratio of the number of bipolarons to the total high-T. superconductivity with a transition temperature
numberN of locations along which the bipolarons can move. above room temperature.

The gap appearing in the spectrum &<T,. equals Conducting channels in polymer filmg {10 xm) arise
A=W|a|?, where|a| the absolute value of the order param- under the combined effect of a voltagé<10® V and
eter. uniaxial pressure. Experiments in which electrodes are trans-

One can see that the transition temperature and gap iferred into a superconducting state are especially impressive;
the localized-pair model are of the same order of magnitudéhe resistance of the channel was no greater than instrumen-
as the band widtlW itself. This is because localized pairs tal error, while the estimate of the conductivity of the chan-
also exist forw=0, while the correlation in their motion nel exceeded that of the best metdts> An anomalously
arises as a result of interdefect transitions. In contrast to thhigh conductivity has been observed in oxide films. Oxygen
BCS theory, all electrons participate in superconductingoccupies the same group of the periodic chart as Se and, just
transport. The experimental data presented above were ols Se, in an overwhelming number of cases its valence is 2,
tained on CGSs with band gagy~1 eV. Ordinarily, leaving two of its LP(p) electrons not engaged in bonds with

nearest neighbors. This circumstance together with the low-
coordination nature of the polyme(their lability) suggest

/////////////////////////////Ec that, just as in CGSs, a quite high densitylbf centers can

appear in oxidized polymers.
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The crystal structure of silver clusters formed on the surface of B0§i-2X 1 single crystal by
annealing of a thin Ag film deposited on a slightly heated crystal was studied by diffraction

of guasielastically scattered medium-energy electrons. Simulation of the diffraction pattern
obtained at 2 keV showed that the silver islands formed on silicon have an ordered

structure corresponding to bulk silver and a fixed orientatiol8g || Si(100 and

[100l5g| [100lg; relative to the substrate. @998 American Institute of Physics.
[S1063-785(108)00804-7

The development of the method of diffraction of by high-temperature heating in an ultrahigh vacuum. The
quasielastically scattered electronQESB of medium  atomic composition of the surface and the thickness of the
energy > has opened up the possibility of investigating thedeposited silver layer were monitored by Auger-electron
atomic structure of objects which do not possess long-rangspectroscopy. Silver was deposited by a sublimation method
order. This applies in full measure to the study of the atomian the surface of a crystal with a temperature of about 60 °C.
structure of impurity clustergislandg formed on the sur- To form Ag clusters the sample was subjected to brief an-
faces of different single crystals. Specifically, this possibility nealing up to a temperature of 500°C. The diffraction pat-
was used in Ref. 4 to study the crystal structure of silverterns were obtained at room temperature inxal® ° Torr
islands formed on a §i11)-7X 7 surface. It is of interest to vacuum.
determine the atomic structure of silver clusters formed on The QESE diffraction pattern obtained for(B)0)-2
Si(100-2X% 1. In contrast to the Ag/Si111) system, which X1 at 2 keV is shown in Fig. 1a. It clearly demonstrates the
has been widely investigated for many years by differentanisotropic character of electron reflection from &180)
surface-sensitive methods, much less attention has been dgngle crystal and differs sharply from the pattern which we
voted to the processes leading to the growth of silver filmobtained earliéP for Si(111). Comparison of this pattern
on Si{100-2x1 and to the formation of islands on this with the stereographic projection of the(8)0) shown in
surface. This is due to the more complicated mechanism dfig. 1b reveals that the symmetry of the pattern reflects the
Ag film growth at the initial stagé=® Interest in the Ag/ symmetry of this face. This question will be analyzed in
Si(100-2Xx 1 system has increased in the last three or fougreater detail elsewhere. Here we indicate only that the main
years, but not all aspects of this system are adequately umechanism leading to the formation of the pattern under dis-
derstood even now, and many of the results obtained remaicussion is due to the focusing of the QESE, and its principal
contradictory’ ! It should be noted that the main method of diffraction maxima and the fringes of high intensity corre-
investigation and the main source of information in mostspond to emergence of electrons along the closest-packed
work performed in recent years was scanning tunneling midirections (110 and({111)) and planeg{100}) of the sili-
croscopy, so that the conclusions concerning the atomicon crystal lattice.
structure of silver clusters are based mainly on structural data The diffraction pattern obtained for a silver film 25
characterizing only the top monolayer. Moreover, according? thick is presented in Fig. 1c. One can see that deposition
to Ref. 12, the interaction of the microscope tip with theof silver on the single-crystal surface(800—2X 1 does not
silver film can be quite strong and can distort the initial change the symmetry of the pattern, which retains a four-fold
morphology of the film. For this reason, the objective of therotation axis. At the same time, a substantial redistribution of
present work was to study by a direct method, using theéhe QESE intensity is observed within the entire field of the
diffraction of medium-energy QESE, the crystal structure ofpattern. Comparing the data from Figs. 1a and 1c shows that
Ag islands formed on $100-2X 1. for Si(100 the brightest maxima are oriented in directions

The measurements were performed in a secondarymaking an angle of 55° with the normal to the surface and lie
electron spectromete with angular resolution, described imvithin the Kikuchi bands making angles of 45° and 135°
Ref. 13. The energy resolution of the analyzer was equal tavith the horizontal, whereas for the Ag film the most intense
0.4% and the angular resolution was equal to 1°. Informatiomiffraction spots are observed fo=45° and are located in
on the method for obtaining diffraction patterns in the formvertical and horizontal bands of elevated intensity. The sym-
of two-dimensional maps of the QESE intensity distributionmetry of the obtained pattern suggests that the deposited sil-
over polar and azimuthal angles of emergence is given iwer layer is an epitaxial AG.00 film. A comparison of the
Ref. 14. The surface of the silicon single crystal was cleanednain diffraction features of the Kikuchi pattefsee Fig. 1¢
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on the surface of the &i00 crystal and the observed dif-
fraction pattern is a superposition of patterns from the sub-
strate and silver islands. At the same time, wheread A
islands formed on the @il1) surface, Ag100) clusters with
their characteristic orientatiofl00],y || [100]g; relative to
the substrate are observed o1180).

The results of the numerical simulation of the diffraction
pattern studied, performed in a manner similar to the simu-
lation in Ref. 4 for the Ag/Si111) system using th&, factor
(the reliability factor describing the deviation of the com-
puted from the measured pattgrior determining the area
occupied by Ag clusters on a silicon surface, are shown in
Fig. 1f. Good agreement between the experimental and com-
putational results is found in this case as well. It follows
from the results obtained that the silver clusters occupy about
12% of the substrate area.

In summary, the structure of the initial surface of the
silicon crystal can strongly influence the character of the ep-
itaxial growth of a silver film and silver clusters formed on
its surface. When Ag is deposited on a slightly heated
Si(100-2X%1 crystal, an epitaxial AG00 film with the
structure of bulk silver grows on its surface. When this film
is annealed up to temperatures at which partial desorption of
Ag atoms occurs, Ad.00 islands form on the silicon sur-
face, preferentially with an azimuthal orientation such that
the (100 o4 direction is parallel to th¢100 direction of the
substrate.

This work was supported by the Russian Fund for Fun-
damental Research, Project No. 96-02-17966.
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Effect of laser treatment on the gas sensitivity of tin dioxide films
V. A. Loginov, S. |. Rembeza, T. V. Svistova, and D. Yu. Shcherbakov
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It is shown that the sensitivity of antimony-doped polycrystalline gfilins can be increased by
treatment with laser pulses. @998 American Institute of Physid&§1063-785(18)00904-5

Tin dioxide (SnO,) semiconductor films are finding in- gas sensitivity of Sn@films in acetone vapor in air with
creasing applications as the sensitive components in sensasetone concentration 0.75 mg/inThe gas sensitivityy of
for different gase$?? The detection principle in such sensors the films can be estimated according to the relative change in
is based on the dependence of the electrical conductivity ahe surface resistance of the filnys= ((R—Rg)/Ry) - 100%,
SnG, films at temperatures 250—-300 °C on the compositionwhereR is the surface resistance of the film in the presence
of the gas medium. One of the main problems in fabricatingpf gas andRr; is the surface resistance of the film in air.
sensors is obtaining SpQayers with high temperature sta- It follows from Table | that laser treatment increases the
bility and reproducible properties. For this reason, high-sensitivity of the films to acetone vapor by a factor of 1.5 for
temperature annealing is required in order to achieve the resnergy density 1.5 J/cma factor of 2 for 3 J/crhy and a
quired parameters of Spdilms.2 This can have a negative factor of 3.3 for 4.6 J/cth No visible changes in the state of
effect on the other structural components of a sensor. Thithe film occur. As the radiation energy density increases to
effect can be eliminated by using pulsed laser treatmen® J/cnt, partial separation of the film from the substrate is
which makes it possible to heat locally a surface layer of theobserved, and & =11 J/cnt the film is completely vapor-
materials to a high temperature within short time intervals. ized.

In the present Letter we report the first results of inves-  Figure 1 shows the static sensitivity characteristics of the
tigations of the effect of laser treatment on the gas sensitivitexperimental Sn® films with respect to acetone vapors.

of SnG, films. These characteristics represent the dependence of the gas
The investigations were performed on samples ofsensitivity on the concentration of the gas being determined.
antimony-dopedup to 2.6% polycrystalline SnQ@films fab- It follows from the results obtained that laser treatment

ricated by the magnetron sputtering method. The magnetroimcreases the sensitivity of Spd@ims to acetone vapor over
sputtering of a tin target with antimony inserts was per-a wide range of concentrations of the gas being monitored.
formed on glass substrates in an atmosphere consisting of The dynamic film characteristics determining the equili-
75% argon and 25% oxygen. The thickness of the films wasration time in a system with a change of the gas medium are
measured in a Mll-4 interference microscope and was equahown in Fig. 2. The arrows “acetone” and “air” in Fig. 2

to 3-5 um. The laser treatment of the samples was perfepresent the introduction and removal of acetone vapor. On
formed on a Kvant-12, operating in the free pulse-generatiothe basis of the results obtained, one can see that the laser-
mode. The wavelength of the radiation was equal to k66 annealed films possess better dynamical properties, i.e., their
and the pulse duration was equal to 4 ms. The radiation

densityE in a pulse was varied in the range 1.5-11 Jicm

Laser treatment was performed in air at room temperature  y,%
with the light normally incident on the surface of the SnO 4 /+
film. The surface resistance of the Snfdms, measured by a /
four-point method at 300 °C, was used as the gas-sensitive 12
parameter. The gas sensitivity of the films before and after 2/
laser treatment was investigated with respect to acetone va- 10
por in air. g
Table | gives data on the effect of laser treatment on the
g 6 /‘I/’d’
4 //
TABLE |. Effect of laser treatment on the gas sensitivity of Srfilins.
— N

Sample No. Laser energy densky J/cn? Gas sensitivityy, % /
1 0 4.7 0
2 15 7.2 0.15 0.3 0.45 C, mg/m3
3 3 9.5
4 4.6 15.7 FIG. 1. Static sensitivity characteristics of Snilms with respect to ac-

etone vapors beforél) and after(2) laser annealing withlE=4.6 J/cns.
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FIG. 2. Dynamic sensitivity characteristics of Snfilms with acetone va-
por density 0.75 mg/f before (1) and after (2) laser annealing with
E=4.6 Jicnd.

Loginov et al. 271

equilibration time equals 2 min, while the equilibration time
of untreated films equals 3 min.

Laser treatment can change the grain size in the film and
the phase composition of the film, change the density of the
built-in charge and of surface states, and so on. Additional
investigations must be performed in order to determine the
mechanism by which laser annealing influences the gas sen-
sitivity of SnG, films. However, the first investigations show
that laser treatment is a promising method for increasing gas-
sensitive properties of Sndilms.
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Laser cleaning of a surface: a method for increasing analytical precision in laser
mass spectrometry

P. A. Krasovskil, V. N. Nevolin, V. P. lvanov, A. N. Pivovarov, and V. |. Troyan

Moscow State Engineering-Physics Institute
(Submitted October 9, 1997
Pis’'ma Zh. Tekh. Fiz24, 61-65(April 12, 1998

A method is proposed for increasing the precision of the analysis of the atomic composition of
solid materials using theMAL-2 laser energy-mass analyzer. The basic idea of the

method is to clean the sample by laser desorption of adsorbed residual gases during the interval
between two ionizing laser pulses. A scheme for technical implementation of the proposed
method is presented. @998 American Institute of Physids$$1063-785(18)01004-0

One of the main problems in practical mass spectrometrperforming analysis of trace impurities in metals and alloys
is to increase the precision of the analysis. The most widelyvith this apparatus.
used method of investigation of the atomic composition of = We propose below a method for cleaning the surface
solid materials is based on the use of laser mass spectrorduring analysis of trace impurities that could substantially
etry, specifically, the MIAL-2 laser energy-mass spectro- improve measurement precision.
metric analyzer. It is knownthat though the sensitivity is The flux of molecules from the gas phase onto the
quite high (~0.01 ppm the measurement precision attained surfacé is
with this method is not very high and equals 30%. Analysis
of the possible reasons for such low precision shows that one ] =3.51X 10°%p/\MT=3.5x 10 cm 2 s~* 1)

of theI ma|r]1c reazons |§dunlcontrolla_t|)_lﬁ conttqunlnatlon o:‘ I?Zﬁzlo_s Torr, T=300 K, M=30 amy. Here it was as-
sample surtace by residual gases. 'he particle: concentratig, o that at these temperatures the sticking coefficient of

on the surface as a result of adsorption of parti¢les low molecules on the surface =12 The time 7 required to

~10-5
background pressurp==10"> Torr) can be comparable to cover the surface up to coverag@e=0.1, which should be

the concentration of the elements of the trace impurity bein%ompared with the pulse repetition periddof the ionizing
analyzed. Indeed, it is easy to show that in the case of monqQ; <oy pulses, can be estimated from the relation

layer surface coverag@=N/Ny=1 (N is the number of

adsorbed molecules per érandNy= 10" cm™?2 is the num- 6N,

ber of adsorption centerthe number of molecules adsorbed 1= -

on an areaS=10"% cn?, determined by focusing a laser

pulse @=10 um), is N=10°. This value is comparable to Using Eq.(1) we find 7=10"! s. On the other hand, the

the number of trace-impurity atoms at the levell0 3% repetition period of YAG-laser pulses in the Q-switched

(Ngg=10"°N,V=10°, N,=10% 1/cn?, andV=10"° cm® mode A\ =1.06 um, 7,=10" " 5) is =10 2 s. This gives the

is the volume of the evaporated matter). threshold power =20 mJ required to ionize the matrix of
The need to increase the analytical precision attainethe sample =10> W/cn?). In the free-lasing mode we

with the BMAL-2 mass spectrometer was noted in remarkshave 7,=10 * s and sop=10° W/cn?. This power is suf-

by the British Service NAMAS during the accreditation at ficient to clean the surface by laser-stimulated desorption of

Moscow Engineering-Physics Institute of the procedure foradsorbed residual-gas molecufe@n the other hand, be-

FIG. 1. a — Repetitive-pulse characteristics of the
coherent radiation source&t — Q-switched mode
(period T); b — Q-switched mode(period 2T);
free-lasing moddperiod 2T). b — Surface cover-
age timer versus pressur@ (1). Here T is the
repetition period of the radiation pulses.

— T — t po =107 Torr P

a b
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FIG. 2. Block diagram of the scheme implementing the proposed methedto power supply for the Pockels cell.

cause of the large difference between the binding energies @iulses with fixed duration,=10 ng and repetition fre-
atoms in the crystal lattice and atoms adsorbed on the suguencyf=100 or 50 Hz in the Q-switched mode are formed
face, this power is insufficient for evaporation and ionizationwith a MT-100 univibrator(1) in the MIL-31 modulator unit
of the trace impurities in the sample. and then fed into the circuit powering the Pockels cell. To
On this basis we propose the following method for in- switch the next laser pulse into a free-lasing formation mode
creasing the sensitivity of theNFAL-2 analysis: A “desorb-  the signal from the MT-10v unit is fed into a MT-1G trigger
ing” pulse (with free lasing must follow an “ionizing”  unit (2) which supplements the MIL-31 modulator and de-
pulse (with Q-switching (Fig. 18. This idea can be imple- creases the pulse repetition frequency by a factor df/2)(
mented by switching to a free-lasing regime in each evermhe transistor switch a; controls the switch cascade on the
pulse. Then if the surface coverage time satisfiesT, by  lampL (GI-30). The resistanceR; andR, are chosen so that
the time the laser pulse ionizing the trace-impurity particlesn the initial state the lamp is closed and therefore the
arrives the surface will remain clean upfde-0.1. Indeed, as voltage on the Pockels cell &,=3 kV (Q-switched mode
the estimates presented above showee;10 ' s (p  WhenT, is interrupted with frequenc§/2 (2T) the positive
=102 Torr) andT=10"2 s, i.e.,7/T~10, which confirms pulse flows through the capacitan€eonto the grid of the
the idea of cleaning the surface during measurements of trademp C; and the lamp open@dree-lasing modg In this man-
impurities. In accordance with Egél) and(2) the time sat- ner the scheme for generating “shortened” laser pulses with
isfies 7~ 1/p. Figure 1b shows schematically the function frequencyf/2 (Q-switched modeand with pulses with fre-
7/f(p). One can see that fgu<<py=10"% Torr (py~ 1/T, quencyf/2 (free-lasing modgis realized in practice. This
T=10 2 s) the inequality7>T is observed. At these pres- design was tested successfully.
sures laser cleaning of the surface of the experimental
sample will be observed. This should increase the precision

with which trace impurities present in the experimental 1Y_U-]A-,E Bykovskii e}néi V-,\l;l- Ne\\gzgré,gaigrz Mass Spectrometfin Rus-

: sian], Energoatomizdat, Mosco , pp.
sample are deFermmed' . . 2D. Woodruff and T. A. DelcharModern Techniques in Surface Science
The following scheme for forming laser pulses in the cambridge University Press, N. Y., 1988; Mir, Mosc6#989, 568 pp.

free-lasing and Q-switched modes was proposed and imple?A. Zangwill, Physics at SurfacesCambridge University Press, N. Y.,
mented in order to use the this laser surface cleaning idea in1988; Mir, Moscow(1990, 535 pp.
a practical situation. A block diagram is presented in Fig. 2. D M- Zehner and C. W. White, Appl. Phys. Le86, 56 (1980.
In the conventional scheme for powering a LTI-PCH Translated by M. E. Alferieff
laser the voltage pulses controlling the formation of the laseEdited by David L. Book
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Stochastic generation accompanying parametric excitation of spin waves in yttrium iron
garnet films
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We report the results of experimental investigations of chaotic self-modulation of the envelope of
surface spin waves as a result of first-order spin-wave parametric instability. The experimental
apparatus consisted of a microwave oscillator with a spin-wave delay line in the feedback circuit.
© 1998 American Institute of PhysidS1063-785(108)01104-5

Interest in the investigation of the behavior of nonlinearsaturation magnetization and thickness of the filmkdf0
dynamical systems has been increasing in recent years. Thglds, i.e., a pump wave is excited near the resonance fre-
properties of such systems are much richer than in the lineajuencyw, of a tangentially magnetized film, the conditions
case. They lead to a number of unique phenomena. Specifi1) will assume the form
cally, the stochastic behavior of deterministic nonlinear
systems, especially systems with a large number of degrees @p~ . ,
of freedom and distributed parameters, is of interest. A fer-
romagnet in which parametrically coupled spin oscillations wpl2~ w1 (Ky) =~ wa(kz), )
and waves exist can serve as such a system. ki~ —Ks.

Stochastic self-modulation of a microwave pump signal
accompanying first-order spin-wave instability has been obThe conditions(2) hold if wp=w, <2/3wy (see, for ex-
served in bulk ferromagnetic samples in severalample, Ref. 11 This is because one-half the pump fre-
treatment£: This effect has also been investigated for somequency must fall within the spectrum of volume spin waves.
particular cases in thin ferromagnetic films. The case of &or an yttrium iron garnet film with a magnetization of
uniform longitudinal pumping was studied in Ref. 4. In Refs. 1750 G, the frequency of the upper limit of the first-order
5 and 6 pumping was performed by direct volume spininstability is w, n,=3.2 Hz, which corresponds to a mag-
waves. Stochastic self-modulation in the case of pumping byetic fieldHy~565 Oe.
surface spin waves has been observed only in Ref. 7, which  To investigate the self-modulation of surface spin waves
is devoted to a study of regular self-modulation associatetve employed an apparatus consisting of a 2—3.3 GHz micro-
with the nondegeneracy of first-order deédy. this connec- wave oscillator with nonlinear spin-wave delay line in the
tion, our objective in the present work was to investigatefeedback circuitFig. 1). The delay line was implemented on
experimentally stochastic self-modulation of surface spina tangentially magnetized 16m thick yttrium iron garnet
waves in a tangentially magnetized yttrium iron garnet filmfilm with a saturation magnetization 1750 G and dissipation
when first-order spin-wave instability occurs. parameter per unit length 0.5 Oe. The surface spin waves

It is well known that at some threshold powey, sur-  were excited and detected with 3n wide microstrip trans-
face spin waves become parametrically unstable with respeducers separated by 10 mm. To ensure single-mode genera-
to decay into volume wavesee, for example, Ref. 9 and the tion the width of the transmission band of the delay line was
threshold relations in Ref. 10The decay efficiency is high- artificially decreased, for which the yttrium iron garnet film
est when the temporal and spatial synchronization conditiongas raised above the transducers to a heigh100 um. In

are satisifed: this case only long-wavelength surface waves near the begin-
ning of the spectrum, whered<1 holds, are efficiently
Nwp(Kp) = wy(ky) + wz(k2), excited? The entire structure was placed in a constant mag-

netic field, whose intensity varied in the range 200—600 Oe,
making it possible to tune the frequency of the oscillator.
wherewp, w; andw, are the frequencies of the pump wave Two Mini-Circuits VNA-25 integrated-circuit amplifiers
and the parametrically excited wavés,, k,, andk, are the  with 16 dB gain, connected in series, were used as the active
wave vectors of the pump wave and the parametrically exeomponent of the oscillator. The gain in the oscillator ring
cited waves, ana is the order of the parametric instability was adjusted with a variable attenuator. Thus, the microwave
(in our casen=1). For first-order parametric instability to powerP,y at the entrance into the delay line, i.e., the degree
exist, the three frequencies must fall within the spin-waveof supercriticality of the regime, could be varied. The aver-
spectrum. This happens only under definite conditions. Thesage powePg 7 at the exit of the delay line was essentially
conditions are determined by the bias magnetization fieldindependent oP,y and was equal to a value of the order of
the wave number and frequency of the pump wave, and thé2 W with generation at 2750 MHz.

kp=ky+Kz, )
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FIG. 1. Experimental apparatud: — delay line,2 — attenuator,3 —
amplifier,4 — to spectrum analyzef — to oscillograph.
t 2500MHz

Investigation of the envelope of the output signal gave
the following qualitative results: No modulation occurs when
P,n=Pu- IncreasingP,y gives rise to vibrational energy
exchange between the pump wave and the parametrically
excited wave. In the process, the pump wave is modulated.
When the system is slightly supercritical, the modulation is
virtually always periodidthe frequency ranges from tens of
kilohertz to several megahejfzthough the form of the
modulation can vary substantially with the bias magnetiza-
tion field. As supercriticality increases, the periodic oscilla- . 200=0MH f
tions of the envelope evolve into stochastic oscillations. c b
Characteristically, the paths to chaos are different from the:c. 2. Oscillograms of the envelope and the power spectra of the micro-
well-known model paths, such as transition to chaos via avave signal for different values of the bias magnetization field.
series of period doubling bifurcations or via inter-
mittency>1#though their elements are observed. Moreover,
it was found that the character of the chaos arising and there-
fore the topology and dimension of the correspondingtic behavior. The three cases correspond to three different
strange attractor depend strongly on the magnitude of thbias magnetization fields;) @50 Oe, B 380 Oe, and 250
constant magnetic field. Oe. It is evident from the figure that as the intensity of the

The development of chaos in weak bias magnetizatiorield decreases, the structure of the chaos becomes more and
fields (200—-400 Og with increasing supercriticality occurs more complicated and the width of the generation spectrum
abruptly. The initial periodic modulation loses short-rangeincreases. Conversely, as the magnetic field approaches the
order, and the signal spectrum broadens. upper limit for the existence of first-order processes, the

The onset of chaos via period-doubling bifurcation isstructure of the chaos becomes simpler. The envelope oscil-
observed in fields 400—500 Oe. As the power increased, adations become quasiperiodic.
ditional lines corresponding to half-frequencies appeared in  These results demonstrate the diversity of the stochastic
the signal spectrum. Further above criticality the lines broadeffects that exist in the system studied, and they make it
ened and merged into a single continuous spectrum. possible to suggest such a system as a tool for studying

In fields of the order of 530 Oe modulation remains chaotic dynamics. The results are also of interest from the
strictly periodic in a wide range of supercriticality and doestechnical standpoint. They demonstrate the possibility of
not transform into noise-induced modulation. If supercritical-constructing microwave-range noise generators with a possi-
ity is increased, then at some threshold modulation vanishesility of controlling the structure of the noise by varying the

Modulation was not observed in fields above 580 Oebias magnetization field and the magnitude of the damping in
where first-order decay processes are forbidden for the wavihe feedback circuit.
numbers employed. We express our sincere gratitude to B. A. Kalinikos for a

Figure 2 displays oscillograms of the envelope and specdiscussion of the results obtained in this work.
tra of the generated microwave signal for supercriticalities of ~ This work was financed by the Russian Fund for Funda-
the order of 10 dB, corresponding to well developed stochasmental ResearctGrant 96-02-19516
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Metastable states of a charged ellipsoidal drop
S. I. Shchukin and A. I. Grigor'ev

Yaroslavl’ State University
(Submitted December 8, 1997
Pis'ma Zh. Tekh. Fiz24, 73-78(April 12, 1998

The stability of charged prolate-spheroidal drops of an ideally conducting liquid is investigated
on the basis of the principle of minimum potential energy of a closed system in a state of
equilibrium. It is shown that metastable states exist in a certain range of charges and spheroidal
deformations. ©1998 American Institute of Physids§1063-78518)01204-X]

A substantial number of studies concerning the stabilityfunction of the Rayleigh paramet®/ and the ratiax of the
of charged drops exidsee, for example, Ref.)1Rayleigh semiaxes of the prolate spherdil:
established that a spherical drop of radRswith surface

tensiono and charge) becomes unstable against infinitesi- B x1/3 Vx2—1 [(YxP-1
mal spheroidal shape perturbationsWf= Q%/47R3¢=4? U= 2+ WVoe—1)| X T xarcsi

In Refs. 3 and 4 it was concluded that the shape of a spheri-

cal drop can bifurcate to prolate and oblate spheroids for

W=4, while in Ref. 4 it was noted that for finite shape +Warccosh(x)

perturbations the transition to a stable spheroidal shape is

also possible foMWW<<4. Analysis of the more general case Figure 1 shows plots, calculated according to &g, of

when a drop has the shape of a triaxial ellipsoid showed thahe potential energy) =U(x) of a charged spheroidal drop

an oblate ellipsoid is not a stable shape of a drop for anyersus the ratio of the semiaxes for small deformations of the

values of the parameté&V, since forW<4 an oblate ellip- drop and several values of the Rayleigh paramété&+ 3.5,

soid evolves to a sphere, while faW=4 it evolves to a 3.7, 3.9, 4.1, and 4.3. As noted earffef for W<4 a small

prolate spheroid. deformation of a spherical drop increases its potential en-
In the present Letter the stability of the states of aergy, while forW>4 the deformation of a drop to a prolate

charged, ideally conducting, prolate spheroidal drop is studspheroid decreases the potential energy of the drop, i.e., it is

ied from the standpoint of the minimum of the its potential energetically advantageous.

energy, equal to the sum of the surface tension energy and However, analysis of the plots of these curves for large

the electrostatic energy of the intrinsic charge of the drop. deformations shows that even faf<<4 these dependences
Expressing the potential energy of a charged prolateean be nonmonotonic. From Fig. 2, where curves similar to

spheroidal drop in units of the energy of a spherical dropthose displayed in Fig. 1 are given for large values of the

with the same volume and charge, we obtain the followingratio of the semiaxes of the spheroid, it is evident that when

expression for the dimensionless enekdjyof the drop as a the Rayleigh parameter exceeds a threshold vilie be-

: @

U

1.00003+

1.00002+

FIG. 1. Plots of the dimensionless energyof a
charged prolate-spheroidal drop versugthe ratio
of the semiaxes of a sphergitbr small deforma-
tions and Rayleigh parametang= 3.5, 3.7, 3.9, 4.1,
and 4.3 — curveq, 2, 3, 4, and5, respectively.

1.00001+

0.99999+

0.999981 ' , x
1 101 102 103 104 105 106 1.07
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W,;=3.545.
woots U 1 2 3 4 5 1

Solving the equationgU/dx=0 andU(W,x) =1 simul-
taneously, we find the value &/ for which the local mini-
mum appearing in the functiot (W,x) transforms into a
global minimum. In the process, the energy minimum of a
spherical drop remains, but the corresponding state becomes
metastable

1.0014

1.0005+

Now the potential energy of a charged spherical drop is
higher than that of a prolate-spheroidal drop, and a transition
between the states is possible if the potential barrier separat-

3 3 4 P ing them is overcome.
This is elucidated in Fig. 3, where the functidd

z:e. % rPIots otfht:er ;::i?stLoenI;s; ;r:(zﬁgg aaghﬁ;@:;% ?zglratg-jeppoer;??a' =U(W, X) is represented in the form of a three-dimensional
tio?f; :njug(ailleigh parameterd\4-=3.52, 3.55,p3.58, 3.61,gand 3.64 — surface. Thg Cur\gd\B was obtained from the andltlons
curvesl, 2, 3, 4, and5, respectively. dU/9x=0, °U/9x=<0 and passes through the points of lo-

cal maxima of the functiolJ(W,x). The curveBC was

obtained from the conditiongU/dx=0, 9°U/9x*>>0 and
sides the minimum ak=1 (corresponding to a spherical passes through points of local minima of the function
drop), another local minimum appears in the functidiix) U(W,x). The curveDBE represents the functiod (W,,x)
corresponding to a metastable state in which the drop is and is tangent to the curv®BC. The curveFGH is deter-
prolate spheroid and its energy is greater than that of ained by the functiotd (W, ,x). The pointG of intersection
spherical drop. As the Rayleigh parameter increases furtheof the curveFGH and the curveBC corresponds tdJ =1
the local minimum corresponding to a prolate spheroid conand separates the region of metastable st&€3) (from the
tinues to deepen, and wh&¥ passes through a vali, it region of stable state<C(G) of a charged prolate-spheroidal
transforms into a global minimum corresponding to a stabledrop. The projections of the curv&€BE, FGH, andAC on
state in which the energy of the prolate-spheroidal drop ishe W—x planes separate the plane into four regions:
lower than that of a spherical drop, but two minima separated For W<(3.545 the functiorlJ (W,x) possesses a single
by a potential barrier continue to exist. For such values of theninimum corresponding to a stable spherical drop;
Rayleigh parameter the spherical-drop state can be inter- For 3.545<W<3.596 the functionU(W,x) possesses
preted as metastable. From Fig. 2 it is also evident that as thevo minima, one corresponding to a stable spherical drop
Rayleigh parameter increases, the valu aorresponding and the other to a metastable prolate-spheroidal drop;
to the position of the minimum also increases, i.e., adrop in  For 3.596<W<4 the function possesses two minima,

0.9995¢

a stable(metastablestate becomes more prolate. one corresponding to a metastable spherical drop and the
Solving the equatiowU/dx=0 for W and finding the other to a stable prolate-spheroidal drop;
minimum of the function obtained, we obtain the value/¢f For W=4 the functionU (W,x) possesses a single mini-

for which an additional local minimum appears in the poten-mum corresponding to a stable prolate-spheroidal drop.
tial energy of a charged prolate-spheroidal drop with energy  Conclusions. For Rayleigh parameters in the range
greater than the energy of a spherical drop: 3.545<W<3.596 there exists a metastable state of a charged

FIG. 3. Plot of the energyJ(W,x) of a charged
prolate-spheroidal drop versus the Rayleigh param-
eterW and the ratiok of the semiaxes of the spher-
oid. The curveABC marks the extremal values of
the energy of the drop: The curveB corresponds
to local maxima and the curvBC corresponds to
local minima. The curvdBE marks the values of
the energy of the drop for which the Rayleigh pa-
rameterW=W,. The curveFGH marks the values
of the energy of the drop for which the Rayleigh
parameterW=W,. The curveAC corresponds to
W=4.
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prolate-spheroidal drop. The energy of a drop in this state iS'A. I. Grigorev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk, Mekh. Zhid-
higher than that of a spherical drop. For 3.508/<4 a  kostiiGaza No.3, 31994
. .. Rayleigh, Philos. Mag14, 184 (1882.
prolate-spheroidal drop has the minimum energy and, thougRo A gassaran and L. E. Scriven, Phys. Fluidd,A795 (1989.
once again there are two minima, the energy of a sphericalG. Ailam and 1. Gallily, Phys. Fluid$, 575 (1962.

drop is lower than that of a spher0|dal dI’Op. A spherlcal dI’Op L. D. ITanda!J _and E. M. Lifshitzi-luid Mechanics Pergamon Press, N. Y.
[Russian original, Nauka, Mosco(®988, 733 pp].

can undergo the transition to SpherOidal onIy by OvercomingsL. D. Landau and E. M. LifshitzElectrodynamics of Continuous Media
a potential barrier separating the two minima. As the Ray- Pergamon Press, N. Y[Russian original, Nauka, Moscow1982,

leigh parameteV increases, the eccentricity of the equilib- 620 PP}
rium shape of the drop increases. M@ 4 there exists only  Translated by M. E. Alferieff
one minimum, corresponding to a spheroidal drop. Edited by David L. Book
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Dynamical configurational excitations and the polarization of dielectrics under a load
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The polarization of dielectrics, which do not exhibit electrostriction, under a mechanical load is
due to dynamical configurational excitations in the loaded crystal. Among these
configurations, a dynamical order parameter is identified. It is determined by solving a nonlinear
reaction-diffusion equation. The comparatively short buildup time of charge under a load is

due to the formation and propagation of a wave of switching. 1998 American Institute of
Physics[S1063-785(18)01304-4

In natural marble, which does not exhibit electrostric-ferent set{N;} and{«;}. This set depends on the time and
tion, an electric field arises under the action of a mechanicalliffers from the initial set, i.e., short-range order in a de-
load below the yield point. The charge increases up to its formed crystal is of a dynamical character. The transition
maximum value within a time,, of several secondsThisis  from one type of dynamical short-range order to another can
two orders of magnitude shorter than the titgeunder the be interpreted as the appearance of DCEs in the system.
action of an electric field alone. A charge with the oppositeThese excitations correspond to nonequilibrium states, they
sign arises as the load is removed. The relaxation time of thdepend on the conditions of loading, and they determine the
charge is the same in all cases and closacto Hence it  kinetics of the process. When the load is removed, the DCEs
follows that the charge relaxation mechanisms are identicakanish but the structural nonuniformities due to them remain.
while the mechanisms leading to the appearance of th&he crystal is in a different metastable state with short-range
charge are different. order different from the initial order.

The characteristic energies under mechanical loading Of the variety of DCEs arising in a deformed crystal,
~10* G, whereG is the shear modulus, are at most §0  only some of those with short-range order of the typg}
eV/atom. These values cannot lead to changes of any signifiead to polarization of the sample. Their relative fractign
cance in the thermodynamic parameters, for example, tenfmong the total number of DCEs is always less than 1. The
perature or pressure. In addition, there is no need to attribut@uantity <<1 is an order parameter.
the mechanoelectrical effects to phase transformations. The polarization vector is given by=P(7) and can be

The qualitative changes in the properties of a materiaexpanded in powers of. The zeroth term in the expansion
are always due to the appearance of new degrees of freeddiust equal zero, sinceé=0 for »=0. The free energy is
and the collective excitations associated with them. A comdetermined by the components of the elastic deformation
paratively low excitation energy signifies that only low- tensor and the polarization vectoThe free energy is mini-
energy dynamical excitations, arising in the sample under th&lized for each value of the order parameter. But, in contrast
action of external forces, need be considered. The need {® Ref. 5, an equation for the order parameter cannot be
introduce such excitations was pointed out in Ref. 2. In Refobtained by minimizing .

3 they were termed dynamical configurational excitations We shall find this equation from the following consider-
(DCES. On the basis of such excitations the kinetics ofations. In the balance equatiom/dt=F({k;}, ) —div j we
structural relaxation of amorphous alloys has been stddieceXpand the source functidh in a power series in.

and anomalies of the galvanomagnetic properties of amor- 1erminating the expansion at the third-order term and

phous alloys at low temperatures have been expldinye.  takingj=—DA#, we obtain
;22!525:1? DCEs to explain the observed mechanoelectric anldt=kyp+kyn?—kan3+ DA 7. 1)

We consider first a sample which is not subjected to aHere k; are parameters dependent on the temperature and
load and has an arbitrary density of defe@tsint defects, stresses an@® is the diffusion coefficient. This equation is
interfaces, and so anWe specify its structure by the num- known from Refs. 6 and 7. Its solutions are well knoWn.
bersN; of clusters which possess a short-range oragr For a<—Db?/4 (a=k;/ks, b=Kk,/k3) the system has a
The quantities\; and «; vary continuously as a result of the single stable stationary solution=0. It corresponds to the
vibrations of the atoms. Averaging over a time interval thatinitial state of the sample with zero polarization. In the pa-
is much longer than the period of the oscillations of therameter range-b?/4<a<0 there exist three stationary so-
atoms gives a s¢i;}, and{«;}, corresponding to the initial lutions: stablen,=0, unstable»n,< 73, and stabler;=b/2
state. +(b?%/4+a)Y2. The solutiony; is absolutely stable foa>

For an elastically distorted crystal lattice there is a dif- —2b?/9, while 7, is absolutely stable fa< —2b?%/9. At the

1063-7850/98/24(4)/2/$15.00 280 © 1998 American Institute of Physics
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point a= —2b?/9 both solutions exhibit identical stability. tric effect can be observed only under loads above a critical

For a=0 there exist two stationary solutions: unstablevalue. The experimental confirmation of the threshold char-

71=0 and stablern;. At the pointa=0 we haven;= 7, acter of the polarization of a dielectric under a load will

=0. prove the correctness of the model proposed for the phenom-
The transition from an unstable into a stable state for enon.

—2b%/9<a<0 occurs via the formation of a wave of

switching »= n(x—uvt). The steady-state velocity of the 1y, S. Kuksenko and Kh. V. Makhmudov, Pis'ma zh. Tekh. B13(3), 89

wave fronf° (1997 [Tech. Phys. Lett23, 126 (1997].
12 2V. E. Egorushkin, V. E. Panin, E. V. Savushksin, and Yu. A. Khon, Izv.
v=(2Dk3) " (1 + 73— 27,). ) Vyssh. Uchebn. Zaved. Fig0, 9 (1987.
. 3V. E. Egorushkin and N. V. Mel'nikov, Zh. I&p. Teor. Fiz.103 189

In an electric fieldte~L?/D, whereL is the character-  *v. E. Egorushkin and N. V. Melnikov, Zh. I&sp. Teor. Fiz.103 555

istic size of a polarization nonuniformity in the sample. For (1993 [JETP76, 280(1993].

k ' 5 X o ) . . )
te~ 10 s andD ~ 10~ 13 cn?/s we obtainL ~10~° cm. The R. Blinc and B. Zks Soft Modes |r.1 Fgrroelectncs and Antiferroelectrics
. . North-Holland, Amsterdam, 1974; Mir, Moscow, 1975.

time satifiest,~L/v. For the same value df andt,~1 s 8A. N. Kolmogorov, I. G. Petrovski and N. S. Piskunov, Byul. Mosk.

we findv~10~° cm/s. This value is close to the velocity of Gos. Universiteta, Matematika i mekhanikal (1937).
a traveling front at the initial stage of plastic deformatidn. \F;- 'Zsc\f)eﬂ,lAn“-YOf E'\ljlgeg'c_ﬂ 355@“?37)-(1 V. G YakhmoAut
Iy . . . . asil’ev, u. . omanovsH, an . . Yaknno,Autowave

Th_e SpeCIfIC Vall_Je op is determined by th_e parame@’ Processes in Kinetic SystenMoscow, 1987; Dordrecht, Boston, 1986.
which characterizes the rate of the reactions leading to @wm. v. ognev, S. V. Petrovskiand V. M. Prostokishin, Zh. Tekh. Fig5,
change in the initial structure of the crystal. 1 (1995 [Tech. Phys40, 521 (1995].

In summary, a cooperative displacement of atoms in théol-- B. Zuev and V. |. Danilov, Fiz. Tverd. TeléSt. Petersbuig39, 1399

. L . 1 Phys. Soli 1241(1997).
regime where a wave of switching forms can result in com- (1997 [Phys. Solid Stat@9, 1241(1997]
paratively short charge buildup times under a load. It alsdrranslated by M. E. Alferieff
follows from the solutions presented that the mechanoelecEdited by David L. Book

7
8



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 4 APRIL 1998

Modulation of capillary oscillations of a charged drop of low-viscosity liquid
by its elastic oscillations

S. O. Shiryaeva and O. A. Grigor'ev

Yaroslavl' State University
(Submitted September 19, 1997
Pis'ma Zh. Tekh. Fiz24, 83-87(April 12, 1998

A second-order linear differential equation describing the temporal evolution of the amplitudes of
capillary waves in a drop of low-viscosity liquid with elastic properties is given with a

complex coefficient multiplying the first derivative. It is shown that the capillary oscillations of
the drop are modulated by its oscillations associated with the relaxation of the viscosity

of the liquid. © 1998 American Institute of Physid$$1063-785(08)01404-9

Capillary and elastic oscillations of a spherical drop of ar=0:
viscous liquid are of interest for a very wide range of prob- .
. . ’ . in_n-
lems of technical physics, geophysfcsuclear physicé,and P"=0;
cosmogony The general laws governing small-scale wave, .
phenomena in a viscoelastic liquid have been investigated in
Ref. 4. However, some specific questions concerning this ®%=0.
problem, for example, the interaction of capillary and elastic
waves, have still not been studied. In this connection, we
shall analyze this problem for the case of a low-viscosity
liquid, where it is possible to write out the equation of tem-

20 O
PAE)= g~ g (2FL)EB. 4.1

poral evolution of the amplitudes of waves on the free sur- 1 9 9 1 92
face of the liquid. LE-——( sin0—)+——;
. . . J J i 2
1. Let us examine a spherical drop of radiBsof a sing 96 o/ sirtg ¢
viscous incompressible liquid with densifyand kinematic 3 _1) (E®Y2 (E)?2
viscosity v. Infinitesimal-amplitude capillary waves due to Pe=— Q ot (e=1) (Eq +(e—1)——.
the thermal motion of the molecules of the liquid are present 47R3 € 8w 8w

on the surface of the drop. Let the liquid be a dielectric with

permittivity &, while the charge) of the drop is distributed perturbation of the equilibrium spherical surface of the drop;

uniformly over its volume. ox .
The equations of electrodynamics with electrostatic po-P is the pressure exerted by the extemnal medium on the

tentiald, generated by the char@edistributed in the liquid, surface of the dropP™(r,t) is the pressure inside the liquid;

have the following form in a spherical coordinate systemU(r't) is the velocity f|e_ld of the IIQUIQPU is the Laplace ]
with origin at the center of the drdp: pressure beneath the distorted spherical surface of the drop;

®"(r 1) is the potential of the electric field inside the liquid;

In these expressions the functig@e, ¢,t) describes the

du 1_ _ and,EY* and E® are the normal and tangential components
G-t TU-Vu=- ;me+ v-AU, div-U=0, of the electric field generated outside the drop by the intrin-
sic charge of the drop.
_ Q If we solve the problem by the method described in de-
AP"=— 51 APT=0, tail in Refs. 5 and 6, it is easy to show that in the indicated
4meR dimensionless variables the equations describing the tempo-
r=R+¢&: ral evolution of the amplitudeX, of capillary oscillations
obtained by solving the problem in the low-viscosity ap-
d_FE f +U.VF=0, proximation take the form
dt gt
dzx, dX,
F(r,t)=r—R—&(6,¢,t)=0. g 2engp Ten%n=0; @)

7 (n-V)U+n-(7V)U=0, -
2—_—_In(n—1)(n+2)

—(P"—P®)—2ppn-(n-V)U+P,—Pe=0, “nT RS
D= pex ID"  GP 1 (e—1)’n+5s+1 1
0 fTn T Tan —nin-1) e(en+n+1) :
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Q2 v capillary oscillations. It is easy to see from the expression for
W= 3 an:—z(n—l)(2n+1). wy in Egs.(1) that as the drop charge increagtse param-
4moR R eterW increasef the conditiong5) on the viscosity of the
HereW is the Rayleigh parameter, characterizing the stabilliquid become more stringent.

ity of the drop with respect to its intrinsic charde. Itis interesting to note thag, as a function ol has a
2. We now take into account the fact that over short timemaximum atwf= 1. and vanishes abr:.O an(.j(mj—mO_
intervals the |iquid possesses the property of e|astfc|ty_ 3.In investigations of the parametric oscillations and the

analytical calculations on the basis of the continuousStability of a drop of a viscoelastic liquid with respect to the
medium model the viscoelastic properties of a liquid can bdime-dependent intrinsic or reduced charge, the equations de-
described by introducing a complex kinematic viscosity byscribing the time dependence of the amplitudes of different
means of Maxwell’s formula® modes of capillary oscillations are the Mathieu—Hill
equations:1®!! |n this case, for a low-viscosity drop no
change occurs to first order in the viscosity, either in the
where v, is the kinematic viscosity at zero frequenay,is  range of frequencies at which different types of capillary
the frequencyy is the characteristic relaxation time of elas- motions of the liquid are realized or in the critical conditions
tic stresses in the liquidr~10° s)°, andi= 1. under which parametric instability appears is observed. A
Substituting the expressid@) into Eq. (1), we obtain an  correction in the critical conditions for such an instability,
ordinary differential equation with a complex coefficient due to the elastic properties of the liquid, appears only in

V=V0(1—iw7')_1, (2

multiplying the first derivative: third order in the small viscosity.
d2X, CdX, o,
a2 +2(Bntivyn) dt + Xy =0; ©)
_ _ 1A I. Grigorev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk, Mekh. Zhid-
:E(n 1)X(2n+1). y Eﬂwr(n 1)(2I’H—1). kosti i Gaza, No. 3, 319949.
"R (14027 " R2? (1+ 0?72) 23, 1. Bastrukov and I. V. Molodtsova, Dokl. Ross. Akad. N&80, 321
(1996.
The solution of Eq(3) to first order in the small viscos- 3S. I. Bastrukov, Phys. Rev. &3, 1917(1996.
ity can be written in the form 4S. 0. Shiryaeva, O. A. Grigor'eva, M. |. Munichev, and A. I. Grigor'ev,
Zh. Tekh. Fiz.66, 47 (1996 [Tech. Phys41, 997 (1996].
X=Xgpexp(— Bpt)cog y,t)cof w,t+ ), (4) 5S. 0. Shiryaeva, A. B azaryants, A. |. Grigor'evat al, Preprint No. 27,

Institute of Mechanics, Russian Academy of Sciences, Yaroslavl’, 1994,
whereX, and § are integration constantsorrections to the 128 pp.

frequencyw,, of capillary oscillations as a result of viscous (Sig(;-ZSh'ryaeva and A..Eazaryants, Zh. Vychisl. Mat. Mat. Fi31, 929
d_ampl_ng app_ear O_nly in the approximation quad_ratlc In the7Ya. I. Frenkel’,Kinetic Theory of LiquidsClarendon Press, Oxford, 1946
viscosity. It is evident from Eg.(4) that two kinds of [Russian original, Nauka, Leningrad, 194592 pp.

damped oscillations are realized simultaneously in the drop?Yu. A. Bykovski, E. A. Manykin, P. P. Poliktov et al, Zh. Tekh. Fiz.

capillary oscillations with frequency, and elastic oscilla- g‘é& ézé;gﬁ’ggvfsg%’- zh@aliﬁ]h-;h\z% :322&92% U, V. Bagaron

tions with frequencyy,. - Dokl. Akad. Nauk SSSR22, 307 (1992.
The condition that the viscosity of the oscillating drop be°a. E. Lazaryants and A. 1. Grigorev, Zh. Tekh. Fig0, 33 (1990 [Sov.
small implies that Phys. Tech. Phys35, 1019(1990].
1135, 0. Shiryaeva and A. |. Grigor'ev, Zh. Tekh. F&2, 49 (1990 [Sov.
Brnlwny<1, yolw,<l. (5) Phys. Tech. Phys37, 1071(1992].

Taking account of the condition®), one can see from the Translated by M. E. Alferieff
Eq. (4) that the elastic oscillations of the drop modulate itsEdited by David L. Book
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The possibility of information storage using the angular speckle-selectivity of volume holograms
is analyzed. It is demonstrated that such holograms can be used to construct high-capacity
memory elements. €998 American Institute of Physid$$1063-785(18)01504-3

1. The selective properties of volume holografWéis)  fuser and hologramlko|=2#/\ is the wave vector of the
have been repeatedly discussed in connection with the pogead speckle-beam, adg(x) is a Bessel function of the first
sibility of producing high-capacity memory systems basedind.
on them'~3 It has been shownthat the maximum informa- In the expressioril) terms of the formJ, (koD v/2d)
tion densityN in VHs (N~\°~ 10" bits/cn?) is determined  andJ, (koL »/2d) describe the displacement between the read
by the wavelength\ of the radiation. It has been proposed field and the structure recorded in the volume of the holo-
that the angular or spectral selectivity of VHs be used as thgram with 86,#0. Figure 1 shows the dependence
main mechanism enabling multiple writifig’ Inp(86,) obtained from Eq(1) as well as the dependence

One drawback of the information storage methods basepIGR(ggA) calculated in accordance with Ref. 5 for plane-
on the dispersion properties of holograms is the selectivgave holograms. As follows from the data presented, the
character of the angular and spectral selectivity. In this CONselectivity A fsp of @ SWVH (determined a$6, at 0.9 yp)
nection, successive writing of holograms is done predomijs related to the average size of a speckléo ()
nantly in the dispersion plane of the grating. Moreover, the—1 22\ /d) and under identical write conditions can be
oscillatory (sirx/x) dependence of the intensity of the dif- «stronger” than the selectivity of the cross-gratingfgg.
fracted signallp(66,6)) in the case of detuning from the \oreover, comparing the dependencésy(86,) and
Bragg conditions results in degradation of the signal—to—noisquR(ggA) shows that the SWVH selectivity is monotonic,

189 . ,
ratio. o _ _ unlike the oscillatory dependentgg(J6,) for a cross grat-
In the present Letter the possibility of information stor- j,g.

age based on the use of the properties of the angular selec- 3. Holograms with a reference speckle wave were re-
tivity of volume holograms recorded with a reference corged, using the radiation from a single-frequency laser
speckle-wavgSWVHS) is analyzed. with A=530 nm, in an asymmetric geometrg4=0° and

2. Let us consider a VH formed by a plane waigfr)  gs=15°, cross grating period ~2.0 um). LiNbO5:Fe (0.02
=sexp(—iot) and a speckle wavBo(r). It is assumed that vt o) crystals with thicknes3=1.5 mm were used as the
reconstruction is performed by the speckle wave, whose spgacording medium.
tial structure is identical to that of the write wawy(r), To measure the angular selectivity of such holograms,
while the reconstruction anglé,e, differs from the write  the speckle wave was used to reconstruct them. Changing the
angle: Oreg= Orec™ 605 (90a<bred, Where frec COITESpONds  yajye of the angle,q4# 6,.. decreased the value bfp. The
to the convergence angle of the beams at the write stage. Wperimental dependencégo(56,) with the hologram ro-
this case, the normalized intensliy,(56,) of the diffracted  tated in the dispersion plane and in a plane perpendicular to
beam is given by the expressin the dispersion plane are shown in Fig. 1. As follows from the

data presented, an important feature of the SWVH is that the

4 angular speckle selectivit fsp does not depend on the di-
ID(50A) 4d 1 T‘sﬁAl . . . . s . .
Ino(80sp= ———=| —| ———— — rection of displacement. This substantially distinguishes it
ND\ OUsp | k 2 2
Dmax o/ (DLTS6A) o v from plane-wave holograntsMoreover, the dependences
2 presented confirm that it is possible to record a hologram

whose angular selectivity is higher than the selectivity of the
cross grating recorded under similar conditions.

(1) 4. The angular selectivity mechanism of a SWVH de-
scribed above permits multiple writing of information and
construction of a memory element based on this mechanism.

where v=50,z, dv=450,dz, Ip__ is the intensity of the |n the experimental implementation of such an element, suc-

diffracted beam with56,=0, T is the thickness of the holo- cessive writing was done by changing the angle of incidence
gram, d is the diffuser—hologram distanc® and L are, 6, Of the speckle wave. The angular detuni$g, <8’ was
respectively, the diameters of the illuminated part of the dif-chosen from the conditio®0,>A 6g~1’, which ensures

iko ,] . (koD KoL
XeX[{FU }Jl(gv)\ll(%v dv
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1.00 %=

Iip , arb. units

0.75

FIG. 1. Normalized intensityyp of the diffracted beam
as a function of the displacement angl@, for several
values of the average speckle sizg{;— o, =5.0 um;
Inpz— 0, =8.0 um) and the angular selectivity of the
plane-wave grating in the dispersion pldng and in a
direction perpendicular to It, gr. Experimental depen-
dences of the angular speckle-selectivity tor~8.0
mm: 1 — Rotation in the dispersion plane of the grat-
ing; 2 — rotation in a perpendicular plane.

0.50

0.25

0.00

ABspy  ABsp; ABgk

substantial suppression of the intensity of the total signaimechanism of angular speckle-selectivity, we note the axi-
(IDEsloleDmax) formed as a result of the diffraction of the symmetric character of the dependenigg(56,) in the
reconstructing wave by the other h0|ograms_ plane of the recording medium. This is due to the statistical
Figure 2 shows the spatial-angular structure of the difhomogeneity of the intensity distribution in the structure of
fraction maxima that are formed when an element of thehe reference beam in this plane. The numbeof holo-
holographic memory is reconstructed on the basis of th@rams successively recorded in the volume of the crystal can
angular-selectivity mechanism. To each maximignthere ~ be estimated as
corresponds to a reconstruction anglé,;, variation of 4oy
which leads to successive reading of the signal wave. One N= —
can see from Fig. 2 that the contour of the angular selectivity (60,
A fspremains constant and its value does not depend on thehere ¢ is the range of angles where writing is possible (0
read direction. <<90°). Taking account of the data presented above for
To analyze the information write density obtained by theA 65 (Fig. 1), we estimate the number of holograms from

2

arb- units

1,007 Inps
0.751
0.501
0.25

FIG. 2. “Memory element” formed as a result
of successive sampling of a hologram recorded
with a reference speckle wave with angular dis-
placement in two orthogonal directions.
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Eq. (2) asN~10", which is 27/(56,) times larger than the 6. In conclusion, we note that in the present Letter the

corresponding value obtained by writing with plane characteristic features of the angular selectivity of volume

waves>! holograms of a speckle structure were analyzed and it was

5. By analogy to Refs. 1, 3, and 9, the signal-to-noisedemonstrated that high-capacity memory elements can be

ratio of a holographic memory element based on speckleconstructed on the basis of such holograms.

angular selectivity can be calculated as | am grateful to the Columbian Institute for the Devel-
opment of Science and Technology “COLCIENCIAS” for

(3)  partial support of the work as part of Project No. 28-05-401-
93.

lqp
SNR= d ,
SheqlmotIpc

where |4, and I ,p are the measured values of the useful

signal and the noise. The noise is due to diffraction of the

read wave by thenth hologram. The ternhpc represents the

noise determined by the characteristics of the recording me-

dium. IA. L. Mikaélyan, Optical Methods in Informatic$in Russian, Nauka,
Under the conditions of formation of a speckle wave Moscow, 1990.

when the diffuser is illuminated by a beam with a GaussianzD- Bradly and D. Psaltis, Opt. Quantum Electr@$, 597 (1993.

intensity distribution(to calculate the expressiofl)) and 2 Hong. I. McMichel, T. Chang, W. Christian, and E. Paek, Opt. Bg.

. . : : 2193(1995.
neglecting the noisépc due to the medium, the expression 45 i,anzeerden Appl. OpR, 393 (1963.

(3) can be put into the form 5H. Kogelnik, Bell Syst. Tech. 48, 2909(1969.
| D. Bradly and D. Psaltis, Opt. Soc. Am. & 1167(1992.
gD "F. Mok, Opt. Lett.18, 915(1993.
SNR= — : (4 ey Lee, Opt. Lett13, 874 (1988.
E eXF[(m50A_A95P)2] 9K. Curtis, C. Gu, and D. Psaltis, Opt. Left8, 1001(1993.
m=q 10y, B. Markov, J. Imaging Sci. Technoi1, 70 (1997.

) 11K, Rastani, Appl. Opt32, 3772(1993.
The value of the SNR calculated from E@), taking ac-

count of thedésp data(Figs. 1 and 2 is ~10 2 with 10*  Translated by M. E. Alferieff
holograms recorded. Edited by David L. Book
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Twinning of bismuth single crystals bombarded by boron ions
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Twinning of ion-bombarded single crystals has been investigated for the first time. It has been
established that bombardment of bismuth single crystals with boron ions stimulates

mobility of twinning dislocations and quenches their sources. This result is explained using the
dislocation model of a wedge-shaped twin. 1®98 American Institute of Physics.
[S1063-785(108)01604-9

INTRODUCTION The freshly cleaved111) surface of the bismuth single
. L ) crystal was bombarded with 30 keV boron ions at a dose of
Studies of twinning in metals are potentially useful from 107 ions/cn?. The treated surface was then deformed by a
the scientific viewpoint as well as for practical applicationsconcentrated load, for which we used the diamond pyramid
of structural materials whose plastic deformation takes plac@; - <tandard PM'I"-3 microhardness meter. The load on the

by twinning!=> At present, many researchers are focusingindenter was varied betweenx<al(? and 30 1% N. As a
their attention on analyses of dislocation mechanisms req.c it of the deformation an ensemble of wedge-shaped

sponSIbb!(_ag fo_r _changes in_the phyS|c.a|. properne; Ohwins appeared around the impression made by the diamond
crystgls. Thl§ is because.for the vast majorlty. of materials, ; denter for which we measured the lengtrand the width
plastic properties are achieved by the evolution of sets o t the mouth K).
dislocations. However, in some materials such as alpha iron,
silicon iron, zinc, and so on, plastic deformation takes place
I : O o EXPERIMENTAL RESULTS
by means of a twinning process. Thus, there is no justifica-
tion for inadequate studies of this type of plastic deformation  Six or seven wedge-shaped twins of the typ@1{001)
in metals because this narrows down the range of materialsre usually formed around the impression made by the in-
used in production and engineering since their physical propdenter on the(111) surface of the bismuth single crystal.
erties cannot be predicted. Figure 1 shows various twins formed near the impression
Here we study the twinning process in bismuth singlemade by the concentrated load.
crystals bombarded with boron ions. This is the first time  The results of our investigations indicated that the num-
such an investigation has been carried out and the resultser of twins formed as a result of the indentation of bismuth
suggest that such studies are advisable because ion clusténgle crystals does not depend on the load on the indénter
doping provides a new method of controlling the twinning (Fig. 2). However, the average number of twiNss strongly
process and various physical properties of structurainfluenced by the energy action on the crystal. In our case,
materials. this action involved the boron ion bombardment of the crys-
tal. It can be seen from Fig. 2 that for samples bombarded
with boron ions the average number of twins around the
CHOICE OF MATERIAL AND EXPERIMENTAL METHOD impression made by the indenter is two less than that for the

. . L h nonbombarded samples, i.e., the processes involved in the
Bismuth was chosen for the investigations because w iBeneration of twinning dislocations are slowed.

its (111) cleavage plane is deformed by a concentrated load, The maximum length of a twin prongLg), i.e., the
a p!astic de_forrnat?on Process i§ establighed Comp"j‘r""tive'Péngth of the largest twin in an ensemble of twins formed
easily by twinning in three directionsSchmidt factor 0.48 around the impression made by the indenter, increases lin-

For thisH’geason, bismuth is widely used in this type Ofearly as the load on the indentérincreasegFig. 3). For the
researci: irradiated samples the length of the twins was greater than
) L s ! JOGRat for the unirradiated samples for all loads on the indenter
not dissolve in bismuth so that the influence of chemical (between 5 107 and 30< 1% N). In this case, we can talk of

compounds formed as a result of interaction between iMg,o stimylation of twinning dislocations running along the
planted impurities and the bombarded material can be eXnterface between the twin and the parent crystal.
cluded from the analysis.

Bismuth single crystals measuring 800X 5 mm were
grown by the Bridgman method. Samples measuring 3.0 QUALITATIVE ANALYSIS OF THE RESULTS
X4 mm were cut from the crystal along tligl1) cleavage Figure 4 shows a twin formed by a set of twinning dis-
plane. locations. The plane ADEK corresponds to {id.1) cleav-
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FIG. 3. Maximum length of twin I(,,) versus load on indenteiP(: 1—
unirradiated crystal an#—bismuth single crystal bombarded by boron ions.

equal to the length of the segment MBg. 4) andL, is the
distance between the crystal surface and the leading disloca-
tion which penetrates deep into the crystal and is equal to the
length of the segment GN. We take the axes of the Cartesian
coordinate system as shown in Fig. 4.

At point N the Burgers vectob is perpendicular to the
line of the leading dislocation whereas at poiitit is par-
allel to this line. As a result from poin to point M the
leading dislocation changes smoothly from an edge to a
screw dislocation. A similar situation is found for the other

FIG. 1. Twinning of a bismuth single crystal: a—typical pattern of wedge- twinning dislocations.

shaped twins formed near the impression made by an indenter dflhe
plane of a bismuth single crystal; b—magnified image of various twins.

The distribution of an implanted impurity in the crystal
obeys Pearson’s law. The Pearson distribution is an extre-
mum function so that to a rough approximation we can as-
sume that the ions implanted in the material are located at the

age plane of the bismuth single crystal while the plane
ABCD is a transversal passing across the line of action of the

force P perpendicular to thé111) plane. We shall assume
that L is the length of a twin in th€111) plane which is

—O— — O
—D— g,

1

0 5 10 15 20 25 P-10°N

FIG. 2. Average number of twinsN) versus load on indenteP): 1—

AR

D,

2\ \

unirradiated crystal an2—bismuth single crystal bombarded by boron ions. FIG. 4. Representation of twin as set of dislocations.
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depth of their maximum concentration in an infinitely thin Clearly, for impurities insoluble in the implanted mate-
layer. In Fig. 4 the distance between the crystal surface andal matrix, an increase in radius and irradiation dose will be
this layer is denoted byy. accompanied by an increase in the force acting on the twin-
This representation allows us to assume that an imning dislocations from the implanted layer.
planted impurity in the layeAy creates stresses distributed The decrease in the number of twins formed near the
uniformly over the plane running parallel to the crystal sur-impression made by the indenter in an irradiated crystal can
face at the distancAy, which are compensated by surface be attributed to a reduction in the number of sources of twin-
tension forces on thél11) plane. This means that the calcu- ning dislocations caused by irradiation-induced changes in
lations of the stress fields in the surface layer can be reducdtie elastic characteristics of the surface layer in which the
to the well-known Prandtl probledf;®*whereby the compo- sources of twinning dislocations are situated.
nents of the deformation tensor for this layer are given by

o= —P—k(x/h—21—(y/h)?), CONCLUSIONS

Ty~ p—k(x/h), (1) As a result of these investigations of the kinetics of twin-

Ty =K(y/h), ning in bismuth single crystals bombarded by 30 keV borons
ions with a dose of 18 ions/cn?, it has been established

where oy, and oy, are the normal stresses ang, is the

I h=Ay is the | idthk is th ial . . . . . .
cleavage stre§§, yIs the layer widthk is the materia 1) an implanted impurity stimulates the mobility of twin-
constant, ang is an arbitrary constant. . . S

N9 dislocations;

The stresses created in the crystal by the concentrate L
. . 2) the length of the wedge-shaped twins is increased by
load P acting perpendicular to the crystal surfa¢® (111)) " .
are determined using the formifta means of additional forces acting on the screw and edge
g components of the twinning dislocations and also as a result
2P of an increase in their initial velocities produced by the
- — (2 stressed state of the surface layer in which the sources of
twinning dislocations are situated;

3) changes in the elastic characteristics of the surface
layer are responsible for the quenching of sources of twin-
ning dislocations as a result of ion bombardment of the
ecrystals.

that:

0- =
" ar’

where o, is the radial component of the tensor of the
stresses created by the for€eapplied to a point on the
surface of an elastic mediurR, is the modulus of this force,
andr is the distance between the point of application of th
force and some point in the medium.

Along the X axis the edge component of the twinning lv. S. Savenko and M. S. Tsedrik, Izv. AN BSSR Ser. Fiz.-Mat. Nauk
dislocation is exposed to a climbing forEg (Ref. 19 which No. 1, 105(1980. - P CoeTe
helps the dislocations to overcome obstacles in the form oky. s. savenko, V. I. Spitsyn, and O. A. TroitskDokl. Akad. Nauk SSSR
crystal lattice defects, including those formed as a result of 283 1181(1989 [Sov. Phys. DokI30, 716 (1985].

irradiation, as they propagate. The ratio of this force to the M. E. Bosin, F. F. Lavrentev, V. V. Nikiforenko, and O. P. Salita, Fiz.
Tverd. Tela(St. Petersbung37, 3130(1995 [Phys. Solid Stat&7, 1725

length of the dislocation lin& is given by (1995].
4M. E. Bosin, F. F. Lavrent'ev, V. V. Nikiforenko, and O. P. Salita, Fiz.
Fx/lL=boyy, (3 Tverd. Tela(St. Petersbuig38, 3619(1996 [Phys. Solid Stat&8, 1972
(1996].

whereb is the modulus of the Burgers vector amgl are the 5M. E. Bosin, F. F. Lavrent'ev, V. V. Nikiforenko, and O. P. Salita, Fiz.

normal stresses created in the crystal as a result of ion im-(Tl"gég'] Tela(St. Petersbufg3s, 3625(1996 [Phys. Solid Stat@8, 1976
plantation(see relatior(1)). 6V. S. Savenko, O. A. Troitski N. P. Lipski, Yu. V. Baranov, and A. I.

Along the Z axis the screw component of the twinning Pinchuk, Izv. Akad. Nauk Belarus Ser. Fiz.-Tekh. Nauk. No. 1(1984).
dislocation is exposed to the for@ whose magnitude is "A. M. Roshchupkin and I. L. Bataronov, Izv. Vyssh. Uchebn. Zaved. Fiz.

. No. 3, 57(1996.
determined from 8M. A. Aliev, Kh. O. Alieva, and V. V. Seleznev, Fiz. Tverd. Tela

(St. Petersbung37, 3732(1995 [Phys. Solid Stat&7, 2057 (1995].
F,/L=bryy, 4 oV, V. Sviridov, Fiz. Tverd. TelaSt. Petersbuig37, 3097 (1995 [Phys.
Solid State37, 1707 (1995)].
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Reflection high-energy electron diffraction and scanning tunneling microscopy have been used to
demonstrate for the first time that InAs quantum dots may be fabricated directly(B0Si

by molecular beam epitaxy. It is shown that heteroepitaxial growth in an InAs/Si system takes
place by the Stranski—Krastanow mechanism and the surface morphology depends strongly

on the substrate temperature. 1®98 American Institute of Physids$1063-785(18)01704-3

Silicon is now the most important material for micro- Samples which had undergone chemical treatment as de-
electronics. Properties such as its high thermal conductivityscribed in Ref. 2, were fixed to a standard molybdenum
mechanical strength, the availability of large-diameterholder using indium. The oxide removal and growth pro-
dislocation-free substrates, and the presence of a stable oxidesses were monitored using an improved system for record-
on the surface make this material irreplaceable for most apng and processing reflection high-energy electron diffraction
plications. However, silicon has not found practical applica-(RHEED) patterns’ The oxide layer was removed by heating
tions in optoelectronic device$asers, light-emitting diodes, the substrate holder in the growth chamber to 870 °C and
and so oi holding for 15 min after which the typical surface recon-

This circumstance arises because silicon has an indirestruction (2<1) for Si(100 was observed. The sample tem-
band structure and radiative recombination cannot take pladeerature was then reduced and the indium and arsenic shut-
without interaction with an additional particleuch as a pho- ters were opened simultaneously. The indium flux was
non). This situation is typical of all indirect-gap semiconduc- Precalibrated using the oscillations of the RHEED specular
tors (such as AlAs and GaPIt is known that for lI-V reflection and corresponded to 0.1 ML/s for InAs during
compounds the incorporation of thin quantum-well layers,growth of an InGaAs solid solution on GaAs with-a15%
guantum dots, or quantum wires of a direct-gap materiamolar fraction of indium. After an InAs layer of a specific
(GaAs, InA9 in an indirect-gap matrixAlAs) radically im- thickness had been deposited, the grov_vth process was termi-
proves the radiative recombination efficiency and thereforé@ted and the sample was cooled rapidly to room tempera-
makes it possible to fabricate lasers and light-emitting di-furé: The surface morphology of the samples was examined
odes. ex situ using a scanning tunneling microscdgdM). Mul-

By analogy with 1ll—=V compounds, it may be postulated tiply reprod_ucible, stable STM images were obtained for dif-
ferent sections of the samples. For long-term STM measure-

that the incorporation of quantum dots of a narrow-gap, . ;
direct-gap semiconductdsuch as InAsin a silicon matrix ments the samples were placed in vacuum oil to protect the
surface from oxidation in air.

can also produce efficient light-emitting devices.charac-
teristic feature of an InAs—Si system is the large mismatch of
the lattice parameter9%) which makes it impossible to
obtain thick dislocation-free layers. Thin layerss{ ML)
cannot lead to localization of electrons in the direct InAs
minimum because of size quantization effects. The lowel
level for the electrons will be the indirect Si minimum. How-
ever, it is known that under certain conditions, in a systen &
with a large lattice mismatch it is possible to obtain elasti-
cally strained, coherent three-dimensional crystallites in thef
nanometer range. In this case, the electron wave function cef = .
be effectively localized in the InAs quantum dot if the vol-
ume of the quantum dot is fairly largéhe lateral dimension
of the quantum dot should not be less than 100 A '

Here we report the fabrication of these InAs quantum a
dots on an Si Surf,ace by mOIeCUIar_ beam epitaxy. FIG. 1. RHEED patterns obtained at 20 kV in tf@l1] direction: (a) at

Growth experiments were carried out on(18i0) sub-  1__470 °C after deposition of 60 ML InAs an(h) at T,=250 °C after
strates using an = 1203 molecular beam epitaxy system. deposition of 6 ML InAs.

1063-7850/98/24(4)/3/$15.00 290 © 1998 American Institute of Physics
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FIG. 2. Scanning tunneling microscope images of
InAs/Si surfacda, b at T;=470 °C after deposition of
60 ML InAs and(b) at T;=250 °C after deposition of

6 ML InAs.

A characteristic feature of these quantum-well InAs  This analysis suggests that in an InAs/Si system the
structures on the Si surface is the strong dependence of tlggowth process obeys a Stranski-Krastanow mechanism with
growth mechanism on the substrate temperature. Observa-two-dimensional pseudomorphic wetting layer formed ini-
tions of the RHEED dynamics show that for growth at atially. Then, at lower deposition temperatures, after a certain
fairly high substrate temperaturd (=470 °C) the diffrac- critical thickness has been reachedtimated by us as 3 ML
tion patterns conserve their linear structure up to a thicknesat Ts=250 °O, the elastically strained layer undergoes a
of 60 ML and the surface reconstruction changes frommorphological transformation to give a block of three-
(2x1) to (3x1) (Fig. 1a, RHEED diffraction pattern after dimensional quantum dots. At high&g after a corrugated
deposition of 60 M. When InAs is deposited at a lower wetting layer has formed, the excess InAs collects into
substrate temperatur@50 °O, the linear RHEED pattern is Wwidely spaced mesoscopic clusters as a result of Lifshitz—
converted to a diffraction pattern characteristic of three-Slezov coalescenceThe RHEED pattern remains linear be-
dimensional growthpoint reflectiony even for a thickness cause of the low cluster densithe coherence length of the
of ~3 ML and becomes purely bulk after the deposition ofelectrons along the surface is of the order of a few anggtrom
5.5 ML (Fig. 1b, RHEED diffraction pattern after depositon ~ These results indicate that InAs quantum dots may be
of 6 ML). formed on Si with dimensions satisfying the conditions for

Figures 2a, 2b, and 3 show STM images of the InAs/Silocalization of the electron wave function in the direct InAs
surfaces corresponding to these RHEED patterns for highMinimum. It has been shown that heteroepitaxial growth in
and low-temperature deposition. During growth at high an InAs/Si system takes place by the Stranski—Krastanow
the layer modulation reveals two types of morphologicalmechanism and the surface morphology depends strongly on
characteristics: a corrugated structure8 nm high with a  the substrate temperature.
characteristic period of-25 nm and density~10Y cm™2,
shown in Fig. 2?’ anq crystaliclustefs400 7nm |[12d|ameter Demidov, and N. P. Korneev for assistance with the growth
and~ 130 nm high with a period of-5Xx 10" cm™4, shown experiments and analysis of the results
in Fig. 2b. A different situation is observed when the sample ’
temperature is reduced to 250 °C. At this temperature a spa-
tially uniform block of quantum dots is formedFig. 3). An
analysis of cross sections of the STM images reveals that the
characteristic lateral dimension of the islands-i$2 nm, the
height is~4 nm, and the density-5x 10 cm 2.

The difference in the surface morphology observed at
different sample temperatures may be attributed first to
changes in the surface free energy of the system and thus to
a transition from the formation of coherent three-dimensional
islands in the nanometer range to mesoscopic three-
dimensional clustefsat the surface of the corrugated wetting
layer. A second factor is that the sticking probabilities of
InAs on the S(100 surface differ at different temperatures.

From our point of view, the first explanation is more accurate
which is confirmed by the almost equal volume of indium
arsenide adsorbed on the silicon surface and the total quan-
tity of deposited InAs. FIG. 3.

To conclude, the authors thank N. K. Polyakov, V. N.
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Operating temperature of single-electron transistors
I. 1. Abramov, I. A. Goncharenko, and E. G. Novik
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A modified approach is described to estimate the operating temperature of single-electron
transistors which gives calculations in satisfactory agreement with the experimental data.
© 1998 American Institute of PhysidsS1063-785(18)01804-7

Structures based on the single-electron tunneling effeatnore accurately describes the real situation, i.e.:
have formed the subject of intensive theoretical and experi-
mental research.A promising device of this type is the As? e’ln2
single-electron transistor. One of the main tasks involved in $(X) = hs—1.15¢ X(S—X) ooA= 8meys’
its development is to estimate the operating temperature,
since this depends strongly on the dimensions of the struawhere ¢ andx are the barrier parameters aads the elec-
ture. tron charge.

We are familiar with an approagétin which the operat- The third modificatiof is as follows. Instead of fixed
ing temperature can be estimated as a function of the physirumerical values of the “indeterminacy parameters,” we in-
cal geometry and dimensions of the structure. This approachestigated the range of possible variation of these param-
uses two different models of the device: the first assumes aters. Two such parameters are used in Ref. 2.
planar configuration and the second a spherical configura- The paramete¢ determines the effective conductance of
tion. The capacitances of the tunnel junctions are thus calcuhe tunnel junctions:
lated using well-known relations for planar and spherical ca-
pacitors. The conductance of the junctions is determined 4e?
using the Simmons mod&dor the simplest case of rectangu- G= g_h )
lar potential barriers. Thus, simplified models are used in
Ref. 2 which lead to errors in estimates of the operatingvhereh is Planck’s constant. For this we investigated the
temperature of a single-electron transistor. following range of variationée[4;10]. The lower limit

In addition, various parameters are introdu¢eg shall  (minimum §) is selected on the basis of the constraint im-
call these “indeterminacy parameteps’whose numerical posed on the resistance of the tunnel junction, that it should
values are selected fairly arbitrarily. These shortcomings arexceed the quantum resistarfoe >~25.8 K (Ref. 8. The
clearly the main reason for the pessimistic estimates of thapper limit (maximum ) £€=10 is based on data given in
operating temperature of a single-electron transistor.  Ref. 9.
comparison, the experimental data appear far more promis- The second “indeterminacy parametesis used to cal-
ing.4~® culate the operating temperature of the single-electron tran-

Here we attempt to eliminate these shortcomings in essistor:
timates of the operating temperature of a single-electron tran-
sistor. To this end we used more accurate models to calculate To
the capacitance and conductance of the tunnel junctions. We Top:7’ 4
briefly describe these modifications.

Calculations of the capacitan€ of the junctions were where T, is the temperature above which thermal fluctua-
made taking into account the potential distribution not onlytions suppress the single-electron tunneling effect calculated
in the dielectric layer but also at the metal electrddes as in Ref. 2. Similar indeterminacies arise in the definition of
n and thus we investigated the same range:[4;10].

Within the limits of Ref. 2 and using these modifica-
tions, we calculated the maximum operating temperature of a
single-electron transistor as a function of the radiysf the
wheree 4 ande,, are the permittivity of the dielectric and the conducting “island” of the transistor(Fig. 1) using the
electrode material, respectively,is the thickness of the di- NANODEYV program package for modeling nanoelectronic
electric, L is the characteristic depth of penetration of thedevices® The calculations were made using a spherical
electric field in the metal, and is the area of the tunnel model of the device, Curvé gives the calculations made

@)

s 23\1?
) , N

=|—+
c (SdA SmA

junction. according to Ref. 2 in which both parameters are 10. C@rve
The conductance of the junctions was calculated using aas calculated using the modifications introduced for
hyperbolic approximation of the potential barfiewhich =10 andn=4. It can be seen that the second curve shows
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reasonable agreement with the experimental ¢@aNote Single Charge Tunneling: Coulomb Blockade Phenomena in Nanostruc-
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“Ecological” transformer-type plasmatron
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A mathematical model of a transformer-type induction toroidal discharge is used to determine
the gas flow pattern in the cross section of a circular torus. A method of pumping and

heating the injected cold gas transverse to the circular axis is proposed. It is concluded that an
“ecological” transformer-type plasmatron may be produced. 1@98 American Institute

of Physics[S1063-785(18)01904-1

An “ecological” plasmatron to reprocess harmful gases By way of example, we calculate the characteristics of a
at high temperature should provide a convenient gas intakétansformer-type toroidal induction discharge in argon at a
intensive heating, and dissociation of the gas into its conpressure of 7 kPa, current of 200 A, and electromagnetic
stituent components, followed by efficient quenching offield frequency of 10 kHz using experimental data from Ref.
these dissociation products. Pumping of the gas through the The discharge burns in a circular toroidal chamber with an
high-temperature region of the gas discharge imposes thaxial perimeter of 230 cm and a cross-sectional radius of
most difficult constraint on the structure. 3.65 cm.

A method of exciting a low-frequency discharge has  The results are plotted in Fig. 2. It can be seen that the
been implemented in a device called a transformer plasplasma is thermally nonequilibrium over the entire cross sec-
matron! where an electrodeless plasma is sustained by thtton of the discharge chamber. The maxima of the electron
Joule heat evolved from closed induction currents whichand heavy particle temperatur@?220 K and 5230 K, respec-
form a secondary winding coupled to the primary winding bytively) are shifted toward the center of curvature of the torus
a magnetic circuit. Studiés® have shown that transformer- axis (Fig. 23. The calculated secondary voltage of 140 V
type induction discharges have various advantages in diffe@grees with the experimental value of 148Ref. 5. In the
ent fields of plasma application: these include the productiodlischarge chamber two toroidal vortices form under the ac-
of a spectrally pure plasma, an almost unlimited life, and thdion of the Ampere and Archimedes forcéSig. 23. The
advantage of a simple supply source compared with sourceirection of plasma flow in the central region depends on the
of electrodeless discharges in rf and microwave devides. ratio between the acting forces. At a discharge current of
has been established experimenfatlyat at pressures up to 200 A electromagnetic forces predominate and at the center
0.2-0.3 atm, the discharge burns stably and fills almost thef the torus the plasma flows away from the center of curva-
entire cross section of the discharge chamber. With increadure of the torus at a maximum velocity of12 cm/s. At a
ing pressure, radial oscillations appear and longitudinal vorpressure of 7 kPa the gasdynamic characteristics have a neg-
tex pumping of the gas is used to stabilize the discharge. ligible influence on the thermal and electromagnetic param-

Here, a mathematical model of a transformer-type induceters of the discharge.
tion toroidal discharge is used to determine the gas flow
pattern under the action of electromagnetic and gravitational
forces in a circular torus without forced azimuthal blowing
of the gas. The gasdynamic flow structure obtained in the
cross section of the circular torus showed that an ecologica
plasmatron may be developed using this type of discharge. 2

We consider an induction discharge in a circular torus
encompassing a magnetic circuit with a harmonic magnetic
flux (Fig. 1). The plasma state of the gas is sustained by the
release of Joule heat from circular induction currents. The
characteristics of the transformer discharge are described u:
ing a two-temperature magnetogasdynamic approximation o
the plasma based on the Navier-Stokes equation, the equ;
tions of continuity and energy for the electron gas and the'g:
heavy particle gas, quasi-steady-state Maxwell equations, th g
guasineutrality condition, Ohm’s law, and Dalton’s law. A
solution is obtained using a finite-difference method. The
convergence and uniqueness of the solution is confirmed by, 1. schematic of transformer plasmatrar:-primary winding, 2—
a numerical simulation using different meshes. magnetic circuit, and@—discharge chamber.

1063-7850/98/24(4)/2/$15.00 295 © 1998 American Institute of Physics



296 Tech. Phys. Lett. 24 (4), April 1998 E. B. Kulumbaev and V. M. Lelevkin

,‘
Z.
0 2 ¢

-2

m

cm b
3
2
1 FIG. 2. Temperature fields of electrofdashed lines
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torg) in a toroidal discharge at a pressure of 7 kPa and
current of 200 A as a function of the rate of radial
blowing of the cold gas: @a), 1 (b), and 10(c) cm/s.

This flow pattern suggests a method of pumping the gaserse gas pumping exist for which all the injected gas flows
through the discharge transverse to the torus axis. To achiewbrough the high-temperature region of the discharge. This
this, the gas must be admitted and extracted through didndicates that it is possible to develop an ecological
metrically opposed annular slits or systems of apertures itransformer-type plasmatron. By selecting the external pa-
the wall of the toroidal chamber. To determine the gasdy+fameters and optimizing the operating conditions of the plas-
namic structure of a discharge with transverse pumping, cakatron, toxic chemical compounds can be dissociated by in-
culations were made as a function of the rate of radial blowtense heating in the discharge region and the gas can be
ing of the gas through an annular slit 7.5 mm higlriant quenched after being extracted from the apertures in the
1—1 cm/s and variant 2—10 cm/dt can be seefFig. 2b torus to produce ecologically pure gases.
that in the first case, the vortex nature of the flow in the torus
is conserved. The expansion caused by heating of the cold
injected gas reduces the area of the toroidal vortices whicHs. V. Dresvin, A. A. Bobrov, V. M. Lelevkiret al, Rf and Microwave
impede the tangential flow of the injected gas over the walls,Plasmatrondin Russiar}, Nauka, Novosibirsk1992.
of the chamber and ensures that all the gas flows through théz' U. Eckert, AIAA J.9, 1456(1971. .

. . . 2 . N. Rykalin, I. D. Kulagin, A. V. Nikolaevet al, Fiz. Khim. Obrab.
high-temperature region. When the gas blowing rate is in- pater. No. 4, 155 (1977.
creased ten timed=ig. 20, a vortex flow structure does not *v. M. Gol'dfarb, A. V. Donskd, S. V. Dresvinet al, Teplofiz. Vys.
form. In both cases, the thermal and electromagnetic paramgcefpk”' 698 (1979. ,
eters of the discharge were almost the same. A Kogan and I. M. Ulanov, Teplofiz. Vys. Temp1, 105(1993.
These results have shown that for conditions of transTranslated by R. M. Durham
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A description is given of a possible method for the practical observation of optical bistability of
a cavity-free system. €1998 American Institute of Physid$1063-785(18)02004-7

Optical bistability has attracted the interest of many re-tical bistability. In addition to the observed complex propa-
searchers over the years because of the possibility of usingation dynamics of the switching wavéthe establishment
this effect to construct optical memory elements, informationof different space-time structures and loss of stability of ini-
processing and storage systems, and also opticdially stable states of the systgnthese investigations re-
computers:—3 Even greater interest was shown in this effectvealed that bistability may achieved as a result of a nonlinear
because of the imminent prospect of developing optical Windependence of the free carrier relaxation time on temperature
chester disk§.However, the search for new methods of re- (not only the lattice temperature but possibly also the elec-
cording information, improving the switching speed of opti- tron temperatunewithout using nonlinear absorption. This
cally bistable systems, and reducing the energy consumptignoses the problem of observing this effect in practice from
per switching event remains as topical as ever. In this conthe characteristics of optical radiation transmitted by a non-
text, the authors of Refs. 5—7 investigated how the temperdinear medium. A possible method of observing this effect is
ture dependence of the free carrier relaxation time of thelescribed here.
semiconductor influences the establishment of absorption op- This method essentially involves laser beams at different
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FIG. 1. Dynamics of switching of an optically bistable system to
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qrzm 914 Nli=o=No, Tli=0=To- v
91, T In Egs.(1) and(2) o, andq,2 characterize the intensities of
10 - 10 105 the main and probe pulses, respectivalyis the change in
the concentration of free carriers relative to its equilibrium
295 value at the initial temperaturd, is the change in the tem-
i perature of the semiconductor relative to the ambient tem-
peraturet is the time normalized to the characteristic heat
transfer time,r,(T) is the nonradiative recombination time,
09 I the time 7, allows for the transverse diffusion of free
charges and radiative recombinatigns the heat released as
a result of nonradiative recombination, aa@n,T) is the
nonlinear dependence of the energy absorption coefficient of
the signal beam. This dependence and the free carrier relax-
ation time were approximated by the functions

0.8

08|
2F s T O, T<TS
n =
( ' ) exq_ll(T_Ts‘i‘To)), TBTS '
ol 7(T) =7 eXp(—= T/ B), (3
L L, where,,, depends on the initial temperature of the semicon-
07 - ° 50 10 10 200 250 t ductor andg characterizes the rate of change in the relax-

ation time with increasing temperatukéhis parameter is
subsequently taken to be. Note that different dependences
7.(T) and values of the parametgrdid not fundamentally
alter the results. In additionil, is the temperature of the
ambient medium andg is a parameter which allows for the
06 |- detuning of the probe beam frequency from the absorption
edge. For convenience of comparing the results with the case
of absorption optical bistability, the temperature is normal-
ized to the band gap which is expressed in the same units. It
is knowr? that absorption optical bistability is achieved if the
FIG. 2. Recording of temperature self-oscillations from the output radiationvalue of the parameter, is less than 0.2%for Tg=0).

of the probe signal fog, =0.777 during switching of an optically bistable For the first beam, a triangular signal is applied against a
system o the upper state. background of constant illuminatian

L1 R | 1 M| . Ly
0 50 100 150 200 250

(te—t)/(te—t), t<t<t,

, 4
frequencies acting on a semiconductor: one bég® main (t=t)/(ty—to), te<t<ty,

bean) is used to maintain Fhe system near the svyitching,vhich transfers the system to the uppeit0) or lower
state. A sgcon(brpbe} beam is used to record the switching (qs<0) state. In Eq(4) t;, t., andt, are the pulse switch-
of the optically bistable system from one state to anothefng time, its peak, and its end, respectively. Bistability is

which may be caused by physical factors: by nonlinear abrecorded from the change in the output intensity of the probe
sorption, refraction, or polarization reversal. Here we shally|se

assume that this switching is the result of a nonlinear change
in the absorption of the medium. Thus, the frequency of the i, = di, €XA— 6028(N,T)), ®
probe beam lies near the absorption edge. The main does r‘\%
undergo nonlinear absorption, i.e., its frequency exceeds th sorption over the length of the medium
corresponding transition energy. In this case, the interaction We examine the laws described beIoW for the following
between the optical radiation and the semiconductor is de- )

: . . . . set of parameters:
scribed by the following system of dimensionless equations
using the point model widely used for qualitative analyses of 75=2.0, 7,,=20, q=5, 6p,=0.6,
operation in an optically bistable systef

q,=a,10s

ere the dimensionless coefficiefy, allows for the optical

q,=0.2, n=T=0, Ts=To=2,

an 1 1

ot AT, T = n(_Tr(T) + T_D) : s=*0.3, t;=20, t,=45, t,; =225, t,,=182.5, (6)

oT n wheret;; andt;, are the times corresponding to the centers

gt q (1) -T, (1) of the pulses which transfer the system from the lower to the
r

upper state and vice versa. The intensity of the main signal
with the boundary and initial conditions ai,, was selected from the condition that either a stable or an
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unstable upper state of the bistable system is achieved. Troéent for self-switching of the system from the upper to the
results which illustrate three behavior modes of an opticalljower state. In this case, after a transient oscillatory regime,
bistable system are plotted in Figs. 1-3, which give the dythe output intensity of the probe beam reaches a level corre-
namics of variation of the output intensity of the signal pulsesponding to the lower steady-state temperature of the me-
relative to its value on entry to the nonlinear medium, thedium.
evolution of the temperature of the medium, and the shape of To sum up, the previously observed bistability based on
the main pulse. The figures are plotted for different intensithe nonlinear temperature dependence of the free carrier re-
ties of the illuminating pulse on which the stability of the laxation time, and also the instability of the upper state of an
upper state of the optically bistable system depends. Noteptically bistable system may be effectively achieved by the
that switching of the system from one state to the ofR&y.  action of two light beams of different frequency. Similar
1) takes place even fofg=4 and higher values. In order to laws will also be obtained for the nonlinear dependence of
observe contrast switching from the output radiation of thethe relaxation time on the electron temperature and the non-
probe beam, it is desirable to select its frequency such that éihear dependence of the excited-state relaxation time on the
this temperature the optical frequency would be far from thevibrational temperature of the molecules.
absorption edgéthis is described by the paramefBs). ] ) ] ]

When the temperature falls within the range where os- 1his work was partially financed by the Russian Fund
cillations develop after the system has been switched to thfe" Fundamental Researd¢Brant No. 95-02-04448
upper state(Fig. 2), the optical probe pulse will undergo
oscillations whose amplitude, other conditions being equal,

is determined by the frequency detunmg from the flmdamen_lH. M. Gibbs,Optical Bistability: Controlling Light with Light Academic

tal absorption e_dge- . ) ) . Press, Orlando, 1985; Mir, Moscow, 1988, 518)pp.
If the amplitude of the illuminating beam is such that 20ptical Computing, Digital and Symbojiedited by R. ArrathooiDek-

after the system has been switched from the lower to thesker, New York, 1989; IIVlir, M?Dslcow, 1d993, 441 pp. uted

; ; i ; T N. N. Rozanov,Optical Bistability and Hysteresis in Distributed Non-
uppe_r stateFig. 3), It. fal.ls Wlthm the m_stak?mty range(the_ linear Systeméin Russia, Nauka, Moscow(1997), 334 pp.
amplitude of the oscillations _|ncrea$emnth time the ampli- _“Proceedings of the International Conference ©ptical Information,
tude of the temperature oscillations may reach a level suffi- Science and Technology, OISTMescow, 1997.
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Effects involving a reduction in the drag coefficient of a cylinder with passive and active vortex
cells of different geometry are analyzed by solving the Navier-Stokes equations by a

factorized finite-volume method using the concept of decomposition of the calculation region and
using multilevel meshes. €998 American Institute of PhysidsS1063-785(108)02104-1

The search for rational methods of controlling the flow vortex cells under study are elliptical with a central body of
round blunt objects designed to give future aircraft an aerothe same geometry. This approach can be used to construct
dynamic appearance has stimulated research into the synthaa algorithm based on a finite-volume method of solving the
sis of well-known combinations of inblowing and extraction Navier-Stokes equations using the well-known concept of
with the formation of organized vortex wall flows using vor- decomposition of the calculation region by generating mul-
tex cells. In principle, the use of actigith supply or re- tilevel overlapping oblique-angled meshes of the same type
moval of fluid and passive vortex cells can produce smooth(O-type in selected subregions of widely differing scale.
continuous flow around an object and substantially improverhe system of initial equations is written in divergent form
its characteristics. for the increments of the dependent variables: the contravari-

For some time the control of flow round blunt objects ant components of velocity and pressure. This approach is
using inblowing and extraction of the flow has been an atsimilar to that used in Ref. 2 and gives a more accurate
tractive problem in aerohydrodynamics. Well-known meth-representation of the flows across the faces of the calculation
ods include controlling the boundary layer on a wing bycells.
extraction of the flow, reducing the base drag of objects by = The proposed calculation model is based on the concept
gas inblowing, and blowing out jets ahead of an object toof splitting into physical processes, used in the SIMPLEC
reduce its drag coefficient. However, it is sometimes difficultpressure correction procedure. Characteristic features of this
to estimate the efficiency of these devices because of thigeration algorithm include the determination of preliminary
complexity of allowing for the energy dissipated in the velocity components for the “frozen” pressure fields at the
inblowing/extraction process. However, the use of passivépredictor” step, and subsequent correction of the pressure
(without energy consumptigrmethods of controlling flow based on solving the equation of continuity with velocity
using protuberances, and permeable and impermeable barfield corrections. The computation process is constructed so
ers can also substantially improve their aerodynamic charathat one predictor step covers several iteration steps in the
teristics by organizing large-scale vortex structures aroungressure calculation block. We use a method of global itera-
these objects. In particular, the creation of vortex cells otions over subregions, followed by interpolation of the de-
traps of extremely intense vortices in front of objects canpendent variables in the zones of overlap of the subregions.
reduce the profile drag of a blunt object by one or two orders A centered template with the dependent variables posi-
of magnitude tioned at the center of the calculation cell is selected to sim-

It is advisable to combine these methods of influencingplify the calculation algorithm and reduce the number of
the flow round objects and to undertake a complex optimi-computational steps. In this approach the pressure field is
zation of the flow control process based on the criterion oimonotonized using the Rkhi-Chou method. A highly stable
minimizing the drag of the objects. It should be noted thatcalculation procedure is achieved by using unilateral coun-
this fundamental problem is highly topical in terms of con- terflow differences to discretize the convective terms on the
tent and procedure and the results will be useful to verifyimplicit side of the equations for increments of the unknown
prospective aircraft designs. variables, by damping nonphysical oscillations by introduc-

Here numerical simulation methods are used for the firsing artificial diffusion on the implicit side of the equations,
time to formulate and solve a conjugate problem involvingand by using pseudotime stabilizing terms. The Stones ver-
the influence of trapped large-scale vortex structures on thsion (SIP) of a method of incomplete factorization to solve
laminar flow of a stream of incompressible viscous fluid andsystems of nonlinear algebraic equations also enhances the
on the aerodynamic drag of an object having a classicatomputation efficiency of the calculation algorithm. The ac-
geometry—a circular cylinder—in the presence of passivecuracy of the procedure is made acceptable by discretizing
and active vortex cells of different shape and occupying difthe explicit side of the equations using a second-order ap-
ferent positions relative to the center of the cylinder. Theproximation scheme and in particular, the convective terms
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FIG. 1. Fragment of a composite me&) consisting of a
two-level (1, 2) mesh around the cylinder and a mesh in the
vortex cell(3), flow pattern around a cylinder without a cell
(b), with a passive circular cellc) of diameter 0.2 with a
circular central body of diameter 0.04, shifted by 0.2 from
the center of the cylinder, and with an active cell of the
same geometryd) with a tangential velocity component of
0.3 defined on the surface of the cavity. The flow lines are
plotted with a step of 0.0007 between0.015 and 0.015.

in the equations using the Leonard quadratic counterflowmmumber Re=40, it is best to separate a wall region whose
schemgQUICK). This methodology can minimize the influ- thickness is approximately 0.1 of the cylinder diameter
ence of “numerical” diffusion effects which are particularly (taken as the characteristic dimengi@md an outer annular
significant for calculations of detached flows. Details of thezone, whose outer boundary is positioned some distéafce
calculation procedure are given in Ref. 1. the order of 50—100from the object. By introducing several
To achieve a more accurate resolution of different-scal@nnular zonegFig. 18 or equivalent, the construction of
structural elements in solutions of this problem of laminarmultilevel meshes can speed up the convergence of the so-
flow around a cylinder with vortex cells for a low Reynolds lution by reducing the required number of calculation cells.
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FIG. 2. Fragments of flow round a smooth cylindey, a cylinder with passive ellipticab) and circular(c) cells shifted relative to the center of the cylinder
by 0.4, and a circular celd) shifted relative to the center of the cylinder by 0.2, and a cylinder with active cells comprising an elliptida) @gth normal
and tangential blowing rates of 0.1 defined at the surface of the central body, and circuléf;, gglisith a tangential velocity of 0.3 defined on the surface
of the cavity. The flow lines are plotted with a step of 0.0001 betwe®002 and 0.002.

We can put forward a constraint on the relative position oflation cells. If this constraint is not satisfied and the number
the zones: the region of overlap of neighboring zones shouldf cells is less than this, the process of information transfer
include of the order of 3—4 cells of each zone so that thébetween the zones is impaired. If the number of cells in the
entire region of overlap contains of the order of 6—8 calcu-overlap region is too great, an unjustified overexpenditure of
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TABLE |. Comparative analysis of drag coefficients and their components for a cylinder with vortex cells of different shape and configuratied@or Re

Passive cells Active cells
Cylinder Elliptical Circular Circular Elliptical Circular Circular
without beyond beyond before beyond beyond before
cells separation separation separation separation separation separation
point point point point point point point
C, 1.5284 1.5288 1.5279 1.5234 1.3600 1.4775 1.4332
Cwp 0.9869 0.9858 0.9851 0.9994 0.4454 0.8442 0.7775
Cyt 0.5415 0.5430 0.5428 0.5241 0.9145 0.6333 0.6558
(O - 1.3947 1.3946 1.4221 1.4507 1.4153 1.4451
Cupc - 0.8498 0.8497 0.8945 0.9047 0.8540 0.8877
Cuic - 0.5448 0.5449 0.5277 0.5460 0.5613 0.5574
Cues - 0.0684 0.0670 0.0543 —0.7560 0.0074 —0.0378
Cupcs - 0.0685 0.0679 0.0549 —0.8295 —0.0201 —0.0751
Cutcs - —0.0001 —0.0009 —0.0005 0.0735 0.0275 0.0373
Cueb - —0.0014 —0.0003 —0.0037 0.7103 0.0232 0.0318
Cupb - —0.0005 —0.0001 —0.0024 0.5995 0.0146 0.0199
Cuicb - —0.0008 —0.0001 —0.0013 0.1108 0.0086 0.0117

The subscripts “v”, “vp”, and “vf’ denote the drag coefficient, the pressure drag, and the friction drag for a cylinder with vortex cells, “c”, “cs”, and
“cb” indicate the contributions made to the corresponding drag coefficients by the cylinder, the surface of the vortex cell, and the central body, respectively.

calculation resources is incurred. In this study the number obf different sizes and configurations cannot have any signifi-
mesh points in the outer zone is 280 and in the wall cant influence on the flow pattern around a circular cylinder
zone 20X 11. The step at the wall is 0.002. (almost no flow takes place in these cglBlaking the cells

Within the vortex cells the mesh is constructed uni-active by inblowing from the central body leads to the for-
formly over the arc and radiug1 in each direction for these mation of a jet stream from the elliptical cell, redistributes
calculationg. The number of points at the edge of the cavitythe local loads on the cylinder, and generally reduces the
is fixed. The total number of points in the direction of the integrated drag. In our view, the conversion of the flow in a
circumference is then calculated from the condition that thecircular cell to active is more interesting because of the in-
angular step is the same. The longitudinal dimension of aensification of the vortex and the transfer of momentum to
vortex cell is taken to be 0.2. The maximum size of thethe external flow. In this case, the position of the vortex cell
central body for an elliptical cellsemiaxis ratio 2:Lis 0.1.  relative to the separation point has a significant influence on
For circular vortex cells the central body has a diameter othe flow pattern around the cylinder and on the drag coeffi-
0.04. In all cases, the cells are positioned inside the cylindecient. Placing a circular cell in a zone of higher-intensity
recessed to a depth of 15% of the transverse dimension of tHw (Fig. 29 can reduce the drag of the cylinder to a greater
cell. Two cell configurations are considered—before and afextent.

ter the separation point of the flow round a smooth cylinder

(Fig. 2. The cells are made active by defining the normal_  1his work was supported financially by the Russian
and tangential flow velocity at the surfaces of the cavity and”Und for Fundamental Research under Projects Nos. 96-01-

the central body. In this study an elliptical cell is made active1290 and 96-01-00298.

by inblowing at the central bodfthe inblowing intensity is ' A Belov. S. A | 4V, A Korobko®rob| 4 Methods of
- . H . A. belov, S. A. Isaev, an . A. KOrobkowroblems an ethoas o

defined as O',l for bOIh_ yelomty comppne)nt@lrcular. cells Calculating Detached Flows of an Incompressible FlfiidRussian, Su-

are made active by defining a tangential flow velocity of 0.3 ostroenie, LeningradL989, 256 pp.

at the surface of the cavitftwisting of the vortex in the  ?Yu. E. Karyakin, V. E. Karyakin, and O. G. Martynenko, Preprint No. 1

direction of the external flow [in Russian, Institute of Heat and Mass Transfer, Belarus Academy of
The results plotted in Figs. 1 and 2 and in Table | show Sciences, Minsk1993, 44 pp.

that for the selected Reynolds number, passive vortex cellsranslated by R. M. Durham
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Domain instability in an ensemble of dislocations during plastic deformation of crystals
G. F. Sarafanov

Nizhni Novgorod State Pedagogical University
(Submitted September 2, 1997
Pis'ma Zh. Tekh. Fiz24, 42—48(April 26, 1998

An analysis is made of the nonlinear dynamics of perturbations of the dislocation density and
elastic field using a proposed evolution model which takes into account the negative

velocity sensitivity of the deforming stresses. As a result of the evolution of domain instability, it
is observed that periodic and isolated soluti¢salitong exist for the initial variables.

© 1998 American Institute of PhysidsS1063-785(18)02204-§

In spite of the success achieved in the experimental gp, 4

study of strained solids? many of the effects accompanying 5 * 5 (Veps) =A—kpip-. (1)
the plastic deformation process have not yet been explained
theoretically. This particularly applies to the plastic flow in- HereA is a source of Frank—Read dislocations an$ the
stability of a crystaf~> Beginning with the studies made by annihilation coefficient.
Cottrell? the mechanism for this effect is usually attributed ~ Under active loading when the average rate of plastic
to a nonlineaN-shaped dependence of the stopping force ofdeformatione is kept constant, Eq(1l) must be supple-
dislocations on their velocity, caused by the formation ofmented by the Gilman-Johnson equatfon
impurity atmospheres(Cottrell, Snoek, and so o¢nat
dislocations™ It is also possible to have a situation where, = _(ép
in a certain range of stresses, the average velocity of the at S¢
dislocations does not exhibit &fshaped dependence on the . . . . L

: . . . : . wWheree,= nLqeq/L is the rate of plastic deformation in the
flow stresso. In certain cases in solid solutions with plastic . P ; oL " ;

. . ) i glide band K is the rigidity of the “sample-tester” system,
deformation of a crystal, moving dislocations can create con; . .
dii ¢ stimulated i diffusi p it at Lo and S are the height and cross-sectional area of the

ions of stimufated nonfinear diffusion of impurity atoms, sample,» and ¢ are geometric factors of the order of unity.
which result in efficient interaction and clustering of the im-

) 4 L ) In terms of the variablep=p, +p_ andl=p,—p_,
purity atoms. This situation is observed for>oc  \yhich characterize the total and excess dislocation density,
=[GnyT/pod?]*? (Ref. 10 whereG is the shear modulug, e systen(1) and(2) has the form
is the temperature), andd are the concentration and char-
acteristic size of the dissolved atoms, arylis the average a a
dislocation density. This behavior leads to abrupt hardening gt (?—X(Vp)=0, )
of the crystal and reduces the average dislocation veldtity
A further increase in load restores the monotonic behaviorof dp d K 5
the curveV(o) (Fig. 1). The regions.< o< o, character- ot T (VD =2A=5(p"=1%), )
izes the negative velocity sensitivity of the deforming
stresses and is caused by a change in the crystal hardening do .
mechanism. 1= (ep—bVp). ®)

In view of the possibility of obtaining this type of de-
pendenceV(o), we consider a problem associated with ~ The fact that the right-hand side of E) is zero re-
abrupt plastic deformation in crystal alloys. flects the fact that the Burgers vector is conserved for differ-

To be specific, we consider a crystal oriented for singleeNt dislocation reactions and multiplicatioht Equations(3)

glide, which is deformed under active loading. We shall as2nd(5) can be integrated to give

sume that edge dislocations characterized by the densities

p.(x,t) andp_(x,t) participate in the evolution of a dislo- —=G*b(l—-1,), (6)

cation ensemble. These dislocations propagate toward each

other in parallel glide planes in thedirection at velocities \hereG* =KL/S{ is the effective modulus of elasticity and

V. =V(o) andV_=—V(0), to form a glide band of width | is the integration constant which has the meaning of the

L. excess dislocation density of the substructure formed by the
With allowance for dislocation generation and annihila-time the material is deformetto be specific, we shall as-

tion processes, the system of evolution equations for the scaumel .= p; —p; >0).

lar densityp. (x,t) is written in the forn?"* We investigate the stability of the steady state

do KL
— —bVip,+bV_p_), (2

1063-7850/98/24(4)/3/$15.00 305 © 1998 American Institute of Physics
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FIG. 1.
I=l¢, p=pcV1+1g/ps=po,
V=Vo(ag)=nLoeo/bpol (7)

of the system (4)—(6). Here we have p.=2(A/x)*?
and V(o) is triply degenerate since the ling=V, is as-
sumed to intersect the curv€(o) at three points ¢,
={o1,02,03}) (Fig. 1).

For perturbations of the type exp(—iwt+ikx) the dis-
persion equation has the form

k,BVO(l-I— a) N
T

— o
0’ +io———ViKk>—i —=0, (8)
T T

G. F. Sarafanov

It follows from Eq.(8) that instability (Imw>0) may be
achieved when the velocity sensitivity of the flow stress is
negative(V, <0, a>0). We examine in greater detail the
case Ka<1, which corresponds to the establishment of
instability in the range of deforming stresses-o.. In this
case, an analysis of the dispersion equat®nshows that
the evolution of the system far>7 is determined by the
branch

w1=BVok+ial T—iVik?, 9)

whose type characterizes the so-called Gunn domain
instability™® which is well-known in semiconductor physics.
In accordance with expressidf), long-wavelength pertur-
bations propagating to the right with the phase velociy
=BVo<V, increase slowly with the growth rate lm
=alm™0.

Nonlinear solutions of the systet)—(6) will be sought
in a class of self-similar solutions assuming that, andp
depend on the traveling coordinafe=x—ct. Eliminating
(&) and p(¢) from these equations, in the approximation
under study ¢<<1) we obtain a single second-order nonlin-
ear equation fowr(¢)

o do Vo ((90) 2

2__ A2 _ — | —
7-(VO C)F_I_(CO C) ag ZG*bPO (})g

+G*[e,—bpV(0)]=0. (10)

Equation (10) describes a steady-state traveling wave.
This has the same form as the equation for a concentrated
nonlinear oscillator with dampingr=cy—c. Thus, the
steady-state solutions of interest to us existdercy<V,.

An analysis of the solutions is best made on the phase plane

wherer= 1/kpy is the characteristic interdislocation interac- of the variablesr ando; . In the cased=0 of interest to us,
tion time, a=—G*brpyV, (o) is a dimensionless param- Eg. (10) has three fixed pointso(;,0), (o,,0), and ¢3,0)
eter which characterizes the velocity sensitivity of the de-on the phase plang, o). The state §,,0) is the center and

forming stresses, and=1./po=(1+p2/13)~2<1,

Ao, Ap

27

the singular points «;,0) and @3,0) are the saddles

FIG. 2. Normalized periodic pulses of elastic field
Ao=(0—0,)/G* (a) and excess dislocation den-
sity Ap=(l— Ic)léprpo (b) as a numerical solution
of Eq. (10) for given values of the parameters(
>ep0: @=0.1, B=0.1, £,7=0.02, V. /V=0.5,
0,/G*=1, and ,—0,)/G*=0.2. The calcula-
tions were made using the approximatidh=V,
+Vi(c— )+ V! (o—0,)3, where  VI'=
—6V/(0,—0,) 2 The pulses propagate at the
velocity c=BV,.
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through each of which two trajectories paseparatrixes  dimensional formulation of the problem. Such a description

Depending on the value af,, it is possible to have three IS outside the scope of the present paper and will be pub-
separatrix solutions in the form of closed trajectories. For dished separately.

certal_n critical v_alueep=spc there is a traj_ectory connecting This work was supported by the Russian Fund for Fun-
the singular p0|r_1ts €,,0) and ©3,0). This traje_ctory COr~  damental ReseardiGrant No. 96-02-18185

responds to an isolated wave of the broad soliton type. For

8P>8p0 the source_anq sink of the closed trajeCtory is thelB. I. Smirnov, Dislocation Structure and Hardening of CrystalNauka,
state ¢1,0) and fore <ep itis (o3,0). The corresponding  Leningrad(1983), 275 pp.

soliton solutions are responsible for the evolutiosing the 2v. 1. Trefilov, V. F. Moiseev, E P. Pechkovskiet al, Strain Hardening
. . . . and Fracture of Polycrystalline Materialsn Russian, Naukova Dumka,
terminology of Ref. 13 of domains of strongd,>¢,.) and Kiev (1987, 245 pp.

weak (,<e,,) elastic field. On the phase plane there is also *A- Luft, Prog. Mater. Sci35, 97 (1993).

- : . : . AB. I. Smirnov and V. I. Nikolaev, Fiz. Tverd. TeléSt. Petersbung35s,
a continuum of closed trajectories around the singular point 1881(1993 [Phys. Solid Stat@5, 939 (1993].

(05,0) WhiCh are responsible for_ the propagation of pe_riodi- 5G. A. Malygin, Fiz. Tverd. TelaSt. Petersbung37(1), 3 (1995 [Phys.
cally repeating pulses of the field and the dislocation  Solid State37, 1 (1995].
Chargebl~os’e (Fig. 2. 6A. H. Cottrell, Dislocations and Plastic Flow in CrystaléClarendon

i e . Press, Oxford, 1953; Metallurgizdat, Moscow, 1958, 267.pp.
To sum up, the'domaln |ns'§ablllty caused by a change iN7b penning, Acta Metal20, 1169(1972).
the crystal hardening mechanism leads to a pulsed plastie| p. kubin, Mater. Sci. Technob, 137 (1993.
flow regime. The flow instability is usually accompanied by °S. N. Nagornykh and G. F. Sarafanov, Izv. Akad. Nauk Ser. Me3all99
localization of glide®* In our model the width of the local- (1993

. . . . . 108, |. Khudik, Metallofizika10(5), 41 (1988.
ized glide band is determined by the given parametérs (11|' L. Maksimov and G. F. Sarafanov, JETP Let, 411 (1995.

= yLoeo/bpoVo). However, it should be borne in mind that 2D. Hall, Introduction to DislocationgRuss. trans], Atomizdat, Moscow
the glide bands are two-dimensional formations and thus (1968, 280 pp.

strict description of the growth dynamics and profile of a Dzh. Gann, Usp. Fiz. Naugs, 147 (1968.

localized glide band should be made using a systematic tworranslated by R. M. Durham
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Determination of electron transport coefficients in argon from ignition curves
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Ignition curves of rf and combine@f+static electric fielgl low-pressure discharges are used to
determine the electron drift velocityy, in the rangeE/p~70—2000 V{cm-Torr) and the

ratio of the longitudinal diffusion coefficient to the electron mobilidy /. in the rangeE/p
~1-2000 V(cm-Torr). © 1998 American Institute of Physid$§1063-785(18)02304-(

Two of the main parameters which describe the motioncan be seen that in the rangép~1—500 V{cm-Torr) the
of electrons in a gas under the influence of an electric fielielectron drift velocity isV4~E/p. This implies that over a
are the electron drift velocity/y, and the ratio of the diffu- wide range ofE/p in the presence of inelastic electron col-
sion coefficient to the electron mobilip./ue. The mea- lisions with argon atomgexcitation, ionizatioh the effec-
sured values oD./u, are directly related to the average tive electron-atom collision frequency,,, depends weakly

energy of the random electron motion in the steady-statgn E/p and the average electron enekgys almost constant
regime while the drift velocity o, characterizes the electrical in this range ofE/p (Refs. 10 and 16 Second, under our
conductivity of a weakly ionized gas. experimental conditions, the energy relaxation timis al-
Various methods of measuring;, andD./u have now  ways considerably greater than the reciprocal cyclic fre-
been developedsuch as the time-of-flight method and a quency of the rf field fw~10-15) so that an electron dis-
method of recording the optical radiation pulse of a movingtripution is formed with a certain average energyveakly

electron clougl A detailed description of these methods andmodulated by the applied rf field. Thus, for the electron drift
their results are given in Refs. 1 and 2. These methods can ke|ocity in an rf field we can write

used to determineVy in the range E/p=<200-300 V/
(cm-Torr). At higher values ofE/p, a discharge burns be- e
tween the electrodes of the experimental system and in many y 4 (t)=
cases, measurements are difficult. en
Whereas in the other methods noted above, the ignition
of a discharge is regarded as an undesirable phenomenon, théeree andm are the electron charge and makg, is the
method of determining the electron transport coefficientsamplitude of the rf field, and =2=f. The peak value of the
proposed here is, in contrast, based on studying the breaRlectron drift velocityVq=eE;/(mvep) is the maximum in-
down of the gas. stantaneous electron velocity corresponding to the highest
In the present study measurements were made of thgalue(@mplitude of the rf field. The amplitude of the elec-
ignition curves of rf and longitudinal combinedc and rf ~ ron displacement in the rf field iA=eE/(mve,w)
voltages are applied to the same electroddischarges in =Vy/o. However, at t_he turning point the amplitude of the
argon in the pressure range=10"2—20 Torr, rf field fre- electro_n d|spla_cement B=L/2 (Ref. 3. Thus, for the elec-
quencyf=13.56 MHz, rf voltageU ;<10® V, and dc volt-  tron drift velocity we have
age between the electrodék,;<600 V. The distance be-
tween the stainless steel electrodes 100 mm in diameter was Vq=L7f; ()
varied over the range=6-29 mm. The method of measur-

ing the ignition curves of an rf discharge was described irfor fixed frequencies of the rf field and the interelectrode
detail in Refs. 3-6. gapL at the turning poinV, is constant and does not de-
The electron drift velocityy, was determined from the pend on the type of gas. The coordinates of the turning point
position of the turning point of the rf discharge ignition (the pressurg, and rf voltageU,) can be used to calculate
curve (Fig. 1a. Electron motion in a uniform rf field is con-  the ratioE/p which corresponds to this electron drift veloc-
sidered. The single-particle approximation is used, i.e., théty. In strong electric fields E/p>1000 VAcm-Torr)) the
motion of an electron cloud will be described as the motionelectron drift velocity isVy~ (E/p)*¥2 In this case, how-
of some “average” electron without specifying in detail the ever, the relatio\=V,/w is valid so that formuld2) must
electron energy distribution function. The use of the single-be used. The electron drift velocities thus determid€ig.
particle approximation in this case can be justified by the2a) show satisfactory agreement with the experimental
following arguments. First, from the experimental results andesults12and also with the theoretical resdft$®1of other
theoretical calculations made by other autfiots(Fig. 29 it authors.

Eq

coq wt), (1)
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FIG. 1. a—rf breakdown voltage versus argon pressure for dc voltages:
U4=0,2—25V, 3—50 V, 4—100 V; b—rf breakdown voltage versus dc
voltage at argon pressure§:—p=0.2 Torr, 2—1 Torr, 3—3 Torr; L

=23 mm.

In Eq. (1) it was assumed that,,> . In our case, this
assumption is quite justified since, even for 29 mm, the
relationv.,~ 7w is satisfied at the turning point of the igni-

tion curve.

A method of determining the ratio of the longitudinal
diffusion coefficient to the electron mobilit /e is now
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FIG. 2. a—Electron drift velocity versu€/p: 1—our results, 2—
experimental data from Ref. B—experimental data from Ref. 1@—
experimental data from Ref. 125—calculations from Ref. 156—
calculations from Ref. 10, b—ratio of longitudinal diffusion coefficient to
electron mobility versuss/p: 1—our results,2—experimental data from
Ref. 12,3—experimental data from Ref. @—experimental data from Ref.

10, and5—calculations from Ref. 10.
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considered. We take the equation for gas breakdown in a
uniform rf field™®

ex op
2E

and the equation for gas breakdown in rf and weak dc elec-
tric fields®

()

EO/BOp)

AlpL( 1= C,0n

Bap|_, _ E1/BoP
&P 5, | =APH I
Edcl—rfl 2) —1/2
X 1+(—277De/:“e> . (4)

We divide Eq.(4) by Eq. (3) to obtain an expression for
Do/ pe:

%:Edcl-rfl mz Ei—Eo 1 “i2 5
pe 27 ||l BoP EE, ’

where

EO,llBOp] ®

erO,lz L( 1- CzL/A
Ey andE; are the effective breakdown rf fields without and
with an external dc fiel&,., A;, By, andC, are the mo-
lecular constantSand A is the vacuum wavelength of the rf
field. In Eq.(4) D/ u. appears in the term which allows for
the contribution of the dc fiel& to the rf breakdown of the
gas. Thus, Eq(5) yields the required dependen&®./u,

= ¢(Egce,p). A similar method was used in Ref. 19 to deter-
mine D./u. from the ignition curves of a microwave dis-
charge with an applied weak dc field. It is knowf?°that

an electron cloud moving in a gas in the presence of an
electric fieldE is scattered relative to the center of mass with
the diffusion coefficientD parallel to the direction of,
which in general differs from the transverse diffusion coef-
ficientD,. Since it was assumed in the derivation of ES.
and(4) that breakdown takes place in a uniform electric field
between infinitely large planar electrodes and transverse
electron diffusion can be neglected, the electrons only dif-
fuse toward the electrodgin the direction of the electric
field). Thus, Eq.(5) givesD, / u rather tharD./u., where

D_ is the coefficient of longitudinal electron diffusion. Thus,
to calculateD, / u the ignition curves of a combined rf dis-
charge withL=<23 mm were used, i.e., the gap between the
electrodes was considerably smaller than the electrode diam-
eter. In addition, we note that E¢4) was derived for the
case of a weak dc field which makes no contribution to the
ionization of the gas. Thus, first we only analyzed the as-
cending section of the curéd¢; = (U4 (Fig. 1b. Second,

the pressure range corresponding to the section of the rf ig-
nition curve between the minimum and the point of inflection
was selected to calculate the rafig /u. (in Fig. la this
pressure range lies in the region €.g<1 Torr). This con-
dition is imposed because E@) best describes the ignition
curve of an rf discharge specifically in this pressure range
and in consequence, the measurement errorDfpfu, is
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lowest for this method. Figure 2b gives our valueDof/ u, Egorenkov, and V. I. Farenik, Pis'ma Zh. Tekh. FlZ, 359 (1988 [Sov.
which agree satisfactorily with the results of Refs. 9, 10, 12, Tech. Phys. Lett14, 159(198§. , ,
and 15 V. A. Lisovskii and V. D. Egorenkov, Pis’ma Zh. Tekh. Fi8(17), 66
. ) , ) (1992 Tech. Phys. Lett18, 573(1992].
To sum up, the electron drift velocilyy, and the ratio of sy A 'Lisovsky and V. D. Yegorenkov, J. Phys. ZV, 2340(1994.
the longitudinal diffusion coefficient to the electron mobility “G. Jager and W. Otto, Z. Phy$69, 517 (1962.

D, /e have been determined from the experimental ignitionZJE- Béafalbringv Z-Fpgysé79_539%9g“>-s Hurst. 3. Chem. PAYS 3138
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Quantum oscillations of the differential resistance of superconductor—two-dimensional
electron gas contacts

V. N. Gubankov, M. P. Lisitskii, and S. S. Shmelev

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow
(Submitted July 29, 1997
Pis'ma Zh. Tekh. Fiz24, 56—-61(April 26, 1998

Oscillations of the differential resistance of a superconductor—two-dimensional electron gas
contact were observed at low temperatures. These oscillations reflect the quantum nature of the
electric charge transport perpendicular to the two-dimensional electron ga$99®

American Institute of Physic§S1063-785(18)02404-5

Studies of the properties of superconductor—two-metal mask and then annealing the sampl&=aB00 °C for
dimensional electron gdSC—-2DEQG contacts are of interest |ess than 5 min.
mainly from the point of view of analyzing electric charge  The mobility and carrier concentration in the region con-
transport processes from one macroscopic quantum systefiining the two-dimensional electron gas was estimated ex-
to another which differs qualitatively from the first. More- perimentally at room temperature and liquid-nitrogen tem-
over, specific transport characteristics may be associatgserature from measurements of the Hall effect. It was
with specific features of the contact region, especially if itSobserved that the electron mobility increases from
dimensions are smaller than the characteristic spatial scal@®00 cnf/V-s at room temperature to 20 000%W:-s at
of the contact systemhe coherence length and the electronliquid-nitrogen temperature, which is a direct consequence of
mean free path So far, in the vast majority of the studies of the existence of a two-dimensional electron gas in the GaAs/
SC-2DEG structuregsee for example, Refs. 1 and,2 AlGaAs heterostructure after the thermal processes have
charge transport has been observed along a channel contalizen completed.
ing a two-dimensional electron gas with a superconducting Measurements of the current-voltage characteristics of
switch. Here we attempt to use a direct SC-2DEG contadthe In-GaAs/AlGaAs contact were made by a four-probe
where the transport current propagates perpendicular to th@ethod:1* and V* probes were connected to the central
plane of the two-dimensional electron gas. We observedircular cross-section indium contact while the and V™
some characteristic features of the behavior of the differenprobes were connected to two corner Ohmic contacts. The
tial resistance of the contact which are attributed to the strucdifferential resistancedV/d| of the contact was measured by
ture of the energy spectrum of the two-dimensional electrosinusoidal current modulation using synchronous detection
gas. of the signal at the contact.

We investigated In—GaAs/AlGaAs contacts, fabricated At room temperature the current—voltage characteristic
using molecular beam epitaxy on a single-crystal semiof the contact was linear in the range of voltages up to
insulating GaAs wafer 30@m thick by systematically grow- +4 mV (the resistance of the contact was 146 When the
ing the following layers: temperature was reduced to 4.2 K, the current-voltage char-

1) an undoped-GaAs buffer layer(0.7 um thick); acteristic became nonlinear and the resistance of the contact

2) an undoped AlGaAs laygspacer (0.005um thick); increased atv=0. The nonlinearity of the characteristic

3) a doped AGa_,As layer (x=0.3, n~7  showed up clearly on the dependenceddfdl on the bias

X 10" cm™3, 0.06 um thick); voltageV. Figure 1 shows curves afv/dI(V) measured at
4) an Si-dopech*-GaAs layer(n~2x10*® cm™3, 0.02  different temperatures. The curved//dI(V) measured in
um thick). the rangel .<T<4.2 K (for indium T.= 3.4 K) were similar

The prepared wafer was cut into various square sectiongith a slight increase in thdV/dl peak at zero bias. As the
(substrateswith a side length of 5 mm. Ohmic point con- temperature then decreased further belbw a sharp in-
tacts to the region containing the two-dimensional electrorcrease in thelV/dl peak was observed &=0 and charac-
gas were fabricated in each corner of the substrate and weteristicdV/d|l minima appeared af ~0.5 mV. These char-
used to measure the Hall effect by the van der Pauw methoalcteristics were observed earlier for Sn—GaAs contauatd
(the area of each point contact wa$).3x0.3 mm). n**GaAs—Nb contacfs at low temperatures. At

The Ohmic contacts were formed by the thermal depoT=1.6 K—the Ilowest temperature achieved in this
sition of In followed by brazing af=300 °C for 5 min.  experiment—well-defined oscillations with a characteristic
After four corner point contacts had been prepared, the SCperiod of ~1 mV were detected on the cunaV/dI(V)
2DEG contact was formed. An indium tunneling contact(Fig. 2).
with a circular cross section of diameter 4 mm was formed It is known that tunneling processes through the
by thermal deposition of a 0.2m thick In film through a  Schottky barrier in superconductor-degenerate semiconduc-
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tor contacts at voltageg=<A/e (A is the energy gap of the dimensional electron gas and the diffused indium in the con-

superconductor and is the electron chargeare similar to  @ct plane.

the processes which take place in superconductor-insulator- 10 SUm up, when In was transferred to the superconduct-

normal metal(SIN) contacts. In fact, the form of the depen- INd State, these In-GaAs/AlGaAs contacts possessed proper-
dencesiV/dI(V) measured af <T. is similar to those of an ties corresponding to those of a superconductor—Schottky

SIN contact. From this it can be concluded that the observeiarrier—doped semiconductor—two-dimensional electron gas
current-voltage characteristics and cuned&/d1(V) reflect structure with charge transport perpendicular to the plane of

the tunneling of single-particle excitations through thethe two-dimensional electron gas.

Schottky barrier formed at the interface betyvegn the indium  11is work was financed by the Russian Fund for Funda-

and_ the doped AGa_,As and the characterlstntV/dI(V)_ mental Research, Grant No. 95-02-04449.

minima are caused by the presence of an energy gap in the

guasiparticle spectrum of the superconducting In.

The oscillations ofiV/dI(V) observed alT = 1.6 K with

a typical period of~1mV are most likely caused by the | _

appearance of quantum levels in the electronic spectrum of/;évl/é(g?gssa;ser, T. N. Jackson, D. Mcintust al, Appl. Phys. Lett.

the exc_itations of the two—dimensional electron gas whenzj g Gao, J. P. Heida, B. J. van Westsal, Surf. Sci.305 470 (1994

charge is transported perpendicular to the plane of the eleci). R. Gao, J. P. Heida, B. J. van Westsal, Appl. Phys. Lett.63, 334
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Electric dynamic fatigue in ferroelectric complex oxides

V. G. Gavrilyachenko, N. V. Reshetnyak, L. A. Reznichenko, S. V. Gavrilyachenko,
A. F. Semenchev, and S. |. Dudkina
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(Submitted July 23, 1997
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Data are presented on the fatigue of ferroelectric materials induced by cyclic polarization
reversal by an ac field. It is suggested that the electric fatigue of the samples is caused by an
increase in the defect concentration in the crystal structure19@8 American Institute

of Physics[S1063-785(108)02504-X

Ferroelectric materials are widely used in electronic entions and structural types showed that the fatigue kinetics
gineering devices operated under extreme conditions, for exdiffers appreciably in ferrosoft and ferrohard compositions.
ample as cold cathodes in electric vacuum devices. An inforkn ferrosoft compositions a hysteresis loop forms over sev-
mative test as to the suitability of a material for operationeral cycles, therP, decreases anfl; increases.
under these conditions involves studying the kinetics of the  For the ferrosoft six-component system
electric dynamic fatigue—the degradation of the electro-
physical properties under cyclic polarization reversal by an
ac field}? (Pb,S)(Ni,Zr)O3— = PbB;__B"O;,

For the investigations we prepared samples of ferroelec- n=4
tric solid solutions of different structural types:

—lead zirconate titanate solid solutions belonging to dif-\;are B=W. Nb and B=2Zn Mg,Ni,Li, we established that

ferent regions of the phase diagrams of the corresponding,mnsositions from the orthorhombic region exhibit the high-
systems(rhombohedral, tetragonal, and the morphotropic,g; stability—P, decays by 50% foN=2x 10’. For com-

phase transition region _ _ positions belonging to the morphotropic phase transition re-
—sodium niobate solid ~solutions  of the type 4ion P typically increases by15-20% for N=10° and
NaNbO;~ANDO; where A=Li, K, and NaNbQ-PbTiC;. then decreases to 50% of the initial value fo=10". The

All the samples were prepared by hot pressing. The difatigue rates of compositions from the tetragonal region are
electric hysteresis loops were used to determine the relativilhe highest, with a 50% decreaseRp for N=1C°. For all
changes in the remanent polarizati®n and the coercive compositions in the systerf; increases smoothly with in-
field E; as a function of the number of switching cycls  creasingN and the permittivitye decreases by a factor of
Dielectric, x-ray structural, and electron-microscopic analy-approximately 2—3 aBl increases from 10to 1¢°. We ob-
ses were also made. tained similar results in studies of ferrosoft solid solutions

An analysis of data for samples of different composi-based on sodium niobate, PKR-1 and PKR-7m, and lead zir-
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[ ——
PPt @ —LE
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= FIG. 1. Relative changes in the remanent polarizafonP® and
the coercive fieIcEC/ES as a function of the number of switching
cyclesN for tetragonal compositions: ferrosaoft) and (1’) and
ferrohard(2) and (2').
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position: 1—initial state and2—after N=10° switching cycles.

Gavrilyachenko et al.

What is the reason for this unexpected difference in the
electrical fatigue rates of ferrosoft and ferrohard materials? It
has already been established that the domain structure of the
crystallites in the ferrosoft materials PKR-1, PKR-7m, and
others consists mainly of 180° domains. Under the action of
a strong dc or ac electric field, the concentration of twins in
the crystallites increases appreciabWe postulate that un-
der cyclic polarization reversal, nonuniform mechanical
stresses are created in the ceramic samples, leading to con-
tinuous twinning and untwinning of crystallites. This process
generates defects in the crystal structure which then serve as
obstacles for the twin walls. As a result, the twins lose their
capacity to move, the complex domain structure of the crys-
tallites becomes frozen, ai®} decreases. Subsequently, mi-
crocracks evolve in the bulk of the crystallites and at their
boundaries, as was established by electron-microscopic ex-
aminations. X-ray structural analyses indicate that the con-
centration of linear and point defects increases with increas-
ing N.

The defect structure of the “fatigued” samples may ex-
plain the suppression and broadening of the phase transition
in these samplefFig. 2).

The stability of ferrohard compositions under cyclic po-
larization reversal indicates that the defect structure of the
crystals changes negligibly. This is confirmed by the absence
of any broadening of the phase transition and by the x-ray
structural data. This effect may be achieved if, after the for-

conate tltaﬂate |n WhICh the |ead |S partla”y SUbStItUted bymatlon of the hystereSIS Ioop’ Only 180° processes take place
lanthanum 8/65/35. The authors of Refs. 1 and 2 also oby, the crystallites.

tained similar results.

To conclude, electric fatigue in ferroelectric complex ox-

In ferrohard compositions the formation of a hysteresisjeg is mainly caused by the buildup of defects in the crystal
loop takes longe(P, andE, increase up toN=10).

For comparison Fig. 1 shows the relative variations of
P, and E; for tetragonal compositions from the ferrosoft
six-component systeniP?=0.21 C/nf, E2=6X10° V/m)

and the ferrohard four-component system
Ph(Ni,Zr)O;— = PbB;__,B"O;,
n=2

a

structure and some ferrohard compositions such as PKR-8
and PKR-13 are promising for applications under extreme
conditions.

This work was supported by the Russian Fund for Fun-
damental Research, Grant No. 96-02-18513a.

where B=W,Nb and B=Mn (P°=0.02 C/nf, E2=2.5
x 1P V/m). In the second case, an avalanche-like increase

in P, is observed after a fairly large number of cycles and 1Q. Y. Jiang, T. C. Subbarao, and L. E. Cross, J. Appl. Piigs.7433

then P, remains the same as far Bis=1CP. It is interesting

(1994.

to note thatE, increases a®, increases rapidly, and then *W. Pan, S. Sun, and P. Fuierer, J. Appl. PH. 1256(1993.

decreases smoothly &f. This behavior is also typical of the
ferrohard materials PKR-8 and PKR-13 and differs funda-

3V. E. Borodin, E I. Eknadiosyants, and A. P. Pinskay&emiconductors

FerroelectricsVol. 6 [in Russiar, Kniga, Rostov(1996, pp. 125-126.

mentally from the data for PZT-&Ref. 2. Translated by R. M. Durham
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Negative turbulent heat conduction and its role in the formation
of large-scale structures

G. V. Levina and S. S. Moiseev
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Institute of Space Research, Russian Academy of Sciences, Moscow
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A mechanism is proposed for the establishment of negative heat conduction under conditions of
advanced turbulent convection, which leads to the formation of large-scale structures. A
semi-empirical model of turbulent convection and experimental results are used to give some
guantitative estimates. @998 American Institute of Physid&§1063-785(08)02604-4

Large-scale motion caused by nonuniform heating of egeneration of large-scale structures and ensures their long-
medium can be found in the convective zones of the sun anlived, stable, existence by transfer of energy from small-scale
the stars, in planetary atmospheres, and in the Earth’s atma@envection. The authors of Ref. 3 proposed a physical
sphere and oceans. A clear illustration of these phenomermaechanism for the formation of large-scale structures and
may be tropical cyclones—large-scale, long-lived helicalconstructed a semi-empirical model of turbulent convection
vortices of enormous intensity—which occur tens of times ao describe this effect. An analysis and generalization of the
year in the Earth’s tropical atmosphere. results of recent theoretical studfesaboratory modeling,

In our opinion, two physical mechanisms play a particu-and natural experimerftsduring the Typhoon-89 and
lar role in the generation of these structures. The first, spirallyphoon-90 expeditions have deepened our understanding of
mechanism appears under conditions of small-scale helicdhe processes caused by the action of this mechafdem
turbulence and creates a tendency for small vortices tscribed by the authors as the anomalous heat transfer mecha-
merge'l? The second, thermal mechanism appears in the caggsm) and have yielded an interpretation of this mechanism
of a quasi-thermally insulated surface which bounds a regioas an example of anisotropic turbulent heat conduction.
of advanced turbulent convectidfi.Whereas the helicity of The anomalous heat transfer mechanism is established if
the velocity field particularly influences the momentumtwo conditions are satisfied. First, small-scale heat carriers
transfeP (a drop in pressure and viscosity under conditionsmust be present in the liquid. Turbulent convection regimes
where the motion has a helical component can substantiallwith such heat carriers are well-known from experimental
alter the buoyancy and frictional resistance, for exampiee  studie§™'° and are established for Rayleigh numbers Ra
thermal insulation of the boundary leads to anisotropy of the= 10°~ 10'° when so-called thermals are generated in bound-
thermal conductivityand even reverses its sigras will be  ary layers with unstable temperature stratification. The sec-
shown below. ond condition is that the horizontal boundaries of the flow

We shall discuss the effect observed by us by considerregion must have strong thermal insulation. The principle of
ing the convective motion of an incompressible fluid in anthe mechanism is shown schematically in Fig. 1.
infinite planar horizontal layer heated from below. If the The effect is based on long-wavelength instability
thermal conductivity of the boundaries is high, the evolutioncaused by the evolution of random thermal perturbations
of mechanical equilibrium instability will lead to the estab- which create horizontal temperature gradients. These tem-
lishment of convective motion in the form of a system of perature nonuniformities induce convective circulation with
cells, each having a horizontal scale of the order of the layeliquid rising at the hotter center of the heat spste Fig. 1
thickness. An increase in the horizontal scale of the strucand sinking at the edges, thereby generating shear flows
tures in laminar regimes is observed when the thermal conahich are antisymmetric relative to the center of the layer.
ductivity of the layer boundaries decreaSés.this case, the Thermals which become detached from the boundary layers
cells should tend to expand in the horizontal direction into form fast-moving vertical thermalsising hot and sinking
order to improve the efficiency of heat transfer to the sur-cold one$ enter the shear flows and are entrained by them. It
rounding medium by longer contact between the risingis easy to see that the cold thermals from the upper boundary
heated fluid and the heat exchange surface. In the limitindgayer are displaced to the peripheral regions of lower tem-
case of thermally insulated boundaries, the horizontal scalperature while the hot thermals are displaced from the lower
of the structures tends to infinitfthe critical wave number boundary to the heated center of the spot.
vanisheg Thus, some additional advective heat flux is created by

It was shown in Ref. 3 that in turbulent convection the the motion of the thermals in the shear flows, directed along
improved thermal insulation of the boundaries combinedhe horizontal gradient of the average temperature, i.e., in the
with the high intensity of the convective motion produces adirection of higher temperatures. This is an anomalous heat
qualitatively new physical effect, which is responsible for theflux unlike that produced by molecular heat conduction,
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z 2,09, F’ denotes turbulent fluctuations which in this case are mea-
/ J / / sured from the instantaneous large-scale fields determined by
2h }"Ll < the set of lower moments.
- "'_f_ + — By applying the method of moments to the Boussinesq
- ! + - equations and using various simplifying assumptibrise
h Ty I Ti TE main one being the “shallow water” approximation, after
- ’ l + - eliminating the pressure we can obtain the following math-
- + — ematical model in which, in accordance with Ref. 3, only the
0 _,L I X two lower moments need be taken into account in the expan-
[ 4 sions(1) to describe the anomalous heat transfer effect:
FIG. 1. Schematic showing anomalous heat transfer mechanism. Q.+ QVi+ %wvi + o3l ( )/Uj)i — el (M Lk_zj)i ,
I

which is naturally directed toward lower temperature. As a @+
result, the initial temperature difference of the perturbation
increases and the rising hot elements thus acquire a larger , , s ik .
stored heat per unit mass. Now the hot fluid moving along ~ @t+(@V'+Quv')i=—e*(m =3IM*=gl);,
the upper boundary must cover a greater distance to reach the
temperature at which it begins to sink as a result of being
cooled by heat transfer to the surrounding medium. This im-
plies that as the intensity increases, the horizontal scale of
the perturbation also increases. The most important role Where=V)— V%, w=vi—v}, Vi+V)=0,vi+v)=1y.

the evolution of the entire instability process is played by the  Here the characteristics of the large-scale fields are writ-
thermal insulation of the boundary, preventing the temperagen on the left-hand sides of the equations using the follow-
ture perturbation from dissipating rapidly. The action of theing notation:V', v': ® and & are the zeroth and first mo-
mechanism results in the formation of convective structuregnents of the velocity and temperatur®, and w are the
with large-scale circulation, which are stable against a baCkz-components of the curl of the field of the zeroth and first
ground of small-scale turbulent convection. moments of the velocity, anglis the divergence of the field

In this scenario the turbulent heat transfer processes agg the first moments of the velocity. The superscripts denote
accomplished by convective fluxes propagating in all threghe components of the vectors and tensors while the sub-
spatial directions, which is naturally interpreted as the apscripts denote differentiation with respect to the appropriate
pearance of anisotropy of the turbulent thermal conductivityvariames:i,j k=1,2. The right-hand sides of the equations
This thermal conductivity can now be represented as a tensintain the quantities which characterize the small-scale con-
!/ whose diagonal components are determined by the hegkctive turbulenceM’! andm'l are the momentum transfer
fluxes in the corresponding spatial directions. The turbulenfensors N' andn' describe the convective heat transfE,
thermal conductivity is then positive in the vertical direction gnq o' are the frictional forces at the boundaries, andnd

and may become negative in the horizontal directions. Quar are the heat influxes from the boundaries. These quantities
titative estimates for this effect may be obtained by using a&ye given by the following relations:

semi-empirical model which describes turbulent convection
in a planar infinite horizontal layer of incompressible fluid.

A procedure for deriving averaged equations of turbulent
convection from the Boussinesq equations, based on the
method of moments, was described in detail in Refs. 3 and 4. 1 (2h . 3 [(2nh .
In this approach which can isolate large-scale motion from N':§| J'O u'T'dz, n'=§| fo u'T’(I1z—1)dz,
the general turbulent field structure, the physical field is rep-

o1 )
®V|+§19U|) =_N=+A,
i

Yo+ (W) +2Viol+gph0; = — (ml - 3IM o),

9+ (V' +0v);— O y=—nl+3IN3+1, 2

1 [(2n 2 (2h
M”:_IJ u'uldz m”=—|f u'ul(lz—1)dz,
2 0 3 0

resented as an expansion R L . 3v A _|2h
2'=§Iu'Z , a'=7l[(lz—1)u'z—lu'] ,

F(X,y,z,)=Fo(x,y,t) + (12— 1)Fy(x,y,) + . .. 0 0
’ X 2h 3X 2h
R (xy.z0), (1) A=21T) A= Z[(z=1)T,=IT"]|

2 0 2 0

wherel =h~1 (the layer thickness is taken ab2 F, andF,
are the zeroth- and first-order transverse spatial momen
which are given by

}ghereu‘, ul, andT’ are the velocity and temperature fluc-
tuations,» and y are the kinematic viscosity and the thermal
diffusivity of the fluid.
A . The closing relations for the equations in syst&nob-
:E 2 :E 2 _ . tained and substantiated in Refs. 3 and 11 using the floating
Fo | Fdz, F, | F(lz—1)dz >
2 Jo 2 thermals model, have the following form:
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_e3iJ(M{'(k_2J)i:MAQ_UQ, rate. of change in the average temperature of the fluid in the
) vertical cross section of the layer as a result of anomalous
“Ni+A=pAO+5y— a0, heat transfer by thermals is equal to the divergence of the
heat fluxN' (i=x,y), divided by the specific heat of a fluid
—e3l(mk-3IMIB—gl) = pAw— %w_gw, column of height & per unit cross-sectional area:
e 0+| OV 10i— N:—a
—(m}'—SIMB—Ui)i:,u,Ay—Wy—a‘y, ot +§ v i__2hpc_ v

: 5 m wherep andc are the density and specific heat of the fluid.

N 3INTFA=pA G- p G —ad. (3)  substituting the values of the empirical constarftom Eq.
(4) and assuming thay=v;, we obtain estimates for the

Here the terms containing Laplacians describe turbulengegative heat flux generated by the thermals:

diffusion of the corresponding flow characteristics which

leads to equalization of the spatial inhomogeneities of the , x _

large-scale fields and ultimately damps them. The terms |N%'|=2'1073W Ra%'. ()

uwl(4h?), wyl(4h?), andud/(4h?) describe the damping

of large-scale shear flows and inhomogeneities of the vertical ~ An estimate for the vertical heat flux, expressed in terms

temperature gradient by turbulent exchange of momenturaf the parameters of the thermals, was obtained in Ref. 11

and heat between the lower and upper halves of the layer; using a general procedure which was proposed to determine

denotes the coefficients of turbulent viscosity and thermathe empirical constants in the closing relatiqds The heat

diffusivity, which are assumed to be equal. Wall effects areransfer law for the floating thermals was obtained in Ref. 11

taken into account by the terms: frictionsQ, ow, oy, heat  as follows:

transfer—a®, a,9, wherea and o are constants. The hori-

zontal convective transfer of heat by moving thermals is de- Nu~2x10"2 Ra®,

scribed by the terndy. . . .
Thus, the closing relations contain four empirical con-Where Nu is the Nusselt number. This result agrees satisfac-

obtained in Refs. 3 and 11 using experimental data fronthe establishment of a heat transfer law for turbulent convec-

Refs. 8 and 9: ti(())g in01'f)he range of Rayleigh numbers of interest to us,
10°-10".
2o Yoy 3 i3 Vox® /6 The horizontal heat fluxes produced by molecular heat
a=10%Bi — Ra”® =10"3—5 Ra", . ;
h gBh conduction are given by
i _ i
p=10"1ryRa® o= 102—f? Ra?3 (4) IN,|=x(gradT)". ®

) ) ) o i Assuming that the molecular and convective heat fluxes in
where Bi=2ha;/x is the Biot number which is defined {he horizontal plane of the layer are in opposite directions,
in terms of the coefficient of heat transfes of the layer e optain from Eqgs(5) and(6) the condition for whichx
and the thermal conductivityx of the liquid, Ra 44 x¥Y—the components of the tensor turbulent thermal
=gBAT(2h)3 (vx) is the Rayleigh number, ang and 8 conductivity—become negative
are the acceleration due to gravity and the coefficient of ther-

mal expansion of the liquid, respectively. |NiT|>|NL|. 7
We shall now make quantitative estimates for the con-
vective heat fluxes in all the spatial directions. This condition allows us to obtain an approximate esti-

We begin with the horizontal heat fluxes created only bymate of the order-of-magnitude horizontal velocity for which
the motion of the thermals. The velocity field in horizontal anomalous heat transfer takes place. As an example we sub-
shear flows generated by a random thermal perturbé&siea  stitute into Eq(7) values from the operating range of param-
Fig. 1) is described by the distributiotd'=v'(I1z—1), eters used in Ref. 4 in laboratory experiments to model
i=x,y. We assume that the hot and cold thermals whicHarge-scale structures»=0.4674<10 ® m?s, x=0.157
become detached from the boundary layers and enter thesel0 ® m%s, B=0.51x10 3K, h=10°m, Ra=6
flows are completely entrained by them, thus acquiring hori-< 10° and for the thermal perturbation we take a typical tem-
zontal velocities in opposite directions in the upper andperature differencefd K at adistance of 0.5 m. Then, shear
lower halves of the layer. This creates a horizontal convecflow velocities ofu'>0.42x 102 m/s are required for the
tive heat flux in the direction opposite to the correspondingnegative heat conduction effect.
coordinate axis. In experiments using natural systems during the

Some approximate quantitative estimates for the generfyphoon-89 and Typhoon-90 expeditions, an additional ad-
ated convective fluxes may be obtained from the equationsective heat flux was recordédiirected in some cases at an
for the zeroth moment of the temperatien Eq. (2) using  acute angle £20°) to the horizontal gradient of the average
the appropriate closing relation from systé®). In fact, the  temperature in agreement with the analysis described above.
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Influence of corrosion of a metal electrode on the polarization sensitivity of a
photodetector based on an Ag—GaAs (InP) Schottky barrier with a corrugated interface

N. L. Dmitruk, O. Yu. Maeva, S. V. Mamykin, O. V. Fursenko, and O. B. Yastrubchak

Institute of Semiconductor Physics, Ukraine National Academy of Sciences, Kiev
(Submitted August 12, 1997
Pis’'ma Zh. Tekh. Fiz24, 76—-82(April 26, 1998

An analysis is made of the influence of corrosion of a metal elect(Adg on the total

photoresponse of a barrier structure with a corrugated interface and on the component associated
with the excitation of a surface polariton. Current-voltage and ellipsometric measurements

are used to determine the variation of the barrier parameters and the thickness of the upper
electrode as a function of time. @998 American Institute of Physics.

[S1063-785(108)02704-9

The main structural element of a photodetector which isde of uniform compositiori,to increase the effective height
sensitive to the wavelength, angle of incidence, and polarizasf the barrier, and to optimize the recombination and trans-
tion of light, is a Schottky barrier with a corrugated interface port properties of the detectors, which were monitored by
(diffraction grating. The formation of the resonant photore- measuring the current-voltage and capacitance—voltage char-
sponse of this structure is determined by the excitation oficteristics.
surface plasma polaritons at the air—metal interface. The se- Figures 1 and 2 give experimental dependences of the
lective properties of a photodetector can be enhanced by ofphotosensitivity of the GaAs and InP photodetectors, respec-
timizing its parameter&he depth of the relief, the thickness, tively, showing successive stages in their agidggrada-
and optical properties of the metal layétUnder conditions  tion). The photoresponse peaks correspond to the re-
of polariton resonance, the intensity of the electromagneti€Mission of plasma polaritons propagating at the air—Ag
field in the medium near the metal surface increases by oflterface by the diffraction grating to form a bulk light wave,
ders of magnitude. This characteristic of plasma polaritons i§ollowed by the generation of electron—hole pairs. The
responsible for their high sensitivity to changes in the opticaPhase-matching condition for re-emission of plasma polari-
properties of the medium near the metal surface. Here wiPns at the diffraction grating has the form
attempt to utilize this characteristic of plasma polaritons to 2
investigate the degradation of polarization-sensitive photode- ~ Kpp=mMG+ N sin 6, )
tectors based on Ag—Ga@sP) Schottky barriers. Silver ) )
was selected to reduce the dissipative losses of plasma pyhere Kyp is the wave vector of the plasma polaritons,
laritons in the metal film and the associated decrease in th€ =27/ is the wave vector of a diffraction grating with the
spectral width of the resonant photoresponse peak.

Measurements were made of the spectral photosensitiv- .
ity curves under conditions where plasma polaritons were Ll [ 3
excited in Ag—GaAs Schottky diodedNg~4x 10" cm™3) 006
with a diffraction grating at the interface and the change in !
the photosensitivity caused by prolonged exposure of the di-
odes to air was studied. A diffraction grating with period
a=826 nm and deptth=125 nm was formed by holo- 0,04
graphic exposure of a photoresist to an Ar laser. A sinusoidal
profile was transferred from the photoresist to the semicon-
ducting substrate by chemical etching. Silver of varying 002
thickness(20—70 nm was then deposited on the substrate
through the masks. The thickness of the silver was monitored
by a piezoelectric transducer during the deposition process. T e
The optical characteristics of the Ag films of varying thick- 0,00
ness deposited on the quartz substrates at the same time as 07 08 09
the structures were measured during their corrosion in air A, pum

using multi-angle ellipsometfyand also using the transmis- . ded b
; ; . ; IG. 1. Photocurrent spectra of Ag—GaAs structures recorded before expo-
sion and reflection of film satellites on the quartz substrateésfure 10 aif(L, 1), and two(2, 2'), six (3, 3'). and nine(d, 4) months after

PriOI.’ FO dEtpOSitiOI’.] F)f th? Ag film, the InP Struqures exposure fop- (1-4) ands-polarized light(1'—4') and various metal layer
were oxidized in hot nitric acid to produce a tunnel-thin ox- thicknesses: 70 nrtt, 1'-3, 3') and 20 nm(4, 4').

1063-7850/98/24(4)/3/$15.00 319 © 1998 American Institute of Physics
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6,0x107°
I /ql

4,0x10°

FIG. 2. Photocurrent spectra of Ag—CO-InP structures
recorded before exposure to 4i,1',2,2"), and three
(3,3';5,5") and nine months after exposu#4’) for p-
(1-5) and s-polarized(1'-5') light and various metal
layer thicknesses: 70 n(2,2'—4,4"), 20 nm(1,1;5,5").

2,0x10°

perioda,m==*=1,+2... (the diffraction order, and 6 is the  thin Ag films in Fig. 1. This tendency is increased with
angle of incidence of the light9=0 in our casg On expo- further aging of the photodetect@@urves3 and3’ in Fig. 1).
sure to air, which usually contains water vapor and hydrogen A similar but more significant variation in the polariza-
sulfide, the upper electrod@g) corrodes and becomes cov- tion sensitivity near the peak is observed for Ag—GaRP
ered with a mat film (AgS). The coating of the metal elec- structures(Fig. 2). These results confirm the view put for-
trode with a surface film slightly changes the frequency ofward in Ref. 6 that interfaces with InP are quantitatively
the plasma polaritons in accordance with the dispersion relamore reactive than similar interfaces with GaAs. However,
tion (see Ref. 4 The intensity peak of the polariton reso- qualitatively the reactions at these interfaces are similar. The
nance and its half-width are determined by the imaginarychemical reactions at the interfaces are highly sensitive to the
part of the metal permittivity. Thus, after exposure to air presence of oxide, its local stoichiometry, and its pore con-
and a reduction in the thickness of the Ag film, the photo-tent which facilitates the interdiffusion of metal and volatile
sensitivity peak of the Ag—GaAs structure varies and its half-components of the substratds, P). An absorbing AgS
width increases. The nature of this dependence varies witlayer clearly begins to form at projections of the grating re-
the thickness of the metal film, decreasing for a thin film andief and initially grows as an island-like filhEach of these
varying nonmonotonically for a thick film. two processes makes some contribution to the corrosion of
In addition, the polarization sensitivity varies over the the metal electrode and the aging of the structures which are
entire spectrumand not only at the peaklIn the region intensified under an applied bias and illumination. The bar-
outside resonance interaction between the photodetector inier characteristics of the contact also vary in accordance
terface ands-polarized light is intensified when the electric with the microstructural transformations of the surface film:
field vector is parallel to the lines of the diffraction grating the forward current decreases and the ideality parameter of
(curves2 and 2’ for thick Ag films and curvedt and4’ for  the current—voltage characteristic increadég. 3), particu-

FIG. 3. Current—voltage characteristics of freshly
prepared Ag—GaAs structures befdte 3) and two
months after(2, 4) exposure to air for metal layer
thicknesses: a—70 nm and b—20 nm.
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TABLE I. Optical parameters.

Sample No. Freshly prepared Ag film

Nag Kag dag, NM Ime
1 0.055 3.941 22.0 0.434
2 0.066 4.106 66.5 0.542

Twelve months after deposition of Ag

n k d, nm Nag Kag dag, NM Ime
1 1.372 0.349 8.6 0.900 4.400 17.8 7.92
2 1.262 0.030 8.7 0.050 4.270 47.7 0.43

larly for a thin silver layer and a corrugated interface. Notethickness of the metal layer decreases and increases the
that for a planar interface, the barrier parameters even initransmission of light to the semiconductor. The first factor is
tially improve: the ideality parameter decreases from 3.4 taesponsible for an increase in the polariton photosensitivity
1.34 and the barrier height increases from 0.724 to 0.84 e\bf the surface-barrier structures while the second factor
This behavior of the barrier characteristics is clearly causedauses an increase in the photosensitivity over the entire
by the diffusion of silver toward the intermediate layer andspectrum. The degradation processes of the Ag—GaRs

the semiconductor, and also toward the outer surface of thiearrier itself are superposed on these plasma resonance char-
film to form a layer of chemical compounds of silver. The acteristics, which is responsible for such compjesnmono-
reduction in the thickness of the metal layer and the change®nic) variations in the photosensitivity of the Schottky di-

in its optical parameters were determined by an ellipsometriodes.

method.
EI_I|psome_tr|C measuremen_ts were made by a two-zoney Belyakov and O. M. Sreseli, Fiz. Tekh. Poluprovodis, 1281
technique using an LE3M ellipsometer X =632.8 nm). (1997 [Semiconductor®5, 773 (1991)].

The measurements were made using freshly prepared A§V- N. Antonyuk, N. L. Dmitruk, and M. F. Medvedevéllipsometry in

: " Science and Engineeririin Russian, Siberian Branch of the Academy of
films two days after deposition and then after twelve months. Sciences of the USSR, Novosibirékog?), pp. 66-71.

The parameters of a two-layer “Agcompound layer” film  3g \yad, A. Majerfeld, and P. Robson, Solid-State Electra8, 381
given in Table | were obtained using a specially developed (1982.

program to So|ve the inverse e”ipsometric prob%mlso “N. L. !Dmitruk_, V. G. Litovchenko, and V L. Striz_hevﬁk'Surface Polari-
given are values of the imaginary part of the metal permit- :82\5/ ("Igggm'cond“cwrs and Insulatdin Russiad, Naukova Dumka,
tivity Im e=2nk, which determines the intensity of the sk Holst and H. Raether, Opt. Commu@,. 312 (1970.

plasma polariton resonance. It can be seen that this paramet&r. Kendelenicz, N. Newman, R. S. List al., J. Vac. Sci. Technol. B,

increases particularly significantly for thin Ag films, i.e., the 1206(1985. _

resonance is suppressed, which is the main cause of the deg?- K- BU9®: J- M- Bennett, R. L. Peait al, Surf. Sci.16, 303(1969.

radation. For thick Ag films however, Imdecreases as the Translated by R. M. Durham
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Topological phase of optical vortices in few-mode fibers
A. V. Volyar, V. Z. Zhilaltis, T. A. Fadeeva, and V. G. Shvedov

Simferopol State University
(Submitted November 4, 1997
Pis'ma Zh. Tekh. Fiz24, 83—89(April 26, 1998

It has been found that as they propagate, the natural optical vortices of a few-mode parabolic
fiber acquire a topological phase in addition to the dynamic phase. The magnitude of

this phase is numerically equal to the polarization correction to the propagation constant of the
CV and |V vortices. An analysis revealed that this phase is a new type of optical

manifestation of the topological Berry phase. The already known Pancharatham and Rytov-
Vladimirskii phases are associated with changes in the magnitude and direction of the angular
momentum flow of the wave. In the fields of natural vortices of a few-mode fiber all the

explicit parameters of the wave remain unchanged during propagation. However, the direction of
the momentum density vector of the vortex undergoes cyclic variations along the trajectory

of the energy flow line. These cyclic variations of the implicit vortex parameter are responsible for
the new type of topological phase. Unlike the study made by van(Rek 6), where the

topological phase was only related to the angular momentum for the lowest-order Gaussian beams
(I==1), this topological phase describes guided vortices with any valakthe topological

charge. The results can be used to estimate the stabil@Moand 1V vortices relative

to external perturbing influences on the optical fiber. 1€98 American Institute of Physics.
[S1063-785(08)02804-3

It was shown in Ref. 1 that a cyclic variation in the In few-mode fibersi(=1) the natural modes can exist in
parameters of a quantum system leads to the formation of #he form of optical vortices® with the topological chargé
topological phase in addition to the dynamic phase of theand the direction of circulation of the circular polarization
state function. Four manifestations of this effect are known(helicity) o,. This pair of numbersd,,l) characterizes two
in optics, caused by cyclic variations in the parameters of theubgroups of vorticesCV and |V, having different propa-
system: } the polarization state of light—the Pancharatnamgation constantg3. For CV vortices we have(o,=+1,
phase? 2) the direction of the wave vector—the Rytov- I=+1) or (o,=—1, I=-1), and for IV vortices
Vladimirskii phase** 3) the Gaussian beam profi€and 4  (o,=+1,1=—1) or (0,=—1,1=+1). For weakly guiding
the squeezed state of lightAll these types of topological fibers, the difference between the refractive indices of the
phase depend on cyclic variations in the explicit parametersore and the cladding is smalA(~0), so that theCV and
of the system. In addition, the first three types of phases arg/ vortices have the same wave numbgréRef. 10.
conjugate with cyclic variations in the angular momentum  The optical vortices of a parabolic few-mode fiber
flow of the optical fielcf In the optics of multimode fibers propagate along itg axis without any change in the polar-
these changes cause depolarization of the fighowever, in  ization state and intensity. Thus, it is not quite clear which
few-mode fibers we frequently encounter the situation whereyclic variations in the wave parameters are responsible for
no visible changes in the field parameters are observed btitie additional phase shift of the vortices which is character-
the topological phase still accumulates. Attention to this facized by the polarization correction to the propagation con-
tor was first drawn by the authors of Ref. 8, having qualita-gtant3.
tively related the polarized correction to the propagation con-  \we consider the evolution of the parameter<Cof and
stants of the natural modes and the topological phase. |y vortices in a fiber with a parabolic refractive index profile

Our aim was to study the processes responsible for thg2(R)=n2 (1—-2AR?), whereA is the height of the refrac-
appearance of the topological phase in fields of st&¥e tive index profile andR=r/p is the radial coordinate normal-
and unstabléV vortices of few-mode fibers. ized to the radiup of the fiber core. It was shown in Ref. 10

It has been noted that one manifestation of the topologithat the density of the components of the Poynting vector for

cal phase in a wave process is known in optics as the Rytowhe Cv and1V vortices may be expressed in the form
Vladimirskii effect®>* In this effect, the wave acquires an

additional phase shiff as a result of a cyclic variation in the P=0, P,=- 2KF(R)G; (R),
coordinates of the fixed Frenet trihedron of a nonplanar ray

trajectory. The sign of this phase shift is determined by the B \Y

direction of twist of the trihedron and by the direction of P,=2K Fi(R), @
. . X V2A

circulation o, of the state vectoe(x,y,z) undergoing paral-

lel transport along the ray trajectory. where

1063-7850/98/24(4)/4/$15.00 322 © 1998 American Institute of Physics
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z A

FIG. 1. Lines of energy flow for a stableCV vortex.

FI(R)=R' exp(—VR?2) G+=95+LF = 1—EE 3
! © PTTARTR AR )

~ E2 [e0 \2A whereP?=P2+ P2 and ¢ is the azimuthal angle of a point
K= 2 Meo % VvV on the energy flow line.

. ) . The specific topological phasgthe topological phase per
V is the waveguide parameter and the™and “ +” signs it length is written as

in the functionG," refer to theCV and1V vortices, respec-

tively. dy P,\ do 27 P,
1. It follows from expressioifl) that for aCV vortex the ﬁcv:E :( P 9z m - 3)
total energy fluxP (and thus the angular momentum flux
M) through the fiber cross section does not vary over the J2A 1
fiber length. We shall find the energy flow lines for a stable = P - J112AR2) 4

CV vortex. It can be shown that these lines are a family of
helixes wound around theaxis of the fiber(Fig. 1). Allthe |, multimode fibers it is always possible to select particular
h_ellxes lie on the surface of a right helicoid having a constanyjjrections of energy propagation characterized by the ray tra-
pitch: jectories of local plane waveéS.In few-mode fibers all the
energy flow lines are equally probable. Using expressign

hcvzzﬂ. (2)  we find the specific topological phagg averaged over the
V2A stateP

The pitch of the helixeg2) does not depend on the field
characteristics of the€€V vortex and is exclusively deter- (Bov)= I'BCV’BCVPd'BCV: _ (v28)°
mined by the fiber parameters: the fiber radjusnd the J g PdBcy 2pV
profile heightA. Expression(2) will only be satisfied for

those fibers for which the approximations of paraxial opticslt follows from expression(5) that the specific topological
are valid. A comparison between expressi@hand the ex- Pphase of theCV vortex, averaged over the stae charac-
pression for the pitch of a light ray trajectory in a parabolicterized by the quantum numbers-(, +1) or (=1,—1), is
fiber (expression(2.39 in Ref. 10 reveals that these are numerically equal to the polarization correctié, to the
exactly the same. Along the given helical trajectories, thepropagation constang for even and oddHE modes which
direction of the momentum density vector undergoes cyclianay form theCV vortex (Table 14.1 in Ref. 10

variations. We shall find the topological phase associated 2. It can be shown from expressiéh) for an1V vortex
with these cyclic variations of the implicit parameter of the that the angular momentum flow through the fiber cross sec-
vortex field. For this purpose we force parallel transport oftion for any z coordinate is zero. We estimate the specific
the state vectoe of the optical vortex along one of the he- topological phase of an unstali¥ vortex. The energy flow
lical lines of the energy flux density. Using the rules for thelines of anlV vortex also have the form of helical curves
construction of a spherical map in parallel transpbnye  wound around the axis (Fig. 2). The pitch of the helical
find that the topological phase is given by: lines now also depends on the helix radRis

(1+1). (5)
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FIG. 2. Lines of energy flowP for an unstabldV vor-
tex.

2mp 1 ol making the substitutiody—1,,, we obtain the average
hlv:\/ﬁ 1—R§' Ro= \/; (6) specific topological phase of dW vortex in the form
2
R _(\2a)?
This implies that for small radiiR—0) the pitch of the (Bvi=—5~ (-1 @)

helixes is hy,—0, i.e., unlike theCV vortex, the point

R=0 is a singular point of the energy flow b vortices, at  The difference between the signs of the topological phases
which the winding pitch of the helixes tends to zero and thefor the CV and1V vortices in expression) and (7) arises
specific topological phase |8;y—. The lineR, is also @  pecause for théV vortex with parallel transport of the state
singular line of the field of V vortices since the value @y vector, the direction of twist of the helixes and the direction
changes sign on it. It can be seen from Fig. 2 that the radiugf circulation of the polarization are of different sigf.

R, corresponds to a family of energy flow lines with zero |t follows from expressior(7) that the specific topologi-
twist, the pitch of the helixes increases without bouhd, ¢z phasg B)y), averaged over stafe, characterized by the
— for R—Ry), and thez component of the angular mo- states ¢1,-1) or (~1,+1), is numerically equal to the
mentum densityn, of the IV vortex is zero. This physical polarization correctionsg, to the propagation constant for
situation arises because of the structural characteristics of @he even and od&H modes(Table 14.1 in Ref. 10

IV vortex. The fact that the sign of the helicidy, is opposite For a few-mode fiberl=1) we have from expression
to that of the topological chargeformally corresponds to (7) (Biv)=8B,=0 because the angular momentum flow of
the fact that the sign of the polarization component of thean v vortex is zero. Thus, the field of dV vortex has the

angular momefznt#m of a'?/ vortex is opposit(rel to the orbiFaI propagation constam. Expressions5) and(7) describe the
component of the angular momentum,. The geomelric .o rejation between the topological phase and the angular
structure of anV vortex is topologically nonuniform. Thus, momentum density for any topological chaigef the wave-

it is difficult to determine _the state-averaged _to_poI(_)gicaI uide vortices. The difference between the propagation ve-
phase by the method described above. These difficulties cgjsias of the vortices, expressed in terms of the topological

be eIiminated_if we consider a mgltimode fiber w_ith a fairly phase of the field, is a consequence of the spin-orbit interac-
large waveguide paramet®. In this case, the radius of the tion in the field ofCV andIV vortices

zero energy flow line iRy,— 0, i.e., two singular points with

different types of singularity are superposed. This annihila-

tion of the singularities corresponds to a substantial reduc-

tion in the contribution of the polarization component of the ‘M. Berry, Proc. R. Soc. London, Ser. 202 40 (1984.

) _
angular momentum compared with the orbital component..S: Pancharatam, Proc. Ind. Acad. Scid# 247(1956.
9 P P 33, M. Rytov, Dokl. Akad. Nauk SSSRS, 263 (1938.

The pitch of all the energy flow helixes is thby,— h¢y and 4y, V. Viadimirskit, Dokl. Akad. Nauk SSSR1, 222 (1940).
the specific topological phase gy— Bcy. The CV vortex 5D. Subbararo, Opt. LetR0, 2162 (1995.
may be represented as a superposition of even and odgS. J. van Enk, Opt. Commua02, 59 (1993.
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Fabrication of regular three-dimensional lattices of submicron silicon clusters
in an SiO , opal matrix

V. N. Bogomolov, V. G. Golubev, N. F. Kartenko, D. A. Kurdyukov, A. B. Pevtsov,
A. V. Prokof'ev, V. V. Ratnikov, N. A. Feoktistov, and N. V. Sharenkova
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Silicon is now the most important material in modern solid-state electronics. Regular systems of
silicon nanoclusters containing up tot@m™2 elements were obtained in a sublattice of

opal (SiQ) voids. By using three-dimensional dielectric matrix-carriers similar to opal, it may

be possible to obtain three-dimensional ensembles of semiconductor nanodevices. Various
parameters of these “opal-silicon” nanocomposites were measuredl993 American Institute

of Physics[S1063-785(18)02904-§

One method of fabricating three-dimensional systems obpal pores over the thickness of the sample was investigated
semiconductor nanodevices with a high bulk density is &y measuring the x-ray photoelectric absorption. The mea-
matrix method, using dielectric matrices having a regularsurements were made with a DRON-2.0 diffractometer using
sublattice of submicron channels and voids in which threemmonochromatic Cu K, radiation(beam size 0.1 mm). It
dimensional lattices of different nanostructures containing upvas observed that a sample 3t thick had a region 120
to 10" cm3 elements can be formed. Sublattices of Te,um thick 100% filled with Si, the degree of filling of the
GaAs, HgSe, and CdS clusters have now been obtained Pores then decreased linearly to 0% over @@, and the
opals? Regular three-dimensional lattices of silicon nano-remaining 10Qum was unfilled. In order to obtain uniformly
structures based on matrices of synthetic opals may prove filed samples, the pressure gradient must clearly be counter-
be invaluable objects for microelectronics as the basis ofalanced by an opposite temperature gradient. The structure
two-electrode semiconductor devices withn junctions or ~ Of the samples was investigated by x-ray structural analysis
Schottky diodes. Such a composite would have the advar"d Raman spectroscopy. The samples underwent ion etch-
tage of a large junction area per unit volunfep to Mg (Ar’, V=5kV, 1=10 uA) to prevent the Raman spec-
10 n#/cn®). This would allow the fabrication of Si devices tra from being influenced by the silicon film formed on the

operating at current densities between three and four ordefY/ter surface of the opal during the growth process. We used
of magnitude lower than those in conventional planar sysf71 VUP-4 vacuum system fitted with an ion polishing attach-

tems.

Here we report the synthesis of opal-silicon composites
for the first time. Single crystals of synthetic opals exhibiting 800
an optically perfect structure were obtained using the tech-
nology described in Ref. 3. The opals consist of Sipheres
which form a face-centered cubic lattice with sublattices of 5 gog}-
voids between the spheres with a volume of up to 26% andg
capable of being filled by other substanééghe fabrication A
technology allows the parameters of the opals to be varied by2
varying the sphere sizes and their porosity. Here we usecc
opals consisting of Si9Qspheres 250 nm in diameter.

Thermal chemical vapor depositigthermo-CVD tech-
nology was used to incorporate silicon in the opal samples.g 200
The CVD reactor was a quartz tube with an external heater&
through which a mixture of monosilari&%) and argon gas
was passed. An opal wafer was positioned perpendicular tc o}
the gas stream. The design of the reactor prevented any ge

L

nits

400}

anintens

from going past the wafer. As a result of the thermal disso- 200 450 ' 560 cSi 5150 600
ciation of the silane, a silicon film was deposited inside the . 1
opal on the inner surfaces of the pores. The dissociation con Raman shift, cm

ditions were isothermal. The pressure gradient created in t G. 1. Diffraction patternsi—diffraction pattern of unfilled opal2—

;ample by the hi.gh hydraulic rE.’SiStanC? _Of the o.pal resultefiffraction pattern of opal-silicon nanocomposite, a-bar diagram of
in nonuniform filling of the matrix. The filling profile of the crystalline silicon .
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i TABLE |. Results of calculations.

Reflection »° Brmog, rad bgang rad D, A
a 111 28.42 7.810°° 2.18x10°3 190+ 25
220 47.20 1x10°3 1.92x10°3 130+ 10

were recorded using a DRON-2 diffractomet€u-K, radia-
) . . , N . » - tion).

The dimensions of the coherent scattering region in the
sample were determined by an approximation method. For
the calculations it was assumed that the physical broadening
(B) of the diffraction lines is only caused by the small size of
the coherent scattering region. Powder from well-crystallized
silicon was used as a standard.

e The calculations were made using the results of mea-

M‘%«M&w surements of the “half-width” of the 111 and 220 silicon

. - . reflections. The doublet componedt was isolated for the
220 reflection(see Table)l
m The value ofD;;; may be overestimated because of the

superposed diffuse opal halo which creates an increased scat-
tering background near the 111 silicon reflection.
¢ The difference between the results of determining the
sizes of the silicon crystallites from the Raman spectra and
the diffraction patterns in the opal may be attributed to the
neglected influence of the stresses produced during crystalli-
zation and also to large dispersion of the silicon cluster sizes.
It has thus been shown that CVD technology followed
. by annealing can be used to synthesize a new composite
6 10 20 30 40 50 60 26° material—nanocrystalline silicon in a regular dielectric ma-
FIG. 2. Raman spectrum of opal-silicon nanocomposite: a—amorphoumx bgsed On- Synth-etlc opal. It is SqueSt-ed that the- differ-
component: b—nanocrystalline component, and c—"sum" spectmSi %nce in the dlmen5|on§ of thg nanocrystalline .S| obtf':uned by
is the crystalline silicon line. independent methods is attributable to the dispersio® of
and the neglect of the stresses in the crystallites. Some dis-
persion of the crystallite sizébetween tens and hundreds of
angstrom has been observed. It has been established that the
material is nonuniformly distributed over the thickness of the
sample, so that any required degree of filling can be obtained
B‘y varying the size of the matrix.
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ment, manufactured by the Institute of Technical Physics
Hungary.

The measurements showed that the Raman spectru
contains a broad~70 cm ! half-width) line with a maxi-
mum near 480 cm* characteristic of silicon with an amor- The problem was formulated and discussed in detail
phous structuré. jointly with 1. G. Grekhov to whom the authors express their

In order to obtain silicon crystallites, the sample wasthanks.
annealed in a sealed, evacuated ampoule=-800 °C for 10

min. The Raman spectrum of the annealed samples is shown

. . . 1 :
in Fig. 1. It can be seen that against the background of av. N. Bogomolov, S. S. Kititorov, D A. Kurdyukqet al, Abstracts of
Papers presented at the International SymposiumNanostructures:

broad amorphous component _there is a narrower Imt_e shlftedphysiCS and Technologgt. Petersburg, 1995, pp 189—192.
toward low frequencies relative to the Raman-active TO?2v. N. Astratov, V. N. Bogomolov, A. A. Kaplyanskiet al, Nuovo Ci-
phonon mode of the crystalline silicon. This transformation mento D7, 1349(1995.
of the spectrum indicates that a nanocrystalline silicon phase?: N: Bogomolov, D. A. Kurdyukov, A. V. Prokofev, and S. M.
. 5 . . Samdlovich, JETP Lett.63, 520(1996.
is formed? An anaIyS|§ of th? Raman spect_ra using the 4y N. Bogomolov and T. M. Pavlova, Fiz. Tekh. Poluprovods, 826
model of strong spatial confinement of optical phonons (1995 [Semiconductorg9, 428(1995].
found in nanosize crystallités® yielded an estimate of their Zf Ebgl andb\/lfprzkb J-MF’hé/S- L;v 37;(|;§£;2. Comnis735(163
H ~ . — ) . . H. Campbell an . M. Fauchet, Soli tate Com ). .

a_v_erage Slzel'( 40 A) and bulk fraction k 52 A)) Ina "A. B. Pevtsov, V. Yu. Davydov, N. A. Feoktistov, and V. G. Karpov,
silicon two-phaséamorphous-nanocrystallinsystem. Phys. Rev. B52, 955 (1995.

Figure 2 shows x-ray diffraction patterns of an opal ®V.G. Golubev, V. Yu. Davydov, A. B. Pevtsov, and N. A. Feoktistov, Fiz.
The diffraction pattern of the sample before annealing is (1997

similar to that of the unfilled opal. The diffraction patterns Translated by R. M. Durham
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