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Growth of InAs photodiode structures from metalorganic compounds
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InAs layers were grown onp-InAs substrates by epitaxy from metalorganic compounds.
Photodiodes were fabricated using thep–n junctions obtained. The current–voltage,
capacitance–voltage, and spectral characteristics of the photodiode structures were investigated.
© 1998 American Institute of Physics.@S1063-7850~98!00104-9#
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Indium arsenide is of interest as a material for infrar
optoelectronic devices. Photodiodes, light-emitting diod
and lasers operating in the 2–5mm range, which is impor-
tant for gas analysis and environmental monitoring, can
produced from InAs in combination with multicompone
solid solutions~InAsSb, InAsSbP, and others!.1–3 The mate-
rials were grown mainly by liquid-phase epitaxy~LPE!, but
also by epitaxy from metalorganic compounds~MOC!.4–10In
2471063-7850/98/24(4)/3/$15.00
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the present Letter we report the results of investigations
InAs layers obtained on InAs substrates by epitaxy fro
MOC as well as the results of measurements of the elec
and photoelectric properties of the structures obtained.

The InAs layers were grown by epitaxy from MOC in
planar reactor 30 cm in diameter at atmospheric press
The substrate holder was heated with a three-zone resist
heater, separated from the interior volume of the chambe
ho-

96
FIG. 1. a — Capacitance versus reverse bias for InAs p
todiode structure No. 96 atT577 K; b — current–voltage
characteristics of InAs photodiode structures Nos. 95 and
at T577 K ~curves1 and 2, respectively! and T5300 K
~curves3 and4!.
© 1998 American Institute of Physics
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a quartz cap. The vapor-gas mixture was fed from the
riphery of the cap to the center. The substrates rotated a
the central axis. Arsine~AsH3) diluted to 20% in hydrogen
and trimethyl indium~TMI ! served as sources of arsenic a
indium, respectively. The temperature of the evaporator w
TMI was 118 °C. To avoid parasitic reactions, the AsH3 and
TMI were fed into the reactor through separate channels
mixing occurred in the reactor chamber. In all experimen
an additional hydrogen flow~30 liters/min! from the top zone
of the chamber in a direction perpendicular to the substr
was used to decrease parasitic deposition on the cham
walls. Zinc-dopedp-InAs ~100! substrates~carrier density
p5131017 cm23 at T5300 K and p5631015 cm23 at
T577 K! were used in all experiments. Before each proc
the substrates were washed in carbon tetrachloride and
propyl alcohol, etched,11 washed in distilled water, dried, an
immediately loaded into the reaction chamber. The exp
ments were performed in the temperature range 450–600
The AsH3 flows were varied in the interval 10–125 ml/min
while the hydrogen flows through the evaporator with TM
were varied in the interval 200–400 ml/min. The molar ra
AsH3/TMI ranged from 2.5 to 50. TMI was fed into th
reactor 2 min after the AsH3 flow was turn on.

At substrate temperatures below 500 °C the surface
the layers appeared porous, probably because of weak
composition of arsine at low temperatures. The layers gro
at temperatures close to 600 °C were shiny. The layers g
at an average rate of less than 0.5mm/h.

Hall coefficient measurements showedn-type conduc-
tion. Thep–n structures grown were used to produce pho
diodes. The photosensitive structures in the form of me
diodes with a n layer were prepared by convention
photolithography. The diameter of the sensitive area w
equal to 600–800mm. The current–voltage, capacitance
voltage, and spectral characteristics of the photodiode st
tures at temperatures 77 and 300 K were investigated.
pacitance was measured by the standard bridge method
MHz. The photoresponse spectra were measured wit
SPM-2 monochromator with a LiF prism and a globar as
radiation source.

The voltage dependence of the capacitance correspo
to the law 1/C2;V ~Fig. 1a! and attested to the presence
a sharpp–n junction. The capacitance was much lower th
that in ordinary InAs photodiodes prepared by LPE and
within the interval 100–200 pF with zero bias for diodes
mm in diameter. These data were used to estimate the ch
carrier density in the layer, 1016 cm23 at T577 K, and the
width of the space charge region, 231025 cm (V50). The
experimental structure was close to ap–i–n photodiode and
should possess a fast responset,1 ns, determined by the
product RC, where R is the series resistance of thep–n
junction.

Figure 1b displays the current–voltage characteristics
two photodiodes~Nos. 95 and 96! at T577 K andT5300 K.
At voltages up to 100 mV (T577 K) the reverse current
were equal to several nanoamperes. The voltage intercep
the abscissa for the forward branch was equal toV50.3 V.
The differential resistance in the experimental diodes w
zero bias fell within the rangeR051002700 kV ~77 K! and
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R0530255 V ~300 K!, depending on the growth regimes.
The reverse current at low temperatures in the region up
500 mV was determined by generation and recombination
the space-charge layer13

I G2R5qniWA/teff , ~1!

where q is the electron charge,A is the area of thep–n
junction,ni is the intrinsic charge-carrier density, andteff is
the effective lifetime. The value obtainedteff5631026 s
agrees well with the radiative recombination time in
p-InAs.12

Figure 2a shows the photosensitivity spectra of the InA
photodiode structure at two temperatures. An estimate of t
band gap according to the half-maximum of the sensivit
gives hn50.423 eV (l1/252.93 mm! at 77 K and hn
50.360 eV (l1/253.43mm! at 300 K. High power–voltage
sensitivities, reaching 20 kV/W, were obtained at 77 K. A
the temperature increased to room temperature, the pho
sensitivity decreased in inverse proportion toR0. It was ob-
served that the photoresponse increased rapidly with the a
plication of a reverse voltage in the interval from 300 to 80
mV ~inset in Fig. 2b! and illumination with strongly ab-

FIG. 2. a — Photosensitivity spectra of an InAs photodiode~No. 95! at
T577 K ~curve1! andT5300 K ~curve2!. b — Photosensitivity spectrum
of the photodiode structure No. 95 with zero bias~curve 1! and with a
reverse bias of 600 mV~curve 2!. Inset: Photocurrent versus reverse bias
under illumination withl51.5 mm monochromatic light.
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sorbed light (l51.5mm). At the same time the photocurre
gain reached 35–40. This effect is most likely due to a
lanche multiplication of holes from then layer in the strong
field of the space charge region. As shown in Ref. 12,
electric field for initiating impact ionization in InAs for hole
from the spin-orbit split band is low and equalsE>43104

V/cm.
We also calculated the thermal noise in the experime

InAs photodiodes (i 254kTD f /R0) and estimated the detec
tivity at the wavelength of the maximum of the spectru
according to the well-known formula13

D* ~cm•Hz1/2
•W21!5A1/2/NEP, ~2!

whereA is the area of the photodiode and NEP~W/Hz1/2) is
the noise-equivalent power. Estimating the quantum e
ciency of the photodiode ash50.7, taking into account the
reflection coefficient of the surface, we obtained the pho
sensitivityS51.6 A/W at 77 K and 1.42 A/W at 300 K. The
detectivity varied fromDl* 51.231011 cm • Hz1/2

• W21 at
77 K down toDl* 5109 cm • Hz1/2

• W21 at 300 K. These
data are comparable to standard commercial InAs ph
diodes~see Ref. 14!.

In summary, samples of photosensitiven-InAs layers on
bulk p-InAs substrates were prepared by epitaxy from MO
It was shown that this technology holds promise for prod
ing high-efficiency photodiode structures. Further improv
ment of the technology will make it possible not only
improve substantially the characteristics of InAs photodio
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but also to develop the foundation for growing ternary a
quaternary compounds based on indium arsenide.

We thank M. N. Mizerov and B. V. Pushny� for support-
ing this work and also A. S. Usikov for helpful suggestion
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Behavior of epitaxial GaAs layers as a particle detectors

V. M. Botnaryuk, Yu. V. Zhilyaev, A. M. Ivanov, N. B. Strokan, and L. M. Fedorov
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The properties of epitaxial GaAs-basedp1 –n structures used as light-ion (a particle! were
studied. A comparison is made with the latest published data on the possibilities of present-day
semi-insulating GaAs~SI–GaAs!. It is noted that the content of impurities and structural
defects forming deep levels in the band gap of the material is two orders of magnitude lower in
epitaxial layers. The deep levels determine the conditions of transport of nonequilibrium
carriers in the detector, allowing for trapping of the carriers, and they also determine the electric-
field profile. The charge-carrier lifetime was found to be>200 ns. This is two orders of
magnitude longer than the values for SI–GaAs, in complete agreement with the lower content of
deep centers. It is shown how deep centers influence the field profile, forming a quite large
region of low field values. ©1998 American Institute of Physics.@S1063-7850~98!00204-3#
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The first attempts to use epitaxial GaAs as nucle
radiation detectors were made back in the 1970s.1,2 The au-
thors were attracted by the possibility that the detectors co
operate at room temperature because the band gap is l
than in the traditional material Si~and correspondingly the
reverse currents and noise are lower!. The higher stopping
power of GaAs is also a substantial advantage over Si. U
mately, emphasis was placed on the spectrometry of cha
teristic x-ray radiation~energy,100 keV! in problems of
analyzing the composition of materials~see, for example
Ref. 3 !.

Recently, great interest in semi-insulating GaAs~SI–
GaAs! has appeared in high-energy physics. The problem
to produce detectors with the maximum possible work
region, represented by the electric-field region of a reve
biasedp1 –n structure. An obvious obstacle here is the hi
degree of conductivity compensation in SI–GaAs. This
due to a high density of impurities and intrinsic defects t
form deep levels~DLs! in the band gap of the material. Th
deep levels participate both in the formation of the elect
field region in the reverse-biased structure of the detector
in the trapping of nonequilibrium current carriers. In th
connection charge transfer in SI–GaAs detectors as we
the many DLs present in SI–GaAs are being studied int
sively. In Ref. 4 seven levels at depths in the range 0.1
0.81 eV were found.

It is of interest to observe the manifestation of DLs
GaAs detectors under conditions when their number is m
lower than in SI–GaAs. To this end, in the present work
structures of the detectors were fabricated using.100 mm
epitaxial-GaAs layers. Alpha particles were used as
radiation source. Deep-level-induced features
nonequilibrium-carrier transport, the parameters of the d
centers~DCs! present in the material, and the capacitance
the detector as a function of the reverse bias were analy

1. Layersn0-GaAs on an1-GaAs substrate were ob
tained in an open chloride system.5 Ga and AsCl3 with a
2501063-7850/98/24(4)/4/$15.00
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purity of 99.9999% were used directly as sources of galli
and arsenic. The perfection of the layers with respect to
content of DLs was monitored by capacitance methods~mea-
surement of the capacitance–voltage characteristics! as well
as DLTS spectra.

The first characteristic was seen in the dependence o
reciprocal of the capacitance versus the bias. Specifica
1/C was found to be a linear function, ifU instead ofAU is
used as the abscissa. A model for explaining this depende
in the case of SI–GaAs has recently been advanced in
literature.6 The model is based on the appearance of an
balance between the electron-capture–emission cross
tions of the dominant level EL2 in fields 1042105 V/cm.
However, in our case the fields were weaker. Moreover, t
sections with different impurity densities 1.131014 cm23

and 2.331013 cm23 were clearly distinguished in the con
ventional coordinates 1/C5 f (AU) ~Fig. 1!. For this reason,
we are inclined to interpret the observation of a linear var
tion 1/C5 f (U) as an approximation~in a comparatively nar-
row voltage interval! of the complicated capacitance vari
tion caused by a decrease of the impurity density into
volume of the film.

The construction of Fig. 1 revealed at the same time
presence of a depletion region at the coordinateU1Uc50,
whereUc is the contact potential difference. The appearan
of such a region is explained by the fact that the occupa
of levels below the Fermi level (EF) does not change eve
under nonequilibrium conditions.7,8 For this reason, the com
pensation of, say, shallow donors (ND) by deep acceptors
(NA) persists over a distance

w;A~EF2EA!/~ND2NA!,

where EA is the position of an acceptor center. For t
sample in Fig. 1 we havew511.8 mm. We stress that the
data in Fig. 1 were obtained at temperature 78 K with pro
signal frequencyf 5100 kHz. However, virtually the sam
values ofw correspond to room temperature and frequen
© 1998 American Institute of Physics
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FIG. 1. Reciprocal of the capacitance versus t
blocking bias on ap1 –n0–n1 GaAs structure with an
epitaxial base layer. Measurement conditions: te
perature 78 K; probe signal frequency 100 kHz. Im
purity density in sections1 and 2 respectively: 1.1
31014 and 2.331013 cm23.
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f 51 kHz. This shows that levels located at depths of l
than 0.45 eV participate in compensation (s53310214

cm22 was taken for trapping cross section!. The position and
density of the levels were determined directly by DLTS. T
spectra showed the presence of three DLs, exchanging
jority carriers with the conduction band. A hole-injection r
gime was used to investigate the bottom half of the ba
Three DLs exchanging holes with the valence band were
found here. The main DCs located atEc20.81 eV and pos-
sessing an electron trapping cross sectionsn51310213

cm2 ~EL2 in the conventional terminology! were present
with density;531013 cm23, i.e., very low compared with
SI–GaAs. The density of centers located atEc20.48 eV
(sn52.7310215 cm2) and Ev10.52 eV (sp52.4310216

cm2) was also<331013 cm23. The content of shallowe
centers was approximately an order of magnitude low
Therefore such centers will not determine the characteris
of the material. This latter conclusion agrees with the res
of the capacitance measurements presented above.

Since EL2 is, according to the data of Ref. 9 , one of the
DCs responsible for recombination, its comparatively lo
content serves as a prerequisite for a high charge-carrier
time. Correspondingly, nonequilibrium-charge transport
the detectors should occur with low trapping losses.

2. The detector characteristics of the structures w
measured for'5.8 MeV a particles from Cm244. The stan-
dard arrangement was used: charge preamplifie
amplifier—pulse-height analyzer. The transmission band
the amplifier was formed by ladder differentiation
integration circuits with a time constant of 1ms. Figures 2a
and 2b show, respectively, the variation of the normaliz
signal amplitude and the line width as functions of the len
W of the field region. Note that the particle range w
R521.6 mm, while W was varied by changing the voltag
on the detector. Normalization was done with respect to
Si signal of a high-precision detector, taking account of
ratio of the average electron–hole pair production energ

One can see from Fig. 2a that three sections appea
the increase of the amplitude. The steepest rise of the si
s
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is observed in the first section, forW<22 mm. This is fol-
lowed by a section~up to W<33 mm! of slower, linear
growth, which passes into the last section where satura
occurs. We recall that the signal amplitude is proportiona
the nonequilibrium charge transported in the field region
the detector. From this position, according to Fig. 2a,
signal behavior can be explained as follows.

For R,W an a-particle track emerges outside the fie
region and transport of this terminal portion of the char
proceeds by hole diffusion to the boundary of the field. It
obvious that the comparatively slow diffusion is due to lar
recombination losses of charge. The start of the second
tion corresponds to the track being wholly contained in
region of the field. However, as the capacitance meas
ments showed, the field region is divided into two zones w
different field strengths (F). In addition, the extent~mea-
sured from the surface into the interior of the layer! and the
values ofF in the second zone are independent of the b
Another characteristic feature of this zone is the low value
F. However, as bias increases, the extent of and value oF
in the first field zone increase. Thus, a dwindling portion
the track falls within the weak-field zone. Since the fie
separates the charge carriers in the track, preventing ca
recombination, the amplitude continues to grow, but the r
of growth is different from that in the first section.

Finally, when the track falls entirely within the strong
field zone, i.e., W2w5W211.8 mm >21.6 mm, the
particle-induced charge is transported quite completely. T
corresponds to the signal saturation stage in Fig. 2a. In s
mary, the following appear successively in the three o
served sections: participation of diffusion in charge transp
and carrier separation and drift of carriers in weak and str
fields.

As far as the absolute value of the transported charg
concerned, calibration with a Si detector shows a deficitl of
the order of 1% for the plateau~Fig. 2a!. This value in turn
makes it possible to estimate the carrier lifetimet from the
well-known relation for dense tracksl51025/(Ft), where
the value of the field is taken at the center of gravity of t
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FIG. 2. As functions of the extentW of the electric-
field region during the detection of 5.8 MeVa par-
ticles: a — Normalized signal amplitude~see text for
an explanation of the three observed sections!; b —
width of the spectral line. The value of the analyz
channel is 8.09 keV.
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carrier distribution in the track.10 For our case we obtain
t>200 ns. We note that in Ref. 4 the valuest' ns were
obtained for SI–GaAs. The latter should be attributed to
two orders of magnitude higher content of EL2 centers
SI–GaAs.

Figure 2b shows under the same conditions the varia
of the width d of the spectral line at half-maximum. It i
known11 that d is determined as the product of the char
deficit by the factorg characterizing the nonuniformity o
the losses over the volume. One would think that as
charge losses decrease~the amplitude increases!, the line
width should decrease monotonically. However, two secti
can be distinguished in Fig. 2b: very weak growth up
W'28 mm followed by a sharp drop ofd and then a ten-
dency toward saturation. We note thatd starts to decreas
before absorption of the track by the strong-field zone.

The observed behavior can be explained qualitatively
the difference in the conditions of carrier spreading and
cordingly averaging the fluctuations in the charge losses o
the volume of a track. Let us assume that the initial geome
of the track has the the form of a thin filament. It is obvio
that in the case when diffusion participates, as well as
weak fieldsF, before being sorbed on the electrodes of
detector the charge carriers spread over a larger volume
e
n

n

e

s

y
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er
ry

n
e
an

under strong-field conditions. At the same time, the los
are more completely averaged and the nonuniformity fac
g thereby increases. Then, moving leftward from the ma
mum, the increase in lossesl will be counterbalanced by the
decrease in the factorg. The latter circumstance flattens o
the left-hand part of the graph. On the right-hand side of
graph the decrease in charge losses plays the main
while the factorg must be assumed to change very little.

Conclusions. The structures of ion detectors based
epitaxial GaAs layers have been fabricated. The characte
tics of the structures were compared with the case when
GaAs, a semi-insulating material, is used as the initial ma
rial.

It was established that the purity of epitaxial GaAs
much higher than that of SI–GaAs. We are referring to
fact that the content of deep centers associated with imp
ties and structural defects is two orders of magnitude low

The comparatively low density of deep centers is ma
fested nonetheless in the formation of the field region in
reverse-biased structure, forming a'10 mm weak-field
zone.

The carrier lifetime in ana-particle track in our case
wast>200 ns, which is two orders of magnitude longer th
in the case of SI–GaAs. The lifetimet completely corre-
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sponds to the lower content of deep centers, mainly E
structural defects.

We wish to thank V. V. Bel’kov and V. K. Eremin for a
helpful discussion.

1J. E. Eberhardt, R. D. Ryan, and A. J. Tavendale, NIM, No. 3, 463~1971!.
2T. Kobayashi and T. Sugita, NIM, No. 1, 179~1972!.
3S. P. Golenestki�, V. M. Zaletin, I. I. Protasov, and A. T. Dudarev, Prib
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The recombination properties of silicon passivated with films of rare-earth oxides were
investigated. The films were obtained by thermal resistive sputtering of a rare-earth metal followed
by thermal oxidation of the obtained layer in air at 400 °C. It was established that the
effective nonequilibrium charge-carrier lifetime measured by photoconductivity relaxation is 2–3
times higher after deposition of the rare-earth oxide film. Surface recombination rates at the
silicon–rare-earth oxide interface were determined to be 290–730 cm/s for different rare-earth
oxides. The combination of high optical transmittance of the experimental materials and
low recombination losses in silicon coated with a rare-earth oxide film makes it possible to
recommend rare-earth oxide films as optical antireflection and passivating coatings for
silicon photoelectric devices. ©1998 American Institute of Physics.@S1063-7850~98!00304-8#
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Among materials showing promise as antireflection co
ings for silicon photoelectric devices, rare-earth oxides
noted for their high transmittance in the working region
the spectrum, chemical and thermal stability, and optim
refractive index for this application. Investigations ha
shown1,2 that the spectral reflectance of a silicon surface
be decreased to 0.01–1.2% and the spectral value of
short-circuit photocurrent of a silicon photoelectric tran
ducer can be increased by more than 50% by depositing
the silicon surface a film consisting of an oxide of a ra
earth element. An important requirement for optical coatin
of semiconductor devices is that the interface with the se
conductor must possess low recombination losses. Howe
the recombination characteristics of silicon coated with
rare-earth oxide film have still not been determined. In t
connection, in the present work we investigated the effec
lifetime and surface recombination rate of nonequilibriu
charge carriers in silicon wafers passivated with films
some rare-earth oxides.

The experimental samples were cut from polished w
fers of KÉF-20 single-crystal~100! silicon and had charac
teristic dimensions 103530.34 mm. Prior to the preparatio
of a rare-earth oxide film, the silicon wafers were subjec
to chemical treatment for the purpose of removing the na
ral oxide. The treatment consisted of etching in a water
lution of hydrofluoric acid with the composition HF:H2O
~1:10!. In some cases, after this treatment the samples w
boiled in an ammonium hydroxide–hydrogen peroxide so
tion ~APS! with the composition NH4OH:H2O2:H2O ~1:1:3!.
After each chemical treatment the samples were repeat
washed in twice-distilled water and dried on a filter. Ceriu
europium, dysprosium, samarium, yttrium, gadolinium, a
ytterbium oxide films were prepared on both surfaces of
silicon wafer by thermal oxidation of a predeposited layer
rare-earth metal in air at 400 °C for 30 min. The rare-ea
metal film was deposited by thermal sputtering from a m
lybdenum boat in a 1025 Torr vacuum in a VUP-4 apparatus
Dysprosium and aluminum, successively deposited on
2541063-7850/98/24(4)/3/$15.00
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con samples through a stencil by thermal sputtering
vacuum, were used as ohmic contacts. The ohmicity of
contacts was determined from measurements of the~linear!
voltage drop distribution along the sample.

The effective lifetimet was measured by the widel
used method of photoconductivity relaxation with the sam
illuminated with square light pulses. An AL-106A gallium
phosphide light-emitting diode, to which square curre
pulses from a G6-26 generator were fed at a repetition
quency of 1 kHz, was used as the light source. The kine
of the voltage drop on the sample was measured with a
112 oscillograph. The temperature dependences of the e
tive lifetime were measured in the temperature range 29
410 K in a 1021 Torr vacuum.

It is well known3 that the effective lifetime is determine
by the combined effect of recombination and trapping
carriers in the interior and on the surface of the semicond
tor. The presence of traps for charge carriers can have a l
effect on the time constant of photoconductivity decay m
sured by this method, as a result of which the value obtai

FIG. 1. Temperature dependence of the effective lifetime of nonequilibr
charge carriers in silicon without a coating~1! and with a dysprosium oxide
film ~2!.
© 1998 American Institute of Physics
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for the carrier lifetime is higher than the real value. T
clarify the role of trapping in the relaxation of photocondu
tivity, the temperature dependence of the time constan
photoconductivity decay kinetics, presented in Fig. 1, w
investigated. As one can see from the figure, the effec
lifetime for samples without a rare earth oxide film~curve1!
at first decreases with increasing temperature, and then
creases at temperatures above 340 K. A dependence o
form is characteristic for a real silicon surface,4 the descend-
ing section being determined by trapping and the ascen
section by recombination of charge carriers on the silic
surface. For silicon samples coated with a rare-earth ox
film ~curve 2, Fig. 1! t increases monotonically with tem
perature. This growth is due to surface recombination. Th
results attest to the fact that for high measurement temp
turesT>370 K attachment can be neglected for all expe
mental samples. In this case, the effective lifetime for t
samples with a comparatively low surface recombination r
can be expressed as4

1

t
5

1

to
1

2S

d
,

wheret0 is the lifetime of nonequilibrium charge carriers
the volume of the semiconductor,d is the thickness of the
semiconductor, andS is the surface recombination rate. Th
formula makes it possible to find the surface recombinat
rate if the volume lifetime is known.

FIG. 2. Effective lifetime of nonequilibrium charge carriers in a silico
wafer versus the wafer thickness.

TABLE I. Effective lifetimes in silicon samples before (t in) and after (t f)
deposition of a rare-earth oxide film at temperature 293 K.

Film Form of silicon t in, t f ,
material surface treatment ms ms

CeO2 HF:H2O 11.3 25.3
Eu2O3 HF:H2O 9 13
Dy2O3 HF:H2O 8.5 11.9
Gd2O3 HF:H2O 9 18.3
CeO2 HF:H2O 1 APS 16 34–36
Dy2O3 HF:H2O 1 APS 18–19 31–34
Dy2O3 HF:H2O 1 APS 18 31
Y2O3 HF:H2O 1 APS 19 23
Y2O3 HF:H2O 11 31
Sm2O3 HF:H2O 9 13–17
of
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The dependence of the effective lifetime on the thickn
of the semiconductor sample was used to determine the
ume lifetime. Figure 2 shows the indicated dependence,
tained from measurements oft, for samples of different
thickness, prepared by etching silicon in SR-8 etchant c
sisting of a 3:1 mixture of nitric and hydrofluoric acids. Th
experimental values follow well a straight line in the coord
nates 1/t versus 1/d. This result is evidence that the surfac
recombination rate is constant for samples of different thi
ness. This was to be expected, considering that the sur
treatment conditions during sample preparation were
same. The estimated volume lifetime determined from
experimental dependences ist0>250 ms for all experimen-
tal samples.

Table I shows the results of measurements of the roo
temperature effective lifetime for silicon samples subjec
to different chemical treatment before (t in) and after (t f)
deposition of a rare-earth oxide film. As one can see fr
Table I, after the rare-earth oxide film is deposited,t is al-
ways higher, the greatest increase occurring for ammoni
peroxide treated samples. Characteristically, annealing
uncoated sample in air at temperature 400 °C for 30 m
does not changet.

The surface recombination rate was determined fr
measurements of the effective lifetime at 400 K, since,
shown earlier, charge-carrier trapping can be neglecte
temperaturesT>370 K. Since the measured effective life
times were less than 50ms and satisfied 1/t@1/t0, the quan-
tity 1/t0 was neglected in the expression for the surface
combination rate. Table II gives the values obtained for
surface recombination rate in silicon samples before and
ter deposition of a rare-earth oxide film.

The results presented show that the surface recomb
tion rate decreases when a rare-earth oxide film is depos
Comparing the recombination characteristics obtained sh
that the surface recombination rate in the system Si–r
earth oxide is one to two orders of magnitude lower than
the structures Si–SiO2 and Si–SiO2–Si3N4 widely employed
in semiconductor electronics.5,6

1V. A. Rozhkov and A. I. Petrov, Izv. Vyssh. Uchebn. Zaved. Fiz., No.
99 ~1994!.

2Yu. A. Anoshin, A. I. Petrov, V. A. Rozhkov, and M. B. Shalimova, Zh
Tekh. Fiz.64, 118 ~1994! @Tech. Phys.39, 1039~1994!#.

TABLE II. Effective lifetimes and surface recombination rates in silicon
400 K.

Film Form of silicon t, S,
material surface treatment ms cm/s

no film HF:H2O 18.5 920
CeO2 HF:H2O 24 720
Dy2O3 HF:H2O 1 APS 50 340
Gd2O3 HF:H2O 23 730
Gd2O3 HF:H2O 1 APS 54 330
Yb2O3 HF:H2O 1 APS 58 290
Y2O3 HF:H2O 1 APS 30 520
Y2O3 HF:H2O 54 310
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Mutual synchronization and desynchronization of Lorenz systems
V. S. Anishchenko, A. N. Sil’chenko, and I. A. Khovanov

N. G. Chernyshevski� Saratov State University
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The dynamics of two symmetrically coupled Lorenz systems is investigated by means of a
numerical experiment. A bifurcation analysis of the synchronization process is presented. The
results are compared with numerical experiments. It is shown that changing the coupling
can synchronize or desynchronize the subsystems. ©1998 American Institute of Physics.
@S1063-7850~98!00404-2#
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Synchronization of systems demonstrating chaotic
namics has been the subject of numerous investigations
discussions during the last ten years.1 Several basic ap
proaches to determining the chaotic synchronization h
been developed.2–9 In these treatments, as in most studies
chaotic synchronization, ordinarily the problem of findin
functionals that make it possible to perform diagnostics
the cross correlations between subsystems is solved and
attention is given to determining the bifurcation mechani
of the phenomenon. The difficulty of bifurcation analysis
chaotic synchronization is due to the fact that in most ca
the mathematical image of chaotic oscillations is a quas
tractor, which includes, together with a nontrivial hyperbo
subset of saddle trajectories, a countable set of stable
odic orbits.10 On this basis the Lorenz system, for certa
values of whose parameters the phase space contains a
attractor, the Lorenz attractor,11 is the most suitable for ana
lyzing the bifurcation mechanism of chaotic synchronizatio

Our objective in the present Letter is to investigate
dynamics of two symmetrically coupled Lorenz systems a
to study the bifurcations of saddle cycles and states of e
librium that give rise to the effects observed accompanyin
change in the coupling parameter.

The dynamical system studied here is described by
equations

ẋ1,25s~y1,22x1,2!1g~x2,12x1,2!,

ẏ1,25r 1,2x1,22x1,2z1,22y1,2, ~1!

z1,25x1,2y1,22z1,2b.

The values of the parameters (s510, r 1528.8, r 2528,
b58/3) are such that a Lorentz attractor exists in each s
system. The most general approach for studying synchr
zation of chaotic systems is one based on the concept o
analytical signal and which admits the concepts of instan
neous amplitude and instantaneous phase of the ch
oscillations.6,12 The expressions for the instantaneous am
tude and phase of a signal, which were introduced by me
of a Hilbert transform, are

A~ t !5As2~ t !1 s̃2~ t !, f~ t !5tan21
s̃~ t !

s~ t !
,
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where

s̃~ t !51/pE
2`

` s~t!

t2t
dt

is the Hilbert transform of the initial signals(t). Figure 1a
shows the phase difference, averaged over an ensemb
realizations, as a function of time for different values of t
coupling between the subsystems. As one can see from
figure, in the case of zero coupling~curve 1! the phases of
the subsystems are uncorrelated and their difference
creases monotonically with time. It is entirely natural to e
pect that introducing coupling between the subsystems
cause correlations between their phases, whose differe
will remain bounded. However, the results of numerical e
periments~curves2 and3 in Fig. 1! show the opposite: for
values ofg from 0 to 2 the phase difference does not d
crease, but rather, grows more and more strongly, i.e., ph
desynchronization of the subsystems occurs! As the coup
increases further, the phase difference becomes bounde
g54.1 ~curve5 in Fig. 1!, thereby giving rise to phase syn
chronization of the subsystems. The behavior of the aver
frequenciesV1,25^ḟ(t)&, whose dependence on the co
pling parameter is shown in Fig. 1b, likewise makes it po
sible to conclude that phase synchronization of the s
systems is preceded by their desynchronization~the average
frequencies diverge for values ofg from 0 to 2!. We note
that the behavior of the average frequenciesV1 and V2,
calculated by means of a Hilbert transform, turned out to
completely equivalent to the behavior of the average swit
ing frequency, which we analyzed in a previous work.13

One of the characteristics most commonly used
studying chaotic synchronization is the spectrum
Lyapunov exponents. The four largest Lyapunov expone
of the system~1! are presented in Fig. 1c as a function of t
coupling. It is evident from the figure that in the case
weak coupling the system possesses three positive Lyapu
exponentsl1 , l2 , and l3 ~one of the zero exponents be
came positive!. For g51.3 one exponent becomes negati
~in our casel3), which in the case of the interaction o
Rössler systems is accompanied by phase sychronizatio
the subsystems.6 In our case a different situation is observe
Phase synchronization does not occur despite a chang
© 1998 American Institute of Physics
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sign of one exponent. On the contrary, as already mentio
above, phase desynchronization occurs for coupling betw
0 and 2. Phase synchronization starts only atg54.1, when
the exponentl2 becomes negative.

Analysis of bifurcations occurring with increasing co
pling parameter showed the following. For relatively we
coupling (g,0.27) the structure of the partitioning of th
phase spaceR6 is determined by families of saddle cycle
coinciding in pairs with the families existing at zero co
pling. Increasing the coupling parameter (g.0.27) gives
rise to a chain of tangent bifurcations, as a result of wh
there appear two families of saddle cyclesCn

11 andCn
21 ~the

FIG. 1. a — Average phase difference versus time; b — average frequen-
cies: 1 —V1 and 2 —V2 versus the coupling coefficient; c — four largst
Lyapunov exponents versus the coupling coefficient.
ed
en

h

lines l 11
11l 12

11 in Fig. 2a—lines of creation of two pairs o
saddle cycles belonging to the indicated families! located
near the symmetric (x15x2 , y15y2 , z15z2) and asymmet-
ric (x152x2 , y152y2 , z152z2) subspaces, respectively
These families evolve differently with increasing couplin
As one can see from Figs. 2a and 2b, the dimension of
stable manifold of the saddle cycles from the familyCn

11

increases from 3 to 4~in the bifurcation diagram this corre
sponds to the linesl 11, l 12, andl 14), while the saddle cycles
from the familyCn

21 become increasingly unstable and va
ish as a result of tangent bifurcations~Fig. 2d!. The linel d in
Fig. 2a is the line of vanishing of the familyCn

21 .
Together with the saddle-cycle bifurcations studi

above, bifurcations of states of equilibrium also occur in t
system~1!. The local properties of the flux near states
equilibrium were investigated by means of the well-know
LOCBIF computer program.14 The investigations showed
that when coupling is introduced between the subsyste
the states of equilibriumP12P8 undergo Hopf bifurcations
in pairs, as a result of which saddle cycles are created.
states of equilibrium undergo Hopf bifurcation as follow
P1 and P5 for g50.515,P3 and P7 for g50.7944,P4 and
P8 for g51.191, andP2 andP6 for g51.473. Of the eight
saddle cycles created as a result of Hopf bifurcations
cycles C0

1 and C0
2 play the most important role~Fig. 2a!.

Created atg50.515, these saddle cycles have a stable m
fold with dimension 2. As the coupling increases, a pair
their complex-conjugate multipliers becomes less than 1
magnitude atg50.7944, while the dimension of the stab
manifold increases to 4. Since the dimension of the sta
manifolds of saddle cycles from the familyCn

11 for given
values of the coupling (1,g,4) equals 3, the cyclesC0

1

andC0
2 become the most strongly attracting saddle cycles

the phase spaceR6. For this reason, the probability that
phase trajectory falls within their neighborhood becom
higher than the probability of falling within a neighborhoo
of a symmetric space. This results in the observed des
chronization of the subsystems. As already mentioned ab
phase synchronization occurs in the system~1! for coupling
parameterg'4.1 . For this value of the coupling the dimen
sion of the stable manifold of the saddle cycleC11

11 increases
from 3 to 4, so that it is reasonable to regard the linel 11 in
Fig. 2a as the boundary of the region of phase synchron
tion. As the coupling parameter increases further, sta
manifolds of saddle cycles grow from the familyCn

11 , which
becomes stable with respect to transverse perturbations
large values ofg and forms an attractor serving as a ma
ematical image of synchronous chaotic oscillations.

In summary, our investigations of the dynamics of tw
symmetrically coupled Lorenz systems have shown that
synchronization and synchronization of the subsystems o
as the coupling parameter increases. A detailed bifurca
analysis of the system~1! showed that the observed effec
are due to tangential bifurcations of saddle cycles and bi
cations of states of equilibrium occurring with a change
coupling and leading to a restructuring of the partitioning
the phase spaceR6 into trajectories. The results obtained
the course of the bifurcation analysis of chaotic synchro
zation are apparently quite general. The degree of their
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FIG. 2. a — Bifurcation diagram, b — cross phase projection of the saddle cyclesC11
11 andC11

21 created by a tangential bifurcation (P02P8 — states of
equilibrium of the system!; c — multipliers of the saddle cycleC11

11 versus the coupling parameter; d — multipliers of the saddle cycleC11
21 versus the

coupling parameter.
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versality and, specifically, their validity for chaotic system
with attractors of the saddle-focus type are subjects for fu
investigations.
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A kinetic model of epitaxial growth on a Ga-stabilized GaAs~001! surface from As4 and Ga
beams is proposed. Elementary surface processes are studied: adsorption–desorption of
As4, bimolecular reaction of As4* , and incorporation of As2

chemin lattice sites. The model correctly
describes the experimental results for the growth rate at low and high As4 pressures. The
role of As4 desorption from the surface in the epitaxial growth of GaAs crystals is analyzed.
© 1998 American Institute of Physics.@S1063-7850~98!00504-7#
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The ~001! GaAs system of homoepitaxial growth from
As4 and Ga beams has been studied the most and can
as a model system for studying the elementary processe
molcular-beam epitaxy~MBE!.1–7 Even for this system,
however, there are substantial discrepancies in the inter
tation of the kinetics and mechanisms of growth.

In the first place, in Refs. 1 and 5–7 the dissociat
chemisorption of As4 is considered to be bimolecula
whereas in Ref. 2 some growth results were interpreted
the basis of monomolecular dissociation of As4.

In the second place, an investigation of the tempera
dependence of the incorporation ratio (S) of the arsenic tet-
ramer at relatively high pressures (P>331026 Torr) re-
vealed a very weak variation ofS with temperature.1,2 As an
example, Ref. 1 givesS.0.415 at T.570 °C, but
S.0.495 atT.360 °C. The total change inS is ;20%.
However, the growth investigations performed in Refs. 6
at pressuresP<1026 Torr in the temperature range 50
2600 °C showed that the incorporation ratio varies by
considerable factor. Such large temperature variations of
growth rate~or S) at relatively low pressures do not occur
the kinetic growth model proposed in Ref. 1.

In the present Letter we propose a kinetic model
GaAs ~001! growth from As4 and Ga beams that takes a
count of the regions of both high and low arsenic pressu
~As4).

The kinetics of arsenic incorporation in growth is ord
narily studied according to intensity oscillations of the mirr
reflection in HEED which are induced by the incident A4

flux on a Ga-stabilized surface with an uncontrollable qu
tity of Ga on the surface.1,3,8 We employed an alternativ
method of delivering Ga and As4 to the surface with a pre
cisely fixed Ga concentration on the surface and we m
sured by the HEED method the conversion timet of gallium
into a two-dimensional epitaxial layer of GaAs for som
sample temperaturesT and arsenic~As4) pressuresP.6,7

The P andT dependences of the conversion timet of a
gallium monolayer~or the quantityV51/t) were analyzed
by means of the following kinetic scheme:

As4
gas�

k2

k1

As4* ,
2601063-7850/98/24(4)/3/$15.00
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2As4* →
k3

2As2
chem1As4

gas↑,

As2
chem12Ga→

k4

2GaAs,

As2
chem→

k5

As2
gas↑.

Hereki are the elementary rate constants of simple reactio
The Arrhenius approximation can be used for the r

constantski5ki
0exp(2Ei /kT). The constantsk1 and k2 are

the rate constants of the adsorption–desorption proces
the interaction of the surface with gas molecules (As4

gas) and
molecules (As4* ) adsorbed in a ‘‘precursor state.’’ The con
stant k3 is the rate constant of the bimolecular interacti
reaction of As4, leading to dissociation of As4* molecules and
the formation of two chemisorbed molecules As2

chem, with
simultaneous desorption of one molecule As4

gas into the
vacuum. This process of dissociative chemical adsorption
As4* was first proposed by Foxon and Joyce.9 This bimolecu-
lar reaction on the surface is analogous to the Langmu
Hinshelwood reaction and, as we shall show below,
scribes the experimental results on growth better than d
the monomolecular dissociation of As4* , proposed in Ref. 2.
Moreover, this process determines the maximum As4 incor-
poration ratioS50.5.9 The reaction with the rate constantk4

is a process of incorporation of As2
chem in lattice sites, i.e.,

1/t5V5k4@As2
chem] is the epitaxial growth rate or the for

mation rate of the new phase GaAs. In Refs. 6 and 7 it w
shown that the incorporation reaction is zeroth order in
gallium concentration. Desorption of As2

chem is described by
the reaction with the rate constantk5. For GaAs this reaction
is important at temperatures above 600 °C. Figure 1 sh
schematically the elementary stages of growth on a
stabilized surface (432). From this diagram we find the
following expression for the rateV under conditions such
that the intermediate products As4* and As2

chemare stationary:

V5
k4

k41k5
k3S k21k1P

2k3
D 2

~A11x21!2, ~1!

where x5k1P/k3((k21k1P)/2k3)22. All the constantski

and k1P and the surface concentrations of the intermedi
© 1998 American Institute of Physics
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particles are normalized so that the dimension of the epi
ial growth rateV is expressed in monolayers per second.

The parameterx has a simple physical meaning. It is th
ratio of two stationary concentrationsC1 and C2, i.e.,
x54C1 /C2 . The quantityC15k1P/(k21k1P) is the sta-
tionary concentration of As4* for the conventional
adsorption–desorption process of interaction of As4 mol-
ecules with a surface, neglecting bimolecular dissocia
chemisorption of As4. The quantityC25(k21k1P)/k3 is the
stationary concentration of As4* for which the monomolecu-
lar desorption fluxk2C2 equals the bimolecular reaction flu
k3C2

2 (k2C25k3C2
2).

Since we are analyzing the growth on a Ga-stabiliz
GaAs surface, both normalized As4* concentrations are muc
less than unity (C1 , C2!1). Fork1P!k2 we have

V5A~T!k3S k2

2k3
D 2

~A114C1 /C221!2, ~2!

where A(T)5k4 /(k41k5). Estimates show that forP
;102721026 Torr andT;6002570 °C the concentration

FIG. 1. Schematic of the elementary stages of epitaxial growth on a
stabilized surface (432). Large and small black spheres — surface arse
and gallium atoms, respectively. White spheres — atoms of the new p
GaAs. Gallium atoms which are not bound with arsenic are not indicate
the scheme. The arrow marks the possible direction of growth of the 4G
critical nucleus.
x-

e

d

C1 lies in the range 102721026 monolayers, whileC2 lies
in the range 102621025 monolayers. Therefore it is entirel
possible to realize growth conditions such thatx!1. Then
we have for the epitaxy rate

V.A~T!k3S k1P

k2
D 2

5B~T!Pn5V0 exp~Eeff /kT! ~3!

with effective activation energyEeff52E22E322E1. Such
an exponential dependence of the growth rate on the re
rocal of the temperature at quite low As4 pressures has bee
observed experimentally in Refs. 6 and 7 and in Ref. 8~see
inset in Fig. 2!. The growth rate as a function of As4* pres-
sure was found to have the power-law exponentn.1.5 in
Refs. 6 and 7 andn.1.4 in Ref. 8.

The condition 4k3 /k1P@1 is always satisfied for the As

4 pressures ordinarily employed, so for the other limiti
casek1P@k2 we have

V5
k4

k41k5
k1P5A~T!k1P. ~4!

Such a linear dependence of the growth rate onP has been
observed experimentally in our investigations as well as
Refs. 1 and 8 for relatively high pressuresP.231026 Torr
and relatively low temperaturesT,570 °C. In these tem-
perature and pressure ranges intense growth of a new p
GaAs occurs (S.0.5). Then the problem arising in thi
analysis of epitaxial growth on a Ga-stabilized~001! GaAs
surface is whether the conditionk1P@k2(T) can actually be
realized. The constantk25k2

0e2E2 /kT has been determine
well for low temperaturesT<150 °C, k2

0.0.6253108 1/s
andE2.0.4 eV.9 In the temperature range from 150 to 60
°C it varies from 2.43103 1/s up to 33105 1/s ~Fig. 2!.
Thus, even if the As4 pressure is increased to 1025 Torr it is
impossible to satisfy the conditionk1P@k2. For P;1025

Torr k1P;102 1/s, while k2@102 1/s in the temperature
from 150 °C and above.

a-
c
se
in
s

FIG. 2. Temperature dependence of the desorption constantk2(T). The
dashed lines determine the region of intense epitaxial growthS.0.5. The
line A–A is drawn forP.1026 Torr. An increase or decrease of As4 pres-
sure displaces theA–A line into the high- or low-temperature region, re
spectively. The lineB–B is drawn according to the data of Ref. 9 Inse
Arrhenius plots of the growth rate at different As4 pressures. 1 — experi-
mental data of this work, 2 — experimental data of Ref. 8.
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Is it possible that extrapolation ofk2(T) from low to
high temperatures is invalid? In Ref. 8 the desorption flux
As4* at pressuresP.1026 Torr was determined for the tem
perature rangeT.580 °C. Extrapolation of the temperatu
dependencek2(T) into this high-temperature region leads
the correct value of the measured desorption flux. This fl
at T.635 °C equals approximately one monolayer per s
ond (Jdes5k2(T)C.10631026.1 monolayer per second!.
Therefore there are no grounds for believing that the des
tion rate constantk2(T) changes sharply at intermediate tem
peratures, where intense epitaxial growth occurs and the
pression~4! is correct~Fig. 2!. The question arises as to wh
the desorption flux is suppressed in a given tempera
range. Moreover, at a fixed pressureP the transition from the
exponential dependence of the rate~3! to the virtually
temperature-independent rate~4! occurs in a very narrow
temperature intervalDT, for example,DT;325 °C near
T5543 °C.8 We believe that the transition to intense epita
ial growth ~whereS.0.5) is associated with a sharp chan
in the ratio of the desorption (k2C) and reaction (k3C2)
fluxes.

When the growth temperature is decreased at fixed
senic pressure or the pressure is increased at fixed tem
ture, the standard thermodynamic barrier against growth
new phase GaAs is overcome. Critical supersaturation w
respect to As4* is eliminated by rapid formation of two
dimensional nucleation centers~2D nucleation!. A large
number of critical nuclei~‘‘4GaAs’’ ! develop, whose furthe
growth sharply decreases the As4* concentration at the sur
face to a new stationary valueC* , for which k2C*
!k38(C* )2 ~and alsok2C* !k1P). With an overwhelming
probability As4* will participate in the reactionk38(C* )2 be-
fore desorbing from the surface. Estimates show that e
for C* ;1027 andk38;1013 1/s the reaction lifetime of As4*
(1/k38C* ;1026 1/s! is short compared with the desorptio
time of As4* (1/k2;1025 1/s!. In order for the surface mor
phology to change in the 2D-nucleation regime the cons
k3 must change tok38 such thatk38@k3.
f

x
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The decrease of the As4* concentration toC* in the 2D-
nucleation regime is analogous to a rapid decrease in
concentration of Ga adatoms in MBE on an As-stabiliz
surface (234) when 2D GaAs nuclei form on this surface.10

We shall now make a number of remarks concern
Ref. 1. In the first place, the weak temperature dependenc
the growth rate in that study was attributed there to the te
A(T) in the expression~4!. However, as follows from our
analysis, in order not to ‘‘entrain’’ the sharp temperatu
dependence of the growth rate given by the expressions~2!
and ~3! and to guarantee applicability of Eq.~4!, the critical
point of the transition to Eq.~4! must be determined at
fixed As4 pressure. Toket al.1 did not perform such investi-
gations. In the second place, they employed a function wh
is unacceptable for analyzing the incorporation ratioS:
2S/122S. For S.0.5 this function can be arbitrarily large
and hence it magnifies sharply the experimental errors m
in the measurements ofS.

This work was supported by the Russian Fund for Fu
damental Research~Grants Nos. 96-03-33916a and 95-0
04618a!.

1E. S. Tok, J. H. Neave, J. Zhang, B. A. Joyce, and T. S. Jones, Surf.
374, 397 ~1997!.

2S. Yu. Karpov and M. A. Maiorov, Surf. Sci.344, 434 ~1995!.
3E. S. Tok, J. H. Neave, J. Zhang, F. E. Allegretti, B. A. Joyce, and T
Jones, Surf. Sci.371, 277 ~1997!.

4S. Yu. Karpov and M. A. Ma�orov, Pis’ma Zh. Tekh. Fiz.23~1!, 64 ~1997!
@Tech. Phys. Lett.23, 38 ~1997!#.

5A. K. Ott, S. M. Casey, A. L. Alstrin, and S. R. Leone, J. Vac. S
Technol.14, 2742~1996!.

6Yu. G. Galitsyn, V. G. Mansurov, and I. I. Marahovka, Phys. Low
Dimens. Semicond. Struct.5/6, 75 ~1997!.

7Yu. G. Galitsyn, V. G. Mansurov, and I. I. Marahovka, Phys. Low
Dimens. Semicond. Struct.7, 55 ~1997!.

8J. C. Garcia, C. Neri, and J. Massies, J. Cryst. Growth98, 511 ~1989!.
9C. T. Foxon and B. A. Joyce, Surf. Sci.50, 434 ~1975!.

10A. K. Myers-Beaghton and D. D. Vvedensky, Phys. Rev. B42, 5544
~1990!.

Translated by M. E. Alferieff

Edited by David L. Book



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 4 APRIL 1998
Reconstruction of the x-ray emission spectrum of a nanosecond creeping discharge
P. N. Dashuk, S. L. Kulakov, and E. K. Chistov
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~Submitted December 22, 1997!
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A method is proposed for determining the soft x-ray emission spectrum of a nanosecond
creeping discharge. The method includes a determination of the photoelectron density from
photocurrent measurements and a calculation of the spectral flux density. The results are
compared with experimental data on the wavelength interval of maximum radiation intensity.
© 1998 American Institute of Physics.@S1063-7850~98!00604-1#
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It is well known that a nanosecond creeping discharg
an efficient source of soft x radiation~SXR! which has ap-
plications in different fields of science and technology,
example, in the preionization systems of high-power pul
gas lasers, in the manufacture of submicron-size devices
microelectronics, and in medicine and biology. The efficie
use of SXR in all these cases requires a detailed knowle
of the spectral composition of the radiation.

In the present Letter we propose a method for calcu
ing the x-ray emission spectrum of a nanosecond cree
discharge from the experimentally obtained dependenc
the photoelectron density on the distance to the radia
source. This method includes reconstruction of the rate
charged-particle production and the total photoelectron d
sity from photocurrent measurements.

The experimental apparatus for measuring the photo
rent consisted of a high-voltage pulse generator built aro
a strip forming line, impulsive charging circuits, a dischar
ignition unit, a system for forming a creeping discharge~the
SXR emitter!, and a chamber and a sensor for recording
photoelectron density. The profile of the surface of format
of the creeping discharge, the thickness of the dielectric,
the interelectrode spacing were chosen according to the
ommendations of Ref. 1. The rate of increase of the volt
powering the discharge was on the order of 1014 V/s, the rise
time of the voltage pulse was 1–3 ns, and the amplitude
the voltage pulse was 200–400 kV. The photoelectron se
consisted of a chamber where a uniform electric field w
formed between the entrance window grid and the flat
tecting electrode. A 4 mm interelectrode gap provided, for
fixed voltage of the sensor equal to 1.6 kV, an electric fi
sufficient for recording a photocurrent of 0.1–1 Å. The lo
inductance construction of the sensor made it possible
record the change in the photoelectron density with a tem
ral resolution of less than 10 ns.

The energy distributionY(l,t) in the continuous spec
trum of the x radiation is related to the ionization rateq(x,t),
wherex is the distance measured from the ionizer andt is the
time, by the relation2
2631063-7850/98/24(4)/2/$15.00
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q~x,t !5exp~2bd!E
lmin

lmax
~Y~l,t !

3exp~2m~l!x!g~l!!/«dl. ~1!

Here m(l) is the linear attenuation coefficient,g(l) is the
electronic conversion factor, and« is the average ionization
energy. The quantitye2bd accounts for the attentuation o
radiation in the entrance window of the measuring chamb
d is the thickness of the window. We introduce the spec
flux density

B~l!5E
0

tp
Y~l,t !dt

(tp is the SXR generation time in the discharge! and inte-
grate the expression~1! over t. We obtain the integral equa
tion

n~x!5exp~2bd!E
lmin

lmax
~B~l!exp~2m~l!x!g~l!!/«dl

~2!

for determining the spectral flux density from the experime
tal dependence of the photoelectron densityn(x). Equation
~2! is a Fredholm equation of the first kind. The problem
solving this equation is ill-posed. It can be solved by t
variational method of regularization.3 In this method the so-
lution of Eq. ~2! is equivalent to the problem of finding th
functionalK(x,l)5exp(2bd2m(l)x)g(l)/« that minimizes

J5E
xmin

xmaxS E
lmin

lmax
K~x,l!B~l!dl2n~x! D 2

dx,

where xmin and xmax are the minimum and maximum dis
tances from the ionizer to the sensor. In Ref. 3 it is sho
that the problem of minimizing the functional

J15E
xmin

xmaxS E
lmin

lmax
K~x,l!B~l!dl2n~x! D 2

dx

1aE
lmin

lmax
B2~l!1~dB/dl!2)dl

is properly posed and its solution approximates the minim
of the initial functionalJ. The numbera is called the regu-
larization parameter.
© 1998 American Institute of Physics
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We introduce on the rectanglelmin,l,lmax, xmin,x
,xmax the grid $xi , l j , i 51, . . . ,N; j 50, . . . ,M11%,
where x15xmin , xN5xmax, l05lmin , lM115lmax. We
choose lmin and lmax so that the boundary condition
B(lmin)5B(lmax)50 are satisfied with sufficient accurac
We shall now construct a difference scheme for the probl
We approximate the integrals appearing in the functionaJ1

using the trapezoidal rule, replacing at the same time
derivatives with a difference expression, and we obtai
finite-dimensional approximation of the functionalJ1. To
solve the finite-dimensional problem of finding the minimu
of the functional, we equate to zero the derivatives with
spect toBi , where Bi5B(l i), i 51, . . . ,M . We obtain a
system of linear algebraic equations forBi :

aBi2aL~Bi !1hl(
j 51

M

Qi j Bj5F i , i 51, . . . ,M , ~3!

where hx5xi 112xi , hl5l i 112l i , L(Bi)5(Bi 2122Bi

1Bi 11)/hl
2 , 2< i<M21; L(B1)5(2B12B2), L(BM)

5(2BM2BM21); Qi j 5hx(bnknikn j , F i5hx(bnKninn ,
Knm5K(xn ,lm), nn5n(xn), bn51/2 for n51 and N and
bn51 for 2<n<N21.

The system~3! was solved by a direct method. In th
course of the calculations the regularization parametera was
varied in the range 0.5310620.531012. From the various
B(l) obtained for different values ofa we chose that which
had no sharp oscillations and did not pass through zero
had the smallest error in the quadratic deviation ofn(x).
Figure 1 displays the results of the reconstruction of the

FIG. 1. SXR spectral flux density versus wavelength.
.

e
a

-

nd
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ray emission spectrum of the creeping-discharge ionize
from the dependence of the photoelectron density on the di
tance to the ionizer presented in Fig. 2~nitrogen, pressure 55
kN/m2, voltage pulse amplitude 300 kV, rise time 1.5 ns!.
Figure 2 also shows the results of the inverse calculation o
n(x) from the spectral flux density.

The experimental data, obtained by different methods
on the wavelength interval of maximum intensity (Dlmax)
agree well with the calculations. The method of differentia
gas filters gaveDlmax.0.421 nm, while the method of at-
tenuation in beryllium foils gaveDlmax.0.3520.9 nm. It
should be especially underscored that this method, in con
trast to the experimental methods presented above, makes
possible to calculate the absolute value of the spectral flu
density.

This work was performed as part of Project No. 97-02-
18225 financed by the Russian Fund for Fundamental R
search.
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FIG. 2. Photoelectron density versus distance to ionizer: 1 — Experimental
curve; 2 — Curve obtained by the inverse calculation.
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Model of high- Tc superconductivity in low-coordination semiconductors and polymers

B. P. Popov and K. D. Tséndin
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We propose a model in which the state with anomalously high conductivity observed in some low-
coordinated semiconductors and polymers when the temperature of the surrounding medium
is T0'300 K, is described by the theory of the superconducting properties of a system of localized
electron pairs. The superconducting properties of the model are determined by transport
along a bipolaron band formed by localized pairs of carriers belonging toU2 centers, i.e., intrinsic
defects with a negative effective correlation energy. ©1998 American Institute of Physics.
@S1063-7850~98!00704-6#
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The nature of the highly conducting channels formed
films of low-coordination semiconductors1 and polymers2 is
currently being widely discussed. In micron-thick (L) films
of chalcogenide glassy semiconductors~CGSs! the high-
conductivity channels are produced by a strong electric fi
(;105 V/cm!. The channel temperature was taken to
T53002360 K in Ref. 3 andT'500 K in Ref. 4. The main
voltage drop and hence the main resistance are concent
in a narrow;0.1L long region near the contacts. The vo
age on the remaining 0.9L length of the channel and corre
spondingly its conductivity are, strictly speaking, unknow
In what follows we shall be concerned with only the prop
ties of this part of the channel. A large number of wor
devoted to the explanation of the high-conductivity state
analyzed in Refs. 1 and 5, whence it follows that none of
explanations is final and universally accepted. This fact
gether with the possibility of assigning to the main part
the channel an arbitrarily high conductivity suggest the f
lowing hypothesis.

The main type of intrinsic defects in CGSs are centers
which there exists, on account of the interaction of the el
trons with the lattice, an effective attraction between
electrons so that electron pairs are localized on them.
density of these so-calledU2 centers is 101721019 cm23. At
the same time the superconducting properties of a syste
U2 centers were studied theoretically back at the beginn
of the 1980s.6,7 We shall describe aU2 center for glassy Se
the simplest CGS. In Fig. 1 the dashed circle on the lef
Fig. 1 encloses the main structural unit C2

0 ~the super- and
subscripts denote the charge state and the coordination n
ber, respectively! together with the electrons belonging to
The two black dots represent two lone-pair electrons~p-type
LP electrons! that do not participate in bonds with neare
neighbors. The dashed circle at the center encloses a3

1

defect which is formed by single ionization of a C3
0 neutral

defect. According to Ref. 8, C3
0 has the lowest formation

energyE among all neutral defects. The value ofE is even
lower in charged defects in CGSs, i.e., the reaction

2C3
0→C3

11C1
2 ~1!
2651063-7850/98/24(4)/3/$15.00
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is exothermal. The dashed circle on the right-hand side
Fig. 1 the right-hand dashed circle distinguishes the de
C1

2 and it is shown schematically how this defect forms fro
the defect C3

0 by breaking of the bond indicated by th
dashed line. The densityN of charged defects is high o
account of the low coordination and lack of participation
LP ~p! electrons in the formation of a chemical bond wi
nearest neighbors in the main network of the CGS. This
why the LP ~p! electrons can enter into a chemical bo
accompanying the appearance of defects and thereby
duce defects with a low value ofE. Taking N5N0

3exp(2E/kT), we obtainE50.25 eV for N051022 cm23,
N51018 cm23, andT5300 K.

Statistically speaking, the reaction~1! signifies that the
charged defects each spend the same amount of time in
or the other charged state, exchanging charges with ne
bors in the process. As the temperature decreases, the
with simultaneous synchronous charge transfer on a ma
scopic number of defects can become the ground state o
system ofU2 centers, i.e., a coherent state appears.

We write the Hubbard Hamiltonian for this model as

H52U(
i

ni↑ni↓1(
i j s

t i j ais
1 aj s , ~2!

wherenis5ais
1 ais are the occupation numbers andais

1 and
ais are operators creating and annihilating electrons w
spin s on defecti . We shall assume, as was done in Refs
and 7, that the charged defects form a cubic lattice and
transfer integrals equalt. The specific nature of the model i
reflected in the magnitude and sign of the coefficient2U.
The minus sign corresponds to attraction of electrons a
defect i . The BCS description of superconductivity corr
sponds tot@U, when a wide band of single-electron stat
exists, while pairing of electrons concerns only electro
whose energy is close to the Fermi energyEf . A gap and a
pair appear simultaneously, while the superconducting c
rent is transported only by a small number of electrons w
energy;Ef .
© 1998 American Institute of Physics
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FIG. 1. Schematic diagram of the structur
of glassy Se. See text for explanation.
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The reverse relationt!U describes the localized-pa
model.6,7 For t50 all pairs are localized on the defects C1

2

and C3
1 . In the single-electron band diagram~Fig. 2! these

states can be represented by the thermal ionization«1 of the
defect C1

2 , which then transforms into the defect C3
0, and the

thermal ionization energy«2 required for the latter defect to
transform into the state C3

1 . In this case«22«152U,0.
The finiteness of the transport integralt makes possible the
appearance of a bipolaron band of widthW52zt2/U, where
z56 is the number of defects~closest to the given defect!
along which a bipolaron can move. According to Refs. 6 a
7, the superconducting state arises at temperature

Tc5W~122n!/ ln~n2121!, ~3!

wheren is the ratio of the number of bipolarons to the to
numberN of locations along which the bipolarons can mov
The gap appearing in the spectrum atT,Tc equals
D5Wuau2, whereuau the absolute value of the order param
eter.

One can see that the transition temperature and ga
the localized-pair model are of the same order of magnit
as the band widthW itself. This is because localized pai
also exist forW50, while the correlation in their motion
arises as a result of interdefect transitions. In contrast to
BCS theory, all electrons participate in superconduct
transport. The experimental data presented above were
tained on CGSs with band gapEg'1 eV. Ordinarily,

FIG. 2. Energy diagram of a system ofU2 centers.«1 and«2 — first and
second thermal ionization energies of an isolated center (t50). W — width
of the bipolaron band arising with a finite value of the transfer integr
2t.
d

l
.

in
e

e
g
b-

U;Eg/2, so that we shall takeU50.5 eV. For estimation
purposes we shall write the transfer integral in the fo
t5t0exp(22r/a), wherer is the distance between defects a
a is the radius of the wave function. According to Ref. 9, f
estimates it can be assumed thatt0'5 eV. We shall set
n;1/4. This means that acceptors that compensateU2 cen-
ters are present in the material and thereforen,1/2. At T
5500 K the number of defects increases to;531019 cm23,
whencer 525 Å. According to Refs. 8 and 10, electron
states on C3

1 and C1
2 are similar to shallow donor and acce

tor states, so that the radiusa can be taken to be;10 Å.
Substituting these values into Eq.~3!, we obtainTc5500 K.
Therefore we have obtained that the presence of defects
density 5•1019 cm23 in a system ofU2 centers can explain
high-Tc superconductivity with a transition temperatu
above room temperature.

Conducting channels in polymer films (L;10 mm! arise
under the combined effect of a voltageV<103 V and
uniaxial pressure. Experiments in which electrodes are tra
ferred into a superconducting state are especially impress
the resistance of the channel was no greater than instrum
tal error, while the estimate of the conductivity of the cha
nel exceeded that of the best metals.11,12 An anomalously
high conductivity has been observed in oxide films. Oxyg
occupies the same group of the periodic chart as Se and,
as Se, in an overwhelming number of cases its valence
leaving two of its LP~p! electrons not engaged in bonds wi
nearest neighbors. This circumstance together with the l
coordination nature of the polymers~their lability! suggest
that, just as in CGSs, a quite high density ofU2 centers can
appear in oxidized polymers.

We thank A. M. El’yashevich, V. A. Zakrevski�, A. N.
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Russian Fund for Fundamental Research for support~Grant
No. 97-02-18079!.
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Crystal structure of silver clusters formed on a Si „100…–231 surface

M. V. Gomoyunova, I. I. Pronin, and N. S. Faradzhev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted December 12, 1997!
Pis’ma Zh. Tekh. Fiz.24, 51–56~April 12, 1998!

The crystal structure of silver clusters formed on the surface of a Si~100!–231 single crystal by
annealing of a thin Ag film deposited on a slightly heated crystal was studied by diffraction
of quasielastically scattered medium-energy electrons. Simulation of the diffraction pattern
obtained at 2 keV showed that the silver islands formed on silicon have an ordered
structure corresponding to bulk silver and a fixed orientation Ag~100! i Si~100! and
@100#Agi @100#Si relative to the substrate. ©1998 American Institute of Physics.
@S1063-7850~98!00804-0#
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The development of the method of diffraction
quasielastically scattered electrons~QESE! of medium
energy1–3 has opened up the possibility of investigating t
atomic structure of objects which do not possess long-ra
order. This applies in full measure to the study of the atom
structure of impurity clusters~islands! formed on the sur-
faces of different single crystals. Specifically, this possibil
was used in Ref. 4 to study the crystal structure of sil
islands formed on a Si~111!–737 surface. It is of interest to
determine the atomic structure of silver clusters formed
Si~100!–231. In contrast to the Ag/Si~111! system, which
has been widely investigated for many years by differ
surface-sensitive methods, much less attention has bee
voted to the processes leading to the growth of silver fil
on Si~100!–231 and to the formation of islands on th
surface. This is due to the more complicated mechanism
Ag film growth at the initial stage.5–8 Interest in the Ag/
Si~100!–231 system has increased in the last three or f
years, but not all aspects of this system are adequately
derstood even now, and many of the results obtained rem
contradictory.5–11 It should be noted that the main method
investigation and the main source of information in mo
work performed in recent years was scanning tunneling
croscopy, so that the conclusions concerning the ato
structure of silver clusters are based mainly on structural d
characterizing only the top monolayer. Moreover, accord
to Ref. 12, the interaction of the microscope tip with t
silver film can be quite strong and can distort the init
morphology of the film. For this reason, the objective of t
present work was to study by a direct method, using
diffraction of medium-energy QESE, the crystal structure
Ag islands formed on Si~100!–231.

The measurements were performed in a second
electron spectromete with angular resolution, described
Ref. 13. The energy resolution of the analyzer was equa
0.4% and the angular resolution was equal to 1°. Informa
on the method for obtaining diffraction patterns in the fo
of two-dimensional maps of the QESE intensity distributi
over polar and azimuthal angles of emergence is given
Ref. 14. The surface of the silicon single crystal was clea
2681063-7850/98/24(4)/2/$15.00
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by high-temperature heating in an ultrahigh vacuum. T
atomic composition of the surface and the thickness of
deposited silver layer were monitored by Auger-electr
spectroscopy. Silver was deposited by a sublimation met
on the surface of a crystal with a temperature of about 60
To form Ag clusters the sample was subjected to brief
nealing up to a temperature of 500°C. The diffraction p
terns were obtained at room temperature in a 5310210 Torr
vacuum.

The QESE diffraction pattern obtained for Si~100!–2
31 at 2 keV is shown in Fig. 1a. It clearly demonstrates
anisotropic character of electron reflection from a Si~100!
single crystal and differs sharply from the pattern which
obtained earlier15 for Si~111!. Comparison of this pattern
with the stereographic projection of the Si~100! shown in
Fig. 1b reveals that the symmetry of the pattern reflects
symmetry of this face. This question will be analyzed
greater detail elsewhere. Here we indicate only that the m
mechanism leading to the formation of the pattern under
cussion is due to the focusing of the QESE, and its princi
diffraction maxima and the fringes of high intensity corr
spond to emergence of electrons along the closest-pa
directions (̂ 110& and ^111&) and planes~$100%! of the sili-
con crystal lattice.

The diffraction pattern obtained for a silver film 2
Å thick is presented in Fig. 1c. One can see that deposi
of silver on the single-crystal surface Si~100!–231 does not
change the symmetry of the pattern, which retains a four-f
rotation axis. At the same time, a substantial redistribution
the QESE intensity is observed within the entire field of t
pattern. Comparing the data from Figs. 1a and 1c shows
for Si~100! the brightest maxima are oriented in directio
making an angle of 55° with the normal to the surface and
within the Kikuchi bands making angles of 45° and 13
with the horizontal, whereas for the Ag film the most inten
diffraction spots are observed foru545° and are located in
vertical and horizontal bands of elevated intensity. The sy
metry of the obtained pattern suggests that the deposited
ver layer is an epitaxial Ag~100! film. A comparison of the
main diffraction features of the Kikuchi pattern~see Fig. 1c!
© 1998 American Institute of Physics
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with the stereographic projection of the~100! face of the fcc
crystal, shown in Fig. 1d, supports this conclusion. It
clearly seen that the main maxima and bands of eleva
intensity of the diffraction pattern under study are inde
observed in the closest-packed directions^110& and^112& as
well as the$100% and $111% planes of the fcc crystal.

Annealing of this Ag film up to temperatureT'500 °C,
where desorption of silver atoms from the surface of
sample starts, alters the diffraction pattern. Together with
persisting diffraction features characteristic of Ag~100!, dif-
fraction features characteristic of the substrate also app
The smallness of the Auger peak of silver observed h
suggests that if the signal had been due to a uniform cont
ous film, then the thickness of the film would correspond
a submonolayer coating. It is easy to see that in this case
would be unable to see the diffraction pattern characteri
for a bulk film of silver. It follows from these data that, ju
as in the case of the system Ag/Si~111!,4 silver clusters form

FIG. 1. a — Diffraction pattern of quasielastically scattered 2 keV electr
for Si~100!–231; b — stereographic projection of the Si~100! face with
designation of the close-packed plane$110%; c — diffraction pattern for a 25
Å thick epitaxial silver film formed on Si~100!–231; d — stereographic
projection of the Ag~100! face with designation of the close-packed plan
$100% and $111%; e — diffraction pattern for a substrate covered with silv
clusters~12% coverage!; f — result of numerical simulation of the patter
in e.
d
d

e
e

ar.
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on the surface of the Si~100! crystal and the observed dif
fraction pattern is a superposition of patterns from the s
strate and silver islands. At the same time, whereas Ag~111!
islands formed on the Si~111! surface, Ag~100! clusters with
their characteristic orientation@100#Ag i @100#Si relative to
the substrate are observed on Si~100!.

The results of the numerical simulation of the diffractio
pattern studied, performed in a manner similar to the sim
lation in Ref. 4 for the Ag/Si~111! system using theR2 factor
~the reliability factor describing the deviation of the com
puted from the measured pattern! for determining the area
occupied by Ag clusters on a silicon surface, are shown
Fig. 1f. Good agreement between the experimental and c
putational results is found in this case as well. It follow
from the results obtained that the silver clusters occupy ab
12% of the substrate area.

In summary, the structure of the initial surface of th
silicon crystal can strongly influence the character of the
itaxial growth of a silver film and silver clusters formed o
its surface. When Ag is deposited on a slightly hea
Si~100!–231 crystal, an epitaxial Ag~100! film with the
structure of bulk silver grows on its surface. When this fi
is annealed up to temperatures at which partial desorptio
Ag atoms occurs, Ag~100! islands form on the silicon sur
face, preferentially with an azimuthal orientation such th
the ^100&Ag direction is parallel to thê100& direction of the
substrate.

This work was supported by the Russian Fund for Fu
damental Research, Project No. 96-02-17966.
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Effect of laser treatment on the gas sensitivity of tin dioxide films
V. A. Loginov, S. I. Rembeza, T. V. Svistova, and D. Yu. Shcherbakov

Voronezh State Technical University
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It is shown that the sensitivity of antimony-doped polycrystalline SnO2 films can be increased by
treatment with laser pulses. ©1998 American Institute of Physics.@S1063-7850~98!00904-5#
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Tin dioxide ~SnO2) semiconductor films are finding in
creasing applications as the sensitive components in sen
for different gases.1,2 The detection principle in such senso
is based on the dependence of the electrical conductivit
SnO2 films at temperatures 250–300 °C on the composit
of the gas medium. One of the main problems in fabricat
sensors is obtaining SnO2 layers with high temperature sta
bility and reproducible properties. For this reason, hig
temperature annealing is required in order to achieve the
quired parameters of SnO2 films.3 This can have a negativ
effect on the other structural components of a sensor. T
effect can be eliminated by using pulsed laser treatm
which makes it possible to heat locally a surface layer of
materials to a high temperature within short time interval

In the present Letter we report the first results of inv
tigations of the effect of laser treatment on the gas sensiti
of SnO2 films.

The investigations were performed on samples
antimony-doped~up to 2.6%! polycrystalline SnO2 films fab-
ricated by the magnetron sputtering method. The magne
sputtering of a tin target with antimony inserts was p
formed on glass substrates in an atmosphere consistin
75% argon and 25% oxygen. The thickness of the films w
measured in a MII-4 interference microscope and was eq
to 3–5 mm. The laser treatment of the samples was p
formed on a Kvant-12, operating in the free pulse-genera
mode. The wavelength of the radiation was equal to 1.06mm
and the pulse duration was equal to 4 ms. The radia
densityE in a pulse was varied in the range 1.5–11 J/cm2.
Laser treatment was performed in air at room tempera
with the light normally incident on the surface of the SnO2

film. The surface resistance of the SnO2 films, measured by a
four-point method at 300 °C, was used as the gas-sens
parameter. The gas sensitivity of the films before and a
laser treatment was investigated with respect to acetone
por in air.

Table I gives data on the effect of laser treatment on

TABLE I. Effect of laser treatment on the gas sensitivity of SnO2 films.

Sample No. Laser energy densityE, J/cm2 Gas sensitivityg, %

1 0 4.7
2 1.5 7.2
3 3 9.5
4 4.6 15.7
2701063-7850/98/24(4)/2/$15.00
ors

of
n
g

-
e-

is
t,
e

-
ty

f

on
-
of
s
al
r-
n

n

re

ve
r
a-

e

gas sensitivity of SnO2 films in acetone vapor in air with
acetone concentration 0.75 mg/m3. The gas sensitivityg of
the films can be estimated according to the relative chang
the surface resistance of the filmsg5((R2R0)/R0)•100%,
whereR is the surface resistance of the film in the presen
of gas andR0 is the surface resistance of the film in air.

It follows from Table I that laser treatment increases t
sensitivity of the films to acetone vapor by a factor of 1.5 f
energy density 1.5 J/cm2, a factor of 2 for 3 J/cm2, and a
factor of 3.3 for 4.6 J/cm2. No visible changes in the state o
the film occur. As the radiation energy density increases
6 J/cm2, partial separation of the film from the substrate
observed, and atE511 J/cm2 the film is completely vapor-
ized.

Figure 1 shows the static sensitivity characteristics of
experimental SnO2 films with respect to acetone vapor
These characteristics represent the dependence of the
sensitivity on the concentration of the gas being determin

It follows from the results obtained that laser treatme
increases the sensitivity of SnO2 films to acetone vapor ove
a wide range of concentrations of the gas being monitore

The dynamic film characteristics determining the equ
bration time in a system with a change of the gas medium
shown in Fig. 2. The arrows ‘‘acetone’’ and ‘‘air’’ in Fig. 2
represent the introduction and removal of acetone vapor.
the basis of the results obtained, one can see that the la
annealed films possess better dynamical properties, i.e.,

FIG. 1. Static sensitivity characteristics of SnO2 films with respect to ac-
etone vapors before~1! and after~2! laser annealing withE54.6 J/cm2.
© 1998 American Institute of Physics
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FIG. 2. Dynamic sensitivity characteristics of SnO2 films with acetone va-
por density 0.75 mg/m3 before ~1! and after ~2! laser annealing with
E54.6 J/cm2.
equilibration time equals 2 min, while the equilibration tim
of untreated films equals 3 min.

Laser treatment can change the grain size in the film
the phase composition of the film, change the density of
built-in charge and of surface states, and so on. Additio
investigations must be performed in order to determine
mechanism by which laser annealing influences the gas
sitivity of SnO2 films. However, the first investigations sho
that laser treatment is a promising method for increasing g
sensitive properties of SnO2 films.

1W. Gopel amd K. D. Shchierbaum, Sens. Actuators B26-27, 1 ~1995!.
2A. I. Buturlin, T. A. Garbuzyan, and N. A. Golovanov, Zarubezh. e´lek-
tron. tekhn.10~269!, 3 ~1983!.
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Laser cleaning of a surface: a method for increasing analytical precision in laser
mass spectrometry

P. A. Krasovski , V. N. Nevolin, V. P. Ivanov, A. N. Pivovarov, and V. I. Troyan

Moscow State Engineering-Physics Institute
~Submitted October 9, 1997!
Pis’ma Zh. Tekh. Fiz.24, 61–65~April 12, 1998!

A method is proposed for increasing the precision of the analysis of the atomic composition of
solid materials using the E´ MAL-2 laser energy-mass analyzer. The basic idea of the
method is to clean the sample by laser desorption of adsorbed residual gases during the interval
between two ionizing laser pulses. A scheme for technical implementation of the proposed
method is presented. ©1998 American Institute of Physics.@S1063-7850~98!01004-0#
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One of the main problems in practical mass spectrom
is to increase the precision of the analysis. The most wid
used method of investigation of the atomic composition
solid materials is based on the use of laser mass spect
etry, specifically, the E´ MAL-2 laser energy-mass spectro
metric analyzer. It is known1 that though the sensitivity is
quite high (;0.01 ppm! the measurement precision attain
with this method is not very high and equals 30%. Analy
of the possible reasons for such low precision shows that
of the main reasons is uncontrollable contamination of
sample surface by residual gases. The particle concentra
on the surface as a result of adsorption of particles~in a low
background pressurep.1025 Torr! can be comparable to
the concentration of the elements of the trace impurity be
analyzed. Indeed, it is easy to show that in the case of mo
layer surface coverageu.N/N0.1 (N is the number of
adsorbed molecules per cm2 andN0.1015 cm22 is the num-
ber of adsorption centers! the number of molecules adsorbe
on an areaS.1026 cm2, determined by focusing a lase
pulse (d.10 mm!, is N.109. This value is comparable to
the number of trace-impurity atoms at the level,1023%
(Nad51025NnV5109, Nn51023 1/cm2, and V51029 cm3

is the volume of the evaporated matter).
The need to increase the analytical precision attai

with the ÉMAL-2 mass spectrometer was noted in rema
by the British Service NAMAS during the accreditation
Moscow Engineering-Physics Institute of the procedure
2721063-7850/98/24(4)/2/$15.00
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performing analysis of trace impurities in metals and allo
with this apparatus.

We propose below a method for cleaning the surfa
during analysis of trace impurities that could substantia
improve measurement precision.

The flux of molecules from the gas phase onto t
surface2 is

j 53.5131022p/AMT53.531015 cm22 s21 ~1!

(p.1025 Torr, T.300 K, M530 amu!. Here it was as-
sumed that at these temperatures the sticking coefficien
molecules on the surface isC51.3 The timet required to
cover the surface up to coverageu50.1, which should be
compared with the pulse repetition periodT of the ionizing
laser pulses, can be estimated from the relation

j 5
uN0

t
.

Using Eq. ~1! we find t51021 s. On the other hand, th
repetition period of YAG-laser pulses in the Q-switch
mode (l.1.06mm, tn.1027 s! is .1022 s. This gives the
threshold power (E520 mJ! required to ionize the matrix o
the sample (p.109 W/cm2). In the free-lasing mode we
havetn.1024 s and sop.106 W/cm2. This power is suf-
ficient to clean the surface by laser-stimulated desorption
adsorbed residual-gas molecules.4 On the other hand, be
e
FIG. 1. a — Repetitive-pulse characteristics of th
coherent radiation source:a — Q-switched mode
~period T); b — Q-switched mode~period 2T);
free-lasing mode~period 2T). b — Surface cover-
age timet versus pressurep ~1!. Here T is the
repetition period of the radiation pulses.
© 1998 American Institute of Physics
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FIG. 2. Block diagram of the scheme implementing the proposed method.1 — to power supply for the Pockels cell.
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cause of the large difference between the binding energie
atoms in the crystal lattice and atoms adsorbed on the
face, this power is insufficient for evaporation and ionizati
of the trace impurities in the sample.

On this basis we propose the following method for
creasing the sensitivity of the E´ MAL-2 analysis: A ‘‘desorb-
ing’’ pulse ~with free lasing! must follow an ‘‘ionizing’’
pulse~with Q-switching! ~Fig. 1a!. This idea can be imple
mented by switching to a free-lasing regime in each e
pulse. Then if the surface coverage time satisfiest>T, by
the time the laser pulse ionizing the trace-impurity partic
arrives the surface will remain clean up tou50.1. Indeed, as
the estimates presented above showed,t51021 s (p
.1022 Torr! andT51022 s, i.e.,t/T;10, which confirms
the idea of cleaning the surface during measurements of t
impurities. In accordance with Eqs.~1! and~2! the time sat-
isfies t;1/p. Figure 1b shows schematically the functio
t/ f (p). One can see that forp,p051024 Torr (p0;1/T,
T51022 s! the inequalityt.T is observed. At these pres
sures laser cleaning of the surface of the experime
sample will be observed. This should increase the precis
with which trace impurities present in the experimen
sample are determined.

The following scheme for forming laser pulses in t
free-lasing and Q-switched modes was proposed and im
mented in order to use the this laser surface cleaning ide
a practical situation. A block diagram is presented in Fig

In the conventional scheme for powering a LTI-PC
laser the voltage pulses controlling the formation of the la
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pulses with fixed duration (tp>10 ns! and repetition fre-
quencyf 5100 or 50 Hz in the Q-switched mode are form
with a MT-100 univibrator~1! in the MIL-31 modulator unit
and then fed into the circuit powering the Pockels cell.
switch the next laser pulse into a free-lasing formation mo
the signal from the MT-10v unit is fed into a MT-1G trigge
unit ~2! which supplements the MIL-31 modulator and d
creases the pulse repetition frequency by a factor of 2 (f /2).
The transistor switch atT1 controls the switch cascade on th
lampL ~GI-30!. The resistancesR1 andR2 are chosen so tha
in the initial state the lampL is closed and therefore th
voltage on the Pockels cell isE253 kV ~Q-switched mode!.
WhenT1 is interrupted with frequencyf /2 (2T) the positive
pulse flows through the capacitanceC onto the grid of the
lampC1 and the lamp opens~free-lasing mode!. In this man-
ner the scheme for generating ‘‘shortened’’ laser pulses w
frequencyf /2 ~Q-switched mode! and with pulses with fre-
quency f /2 ~free-lasing mode! is realized in practice. This
design was tested successfully.

1Yu. A. Bykovski� and V. N. Nevolin,Laser Mass Spectrometry@in Rus-
sian#, Énergoatomizdat, Moscow~1985!, 122 pp.

2D. Woodruff and T. A. Delchar,Modern Techniques in Surface Scienc,
Cambridge University Press, N. Y., 1988; Mir, Moscow~1989!, 568 pp.

3A. Zangwill, Physics at Surfaces, Cambridge University Press, N. Y.
1988; Mir, Moscow~1990!, 535 pp.

4D. M. Zehner and C. W. White, Appl. Phys. Lett.36, 56 ~1980!.
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Stochastic generation accompanying parametric excitation of spin waves in yttrium iron
garnet films

V. E. Demidov and N. G. Kovshikov

St. Petersburg State Technical University
~Submitted October 2, 1997!
Pis’ma Zh. Tekh. Fiz.24, 66–72~April 12, 1998!

We report the results of experimental investigations of chaotic self-modulation of the envelope of
surface spin waves as a result of first-order spin-wave parametric instability. The experimental
apparatus consisted of a microwave oscillator with a spin-wave delay line in the feedback circuit.
© 1998 American Institute of Physics.@S1063-7850~98!01104-5#
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Interest in the investigation of the behavior of nonline
dynamical systems has been increasing in recent years.
properties of such systems are much richer than in the lin
case. They lead to a number of unique phenomena. Spe
cally, the stochastic behavior of deterministic nonline
systems,1 especially systems with a large number of degr
of freedom and distributed parameters, is of interest. A
romagnet in which parametrically coupled spin oscillatio
and waves exist can serve as such a system.

Stochastic self-modulation of a microwave pump sig
accompanying first-order spin-wave instability has been
served in bulk ferromagnetic samples in seve
treatments.2,3 This effect has also been investigated for so
particular cases in thin ferromagnetic films. The case o
uniform longitudinal pumping was studied in Ref. 4. In Re
5 and 6 pumping was performed by direct volume s
waves. Stochastic self-modulation in the case of pumping
surface spin waves has been observed only in Ref. 7, w
is devoted to a study of regular self-modulation associa
with the nondegeneracy of first-order decay.8 In this connec-
tion, our objective in the present work was to investiga
experimentally stochastic self-modulation of surface s
waves in a tangentially magnetized yttrium iron garnet fi
when first-order spin-wave instability occurs.

It is well known that at some threshold powerPth sur-
face spin waves become parametrically unstable with res
to decay into volume waves~see, for example, Ref. 9 and th
threshold relations in Ref. 10!. The decay efficiency is high
est when the temporal and spatial synchronization condit
are satisifed:

nvP~kP!5v1~k1!1v2~k2!,

kP5k11k2 , ~1!

wherevP , v1 andv2 are the frequencies of the pump wa
and the parametrically excited waves,kP , k1 , andk2 are the
wave vectors of the pump wave and the parametrically
cited waves, andn is the order of the parametric instabilit
~in our casen51). For first-order parametric instability t
exist, the three frequencies must fall within the spin-wa
spectrum. This happens only under definite conditions. Th
conditions are determined by the bias magnetization fi
the wave number and frequency of the pump wave, and
2741063-7850/98/24(4)/3/$15.00
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saturation magnetization and thickness of the film. IfkP'0
holds, i.e., a pump wave is excited near the resonance
quencyv' of a tangentially magnetized film, the condition
~1! will assume the form

vP'v' ,

vP/2'v1~k1!'v2~k2!, ~2!

k1'2k2 .

The conditions~2! hold if vP5v',2/3vM ~see, for ex-
ample, Ref. 11!. This is because one-half the pump fr
quency must fall within the spectrum of volume spin wave
For an yttrium iron garnet film with a magnetization o
1750 G, the frequency of the upper limit of the first-ord
instability is v'max'3.2 Hz, which corresponds to a mag
netic fieldH0'565 Oe.

To investigate the self-modulation of surface spin wav
we employed an apparatus consisting of a 2–3.3 GHz mic
wave oscillator with nonlinear spin-wave delay line in th
feedback circuit~Fig. 1!. The delay line was implemented o
a tangentially magnetized 15mm thick yttrium iron garnet
film with a saturation magnetization 1750 G and dissipat
parameter per unit length 0.5 Oe. The surface spin wa
were excited and detected with 30mm wide microstrip trans-
ducers separated by 10 mm. To ensure single-mode gen
tion the width of the transmission band of the delay line w
artificially decreased, for which the yttrium iron garnet fil
was raised above the transducers to a heightd5100 mm. In
this case only long-wavelength surface waves near the be
ning of the spectrum, wherekd,1 holds, are efficiently
excited.12 The entire structure was placed in a constant m
netic field, whose intensity varied in the range 200–600 O
making it possible to tune the frequency of the oscillat
Two Mini-Circuits VNA-25 integrated-circuit amplifiers
with 16 dB gain, connected in series, were used as the ac
component of the oscillator. The gain in the oscillator ri
was adjusted with a variable attenuator. Thus, the microw
powerPIN at the entrance into the delay line, i.e., the deg
of supercriticality of the regime, could be varied. The av
age powerPOUT at the exit of the delay line was essential
independent ofPIN and was equal to a value of the order
42 mW with generation at 2750 MHz.
© 1998 American Institute of Physics
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Investigation of the envelope of the output signal ga
the following qualitative results: No modulation occurs wh
PIN5Pth . IncreasingPIN gives rise to vibrational energ
exchange between the pump wave and the parametric
excited wave. In the process, the pump wave is modula
When the system is slightly supercritical, the modulation
virtually always periodic~the frequency ranges from tens
kilohertz to several megahertz!, though the form of the
modulation can vary substantially with the bias magneti
tion field. As supercriticality increases, the periodic oscil
tions of the envelope evolve into stochastic oscillatio
Characteristically, the paths to chaos are different from
well-known model paths, such as transition to chaos vi
series of period doubling bifurcations or via inte
mittency,13,14 though their elements are observed. Moreov
it was found that the character of the chaos arising and th
fore the topology and dimension of the correspond
strange attractor depend strongly on the magnitude of
constant magnetic field.

The development of chaos in weak bias magnetiza
fields ~200–400 Oe! with increasing supercriticality occur
abruptly. The initial periodic modulation loses short-ran
order, and the signal spectrum broadens.

The onset of chaos via period-doubling bifurcation
observed in fields 400–500 Oe. As the power increased,
ditional lines corresponding to half-frequencies appeared
the signal spectrum. Further above criticality the lines bro
ened and merged into a single continuous spectrum.

In fields of the order of 530 Oe modulation remai
strictly periodic in a wide range of supercriticality and do
not transform into noise-induced modulation. If supercritic
ity is increased, then at some threshold modulation vanis

Modulation was not observed in fields above 580 O
where first-order decay processes are forbidden for the w
numbers employed.

Figure 2 displays oscillograms of the envelope and sp
tra of the generated microwave signal for supercriticalities
the order of 10 dB, corresponding to well developed stoch

FIG. 1. Experimental apparatus:1 — delay line, 2 — attenuator,3 —
amplifier,4 — to spectrum analyzer,5 — to oscillograph.
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tic behavior. The three cases correspond to three diffe
bias magnetization fields: a! 450 Oe, b! 380 Oe, and c! 250
Oe. It is evident from the figure that as the intensity of t
field decreases, the structure of the chaos becomes more
more complicated and the width of the generation spectr
increases. Conversely, as the magnetic field approache
upper limit for the existence of first-order processes,
structure of the chaos becomes simpler. The envelope o
lations become quasiperiodic.

These results demonstrate the diversity of the stocha
effects that exist in the system studied, and they mak
possible to suggest such a system as a tool for stud
chaotic dynamics. The results are also of interest from
technical standpoint. They demonstrate the possibility
constructing microwave-range noise generators with a po
bility of controlling the structure of the noise by varying th
bias magnetization field and the magnitude of the dampin
the feedback circuit.

We express our sincere gratitude to B. A. Kalinikos fo
discussion of the results obtained in this work.

This work was financed by the Russian Fund for Fun
mental Research~Grant 96-02-19515!.

FIG. 2. Oscillograms of the envelope and the power spectra of the mi
wave signal for different values of the bias magnetization field.



s

ve

la

276 Tech. Phys. Lett. 24 (4), April 1998 V. E. Demidov and N. G. Kovshikov
1M. I. Rabinovich and D. I. Trubetskov,Introduction to the Theory of
Oscillations and Waves@in Russian#, Nauka, Moscow~1992!, 454 pp.
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Metastable states of a charged ellipsoidal drop
S. I. Shchukin and A. I. Grigor’ev
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The stability of charged prolate-spheroidal drops of an ideally conducting liquid is investigated
on the basis of the principle of minimum potential energy of a closed system in a state of
equilibrium. It is shown that metastable states exist in a certain range of charges and spheroidal
deformations. ©1998 American Institute of Physics.@S1063-7850~98!01204-X#
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A substantial number of studies concerning the stabi
of charged drops exist~see, for example, Ref. 1!. Rayleigh
established that a spherical drop of radiusR with surface
tensions and chargeQ becomes unstable against infinites
mal spheroidal shape perturbations ifW[ Q2/4pR3s>4.2

In Refs. 3 and 4 it was concluded that the shape of a sph
cal drop can bifurcate to prolate and oblate spheroids
W>4, while in Ref. 4 it was noted that for finite shap
perturbations the transition to a stable spheroidal shap
also possible forW,4. Analysis of the more general cas
when a drop has the shape of a triaxial ellipsoid showed
an oblate ellipsoid is not a stable shape of a drop for
values of the parameterW, since forW,4 an oblate ellip-
soid evolves to a sphere, while forW>4 it evolves to a
prolate spheroid.

In the present Letter the stability of the states of
charged, ideally conducting, prolate spheroidal drop is st
ied from the standpoint of the minimum of the its potent
energy, equal to the sum of the surface tension energy
the electrostatic energy of the intrinsic charge of the dro

Expressing the potential energy of a charged prola
spheroidal drop in units of the energy of a spherical d
with the same volume and charge, we obtain the follow
expression for the dimensionless energyU of the drop as a
2771063-7850/98/24(4)/3/$15.00
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function of the Rayleigh parameterW and the ratiox of the
semiaxes of the prolate spheroid:5,6

U5
x1/3

~21W!A~x221!
FAx221

x
1xarcsinSAx221

x D
1Warccosh~x!G . ~1!

Figure 1 shows plots, calculated according to Eq.~1!, of
the potential energyU5U(x) of a charged spheroidal dro
versus the ratio of the semiaxes for small deformations of
drop and several values of the Rayleigh parameter:W53.5,
3.7, 3.9, 4.1, and 4.3. As noted earlier,2–4 for W,4 a small
deformation of a spherical drop increases its potential
ergy, while forW.4 the deformation of a drop to a prolat
spheroid decreases the potential energy of the drop, i.e.,
energetically advantageous.

However, analysis of the plots of these curves for lar
deformations shows that even forW,4 these dependence
can be nonmonotonic. From Fig. 2, where curves similar
those displayed in Fig. 1 are given for large values of
ratio of the semiaxes of the spheroid, it is evident that wh
the Rayleigh parameter exceeds a threshold valueW1, be-
FIG. 1. Plots of the dimensionless energyU of a
charged prolate-spheroidal drop versusx ~the ratio
of the semiaxes of a spheroid! for small deforma-
tions and Rayleigh parametersW53.5, 3.7, 3.9, 4.1,
and 4.3 — curves1, 2, 3, 4, and5, respectively.
© 1998 American Institute of Physics
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sides the minimum atx51 ~corresponding to a spherica
drop!, another local minimum appears in the functionU(x)
corresponding to a metastable state in which the drop
prolate spheroid and its energy is greater than that o
spherical drop. As the Rayleigh parameter increases furt
the local minimum corresponding to a prolate spheroid c
tinues to deepen, and whenW passes through a valueW2 it
transforms into a global minimum corresponding to a sta
state in which the energy of the prolate-spheroidal drop
lower than that of a spherical drop, but two minima separa
by a potential barrier continue to exist. For such values of
Rayleigh parameter the spherical-drop state can be in
preted as metastable. From Fig. 2 it is also evident that as
Rayleigh parameter increases, the value ofx corresponding
to the position of the minimum also increases, i.e., a drop
a stable~metastable! state becomes more prolate.

Solving the equation]U/]x50 for W and finding the
minimum of the function obtained, we obtain the value ofW
for which an additional local minimum appears in the pote
tial energy of a charged prolate-spheroidal drop with ene
greater than the energy of a spherical drop:

FIG. 2. Plots of the dimensionless energyU of a charged prolate-spheroida
drop versusx ~the ratio of the semiaxes of a spheroid! for large deforma-
tions and Rayleigh parameters 4W53.52, 3.55, 3.58, 3.61, and 3.64 —
curves1, 2, 3, 4, and5, respectively.
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W153.545.

Solving the equations]U/]x50 andU(W,x)51 simul-
taneously, we find the value ofW for which the local mini-
mum appearing in the functionU(W,x) transforms into a
global minimum. In the process, the energy minimum o
spherical drop remains, but the corresponding state beco
metastable

W253.596.

Now the potential energy of a charged spherical drop
higher than that of a prolate-spheroidal drop, and a transi
between the states is possible if the potential barrier sepa
ing them is overcome.

This is elucidated in Fig. 3, where the functionU
5U(W, x) is represented in the form of a three-dimension
surface. The curveAB was obtained from the condition
]U/]x50, ]2U/]x2,0 and passes through the points of l
cal maxima of the functionU(W,x). The curveBC was
obtained from the conditions]U/]x50, ]2U/]x2.0 and
passes through points of local minima of the functi
U(W,x). The curveDBE represents the functionU(W1 ,x)
and is tangent to the curveABC. The curveFGH is deter-
mined by the functionU(W2 ,x). The pointG of intersection
of the curveFGH and the curveBC corresponds toU51
and separates the region of metastable states (BG) from the
region of stable states (CG) of a charged prolate-spheroida
drop. The projections of the curvesDBE, FGH, andAC on
the W2x planes separate the plane into four regions:

For W,3.545 the functionU(W,x) possesses a singl
minimum corresponding to a stable spherical drop;

For 3.545,W,3.596 the functionU(W,x) possesses
two minima, one corresponding to a stable spherical d
and the other to a metastable prolate-spheroidal drop;

For 3.596,W,4 the function possesses two minim
one corresponding to a metastable spherical drop and
other to a stable prolate-spheroidal drop;

For W>4 the functionU(W,x) possesses a single min
mum corresponding to a stable prolate-spheroidal drop.

Conclusions. For Rayleigh parameters in the rang
3.545,W,3.596 there exists a metastable state of a char
m-
-
f

-

h

FIG. 3. Plot of the energyU(W,x) of a charged
prolate-spheroidal drop versus the Rayleigh para
eterW and the ratiox of the semiaxes of the spher
oid. The curveABC marks the extremal values o
the energy of the drop: The curveAB corresponds
to local maxima and the curveBC corresponds to
local minima. The curveDBE marks the values of
the energy of the drop for which the Rayleigh pa
rameterW5W1. The curveFGH marks the values
of the energy of the drop for which the Rayleig
parameterW5W2. The curveAC corresponds to
W54.
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prolate-spheroidal drop. The energy of a drop in this stat
higher than that of a spherical drop. For 3.596,W,4 a
prolate-spheroidal drop has the minimum energy and, tho
once again there are two minima, the energy of a spher
drop is lower than that of a spheroidal drop. A spherical d
can undergo the transition to spheroidal only by overcom
a potential barrier separating the two minima. As the R
leigh parameterW increases, the eccentricity of the equili
rium shape of the drop increases. ForW>4 there exists only
one minimum, corresponding to a spheroidal drop.
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Dynamical configurational excitations and the polarization of dielectrics under a load
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The polarization of dielectrics, which do not exhibit electrostriction, under a mechanical load is
due to dynamical configurational excitations in the loaded crystal. Among these
configurations, a dynamical order parameter is identified. It is determined by solving a nonlinear
reaction-diffusion equation. The comparatively short buildup time of charge under a load is
due to the formation and propagation of a wave of switching. ©1998 American Institute of
Physics.@S1063-7850~98!01304-4#
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In natural marble, which does not exhibit electrostr
tion, an electric field arises under the action of a mechan
load below the yield point.1 The charge increases up to i
maximum value within a timets of several seconds.1 This is
two orders of magnitude shorter than the timetE under the
action of an electric field alone. A charge with the oppos
sign arises as the load is removed. The relaxation time of
charge is the same in all cases and close totE . Hence it
follows that the charge relaxation mechanisms are identi
while the mechanisms leading to the appearance of
charge are different.

The characteristic energies under mechanical load
;1024 G, whereG is the shear modulus, are at most 1028

eV/atom. These values cannot lead to changes of any sig
cance in the thermodynamic parameters, for example, t
perature or pressure. In addition, there is no need to attri
the mechanoelectrical effects to phase transformations.

The qualitative changes in the properties of a mate
are always due to the appearance of new degrees of free
and the collective excitations associated with them. A co
paratively low excitation energy signifies that only low
energy dynamical excitations, arising in the sample under
action of external forces, need be considered. The nee
introduce such excitations was pointed out in Ref. 2. In R
3 they were termed dynamical configurational excitatio
~DCEs!. On the basis of such excitations the kinetics
structural relaxation of amorphous alloys has been stud3

and anomalies of the galvanomagnetic properties of am
phous alloys at low temperatures have been explained.4 We
shall employ DCEs to explain the observed mechanoelec
phenomena.

We consider first a sample which is not subjected t
load and has an arbitrary density of defects~point defects,
interfaces, and so on!. We specify its structure by the num
bers Nj of clusters which possess a short-range ordera j .
The quantitiesNj anda j vary continuously as a result of th
vibrations of the atoms. Averaging over a time interval th
is much longer than the period of the oscillations of t
atoms gives a set$Nj%0 and$a j%0 corresponding to the initia
state.

For an elastically distorted crystal lattice there is a d
2801063-7850/98/24(4)/2/$15.00
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ferent set$Nj% and $a j%. This set depends on the time an
differs from the initial set, i.e., short-range order in a d
formed crystal is of a dynamical character. The transit
from one type of dynamical short-range order to another
be interpreted as the appearance of DCEs in the syst3

These excitations correspond to nonequilibrium states, t
depend on the conditions of loading, and they determine
kinetics of the process. When the load is removed, the DC
vanish but the structural nonuniformities due to them rema
The crystal is in a different metastable state with short-ra
order different from the initial order.

Of the variety of DCEs arising in a deformed crysta
only some of those with short-range order of the type$a j%
lead to polarization of the sample. Their relative fractionh
among the total number of DCEs is always less than 1. T
quantityh,1 is an order parameter.

The polarization vector is given byP5P(h) and can be
expanded in powers ofh. The zeroth term in the expansio
must equal zero, sinceP50 for h50. The free energyf is
determined by the components of the elastic deforma
tensor and the polarization vector.5 The free energy is mini-
mized for each value of the order parameter. But, in cont
to Ref. 5, an equation for the order parameter cannot
obtained by minimizingf .

We shall find this equation from the following conside
ations. In the balance equation]h/]t5F($ki%,h)2div j we
expand the source functionF in a power series inh.

Terminating the expansion at the third-order term a
taking j 52DDh, we obtain

]h/]t5k1h1k2h22k3h31DDh. ~1!

Here ki are parameters dependent on the temperature
stresses andD is the diffusion coefficient. This equation i
known from Refs. 6 and 7. Its solutions are well known.6–9

For a,2b2/4 (a5k1 /k3 , b5k2 /k3) the system has a
single stable stationary solutionh50. It corresponds to the
initial state of the sample with zero polarization. In the p
rameter range2b2/4,a,0 there exist three stationary so
lutions: stableh150, unstableh2,h3, and stableh35b/2
1(b2/41a)1/2. The solutionh3 is absolutely stable fora.
22b2/9, whileh1 is absolutely stable fora,22b2/9. At the
© 1998 American Institute of Physics
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point a522b2/9 both solutions exhibit identical stability
For a>0 there exist two stationary solutions: unstab
h150 and stableh3. At the point a50 we haveh15h2

50.
The transition from an unstable into a stable state f

22b2/9,a,0 occurs via the formation of a wave o
switching h5h(x2vt). The steady-state velocityv of the
wave front8,9

v5~2Dk3!1/2~h11h322h2!. ~2!

At the pointa522b2/9 we havev50.
In an electric fieldtE;L2/D, whereL is the character-

istic size of a polarization nonuniformity in the sample. F
tE;103 s andD;10213 cm2/s we obtainL;1025 cm. The
time satifiests;L/v. For the same value ofL and ts;1 s
we find v;1025 cm/s. This value is close to the velocity o
a traveling front at the initial stage of plastic deformation10

The specific value ofv is determined by the parameterk3,
which characterizes the rate of the reactions leading t
change in the initial structure of the crystal.

In summary, a cooperative displacement of atoms in
regime where a wave of switching forms can result in co
paratively short charge buildup times under a load. It a
follows from the solutions presented that the mechanoe
r

a

e
-
o
c-

tric effect can be observed only under loads above a crit
value. The experimental confirmation of the threshold ch
acter of the polarization of a dielectric under a load w
prove the correctness of the model proposed for the phen
enon.
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Modulation of capillary oscillations of a charged drop of low-viscosity liquid
by its elastic oscillations

S. O. Shiryaeva and O. A. Grigor’ev
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A second-order linear differential equation describing the temporal evolution of the amplitudes of
capillary waves in a drop of low-viscosity liquid with elastic properties is given with a
complex coefficient multiplying the first derivative. It is shown that the capillary oscillations of
the drop are modulated by its oscillations associated with the relaxation of the viscosity
of the liquid. © 1998 American Institute of Physics.@S1063-7850~98!01404-9#
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Capillary and elastic oscillations of a spherical drop o
viscous liquid are of interest for a very wide range of pro
lems of technical physics, geophysics,1 nuclear physics,2 and
cosmogony.3 The general laws governing small-scale wa
phenomena in a viscoelastic liquid have been investigate
Ref. 4. However, some specific questions concerning
problem, for example, the interaction of capillary and elas
waves, have still not been studied. In this connection,
shall analyze this problem for the case of a low-viscos
liquid, where it is possible to write out the equation of tem
poral evolution of the amplitudes of waves on the free s
face of the liquid.

1. Let us examine a spherical drop of radiusR of a
viscous incompressible liquid with densityr and kinematic
viscosity n. Infinitesimal-amplitude capillary waves due
the thermal motion of the molecules of the liquid are pres
on the surface of the drop. Let the liquid be a dielectric w
permittivity «, while the chargeQ of the drop is distributed
uniformly over its volume.

The equations of electrodynamics with electrostatic
tentialF, generated by the chargeQ distributed in the liquid,
have the following form in a spherical coordinate syste
with origin at the center of the drop:5

dU

dt
[

]U

]t
1~U•“ !U52

1

r
¹Pin1n•DU, div–U50,

DF in52
3Q

4p«R3
; DFex50,

r 5R1j:

dF

dt
[

]F

]t
1U•“F50,

F~r ,t ![r 2R2j~u,f,t !50.

t•~n•“ !U1n•~t•“ !U50,

2~Pin2Pex!22rnn•~n•“ !U1Ps2PE50,

F in5Fex; «
]F in

]n
5

]Fex

]n
,
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r 50:

F in50;

r→`:

Fex50.

Ps~j!5
2s

R
2

s

R2
~21L !j~u,f,t !;

L[
1

sinu

]

]uS sinu
]

]u D1
1

sin2u

]2

]f2
;

PE52
3Q

4pR3
F in1

~«21!

«

~En
ex!2

8p
1~«21!

~Et
ex!2

8p
.

In these expressions the functionj(u,f,t) describes the
perturbation of the equilibrium spherical surface of the dro
Pex is the pressure exerted by the external medium on
surface of the drop;Pin(r ,t) is the pressure inside the liquid
U(r ,t) is the velocity field of the liquid;Ps is the Laplace
pressure beneath the distorted spherical surface of the d
F in(r ,t) is the potential of the electric field inside the liquid
and,En

ex andEt
ex are the normal and tangential componen

of the electric field generated outside the drop by the intr
sic charge of the drop.

If we solve the problem by the method described in d
tail in Refs. 5 and 6, it is easy to show that in the indicat
dimensionless variables the equations describing the tem
ral evolution of the amplitudesXn of capillary oscillations
obtained by solving the problem in the low-viscosity a
proximation take the form

d2Xn

dt2
12an

dXn

dt
1vn

2Xn50; ~1!

vn
25

s

rR3Fn~n21!~n12!

2n~n21!
~«21!2n15«11

«~«n1n11!
WG ;
© 1998 American Institute of Physics
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W5
Q2

4psR3
; an5

n

R2
~n21!~2n11!.

HereW is the Rayleigh parameter, characterizing the sta
ity of the drop with respect to its intrinsic charge.1

2. We now take into account the fact that over short ti
intervals the liquid possesses the property of elasticity.7 In
analytical calculations on the basis of the continuo
medium model the viscoelastic properties of a liquid can
described by introducing a complex kinematic viscosity
means of Maxwell’s formula7,8

n5n0~12 ivt!21, ~2!

wheren0 is the kinematic viscosity at zero frequency,v is
the frequency,t is the characteristic relaxation time of ela
tic stresses in the liquid (t;1025 s)9, and i 5A21.

Substituting the expression~2! into Eq.~1!, we obtain an
ordinary differential equation with a complex coefficie
multiplying the first derivative:

d2Xn

dt2
12~bn1 ign!

dXn

dt
1vn

2Xn50; ~3!

bn5
n0

R2

~n21!3~2n11!

~11v2t2!
; gn[

n0

R2

vt~n21!~2n11!

~11v2t2!
.

The solution of Eq.~3! to first order in the small viscos
ity can be written in the form

X5X0exp~2bnt !cos~gnt !cos~vnt1d!, ~4!

whereX0 andd are integration constants~corrections to the
frequencyvn of capillary oscillations as a result of viscou
damping appear only in the approximation quadratic in
viscosity!. It is evident from Eq.~4! that two kinds of
damped oscillations are realized simultaneously in the d
capillary oscillations with frequencyvn and elastic oscilla-
tions with frequencygn .

The condition that the viscosity of the oscillating drop
small implies that

bn /vn!1, gn /vn!1. ~5!

Taking account of the conditions~5!, one can see from the
Eq. ~4! that the elastic oscillations of the drop modulate
l-

e

-
e

e

p:

capillary oscillations. It is easy to see from the expression
vn in Eqs.~1! that as the drop charge increases~the param-
eterW increases!, the conditions~5! on the viscosity of the
liquid become more stringent.

It is interesting to note thatgn as a function ofvt has a
maximum atvt51 and vanishes atvt50 andvt→`.

3. In investigations of the parametric oscillations and t
stability of a drop of a viscoelastic liquid with respect to th
time-dependent intrinsic or reduced charge, the equations
scribing the time dependence of the amplitudes of differ
modes of capillary oscillations are the Mathieu–H
equations.1,10,11 In this case, for a low-viscosity drop n
change occurs to first order in the viscosity, either in t
range of frequencies at which different types of capilla
motions of the liquid are realized or in the critical conditio
under which parametric instability appears is observed
correction in the critical conditions for such an instabilit
due to the elastic properties of the liquid, appears only
third order in the small viscosity.
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Holographic memory based on the angular speckle-selectivity of volume holograms
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The possibility of information storage using the angular speckle-selectivity of volume holograms
is analyzed. It is demonstrated that such holograms can be used to construct high-capacity
memory elements. ©1998 American Institute of Physics.@S1063-7850~98!01504-3#
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1. The selective properties of volume holograms~VHs!
have been repeatedly discussed in connection with the
sibility of producing high-capacity memory systems bas
on them.1–3 It has been shown4 that the maximum informa-
tion densityN in VHs (N;l3'1012 bits/cm3) is determined
by the wavelengthl of the radiation. It has been propose
that the angular or spectral selectivity of VHs be used as
main mechanism enabling multiple writing.5–7

One drawback of the information storage methods ba
on the dispersion properties of holograms is the selec
character of the angular and spectral selectivity. In this c
nection, successive writing of holograms is done predo
nantly in the dispersion plane of the grating. Moreover,
oscillatory (sinx/x) dependence of the intensity of the di
fracted signalI D(du,dl) in the case of detuning from th
Bragg conditions results in degradation of the signal-to-no
ratio.8,9

In the present Letter the possibility of information sto
age based on the use of the properties of the angular s
tivity of volume holograms recorded with a referen
speckle-wave~SWVHs! is analyzed.

2. Let us consider a VH formed by a plane waveS0(r )
5sexp(2isr ) and a speckle waveR0(r ). It is assumed tha
reconstruction is performed by the speckle wave, whose
tial structure is identical to that of the write waveR0(r ),
while the reconstruction angleu reg differs from the write
angle:u reg5u rec6duA (duA!u rec), whereu rec corresponds
to the convergence angle of the beams at the write stag
this case, the normalized intensityI ND(duA) of the diffracted
beam is given by the expression10

I ND~duSP!5
I D~duA!

I Dmax

5S 4d

k0
D 4 1

~DLTduA!2U E0

TduA 1

v2

3expF ik0

d
v2GJ1S k0D

2d
v D J1S k0L

2d
v DdvU2

,

~1!

where n5duAz, dn5duAdz, I Dmax
is the intensity of the

diffracted beam withduA50, T is the thickness of the holo
gram, d is the diffuser–hologram distance,D and L are,
respectively, the diameters of the illuminated part of the d
2841063-7850/98/24(4)/3/$15.00
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fuser and hologram,uk0u52p/l is the wave vector of the
read speckle-beam, andJ1(x) is a Bessel function of the firs
kind.

In the expression~1! terms of the formJ1(k0DHn/2d)
andJ1(k0Ln/2d) describe the displacement between the re
field and the structure recorded in the volume of the ho
gram with duAÞ0. Figure 1 shows the dependen
I ND(duA) obtained from Eq.~1! as well as the dependenc
I GR(duA) calculated in accordance with Ref. 5 for plan
wave holograms. As follows from the data presented,
selectivityDuSP of a SWVH ~determined asduA at 0.5I ND)
is related to the average size of a speckle (^s'&
51.22lL/d) and under identical write conditions can b
‘‘stronger’’ than the selectivity of the cross-gratingDuGR.
Moreover, comparing the dependencesI ND(duA) and
I GR(duA) shows that the SWVH selectivity is monotoni
unlike the oscillatory dependenceI GR(duA) for a cross grat-
ing.

3. Holograms with a reference speckle wave were
corded, using the radiation from a single-frequency la
with l5530 nm, in an asymmetric geometry (uR50° and
uS515°, cross grating periodL'2.0mm!. LiNbO3:Fe~0.02
wt.%! crystals with thicknessT51.5 mm were used as th
recording medium.

To measure the angular selectivity of such hologram
the speckle wave was used to reconstruct them. Changing
value of the angleu regÞu rec decreased the value ofI ND . The
experimental dependencesI ND(duA) with the hologram ro-
tated in the dispersion plane and in a plane perpendicula
the dispersion plane are shown in Fig. 1. As follows from t
data presented, an important feature of the SWVH is that
angular speckle selectivityDuSP does not depend on the d
rection of displacement. This substantially distinguishes
from plane-wave holograms.5 Moreover, the dependence
presented confirm that it is possible to record a hologr
whose angular selectivity is higher than the selectivity of
cross grating recorded under similar conditions.

4. The angular selectivity mechanism of a SWVH d
scribed above permits multiple writing of information an
construction of a memory element based on this mechan
In the experimental implementation of such an element, s
cessive writing was done by changing the angle of incide
u rec of the speckle wave. The angular detuningduA<88 was
chosen from the conditionduA@DuSP'18, which ensures
© 1998 American Institute of Physics
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FIG. 1. Normalized intensityI ND of the diffracted beam
as a function of the displacement angleduA for several
values of the average speckle size (I ND12s'55.0 mm;
I ND22s'58.0 mm! and the angular selectivity of the
plane-wave grating in the dispersion planeI GR and in a
direction perpendicular to itI'GR. Experimental depen-
dences of the angular speckle-selectivity fors''8.0
mm: 1 — Rotation in the dispersion plane of the gra
ing; 2 — rotation in a perpendicular plane.
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substantial suppression of the intensity of the total sig
(I DS<1022I Dmax

) formed as a result of the diffraction of th
reconstructing wave by the other holograms.

Figure 2 shows the spatial-angular structure of the
fraction maxima that are formed when an element of
holographic memory is reconstructed on the basis of
angular-selectivity mechanism. To each maximumI Di there
corresponds to a reconstruction angleduAi , variation of
which leads to successive reading of the signal wave. O
can see from Fig. 2 that the contour of the angular selecti
DuSP remains constant and its value does not depend on
read direction.

To analyze the information write density obtained by t
l

-
e
e

e
ty
he

mechanism of angular speckle-selectivity, we note the a
symmetric character of the dependenceI ND(duA) in the
plane of the recording medium. This is due to the statisti
homogeneity of the intensity distribution in the structure
the reference beam in this plane. The numberN of holo-
grams successively recorded in the volume of the crystal
be estimated as

N5
4pc

~duA!2
, ~2!

wherec is the range of angles where writing is possible
,c,90°). Taking account of the data presented above
DuSP ~Fig. 1!, we estimate the number of holograms fro
t
ed
s-
FIG. 2. ‘‘Memory element’’ formed as a resul
of successive sampling of a hologram record
with a reference speckle wave with angular di
placement in two orthogonal directions.
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Eq. ~2! asN'107, which is 2p/(duA) times larger than the
corresponding value obtained by writing with plan
waves.3,11

5. By analogy to Refs. 1, 3, and 9, the signal-to-no
ratio of a holographic memory element based on spec
angular selectivity can be calculated as

SNR5
I qD

(mÞq
N I mD1I PC

, ~3!

where I qD and I mD are the measured values of the use
signal and the noise. The noise is due to diffraction of
read wave by themth hologram. The termI PC represents the
noise determined by the characteristics of the recording
dium.

Under the conditions of formation of a speckle wa
when the diffuser is illuminated by a beam with a Gauss
intensity distribution~to calculate the expression~1!! and
neglecting the noiseI PC due to the medium, the expressio
~3! can be put into the form

SNR5
I qD

(
mÞq

N

exp@~mduA2DuSP!
2#

. ~4!

The value of the SNR calculated from Eq.~4!, taking ac-
count of theduSP data ~Figs. 1 and 2!, is ;1023 with 104

holograms recorded.
e
e-

l
e

e-

n

6. In conclusion, we note that in the present Letter
characteristic features of the angular selectivity of volu
holograms of a speckle structure were analyzed and it
demonstrated that high-capacity memory elements can
constructed on the basis of such holograms.
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Twinning of bismuth single crystals bombarded by boron ions
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Twinning of ion-bombarded single crystals has been investigated for the first time. It has been
established that bombardment of bismuth single crystals with boron ions stimulates
mobility of twinning dislocations and quenches their sources. This result is explained using the
dislocation model of a wedge-shaped twin. ©1998 American Institute of Physics.
@S1063-7850~98!01604-8#
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INTRODUCTION

Studies of twinning in metals are potentially useful fro
the scientific viewpoint as well as for practical applicatio
of structural materials whose plastic deformation takes pl
by twinning.1–5 At present, many researchers are focus
their attention on analyses of dislocation mechanisms
sponsible for changes in the physical properties
crystals.6–9 This is because for the vast majority of materia
plastic properties are achieved by the evolution of sets
dislocations. However, in some materials such as alpha i
silicon iron, zinc, and so on, plastic deformation takes pla
by means of a twinning process. Thus, there is no justifi
tion for inadequate studies of this type of plastic deformat
in metals because this narrows down the range of mate
used in production and engineering since their physical pr
erties cannot be predicted.

Here we study the twinning process in bismuth sin
crystals bombarded with boron ions. This is the first tim
such an investigation has been carried out and the re
suggest that such studies are advisable because ion c
doping provides a new method of controlling the twinni
process and various physical properties of structu
materials.

CHOICE OF MATERIAL AND EXPERIMENTAL METHOD

Bismuth was chosen for the investigations because w
its ~111! cleavage plane is deformed by a concentrated lo
a plastic deformation process is established comparati
easily by twinning in three directions~Schmidt factor 0.48!.
For this reason, bismuth is widely used in this type
research.1,2

Boron ion bombardment was used because boron d
not dissolve in bismuth10 so that the influence of chemica
compounds formed as a result of interaction between
planted impurities and the bombarded material can be
cluded from the analysis.

Bismuth single crystals measuring 5031035 mm were
grown by the Bridgman method. Samples measuring 1035
34 mm were cut from the crystal along the~111! cleavage
plane.
2871063-7850/98/24(4)/3/$15.00
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The freshly cleaved~111! surface of the bismuth single
crystal was bombarded with 30 keV boron ions at a dose
1017 ions/cm2. The treated surface was then deformed b
concentrated load, for which we used the diamond pyram
of a standard PMT-3 microhardness meter. The load on
indenter was varied between 53102 and 303102 N. As a
result of the deformation an ensemble of wedge-sha
twins appeared around the impression made by the diam
indenter for which we measured the lengthL and the width
at the mouth (h).

EXPERIMENTAL RESULTS

Six or seven wedge-shaped twins of the type$101%^001&
are usually formed around the impression made by the
denter on the~111! surface of the bismuth single crysta
Figure 1 shows various twins formed near the impress
made by the concentrated load.

The results of our investigations indicated that the nu
ber of twins formed as a result of the indentation of bismu
single crystals does not depend on the load on the indentP
~Fig. 2!. However, the average number of twinsN is strongly
influenced by the energy action on the crystal. In our ca
this action involved the boron ion bombardment of the cr
tal. It can be seen from Fig. 2 that for samples bombar
with boron ions the average number of twins around
impression made by the indenter is two less than that for
nonbombarded samples, i.e., the processes involved in
generation of twinning dislocations are slowed.

The maximum length of a twin prong (Lm), i.e., the
length of the largest twin in an ensemble of twins form
around the impression made by the indenter, increases
early as the load on the indenterP increases~Fig. 3!. For the
irradiated samples the length of the twins was greater t
that for the unirradiated samples for all loads on the inden
~between 53102 and 303102 N!. In this case, we can talk o
the stimulation of twinning dislocations running along th
interface between the twin and the parent crystal.

QUALITATIVE ANALYSIS OF THE RESULTS

Figure 4 shows a twin formed by a set of twinning di
locations. The plane ADEK corresponds to the~111! cleav-
© 1998 American Institute of Physics
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age plane of the bismuth single crystal while the pla
ABCD is a transversal passing across the line of action of
force P perpendicular to the~111! plane. We shall assume
that L is the length of a twin in the~111! plane which is

FIG. 1. Twinning of a bismuth single crystal: a—typical pattern of wedg
shaped twins formed near the impression made by an indenter on the~111!
plane of a bismuth single crystal; b—magnified image of various twins.

FIG. 2. Average number of twins (N) versus load on indenter (P): 1—
unirradiated crystal and2—bismuth single crystal bombarded by boron ion
e
e

equal to the length of the segment MG~Fig. 4! andL1 is the
distance between the crystal surface and the leading disl
tion which penetrates deep into the crystal and is equal to
length of the segment GN. We take the axes of the Carte
coordinate system as shown in Fig. 4.

At point N the Burgers vectorb is perpendicular to the
line of the leading dislocation whereas at pointM it is par-
allel to this line. As a result from pointN to point M the
leading dislocation changes smoothly from an edge to
screw dislocation. A similar situation is found for the oth
twinning dislocations.

The distribution of an implanted impurity in the cryst
obeys Pearson’s law.11 The Pearson distribution is an extre
mum function so that to a rough approximation we can
sume that the ions implanted in the material are located at

-

FIG. 3. Maximum length of twin (Lm) versus load on indenter (P): 1—
unirradiated crystal and2—bismuth single crystal bombarded by boron ion

FIG. 4. Representation of twin as set of dislocations.
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depth of their maximum concentration in an infinitely th
layer. In Fig. 4 the distance between the crystal surface
this layer is denoted byDy.

This representation allows us to assume that an
planted impurity in the layerDy creates stresses distribute
uniformly over the plane running parallel to the crystal s
face at the distanceDy, which are compensated by surfa
tension forces on the~111! plane. This means that the calc
lations of the stress fields in the surface layer can be redu
to the well-known Prandtl problem,12,13whereby the compo-
nents of the deformation tensor for this layer are given b

H sxx52p2k~x/h22A12~y/h!2!,
syy52p2k~x/h!,
txy5k~y/h!,

~1!

where sxx and syy are the normal stresses andtxy is the
cleavage stress,14 h5Dy is the layer width,k is the material
constant, andp is an arbitrary constant.

The stresses created in the crystal by the concentr
loadP acting perpendicular to the crystal surface (P'(111))
are determined using the formula14

s rr 52
2P

pr
, ~2!

where s rr is the radial component of the tensor of th
stresses created by the forceP applied to a point on the
surface of an elastic medium,P is the modulus of this force
and r is the distance between the point of application of
force and some point in the medium.

Along the X axis the edge component of the twinnin
dislocation is exposed to a climbing forceFx ~Ref. 15! which
helps the dislocations to overcome obstacles in the form
crystal lattice defects, including those formed as a resul
irradiation, as they propagate. The ratio of this force to
length of the dislocation lineL is given by

Fx /L5bsyy , ~3!

whereb is the modulus of the Burgers vector andsyy are the
normal stresses created in the crystal as a result of ion
plantation~see relation~1!!.

Along the Z axis the screw component of the twinnin
dislocation is exposed to the forceFz whose magnitude is
determined from

Fz /L5btxy , ~4!

where txy are the cleavage stresses determined from
lation ~1!.

The action of these forces on the twinning dislocatio
increases the length of the wedge-shaped twins.

It should be noted that the length of the twin prong
increased not only by the action of these additional forces
the moving dislocations but also as a result of an increas
the initial velocities of the twinning dislocations caused
an increase in the initial stresses produced by the enha
stressed state in the surface layer of the material in which
sources of twinning dislocations are situated.
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Clearly, for impurities insoluble in the implanted mat
rial matrix, an increase in radius and irradiation dose will
accompanied by an increase in the force acting on the tw
ning dislocations from the implanted layer.

The decrease in the number of twins formed near
impression made by the indenter in an irradiated crystal
be attributed to a reduction in the number of sources of tw
ning dislocations caused by irradiation-induced changes
the elastic characteristics of the surface layer in which
sources of twinning dislocations are situated.

CONCLUSIONS

As a result of these investigations of the kinetics of tw
ning in bismuth single crystals bombarded by 30 keV boro
ions with a dose of 1012 ions/cm2, it has been establishe
that:

1! an implanted impurity stimulates the mobility of twin
ning dislocations;

2! the length of the wedge-shaped twins is increased
means of additional forces acting on the screw and e
components of the twinning dislocations and also as a re
of an increase in their initial velocities produced by t
stressed state of the surface layer in which the source
twinning dislocations are situated;

3! changes in the elastic characteristics of the surf
layer are responsible for the quenching of sources of tw
ning dislocations as a result of ion bombardment of
crystals.
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Fabrication of InAs quantum dots on silicon
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Reflection high-energy electron diffraction and scanning tunneling microscopy have been used to
demonstrate for the first time that InAs quantum dots may be fabricated directly on Si~100!
by molecular beam epitaxy. It is shown that heteroepitaxial growth in an InAs/Si system takes
place by the Stranski–Krastanow mechanism and the surface morphology depends strongly
on the substrate temperature. ©1998 American Institute of Physics.@S1063-7850~98!01704-2#
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Silicon is now the most important material for micro
electronics. Properties such as its high thermal conductiv
mechanical strength, the availability of large-diame
dislocation-free substrates, and the presence of a stable o
on the surface make this material irreplaceable for most
plications. However, silicon has not found practical applic
tions in optoelectronic devices~lasers, light-emitting diodes
and so on!.

This circumstance arises because silicon has an ind
band structure and radiative recombination cannot take p
without interaction with an additional particle~such as a pho-
non!. This situation is typical of all indirect-gap semicondu
tors ~such as AlAs and GaP!. It is known that for III–V
compounds the incorporation of thin quantum-well laye
quantum dots, or quantum wires of a direct-gap mate
~GaAs, InAs! in an indirect-gap matrix~AlAs! radically im-
proves the radiative recombination efficiency and theref
makes it possible to fabricate lasers and light-emitting
odes.

By analogy with III–V compounds, it may be postulate
that the incorporation of quantum dots of a narrow-g
direct-gap semiconductor~such as InAs! in a silicon matrix
can also produce efficient light-emitting devices.1 A charac-
teristic feature of an InAs–Si system is the large mismatch
the lattice parameters~9%! which makes it impossible to
obtain thick dislocation-free layers. Thin layers (<1 ML)
cannot lead to localization of electrons in the direct In
minimum because of size quantization effects. The low
level for the electrons will be the indirect Si minimum. How
ever, it is known that under certain conditions, in a syst
with a large lattice mismatch it is possible to obtain elas
cally strained, coherent three-dimensional crystallites in
nanometer range. In this case, the electron wave function
be effectively localized in the InAs quantum dot if the vo
ume of the quantum dot is fairly large~the lateral dimension
of the quantum dot should not be less than 100 Å!.

Here we report the fabrication of these InAs quantu
dots on an Si surface by molecular beam epitaxy.

Growth experiments were carried out on Si~100! sub-
strates using an E´ P 1203 molecular beam epitaxy syste
2901063-7850/98/24(4)/3/$15.00
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Samples which had undergone chemical treatment as
scribed in Ref. 2, were fixed to a standard molybden
holder using indium. The oxide removal and growth pr
cesses were monitored using an improved system for rec
ing and processing reflection high-energy electron diffract
~RHEED! patterns.3 The oxide layer was removed by heatin
the substrate holder in the growth chamber to 870 °C
holding for 15 min after which the typical surface reco
struction (231) for Si~100! was observed. The sample tem
perature was then reduced and the indium and arsenic s
ters were opened simultaneously. The indium flux w
precalibrated using the oscillations of the RHEED specu
reflection and corresponded to 0.1 ML/s for InAs durin
growth of an InGaAs solid solution on GaAs with a;15%
molar fraction of indium. After an InAs layer of a specifi
thickness had been deposited, the growth process was te
nated and the sample was cooled rapidly to room temp
ture. The surface morphology of the samples was exami
ex situ using a scanning tunneling microscope~STM!. Mul-
tiply reproducible, stable STM images were obtained for d
ferent sections of the samples. For long-term STM meas
ments the samples were placed in vacuum oil to protect
surface from oxidation in air.

FIG. 1. RHEED patterns obtained at 20 kV in the@011# direction: ~a! at
Ts5470 °C after deposition of 60 ML InAs and~b! at Ts5250 °C after
deposition of 6 ML InAs.
© 1998 American Institute of Physics
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FIG. 2. Scanning tunneling microscope images
InAs/Si surface~a, b! at Ts5470 °C after deposition of
60 ML InAs and~b! at Ts5250 °C after deposition of
6 ML InAs.
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A characteristic feature of these quantum-well In
structures on the Si surface is the strong dependence o
growth mechanism on the substrate temperature. Obse
tions of the RHEED dynamics show that for growth at
fairly high substrate temperature (Ts5470 °C) the diffrac-
tion patterns conserve their linear structure up to a thickn
of 60 ML and the surface reconstruction changes fr
(231) to (331) ~Fig. 1a, RHEED diffraction pattern afte
deposition of 60 ML!. When InAs is deposited at a lowe
substrate temperature~250 °C!, the linear RHEED pattern is
converted to a diffraction pattern characteristic of thre
dimensional growth~point reflections! even for a thickness
of ;3 ML and becomes purely bulk after the deposition
5.5 ML ~Fig. 1b, RHEED diffraction pattern after depositio
of 6 ML!.

Figures 2a, 2b, and 3 show STM images of the InAs
surfaces corresponding to these RHEED patterns for h
and low-temperature deposition. During growth at highTs ,
the layer modulation reveals two types of morphologi
characteristics: a corrugated structure;3 nm high with a
characteristic period of;25 nm and density;1010 cm22,
shown in Fig. 2a, and crystal clusters;400 nm in diameter
and;130 nm high with a period of;53107 cm22, shown
in Fig. 2b. A different situation is observed when the sam
temperature is reduced to 250 °C. At this temperature a
tially uniform block of quantum dots is formed~Fig. 3!. An
analysis of cross sections of the STM images reveals tha
characteristic lateral dimension of the islands is;12 nm, the
height is;4 nm, and the density;531011 cm22.

The difference in the surface morphology observed
different sample temperatures may be attributed first
changes in the surface free energy of the system and thu
a transition from the formation of coherent three-dimensio
islands in the nanometer range to mesoscopic th
dimensional clusters4 at the surface of the corrugated wettin
layer. A second factor is that the sticking probabilities
InAs on the Si~100! surface differ at different temperature
From our point of view, the first explanation is more accur
which is confirmed by the almost equal volume of indiu
arsenide adsorbed on the silicon surface and the total q
tity of deposited InAs.
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This analysis suggests that in an InAs/Si system
growth process obeys a Stranski-Krastanow mechanism
a two-dimensional pseudomorphic wetting layer formed i
tially. Then, at lower deposition temperatures, after a cert
critical thickness has been reached~estimated by us as 3 ML
at Ts5250 °C!, the elastically strained layer undergoes
morphological transformation to give a block of thre
dimensional quantum dots. At higherTs after a corrugated
wetting layer has formed, the excess InAs collects in
widely spaced mesoscopic clusters as a result of Lifshi
Slezov coalescence.5 The RHEED pattern remains linear be
cause of the low cluster density~the coherence length of th
electrons along the surface is of the order of a few angstro!.

These results indicate that InAs quantum dots may
formed on Si with dimensions satisfying the conditions f
localization of the electron wave function in the direct InA
minimum. It has been shown that heteroepitaxial growth
an InAs/Si system takes place by the Stranski–Krastan
mechanism and the surface morphology depends strongl
the substrate temperature.

To conclude, the authors thank N. K. Polyakov, V.
Demidov, and N. P. Korneev for assistance with the grow
experiments and analysis of the results.

FIG. 3.
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Operating temperature of single-electron transistors
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A modified approach is described to estimate the operating temperature of single-electron
transistors which gives calculations in satisfactory agreement with the experimental data.
© 1998 American Institute of Physics.@S1063-7850~98!01804-7#
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Structures based on the single-electron tunneling ef
have formed the subject of intensive theoretical and exp
mental research.1 A promising device of this type is the
single-electron transistor. One of the main tasks involved
its development is to estimate the operating temperat
since this depends strongly on the dimensions of the st
ture.

We are familiar with an approach2 in which the operat-
ing temperature can be estimated as a function of the ph
cal geometry and dimensions of the structure. This appro
uses two different models of the device: the first assume
planar configuration and the second a spherical config
tion. The capacitances of the tunnel junctions are thus ca
lated using well-known relations for planar and spherical
pacitors. The conductance of the junctions is determi
using the Simmons model3 for the simplest case of rectangu
lar potential barriers. Thus, simplified models are used
Ref. 2 which lead to errors in estimates of the operat
temperature of a single-electron transistor.

In addition, various parameters are introduced~we shall
call these ‘‘indeterminacy parameters’’! whose numerical
values are selected fairly arbitrarily. These shortcomings
clearly the main reason for the pessimistic estimates of
operating temperature of a single-electron transistor.2 In
comparison, the experimental data appear far more pro
ing.4–6

Here we attempt to eliminate these shortcomings in
timates of the operating temperature of a single-electron t
sistor. To this end we used more accurate models to calcu
the capacitance and conductance of the tunnel junctions.
briefly describe these modifications.

Calculations of the capacitanceC of the junctions were
made taking into account the potential distribution not o
in the dielectric layer but also at the metal electrodes7

C5S s

«dA
1

2.3L

«mAD 21

, ~1!

where«d and«m are the permittivity of the dielectric and th
electrode material, respectively,s is the thickness of the di
electric, L is the characteristic depth of penetration of t
electric field in the metal, andA is the area of the tunne
junction.

The conductance of the junctions was calculated usin
hyperbolic approximation of the potential barrier3 which
2931063-7850/98/24(4)/2/$15.00
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more accurately describes the real situation, i.e.:

f~x!5fs21.153
ls2

x~s2x!
; l5

e2 ln 2

8p«ds
, ~2!

wherefs andx are the barrier parameters ande is the elec-
tron charge.

The third modification2 is as follows. Instead of fixed
numerical values of the ‘‘indeterminacy parameters,’’ we
vestigated the range of possible variation of these par
eters. Two such parameters are used in Ref. 2.

The parameterj determines the effective conductance
the tunnel junctions:

G5
4e2

jh
, ~3!

where h is Planck’s constant. For this we investigated t
following range of variationjP@4;10#. The lower limit
~minimum j! is selected on the basis of the constraint i
posed on the resistance of the tunnel junction, that it sho
exceed the quantum resistancehe22'25.8 kV ~Ref. 8!. The
upper limit ~maximum j! j510 is based on data given i
Ref. 9.

The second ‘‘indeterminacy parameter’’h is used to cal-
culate the operating temperature of the single-electron t
sistor:

Top5
T0

h
, ~4!

where T0 is the temperature above which thermal fluctu
tions suppress the single-electron tunneling effect calcula
as in Ref. 2. Similar indeterminacies arise in the definition
h and thus we investigated the same range:hP@4;10#.

Within the limits of Ref. 2 and using these modifica
tions, we calculated the maximum operating temperature
single-electron transistor as a function of the radiusr 0 of the
conducting ‘‘island’’ of the transistor~Fig. 1! using the
NANODEV program package for modeling nanoelectron
devices.10 The calculations were made using a spheri
model of the device, Curve1 gives the calculations mad
according to Ref. 2 in which both parameters are 10. Curv2
was calculated using the modifications introduced forj
510 andh54. It can be seen that the second curve sho
© 1998 American Institute of Physics
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FIG. 1. Operating temperature versus radius of conduct
island:1—results of calculations as in Ref. 2,2—results of
calculations using modified approach;*—experimental
data.
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reasonable agreement with the experimental data.4–6 Note
that curve2 gives the best agreement with the experim
from the ranges ofj andh values studied.

To sum up, the modifications introduced in the we
known estimate of the operating temperature of a sing
electron transistor can give satisfactory agreement with
experiment for the following different values of the ‘‘inde
terminacy parameters’’j510, h54.
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A mathematical model of a transformer-type induction toroidal discharge is used to determine
the gas flow pattern in the cross section of a circular torus. A method of pumping and
heating the injected cold gas transverse to the circular axis is proposed. It is concluded that an
‘‘ecological’’ transformer-type plasmatron may be produced. ©1998 American Institute
of Physics.@S1063-7850~98!01904-1#
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An ‘‘ecological’’ plasmatron to reprocess harmful gas
at high temperature should provide a convenient gas int
intensive heating, and dissociation of the gas into its c
stituent components, followed by efficient quenching
these dissociation products. Pumping of the gas through
high-temperature region of the gas discharge imposes
most difficult constraint on the structure.

A method of exciting a low-frequency discharge h
been implemented in a device called a transformer p
matron,1 where an electrodeless plasma is sustained by
Joule heat evolved from closed induction currents wh
form a secondary winding coupled to the primary winding
a magnetic circuit. Studies2–5 have shown that transforme
type induction discharges have various advantages in di
ent fields of plasma application: these include the produc
of a spectrally pure plasma, an almost unlimited life, and
advantage of a simple supply source compared with sou
of electrodeless discharges in rf and microwave devices1 It
has been established experimentally5 that at pressures up t
0.2–0.3 atm, the discharge burns stably and fills almost
entire cross section of the discharge chamber. With incre
ing pressure, radial oscillations appear and longitudinal v
tex pumping of the gas is used to stabilize the discharge

Here, a mathematical model of a transformer-type ind
tion toroidal discharge is used to determine the gas fl
pattern under the action of electromagnetic and gravitatio
forces in a circular torus without forced azimuthal blowin
of the gas. The gasdynamic flow structure obtained in
cross section of the circular torus showed that an ecolog
plasmatron may be developed using this type of dischar

We consider an induction discharge in a circular to
encompassing a magnetic circuit with a harmonic magn
flux ~Fig. 1!. The plasma state of the gas is sustained by
release of Joule heat from circular induction currents. T
characteristics of the transformer discharge are described
ing a two-temperature magnetogasdynamic approximatio
the plasma based on the Navier-Stokes equation, the e
tions of continuity and energy for the electron gas and
heavy particle gas, quasi-steady-state Maxwell equations
quasineutrality condition, Ohm’s law, and Dalton’s law.
solution is obtained using a finite-difference method. T
convergence and uniqueness of the solution is confirmed
a numerical simulation using different meshes.
2951063-7850/98/24(4)/2/$15.00
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By way of example, we calculate the characteristics o
transformer-type toroidal induction discharge in argon a
pressure of 7 kPa, current of 200 A, and electromagn
field frequency of 10 kHz using experimental data from R
5. The discharge burns in a circular toroidal chamber with
axial perimeter of 230 cm and a cross-sectional radius
3.65 cm.

The results are plotted in Fig. 2. It can be seen that
plasma is thermally nonequilibrium over the entire cross s
tion of the discharge chamber. The maxima of the elect
and heavy particle temperatures~8220 K and 5230 K, respec
tively! are shifted toward the center of curvature of the to
axis ~Fig. 2a!. The calculated secondary voltage of 140
agrees with the experimental value of 148 V~Ref. 5!. In the
discharge chamber two toroidal vortices form under the
tion of the Ampere and Archimedes forces~Fig. 2a!. The
direction of plasma flow in the central region depends on
ratio between the acting forces. At a discharge current
200 A electromagnetic forces predominate and at the ce
of the torus the plasma flows away from the center of cur
ture of the torus at a maximum velocity of;12 cm/s. At a
pressure of 7 kPa the gasdynamic characteristics have a
ligible influence on the thermal and electromagnetic para
eters of the discharge.

FIG. 1. Schematic of transformer plasmatron:1—primary winding, 2—
magnetic circuit, and3—discharge chamber.
© 1998 American Institute of Physics
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FIG. 2. Temperature fields of electrons~dashed lines!
and heavy particles~solid lines! and gas flow lines~vec-
tors! in a toroidal discharge at a pressure of 7 kPa a
current of 200 A as a function of the rate of radia
blowing of the cold gas: 0~a!, 1 ~b!, and 10~c! cm/s.
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This flow pattern suggests a method of pumping the
through the discharge transverse to the torus axis. To ach
this, the gas must be admitted and extracted through
metrically opposed annular slits or systems of aperture
the wall of the toroidal chamber. To determine the gas
namic structure of a discharge with transverse pumping,
culations were made as a function of the rate of radial blo
ing of the gas through an annular slit 7.5 mm high~variant
1—1 cm/s and variant 2—10 cm/s!. It can be seen~Fig. 2b!
that in the first case, the vortex nature of the flow in the to
is conserved. The expansion caused by heating of the
injected gas reduces the area of the toroidal vortices wh
impede the tangential flow of the injected gas over the w
of the chamber and ensures that all the gas flows through
high-temperature region. When the gas blowing rate is
creased ten times~Fig. 2c!, a vortex flow structure does no
form. In both cases, the thermal and electromagnetic par
eters of the discharge were almost the same.

These results have shown that for conditions of tra
s
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-
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-

s
ld
h
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verse gas pumping exist for which all the injected gas flo
through the high-temperature region of the discharge. T
indicates that it is possible to develop an ecologi
transformer-type plasmatron. By selecting the external
rameters and optimizing the operating conditions of the p
matron, toxic chemical compounds can be dissociated by
tense heating in the discharge region and the gas can
quenched after being extracted from the apertures in
torus to produce ecologically pure gases.

1S. V. Dresvin, A. A. Bobrov, V. M. Lelevkinet al., Rf and Microwave
Plasmatrons@in Russian#, Nauka, Novosibirsk~1992!.

2H. U. Eckert, AIAA J.9, 1456~1971!.
3N. N. Rykalin, I. D. Kulagin, A. V. Nikolaevet al., Fiz. Khim. Obrab.
Mater.No. 4, 155 ~1977!.

4V. M. Gol’dfarb, A. V. Donsko�, S. V. Dresvinet al., Teplofiz. Vys.
Temp.17, 698 ~1979!.

5V. A. Kogan and I. M. Ulanov, Teplofiz. Vys. Temp.31, 105 ~1993!.

Translated by R. M. Durham
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Dichroic optically bistable cavity-free system
O. S. Bondarenko and V. A. Trofimov
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~Submitted November 18, 1997!
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A description is given of a possible method for the practical observation of optical bistability of
a cavity-free system. ©1998 American Institute of Physics.@S1063-7850~98!02004-7#
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Optical bistability has attracted the interest of many
searchers over the years because of the possibility of u
this effect to construct optical memory elements, informat
processing and storage systems, and also op
computers.1–3 Even greater interest was shown in this effe
because of the imminent prospect of developing optical W
chester disks.4 However, the search for new methods of r
cording information, improving the switching speed of op
cally bistable systems, and reducing the energy consump
per switching event remains as topical as ever. In this c
text, the authors of Refs. 5–7 investigated how the temp
ture dependence of the free carrier relaxation time of
semiconductor influences the establishment of absorption
2971063-7850/98/24(4)/4/$15.00
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tical bistability. In addition to the observed complex prop
gation dynamics of the switching waves~the establishmen
of different space-time structures and loss of stability of i
tially stable states of the system!, these investigations re
vealed that bistability may achieved as a result of a nonlin
dependence of the free carrier relaxation time on tempera
~not only the lattice temperature but possibly also the el
tron temperature! without using nonlinear absorption. Thi
poses the problem of observing this effect in practice fr
the characteristics of optical radiation transmitted by a n
linear medium. A possible method of observing this effec
described here.

This method essentially involves laser beams at differ
to
FIG. 1. Dynamics of switching of an optically bistable system
the upper~positive pulse! and lower~negative pulse! states for an
illuminating signalqI 1

50.8.
© 1998 American Institute of Physics
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frequencies acting on a semiconductor: one beam~the main
beam! is used to maintain the system near the switch
state. A second~probe! beam is used to record the switchin
of the optically bistable system from one state to anot
which may be caused by physical factors: by nonlinear
sorption, refraction, or polarization reversal. Here we sh
assume that this switching is the result of a nonlinear cha
in the absorption of the medium. Thus, the frequency of
probe beam lies near the absorption edge. The main doe
undergo nonlinear absorption, i.e., its frequency exceeds
corresponding transition energy. In this case, the interac
between the optical radiation and the semiconductor is
scribed by the following system of dimensionless equati
using the point model widely used for qualitative analyses
operation in an optically bistable system:1–3

]n

]t
5qI 1

1qI 2
d~n,T!2nS 1

t r~T!
1

1

tD
D ,

]T

]t
5q

n

t r~T!
2T, ~1!

with the boundary and initial conditions

FIG. 2. Recording of temperature self-oscillations from the output radia
of the probe signal forqI 1

50.777 during switching of an optically bistabl
system to the upper state.
g

r
-

ll
e

e
not
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n

e-
s
f

nu t505ñ0 , Tu t505T̃0 . ~2!

In Eqs.~1! and~2! qI 1
andqI 2

characterize the intensities o
the main and probe pulses, respectively,n is the change in
the concentration of free carriers relative to its equilibriu
value at the initial temperature,T is the change in the tem
perature of the semiconductor relative to the ambient te
perature,t is the time normalized to the characteristic he
transfer time,t r(T) is the nonradiative recombination time
the time tD allows for the transverse diffusion of fre
charges and radiative recombination,q is the heat released a
a result of nonradiative recombination, andd(n,T) is the
nonlinear dependence of the energy absorption coefficien
the signal beam. This dependence and the free carrier re
ation time were approximated by the functions

d~n,T!5H 0, T,TS

exp~21/~T2TS1T0!!, T>TS
J ,

t r~T!5t rm exp~2T/b!, ~3!

wheret rm depends on the initial temperature of the semico
ductor andb characterizes the rate of change in the rela
ation time with increasing temperature~this parameter is
subsequently taken to be 1!. Note that different dependence
t r(T) and values of the parameterb did not fundamentally
alter the results. In addition,T0 is the temperature of the
ambient medium andTS is a parameter which allows for th
detuning of the probe beam frequency from the absorp
edge. For convenience of comparing the results with the c
of absorption optical bistability, the temperature is norm
ized to the band gap which is expressed in the same unit
is known3 that absorption optical bistability is achieved if th
value of the parameterT0 is less than 0.25~for TS50!.

For the first beam, a triangular signal is applied agains
background of constant illuminationqI 10

qI 1
5qI 10

1qSH ~ tc2t !/~ tc2t f !, t f,t,tc ,

~ t2tc!/~ tb2tc!, tc,t,tb
J , ~4!

which transfers the system to the upper (qS.0) or lower
(qS,0) state. In Eq.~4! t f , tc , andtb are the pulse switch-
ing time, its peak, and its end, respectively. Bistability
recorded from the change in the output intensity of the pro
pulse

qI 2out
5qI 2

exp~2d02d~n,T!!, ~5!

where the dimensionless coefficientd02 allows for the optical
absorption over the length of the medium.

We examine the laws described below for the followi
set of parameters:

tD52.0, t rm520, q55, d0250.6,

qI 2
50.2, ñ5T̃50, TS5T052,

qS560.3, t f520, tb545, tc↑522.5, tc↓5182.5, ~6!

wheretc↑ and tc↓ are the times corresponding to the cente
of the pulses which transfer the system from the lower to
upper state and vice versa. The intensity of the main sig
qI 10

was selected from the condition that either a stable or

n
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FIG. 3. Self-switching of an optically bistable system from th
upper to the lower state as a result of instability of the upper s
for qI 1

50.776.
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unstable upper state of the bistable system is achieved.
results which illustrate three behavior modes of an optica
bistable system are plotted in Figs. 1–3, which give the
namics of variation of the output intensity of the signal pu
relative to its value on entry to the nonlinear medium, t
evolution of the temperature of the medium, and the shap
the main pulse. The figures are plotted for different inten
ties of the illuminating pulse on which the stability of th
upper state of the optically bistable system depends. N
that switching of the system from one state to the other~Fig.
1! takes place even forT054 and higher values. In order t
observe contrast switching from the output radiation of
probe beam, it is desirable to select its frequency such th
this temperature the optical frequency would be far from
absorption edge~this is described by the parameterTS!.

When the temperature falls within the range where
cillations develop after the system has been switched to
upper state~Fig. 2!, the optical probe pulse will underg
oscillations whose amplitude, other conditions being eq
is determined by the frequency detuning from the fundam
tal absorption edge.

If the amplitude of the illuminating beam is such th
after the system has been switched from the lower to
upper state~Fig. 3!, it falls within the instability range~the
amplitude of the oscillations increases!, with time the ampli-
tude of the temperature oscillations may reach a level su
he
y
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e
of
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te

e
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-
e

l,
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cient for self-switching of the system from the upper to t
lower state. In this case, after a transient oscillatory regim
the output intensity of the probe beam reaches a level co
sponding to the lower steady-state temperature of the
dium.

To sum up, the previously observed bistability based
the nonlinear temperature dependence of the free carrie
laxation time, and also the instability of the upper state of
optically bistable system may be effectively achieved by
action of two light beams of different frequency. Simila
laws will also be obtained for the nonlinear dependence
the relaxation time on the electron temperature and the n
linear dependence of the excited-state relaxation time on
vibrational temperature of the molecules.

This work was partially financed by the Russian Fu
for Fundamental Research~Grant No. 95-02-04448!.
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Numerical simulation of laminar flow round a cylinder with passive and active
vortex cells

P. A. Baranov, S. A. Isaev, Yu. S. Prigorodov, and A. G. Sudakov

Academy of Civil Aviation, St. Petersburg
~Submitted November 12, 1997!
Pis’ma Zh. Tekh. Fiz.24, 33–41~April 26, 1998!

Effects involving a reduction in the drag coefficient of a cylinder with passive and active vortex
cells of different geometry are analyzed by solving the Navier-Stokes equations by a
factorized finite-volume method using the concept of decomposition of the calculation region and
using multilevel meshes. ©1998 American Institute of Physics.@S1063-7850~98!02104-1#
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The search for rational methods of controlling the flo
round blunt objects designed to give future aircraft an ae
dynamic appearance has stimulated research into the sy
sis of well-known combinations of inblowing and extractio
with the formation of organized vortex wall flows using vo
tex cells. In principle, the use of active~with supply or re-
moval of fluid! and passive vortex cells can produce smo
continuous flow around an object and substantially impro
its characteristics.

For some time the control of flow round blunt objec
using inblowing and extraction of the flow has been an
tractive problem in aerohydrodynamics. Well-known me
ods include controlling the boundary layer on a wing
extraction of the flow, reducing the base drag of objects
gas inblowing, and blowing out jets ahead of an object
reduce its drag coefficient. However, it is sometimes diffic
to estimate the efficiency of these devices because of
complexity of allowing for the energy dissipated in th
inblowing/extraction process. However, the use of pass
~without energy consumption! methods of controlling flow
using protuberances, and permeable and impermeable b
ers can also substantially improve their aerodynamic cha
teristics by organizing large-scale vortex structures aro
these objects. In particular, the creation of vortex cells
traps of extremely intense vortices in front of objects c
reduce the profile drag of a blunt object by one or two ord
of magnitude.1

It is advisable to combine these methods of influenc
the flow round objects and to undertake a complex opti
zation of the flow control process based on the criterion
minimizing the drag of the objects. It should be noted th
this fundamental problem is highly topical in terms of co
tent and procedure and the results will be useful to ve
prospective aircraft designs.

Here numerical simulation methods are used for the fi
time to formulate and solve a conjugate problem involvi
the influence of trapped large-scale vortex structures on
laminar flow of a stream of incompressible viscous fluid a
on the aerodynamic drag of an object having a class
geometry—a circular cylinder—in the presence of pass
and active vortex cells of different shape and occupying
ferent positions relative to the center of the cylinder. T
3011063-7850/98/24(4)/4/$15.00
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vortex cells under study are elliptical with a central body
the same geometry. This approach can be used to cons
an algorithm based on a finite-volume method of solving
Navier-Stokes equations using the well-known concept
decomposition of the calculation region by generating m
tilevel overlapping oblique-angled meshes of the same t
~O-type! in selected subregions of widely differing scal
The system of initial equations is written in divergent for
for the increments of the dependent variables: the contrav
ant components of velocity and pressure. This approac
similar to that used in Ref. 2 and gives a more accur
representation of the flows across the faces of the calcula
cells.

The proposed calculation model is based on the conc
of splitting into physical processes, used in the SIMPLE
pressure correction procedure. Characteristic features of
iteration algorithm include the determination of prelimina
velocity components for the ‘‘frozen’’ pressure fields at t
‘‘predictor’’ step, and subsequent correction of the press
based on solving the equation of continuity with veloc
field corrections. The computation process is constructed
that one predictor step covers several iteration steps in
pressure calculation block. We use a method of global ite
tions over subregions, followed by interpolation of the d
pendent variables in the zones of overlap of the subregio

A centered template with the dependent variables p
tioned at the center of the calculation cell is selected to s
plify the calculation algorithm and reduce the number
computational steps. In this approach the pressure fiel
monotonized using the Rkhi-Chou method. A highly stab
calculation procedure is achieved by using unilateral co
terflow differences to discretize the convective terms on
implicit side of the equations for increments of the unknow
variables, by damping nonphysical oscillations by introdu
ing artificial diffusion on the implicit side of the equation
and by using pseudotime stabilizing terms. The Stones
sion ~SIP! of a method of incomplete factorization to solv
systems of nonlinear algebraic equations also enhances
computation efficiency of the calculation algorithm. The a
curacy of the procedure is made acceptable by discretiz
the explicit side of the equations using a second-order
proximation scheme and in particular, the convective ter
© 1998 American Institute of Physics
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FIG. 1. Fragment of a composite mesh~a! consisting of a
two-level~1, 2! mesh around the cylinder and a mesh in t
vortex cell~3!, flow pattern around a cylinder without a ce
~b!, with a passive circular cell~c! of diameter 0.2 with a
circular central body of diameter 0.04, shifted by 0.2 fro
the center of the cylinder, and with an active cell of th
same geometry~d! with a tangential velocity component o
0.3 defined on the surface of the cavity. The flow lines a
plotted with a step of 0.0007 between20.015 and 0.015.
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in the equations using the Leonard quadratic counterfl
scheme~QUICK!. This methodology can minimize the influ
ence of ‘‘numerical’’ diffusion effects which are particularl
significant for calculations of detached flows. Details of t
calculation procedure are given in Ref. 1.

To achieve a more accurate resolution of different-sc
structural elements in solutions of this problem of lamin
flow around a cylinder with vortex cells for a low Reynold
w

le
r

number Re540, it is best to separate a wall region who
thickness is approximately 0.1 of the cylinder diame
~taken as the characteristic dimension! and an outer annula
zone, whose outer boundary is positioned some distance~of
the order of 50–100! from the object. By introducing severa
annular zones~Fig. 1a! or equivalent, the construction o
multilevel meshes can speed up the convergence of the
lution by reducing the required number of calculation ce
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FIG. 2. Fragments of flow round a smooth cylinder~a!, a cylinder with passive elliptical~b! and circular~c! cells shifted relative to the center of the cylinde
by 0.4, and a circular cell~d! shifted relative to the center of the cylinder by 0.2, and a cylinder with active cells comprising an elliptical cell~e! with normal
and tangential blowing rates of 0.1 defined at the surface of the central body, and circular cells~f, g! with a tangential velocity of 0.3 defined on the surfa
of the cavity. The flow lines are plotted with a step of 0.0001 between20.002 and 0.002.
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We can put forward a constraint on the relative position
the zones: the region of overlap of neighboring zones sho
include of the order of 3–4 cells of each zone so that
entire region of overlap contains of the order of 6–8 cal
f
ld
e
-

lation cells. If this constraint is not satisfied and the numb
of cells is less than this, the process of information trans
between the zones is impaired. If the number of cells in
overlap region is too great, an unjustified overexpenditure
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TABLE I. Comparative analysis of drag coefficients and their components for a cylinder with vortex cells of different shape and configuration for540.

Passive cells Active cells
Cylinder
without

cells
point

Elliptical
beyond

separation
point

Circular
beyond

separation
point

Circular
before

separation
point

Elliptical
beyond

separation
point

Circular
beyond

separation
point

Circular
before

separation
point

Cv 1.5284 1.5288 1.5279 1.5234 1.3600 1.4775 1.4332
Cvp 0.9869 0.9858 0.9851 0.9994 0.4454 0.8442 0.7775
Cvf 0.5415 0.5430 0.5428 0.5241 0.9145 0.6333 0.6558
Cvc – 1.3947 1.3946 1.4221 1.4507 1.4153 1.4451
Cvpc – 0.8498 0.8497 0.8945 0.9047 0.8540 0.8877
Cvfc – 0.5448 0.5449 0.5277 0.5460 0.5613 0.5574
Cvcs – 0.0684 0.0670 0.0543 20.7560 0.0074 20.0378
Cvpcs – 0.0685 0.0679 0.0549 20.8295 20.0201 20.0751
Cvfcs – 20.0001 20.0009 20.0005 0.0735 0.0275 0.0373
Cvcb – 20.0014 20.0003 20.0037 0.7103 0.0232 0.0318
Cvpb – 20.0005 20.0001 20.0024 0.5995 0.0146 0.0199
Cvfcb – 20.0008 20.0001 20.0013 0.1108 0.0086 0.0117

The subscripts ‘‘v’’, ‘‘vp’’, and ‘‘vf’’ denote the drag coefficient, the pressure drag, and the friction drag for a cylinder with vortex cells, ‘‘c’’, ‘‘cs’’,
‘‘cb’’ indicate the contributions made to the corresponding drag coefficients by the cylinder, the surface of the vortex cell, and the central body, res
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calculation resources is incurred. In this study the numbe
mesh points in the outer zone is 120380 and in the wall
zone 200311. The step at the wall is 0.002.

Within the vortex cells the mesh is constructed u
formly over the arc and radius~21 in each direction for thes
calculations!. The number of points at the edge of the cav
is fixed. The total number of points in the direction of th
circumference is then calculated from the condition that
angular step is the same. The longitudinal dimension o
vortex cell is taken to be 0.2. The maximum size of t
central body for an elliptical cell~semiaxis ratio 2:1! is 0.1.
For circular vortex cells the central body has a diameter
0.04. In all cases, the cells are positioned inside the cylin
recessed to a depth of 15% of the transverse dimension o
cell. Two cell configurations are considered—before and
ter the separation point of the flow round a smooth cylin
~Fig. 2!. The cells are made active by defining the norm
and tangential flow velocity at the surfaces of the cavity a
the central body. In this study an elliptical cell is made act
by inblowing at the central body~the inblowing intensity is
defined as 0.1 for both velocity components!. Circular cells
are made active by defining a tangential flow velocity of 0
at the surface of the cavity~twisting of the vortex in the
direction of the external flow!.

The results plotted in Figs. 1 and 2 and in Table I sh
that for the selected Reynolds number, passive vortex c
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of different sizes and configurations cannot have any sign
cant influence on the flow pattern around a circular cylind
~almost no flow takes place in these cells!. Making the cells
active by inblowing from the central body leads to the fo
mation of a jet stream from the elliptical cell, redistribut
the local loads on the cylinder, and generally reduces
integrated drag. In our view, the conversion of the flow in
circular cell to active is more interesting because of the
tensification of the vortex and the transfer of momentum
the external flow. In this case, the position of the vortex c
relative to the separation point has a significant influence
the flow pattern around the cylinder and on the drag coe
cient. Placing a circular cell in a zone of higher-intens
flow ~Fig. 2g! can reduce the drag of the cylinder to a grea
extent.

This work was supported financially by the Russi
Fund for Fundamental Research under Projects Nos. 96
01290 and 96-01-00298.
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Domain instability in an ensemble of dislocations during plastic deformation of crystals
G. F. Sarafanov
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~Submitted September 2, 1997!
Pis’ma Zh. Tekh. Fiz.24, 42–48~April 26, 1998!

An analysis is made of the nonlinear dynamics of perturbations of the dislocation density and
elastic field using a proposed evolution model which takes into account the negative
velocity sensitivity of the deforming stresses. As a result of the evolution of domain instability, it
is observed that periodic and isolated solutions~solitons! exist for the initial variables.
© 1998 American Institute of Physics.@S1063-7850~98!02204-6#
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In spite of the success achieved in the experime
study of strained solids,1,2 many of the effects accompanyin
the plastic deformation process have not yet been expla
theoretically. This particularly applies to the plastic flow i
stability of a crystal.3–5 Beginning with the studies made b
Cottrell,6 the mechanism for this effect is usually attribut
to a nonlinearN-shaped dependence of the stopping force
dislocations on their velocity, caused by the formation
impurity atmospheres~Cottrell, Snoek, and so on! at
dislocations.7–9 It is also possible to have a situation wher
in a certain range of stresses, the average velocity of
dislocations does not exhibit anN-shaped dependence on th
flow stresss. In certain cases in solid solutions with plast
deformation of a crystal, moving dislocations can create c
ditions of stimulated nonlinear diffusion of impurity atom
which result in efficient interaction and clustering of the im
purity atoms. This situation is observed fors.sc

5@Gn0T/r0d2#1/2 ~Ref. 10! whereG is the shear modulus,T
is the temperature,n0 andd are the concentration and cha
acteristic size of the dissolved atoms, andr0 is the average
dislocation density. This behavior leads to abrupt harden
of the crystal and reduces the average dislocation velocityV.
A further increase in load restores the monotonic behavio
the curveV(s) ~Fig. 1!. The regionsc,s,sm character-
izes the negative velocity sensitivity of the deformin
stresses and is caused by a change in the crystal harde
mechanism.

In view of the possibility of obtaining this type of de
pendenceV(s), we consider a problem associated w
abrupt plastic deformation in crystal alloys.

To be specific, we consider a crystal oriented for sin
glide, which is deformed under active loading. We shall
sume that edge dislocations characterized by the dens
r1(x,t) andr2(x,t) participate in the evolution of a dislo
cation ensemble. These dislocations propagate toward
other in parallel glide planes in thex direction at velocities
V15V(s) andV252V(s), to form a glide band of width
L.

With allowance for dislocation generation and annihi
tion processes, the system of evolution equations for the
lar densityr6(x,t) is written in the form5,11
3051063-7850/98/24(4)/3/$15.00
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]r6

]t
1

]

]x
~V6r6!5A2kr1r2 . ~1!

HereA is a source of Frank–Read dislocations andk is the
annihilation coefficient.

Under active loading when the average rate of plas
deformation «̇0 is kept constant, Eq.~1! must be supple-
mented by the Gilman-Johnson equation12

]s

]t
5

KL

Sz
~ «̇p2bV1r11bV2r2!, ~2!

where«̇p5hL0«̇0 /L is the rate of plastic deformation in th
glide band,K is the rigidity of the ‘‘sample-tester’’ system
L0 and S are the height and cross-sectional area of
sample,h andz are geometric factors of the order of unity

In terms of the variablesr5r11r2 and I 5r12r2 ,
which characterize the total and excess dislocation den
the system~1! and ~2! has the form

]I

]t
1

]

]x
~Vr!50, ~3!

]r

]t
1

]

]x
~VI !52A2

k

2
~r22I 2!, ~4!

]s

]t
5G* ~ «̇p2bVr!. ~5!

The fact that the right-hand side of Eq.~3! is zero re-
flects the fact that the Burgers vector is conserved for diff
ent dislocation reactions and multiplication.5,11 Equations~3!
and ~5! can be integrated to give

]s

]x
5G* b~ I 2I c!, ~6!

whereG* 5KL/Sz is the effective modulus of elasticity an
I c is the integration constant which has the meaning of
excess dislocation density of the substructure formed by
time the material is deformed~to be specific, we shall as
sumeI c5rc

12rc
2.0!.

We investigate the stability of the steady state
© 1998 American Institute of Physics
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I 5I c , r5rcA11I c
2/rc

25r0 ,

V5V0~s0!5hL0«̇0 /br0L ~7!

of the system ~4!–~6!. Here we have rc52(A/k)1/2

and V0(s0) is triply degenerate since the lineV5V0 is as-
sumed to intersect the curveV(s) at three points (s0

5$s1 ,s2 ,s3%) ~Fig. 1!.
For perturbations of the type;exp(2ivt1ikx) the dis-

persion equation has the form

v21 iv
12a

t
2V0

2k22 ik
bV0~11a!

t
1

a

t2 50, ~8!

wheret51/kr0 is the characteristic interdislocation intera
tion time, a52G* btr0Vs8 (s0) is a dimensionless param
eter which characterizes the velocity sensitivity of the d
forming stresses, andb5I c /r05(11rc

2/I c
2)21/2,1.

FIG. 1.
-

It follows from Eq.~8! that instability (Imv.0) may be
achieved when the velocity sensitivity of the flow stress
negative~Vs8,0, a.0!. We examine in greater detail th
case 0,a!1, which corresponds to the establishment
instability in the range of deforming stressess;sc . In this
case, an analysis of the dispersion equation~8! shows that
the evolution of the system fort.t is determined by the
branch

v1.bV0k1 ia/t2 iV0
2tk2, ~9!

whose type characterizes the so-called Gunn dom
instability13 which is well-known in semiconductor physics
In accordance with expression~9!, long-wavelength pertur-
bations propagating to the right with the phase velocityc0

5bV0,V0 increase slowly with the growth rate Imv1

5a/t.0.
Nonlinear solutions of the system~4!–~6! will be sought

in a class of self-similar solutions assuming thats, I , andr
depend on the traveling coordinatej5x2ct. Eliminating
I (j) and r~j! from these equations, in the approximatio
under study (a!1) we obtain a single second-order nonli
ear equation fors~j!

t~V0
22c2!

]2s

]j2 1~c02c!
]s

]j
2

V0

2G* br0
S ]s

]j D 2

1G* @ «̇p2br0V~s!#50. ~10!

Equation ~10! describes a steady-state traveling wav
This has the same form as the equation for a concentr
nonlinear oscillator with dampings5c02c. Thus, the
steady-state solutions of interest to us exist forc5c0,V0 .
An analysis of the solutions is best made on the phase p
of the variabless andsj8 . In the cased50 of interest to us,
Eq. ~10! has three fixed points (s1 ,0), (s2 ,0), and (s3 ,0)
on the phase plane~s, sj8!. The state (s2 ,0) is the center and
the singular points (s1 ,0) and (s3 ,0) are the saddles
d
-

e

FIG. 2. Normalized periodic pulses of elastic fiel
Ds5(s2s2)/G* ~a! and excess dislocation den

sity Dr5(I 2I c)/ «̇ptr0 ~b! as a numerical solution

of Eq. ~10! for given values of the parameters («̇p

. «̇pc): a50.1, b50.1, «̇pt50.02, Vc /V050.5,
s2 /G* 51, and (s22s1)/G* 50.2. The calcula-
tions were made using the approximationV5Vc

1Vs8 (s2s2)1Vs-(s2s2)3, where Vs-5

26Vs8 (s22s1)22. The pulses propagate at th
velocity c5bV0 .
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through each of which two trajectories pass~separatrixes!.
Depending on the value of«̇p , it is possible to have three
separatrix solutions in the form of closed trajectories. Fo
certain critical value«̇p5 «̇pc there is a trajectory connectin
the singular points (s1 ,0) and (s3 ,0). This trajectory cor-
responds to an isolated wave of the broad soliton type.
«̇p. «̇pc the source and sink of the closed trajectory is
state (s1 ,0) and for«̇, «̇pc it is (s3 ,0). The corresponding
soliton solutions are responsible for the evolution~using the
terminology of Ref. 13! of domains of strong («̇p. «̇pc) and
weak («̇p, «̇pc) elastic field. On the phase plane there is a
a continuum of closed trajectories around the singular p
(s2 ,0) which are responsible for the propagation of perio
cally repeating pulses of the fields and the dislocation
chargebI;sj8 ~Fig. 2!.

To sum up, the domain instability caused by a change
the crystal hardening mechanism leads to a pulsed pla
flow regime. The flow instability is usually accompanied
localization of glide.3,4 In our model the width of the local
ized glide band is determined by the given parametersL

5hL0«̇0 /br0V0). However, it should be borne in mind tha
the glide bands are two-dimensional formations and thu
strict description of the growth dynamics and profile of
localized glide band should be made using a systematic t
a

or
e

o
nt
-

in
tic

a

o-

dimensional formulation of the problem. Such a descript
is outside the scope of the present paper and will be p
lished separately.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-02-18185!.
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Determination of electron transport coefficients in argon from ignition curves
of rf and combined low-pressure discharges
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Ignition curves of rf and combined~rf1static electric field! low-pressure discharges are used to
determine the electron drift velocityVdr in the rangeE/p'70– 2000 V/~cm•Torr! and the
ratio of the longitudinal diffusion coefficient to the electron mobilityDL /me in the rangeE/p
'1 – 2000 V/~cm•Torr!. © 1998 American Institute of Physics.@S1063-7850~98!02304-0#
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Two of the main parameters which describe the mot
of electrons in a gas under the influence of an electric fi
are the electron drift velocityVdr and the ratio of the diffu-
sion coefficient to the electron mobilityDe /me . The mea-
sured values ofDe /me are directly related to the averag
energy of the random electron motion in the steady-s
regime while the drift velocityVdr characterizes the electrica
conductivity of a weakly ionized gas.

Various methods of measuringVdr andDe /me have now
been developed~such as the time-of-flight method and
method of recording the optical radiation pulse of a mov
electron cloud!. A detailed description of these methods a
their results are given in Refs. 1 and 2. These methods ca
used to determineVdr in the range E/p<200– 300 V/
~cm•Torr!. At higher values ofE/p, a discharge burns be
tween the electrodes of the experimental system and in m
cases, measurements are difficult.

Whereas in the other methods noted above, the igni
of a discharge is regarded as an undesirable phenomeno
method of determining the electron transport coefficie
proposed here is, in contrast, based on studying the br
down of the gas.

In the present study measurements were made of
ignition curves of rf and longitudinal combined~dc and rf
voltages are applied to the same electrodes! discharges in
argon in the pressure rangep51022– 20 Torr, rf field fre-
quency f 513.56 MHz, rf voltageU rf<103 V, and dc volt-
age between the electrodesUdc<600 V. The distance be
tween the stainless steel electrodes 100 mm in diameter
varied over the rangeL56 – 29 mm. The method of measu
ing the ignition curves of an rf discharge was described
detail in Refs. 3–6.

The electron drift velocityVdr was determined from the
position of the turning point of the rf discharge ignitio
curve~Fig. 1a!. Electron motion in a uniform rf field is con
sidered. The single-particle approximation is used, i.e.,
motion of an electron cloud will be described as the mot
of some ‘‘average’’ electron without specifying in detail th
electron energy distribution function. The use of the sing
particle approximation in this case can be justified by
following arguments. First, from the experimental results a
theoretical calculations made by other authors7–17 ~Fig. 2a! it
3081063-7850/98/24(4)/3/$15.00
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can be seen that in the rangeE/p;1 – 500 V/~cm•Torr! the
electron drift velocity isVdr;E/p. This implies that over a
wide range ofE/p in the presence of inelastic electron co
lisions with argon atoms~excitation, ionization!, the effec-
tive electron-atom collision frequencynen depends weakly
on E/p and the average electron energy«̄ is almost constant
in this range ofE/p ~Refs. 10 and 16!. Second, under ou
experimental conditions, the energy relaxation timet is al-
ways considerably greater than the reciprocal cyclic f
quency of the rf field (tv;10– 15) so that an electron dis
tribution is formed with a certain average energy«̄ weakly
modulated by the applied rf field. Thus, for the electron d
velocity in an rf field we can write

vdr~ t !5
eErf

mnen
cos~vt !, ~1!

wheree andm are the electron charge and mass,Erf is the
amplitude of the rf field, andv52p f . The peak value of the
electron drift velocityVdr5eErf /(mnen) is the maximum in-
stantaneous electron velocity corresponding to the high
value ~amplitude! of the rf field. The amplitude of the elec
tron displacement in the rf field isA5eErf /(mnenv)
5Vdr /v. However, at the turning point the amplitude of th
electron displacement isA5L/2 ~Ref. 3!. Thus, for the elec-
tron drift velocity we have

Vdr5Lp f ; ~2!

for fixed frequenciesf of the rf field and the interelectrod
gap L at the turning pointVdr is constant and does not de
pend on the type of gas. The coordinates of the turning p
~the pressurept and rf voltageUt! can be used to calculat
the ratioE/p which corresponds to this electron drift velo
ity. In strong electric fields (E/p.1000 V/~cm•Torr!) the
electron drift velocity isVdr;(E/p)1/2. In this case, how-
ever, the relationA5Vdr /v is valid so that formula~2! must
be used. The electron drift velocities thus determined~Fig.
2a! show satisfactory agreement with the experimen
results7–12and also with the theoretical results10,13–17of other
authors.
© 1998 American Institute of Physics
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In Eq. ~1! it was assumed thatnen@v. In our case, this
assumption is quite justified since, even forL529 mm, the
relationnen'7v is satisfied at the turning point of the ign
tion curve.

A method of determining the ratio of the longitudin
diffusion coefficient to the electron mobilityDL /me is now

FIG. 1. a—rf breakdown voltage versus argon pressure for dc voltages1—
Udc50, 2—25 V, 3—50 V, 4—100 V; b—rf breakdown voltage versus d
voltage at argon pressures:1—p50.2 Torr, 2—1 Torr, 3—3 Torr; L
523 mm.

FIG. 2. a—Electron drift velocity versusE/p: 1—our results, 2—
experimental data from Ref. 7,3—experimental data from Ref. 10,4—
experimental data from Ref. 12,5—calculations from Ref. 15,6—
calculations from Ref. 10, b—ratio of longitudinal diffusion coefficient
electron mobility versusE/p: 1—our results,2—experimental data from
Ref. 12,3—experimental data from Ref. 9,4—experimental data from Ref
10, and5—calculations from Ref. 10.
considered. We take the equation for gas breakdown i
uniform rf field18

expS B0p

2E0
D5A1pLS 12

E0 /B0p

C2L/L D ~3!

and the equation for gas breakdown in rf and weak dc e
tric fields5,6

expS B0p

2E1
D5A1pLS 12

E1 /B0P

C2L/L D
3H 11S EdcL rf1

2pDe /me
D 2J 21/2

. ~4!

We divide Eq.~4! by Eq. ~3! to obtain an expression fo
De /me :

De

me
5

EdcL rf1

2p H S L rf1

L rf0
D 2

expS B0p
E12E0

E0E1
D21J 21/2

, ~5!

where

L rf0,15LH 12
E0,1/B0p

C2L/L J , ~6!

E0 andE1 are the effective breakdown rf fields without an
with an external dc fieldEdc, A1 , B0 , andC2 are the mo-
lecular constants,6 andL is the vacuum wavelength of the r
field. In Eq.~4! De /me appears in the term which allows fo
the contribution of the dc fieldEdc to the rf breakdown of the
gas. Thus, Eq.~5! yields the required dependenceDe /me

5w(Edc,p). A similar method was used in Ref. 19 to dete
mine De /me from the ignition curves of a microwave dis
charge with an applied weak dc field. It is known9,14,20 that
an electron cloud moving in a gas in the presence of
electric fieldE is scattered relative to the center of mass w
the diffusion coefficientDL parallel to the direction ofE,
which in general differs from the transverse diffusion co
ficient De . Since it was assumed in the derivation of Eqs.~3!
and~4! that breakdown takes place in a uniform electric fie
between infinitely large planar electrodes and transve
electron diffusion can be neglected, the electrons only
fuse toward the electrodes~in the direction of the electric
field!. Thus, Eq.~5! givesDL /me rather thanDe /me , where
DL is the coefficient of longitudinal electron diffusion. Thu
to calculateDL /me the ignition curves of a combined rf dis
charge withL<23 mm were used, i.e., the gap between
electrodes was considerably smaller than the electrode d
eter. In addition, we note that Eq.~4! was derived for the
case of a weak dc field which makes no contribution to
ionization of the gas. Thus, first we only analyzed the
cending section of the curveU rf15c(Udc) ~Fig. 1b!. Second,
the pressure range corresponding to the section of the r
nition curve between the minimum and the point of inflecti
was selected to calculate the ratioDL /me ~in Fig. 1a this
pressure range lies in the region 0.2<p<1 Torr!. This con-
dition is imposed because Eq.~3! best describes the ignition
curve of an rf discharge specifically in this pressure ran
and in consequence, the measurement error forDL /me is
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lowest for this method. Figure 2b gives our values ofDL /me

which agree satisfactorily with the results of Refs. 9, 10,
and 15.

To sum up, the electron drift velocityVdr and the ratio of
the longitudinal diffusion coefficient to the electron mobili
DL /me have been determined from the experimental ignit
curves of rf and longitudinal combined low-pressure d
charges. The results presented here show satisfactory a
ment with the experimental and theoretical results of ot
authors.
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Quantum oscillations of the differential resistance of superconductor–two-dimensional
electron gas contacts
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Oscillations of the differential resistance of a superconductor–two-dimensional electron gas
contact were observed at low temperatures. These oscillations reflect the quantum nature of the
electric charge transport perpendicular to the two-dimensional electron gas. ©1998
American Institute of Physics.@S1063-7850~98!02404-5#
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Studies of the properties of superconductor–tw
dimensional electron gas~SC–2DEG! contacts are of interes
mainly from the point of view of analyzing electric charg
transport processes from one macroscopic quantum sy
to another which differs qualitatively from the first. More
over, specific transport characteristics may be associ
with specific features of the contact region, especially if
dimensions are smaller than the characteristic spatial sc
of the contact systems~the coherence length and the electr
mean free path!. So far, in the vast majority of the studies
SC–2DEG structures~see for example, Refs. 1 and 2!,
charge transport has been observed along a channel con
ing a two-dimensional electron gas with a superconduc
switch. Here we attempt to use a direct SC–2DEG con
where the transport current propagates perpendicular to
plane of the two-dimensional electron gas. We obser
some characteristic features of the behavior of the differ
tial resistance of the contact which are attributed to the st
ture of the energy spectrum of the two-dimensional elect
gas.

We investigated In–GaAs/AlGaAs contacts, fabricat
using molecular beam epitaxy on a single-crystal se
insulating GaAs wafer 300mm thick by systematically grow-
ing the following layers:

1! an undopedn-GaAs buffer layer~0.7 mm thick!;
2! an undoped AlGaAs layer~spacer! ~0.005mm thick!;
3! a doped AlxGa12xAs layer ~x50.3, n;7

31017 cm23, 0.06mm thick!;
4! an Si-dopedn1-GaAs layer~n;231018 cm23, 0.02

mm thick!.
The prepared wafer was cut into various square sect

~substrates! with a side length of 5 mm. Ohmic point con
tacts to the region containing the two-dimensional elect
gas were fabricated in each corner of the substrate and
used to measure the Hall effect by the van der Pauw me
~the area of each point contact was;0.330.3 mm!.

The Ohmic contacts were formed by the thermal de
sition of In followed by brazing atT5300 °C for 5 min.
After four corner point contacts had been prepared, the S
2DEG contact was formed. An indium tunneling conta
with a circular cross section of diameter 4 mm was form
by thermal deposition of a 0.2mm thick In film through a
3111063-7850/98/24(4)/2/$15.00
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metal mask and then annealing the sample atT5300 °C for
less than 5 min.

The mobility and carrier concentration in the region co
taining the two-dimensional electron gas was estimated
perimentally at room temperature and liquid-nitrogen te
perature from measurements of the Hall effect. It w
observed that the electron mobility increases fro
2900 cm2/V•s at room temperature to 20 000 cm2/V•s at
liquid-nitrogen temperature, which is a direct consequenc
the existence of a two-dimensional electron gas in the Ga
AlGaAs heterostructure after the thermal processes h
been completed.

Measurements of the current-voltage characteristics
the In-GaAs/AlGaAs contact were made by a four-pro
method: I 1 and V1 probes were connected to the cent
circular cross-section indium contact while theI 2 and V2

probes were connected to two corner Ohmic contacts.
differential resistancedV/dI of the contact was measured b
sinusoidal current modulation using synchronous detec
of the signal at the contact.

At room temperature the current–voltage characteri
of the contact was linear in the range of voltages up
64 mV ~the resistance of the contact was 146V!. When the
temperature was reduced to 4.2 K, the current-voltage c
acteristic became nonlinear and the resistance of the con
increased atV50. The nonlinearity of the characteristi
showed up clearly on the dependence ofdV/dI on the bias
voltageV. Figure 1 shows curves ofdV/dI(V) measured at
different temperatures. The curvesdV/dI(V) measured in
the rangeTc,T,4.2 K ~for indium Tc53.4 K! were similar
with a slight increase in thedV/dI peak at zero bias. As the
temperature then decreased further belowTc , a sharp in-
crease in thedV/dI peak was observed atV50 and charac-
teristic dV/dI minima appeared atV;0.5 mV. These char-
acteristics were observed earlier for Sn–GaAs contacts3 and
n11GaAs–Nb contacts4 at low temperatures. At
T51.6 K—the lowest temperature achieved in th
experiment—well-defined oscillations with a characteris
period of ;1 mV were detected on the curvedV/dI(V)
~Fig. 2!.

It is known that tunneling processes through t
Schottky barrier in superconductor-degenerate semicon
© 1998 American Institute of Physics
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tor contacts at voltagesV&D/e ~D is the energy gap of the
superconductor ande is the electron charge! are similar to
the processes which take place in superconductor-insula
normal metal~SIN! contacts. In fact, the form of the depe
dencesdV/dI(V) measured atT,Tc is similar to those of an
SIN contact. From this it can be concluded that the obser
current-voltage characteristics and curvesdV/dI(V) reflect
the tunneling of single-particle excitations through t
Schottky barrier formed at the interface between the indi
and the doped AlxGa12xAs and the characteristicdV/dI(V)
minima are caused by the presence of an energy gap in
quasiparticle spectrum of the superconducting In.

The oscillations ofdV/dI(V) observed atT51.6 K with
a typical period of;1 mV are most likely caused by th
appearance of quantum levels in the electronic spectrum
the excitations of the two-dimensional electron gas wh
charge is transported perpendicular to the plane of the e
tron gas.5 The characteristic scale of the oscillations on t
voltage axis is of the same order of magnitude as the res
of theoretical estimates of the difference between the e
tronic quantization levels in a two-dimensional electron g
using the triangular potential model.6 The dispersion of the
period of thedV/dI oscillations may be caused by blurrin
of the distance between the region containing the tw

FIG. 1. Curves ofdV/dI(V) at various temperatures. The curves measu
in the rangeT<3.82 K are shifted relative to each other~for each curve the
arrow indicates the valuedV/dI5150 V!.
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dimensional electron gas and the diffused indium in the c
tact plane.

To sum up, when In was transferred to the supercond
ing state, these In–GaAs/AlGaAs contacts possessed pro
ties corresponding to those of a superconductor–Scho
barrier–doped semiconductor–two-dimensional electron
structure with charge transport perpendicular to the plane
the two-dimensional electron gas.

This work was financed by the Russian Fund for Fun
mental Research, Grant No. 95-02-04449.

1A. W. Kleinsasser, T. N. Jackson, D. McInturffet al., Appl. Phys. Lett.
55, 1909~1989!.

2J. R. Gao, J. P. Heida, B. J. van Weeset al., Surf. Sci.305, 470 ~1994!.
3J. R. Gao, J. P. Heida, B. J. van Weeset al., Appl. Phys. Lett.63, 334
~1993!.

4V. I. Barchukova, V. N. Gubankov, E. N. Enyushkinaet al., Pis’ma Zh.
Tekh. Fiz.21~6!, 12 ~1995! @ Tech. Phys. Lett.21, 208 ~1995!#.

5M. Shur,Physics of Semiconductor Devices, in 2 Books@in Russian#, Mir,
Moscow ~1992!, Book 1, p. 479.

6M. Shur, Modern Devices Using Gallium Arsenide@in Russian#, Mir,
Moscow ~1991!, p. 632.

Translated by R. M. Durham

d
FIG. 2. a—Curve ofdV/dI(V) measured atT51.6 K; b—the same curve
shown on an enlarged current scale.
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Electric dynamic fatigue in ferroelectric complex oxides
V. G. Gavrilyachenko, N. V. Reshetnyak, L. A. Reznichenko, S. V. Gavrilyachenko,
A. F. Semenchev, and S. I. Dudkina

Rostov State University, Scientific-Research Institute of Physics
~Submitted July 23, 1997!
Pis’ma Zh. Tekh. Fiz.24, 62–66~April 26, 1998!

Data are presented on the fatigue of ferroelectric materials induced by cyclic polarization
reversal by an ac field. It is suggested that the electric fatigue of the samples is caused by an
increase in the defect concentration in the crystal structure. ©1998 American Institute
of Physics.@S1063-7850~98!02504-X#
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Ferroelectric materials are widely used in electronic
gineering devices operated under extreme conditions, for
ample as cold cathodes in electric vacuum devices. An in
mative test as to the suitability of a material for operati
under these conditions involves studying the kinetics of
electric dynamic fatigue—the degradation of the elect
physical properties under cyclic polarization reversal by
ac field.1,2

For the investigations we prepared samples of ferroe
tric solid solutions of different structural types:

—lead zirconate titanate solid solutions belonging to d
ferent regions of the phase diagrams of the correspon
systems~rhombohedral, tetragonal, and the morphotro
phase transition region!;

—sodium niobate solid solutions of the typ
NaNbO3–ANbO3 where A5Li, K, and NaNbO3–PbTiO3.

All the samples were prepared by hot pressing. The
electric hysteresis loops were used to determine the rela
changes in the remanent polarizationPr and the coercive
field Ec as a function of the number of switching cyclesN.
Dielectric, x-ray structural, and electron-microscopic ana
ses were also made.

An analysis of data for samples of different compo
3131063-7850/98/24(4)/2/$15.00
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tions and structural types showed that the fatigue kine
differs appreciably in ferrosoft and ferrohard composition
In ferrosoft compositions a hysteresis loop forms over s
eral cycles, thenPr decreases andEc increases.

For the ferrosoft six-component system

~Pb,Sr!~Ni,Zr!O32 (
n54

PbB12a8 Ba9O3 ,

where B85W,Nb and B95Zn,Mg,Ni,Li, we established tha
compositions from the orthorhombic region exhibit the hig
est stability—Pr decays by 50% forN>23107. For com-
positions belonging to the morphotropic phase transition
gion, Pr typically increases by~15–20!% for N.105 and
then decreases to 50% of the initial value forN<107. The
fatigue rates of compositions from the tetragonal region
the highest, with a 50% decrease inPr for N5106. For all
compositions in the systemEc increases smoothly with in
creasingN and the permittivity« decreases by a factor o
approximately 2–3 asN increases from 103 to 106. We ob-
tained similar results in studies of ferrosoft solid solutio
based on sodium niobate, PKR-1 and PKR-7m, and lead
FIG. 1. Relative changes in the remanent polarizationPr /Pr
0 and

the coercive fieldEc /Ec
0 as a function of the number of switching

cycles N for tetragonal compositions: ferrosoft~1! and ~18! and
ferrohard~2! and ~28!.
© 1998 American Institute of Physics
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conate titanate in which the lead is partially substituted
lanthanum 8/65/35. The authors of Refs. 1 and 2 also
tained similar results.

In ferrohard compositions the formation of a hystere
loop takes longer~Pr andEc increase up toN5105!.

For comparison Fig. 1 shows the relative variations
Pr and Ec for tetragonal compositions from the ferroso
six-component system~Pr

050.21 C/m2, EC
0 563105 V/m!

and the ferrohard four-component system

Pb~Ni,Zr!O32 (
n52

PbB12a8 Ba9O3,

where B85W,Nb and B95Mn ~Pr
050.02 C/m2, EC

0 52.5
3106 V/m!. In the second case, an avalanche-like incre
in Pr is observed after a fairly large number of cycles a
thenPr remains the same as far asN5108. It is interesting
to note thatEc increases asPr increases rapidly, and the
decreases smoothly toEc

0. This behavior is also typical of the
ferrohard materials PKR-8 and PKR-13 and differs fund
mentally from the data for PZT-8~Ref. 2!.

FIG. 2. Temperature dependences of the permittivity« of a ferrosoft com-
position:1—initial state and2—after N5106 switching cycles.
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What is the reason for this unexpected difference in
electrical fatigue rates of ferrosoft and ferrohard materials
has already been established that the domain structure o
crystallites in the ferrosoft materials PKR-1, PKR-7m, a
others consists mainly of 180° domains. Under the action
a strong dc or ac electric field, the concentration of twins
the crystallites increases appreciably.3 We postulate that un-
der cyclic polarization reversal, nonuniform mechanic
stresses are created in the ceramic samples, leading to
tinuous twinning and untwinning of crystallites. This proce
generates defects in the crystal structure which then serv
obstacles for the twin walls. As a result, the twins lose th
capacity to move, the complex domain structure of the cr
tallites becomes frozen, andPr decreases. Subsequently, m
crocracks evolve in the bulk of the crystallites and at th
boundaries, as was established by electron-microscopic
aminations. X-ray structural analyses indicate that the c
centration of linear and point defects increases with incre
ing N.

The defect structure of the ‘‘fatigued’’ samples may e
plain the suppression and broadening of the phase trans
in these samples~Fig. 2!.

The stability of ferrohard compositions under cyclic p
larization reversal indicates that the defect structure of
crystals changes negligibly. This is confirmed by the abse
of any broadening of the phase transition and by the x-
structural data. This effect may be achieved if, after the f
mation of the hysteresis loop, only 180° processes take p
in the crystallites.

To conclude, electric fatigue in ferroelectric complex o
ides is mainly caused by the buildup of defects in the crys
structure and some ferrohard compositions such as PK
and PKR-13 are promising for applications under extre
conditions.

This work was supported by the Russian Fund for Fu
damental Research, Grant No. 96-02-18513a.
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Negative turbulent heat conduction and its role in the formation
of large-scale structures
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A mechanism is proposed for the establishment of negative heat conduction under conditions of
advanced turbulent convection, which leads to the formation of large-scale structures. A
semi-empirical model of turbulent convection and experimental results are used to give some
quantitative estimates. ©1998 American Institute of Physics.@S1063-7850~98!02604-4#
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Large-scale motion caused by nonuniform heating o
medium can be found in the convective zones of the sun
the stars, in planetary atmospheres, and in the Earth’s a
sphere and oceans. A clear illustration of these phenom
may be tropical cyclones—large-scale, long-lived heli
vortices of enormous intensity—which occur tens of time
year in the Earth’s tropical atmosphere.

In our opinion, two physical mechanisms play a partic
lar role in the generation of these structures. The first, sp
mechanism appears under conditions of small-scale he
turbulence and creates a tendency for small vortices
merge.1,2 The second, thermal mechanism appears in the c
of a quasi-thermally insulated surface which bounds a reg
of advanced turbulent convection.3,4 Whereas the helicity of
the velocity field particularly influences the momentu
transfer5 ~a drop in pressure and viscosity under conditio
where the motion has a helical component can substant
alter the buoyancy and frictional resistance, for example!, the
thermal insulation of the boundary leads to anisotropy of
thermal conductivity~and even reverses its sign!, as will be
shown below.

We shall discuss the effect observed by us by consid
ing the convective motion of an incompressible fluid in
infinite planar horizontal layer heated from below. If th
thermal conductivity of the boundaries is high, the evoluti
of mechanical equilibrium instability will lead to the esta
lishment of convective motion in the form of a system
cells, each having a horizontal scale of the order of the la
thickness. An increase in the horizontal scale of the str
tures in laminar regimes is observed when the thermal c
ductivity of the layer boundaries decreases.6 In this case, the
cells should tend to expand in the horizontal direction
order to improve the efficiency of heat transfer to the s
rounding medium by longer contact between the ris
heated fluid and the heat exchange surface. In the limi
case of thermally insulated boundaries, the horizontal s
of the structures tends to infinity~the critical wave number
vanishes!.

It was shown in Ref. 3 that in turbulent convection t
improved thermal insulation of the boundaries combin
with the high intensity of the convective motion produces
qualitatively new physical effect, which is responsible for t
3151063-7850/98/24(4)/4/$15.00
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generation of large-scale structures and ensures their l
lived, stable, existence by transfer of energy from small-sc
convection. The authors of Ref. 3 proposed a phys
mechanism for the formation of large-scale structures
constructed a semi-empirical model of turbulent convect
to describe this effect. An analysis and generalization of
results of recent theoretical studies,4 laboratory modeling,4

and natural experiments7 during the Typhoon-89 and
Typhoon-90 expeditions have deepened our understandin
the processes caused by the action of this mechanism~de-
scribed by the authors as the anomalous heat transfer me
nism! and have yielded an interpretation of this mechani
as an example of anisotropic turbulent heat conduction.

The anomalous heat transfer mechanism is establish
two conditions are satisfied. First, small-scale heat carr
must be present in the liquid. Turbulent convection regim
with such heat carriers are well-known from experimen
studies8–10 and are established for Rayleigh numbers
5106– 1010 when so-called thermals are generated in bou
ary layers with unstable temperature stratification. The s
ond condition is that the horizontal boundaries of the flo
region must have strong thermal insulation. The principle
the mechanism is shown schematically in Fig. 1.

The effect is based on long-wavelength instabil
caused by the evolution of random thermal perturbatio
which create horizontal temperature gradients. These t
perature nonuniformities induce convective circulation w
liquid rising at the hotter center of the heat spot~see Fig. 1!
and sinking at the edges, thereby generating shear fl
which are antisymmetric relative to the center of the lay
Thermals which become detached from the boundary lay
to form fast-moving vertical thermals~rising hot and sinking
cold ones! enter the shear flows and are entrained by them
is easy to see that the cold thermals from the upper boun
layer are displaced to the peripheral regions of lower te
perature while the hot thermals are displaced from the lo
boundary to the heated center of the spot.

Thus, some additional advective heat flux is created
the motion of the thermals in the shear flows, directed alo
the horizontal gradient of the average temperature, i.e., in
direction of higher temperatures. This is an anomalous h
flux unlike that produced by molecular heat conductio
© 1998 American Institute of Physics
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which is naturally directed toward lower temperature. As
result, the initial temperature difference of the perturbat
increases and the rising hot elements thus acquire a la
stored heat per unit mass. Now the hot fluid moving alo
the upper boundary must cover a greater distance to reac
temperature at which it begins to sink as a result of be
cooled by heat transfer to the surrounding medium. This
plies that as the intensity increases, the horizontal scal
the perturbation also increases. The most important rol
the evolution of the entire instability process is played by
thermal insulation of the boundary, preventing the tempe
ture perturbation from dissipating rapidly. The action of t
mechanism results in the formation of convective structu
with large-scale circulation, which are stable against a ba
ground of small-scale turbulent convection.

In this scenario the turbulent heat transfer processes
accomplished by convective fluxes propagating in all th
spatial directions, which is naturally interpreted as the
pearance of anisotropy of the turbulent thermal conductiv
This thermal conductivity can now be represented as a te
¸ i j whose diagonal components are determined by the
fluxes in the corresponding spatial directions. The turbul
thermal conductivity is then positive in the vertical directio
and may become negative in the horizontal directions. Qu
titative estimates for this effect may be obtained by usin
semi-empirical model which describes turbulent convect
in a planar infinite horizontal layer of incompressible fluid

A procedure for deriving averaged equations of turbul
convection from the Boussinesq equations, based on
method of moments, was described in detail in Refs. 3 an
In this approach which can isolate large-scale motion fr
the general turbulent field structure, the physical field is r
resented as an expansion

F~x,y,z,t !5F0~x,y,t !1~ lz21!F1~x,y,t !1 . . .

1F8~x,y,z,t !, ~1!

wherel 5h21 ~the layer thickness is taken as 2h!, F0 andF1

are the zeroth- and first-order transverse spatial mom
which are given by

F05
1

2
l E

0

2h

Fdz, F15
3

2
l E

0

2h

F~ lz21!dz;

FIG. 1. Schematic showing anomalous heat transfer mechanism.
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F8 denotes turbulent fluctuations which in this case are m
sured from the instantaneous large-scale fields determine
the set of lower moments.

By applying the method of moments to the Boussine
equations and using various simplifying assumptions,4 the
main one being the ‘‘shallow water’’ approximation, afte
eliminating the pressure we can obtain the following ma
ematical model in which, in accordance with Ref. 3, only t
two lower moments need be taken into account in the exp
sions~1! to describe the anomalous heat transfer effect:

V t1S VVi1
1

3
vv i D

i

1e3i j ~gv j ! i52e3i j ~Mk
jk2S j ! i ,

Q t1S QVi1
1

3
qv i D

i

52Ni
i1L,

v t1~vVi1Vv i ! i52e3i j ~mk
jk23lM j 32s j ! i ,

g t1~gVi ! i12Vj
i v i

j1gbhQ i i 52~mj
i j 23lM i32s i ! i ,

q t1~qVi1Qv i ! i2Qg52ni
i13lN31l, ~2!

whereV5Vx
y2Vy

x , v5vx
y2vy

x , Vx
x1Vy

y50, vx
x1vy

y5g.
Here the characteristics of the large-scale fields are w

ten on the left-hand sides of the equations using the follo
ing notation:Vi , v i ; Q and q are the zeroth and first mo
ments of the velocity and temperature,V and v are the
z-components of the curl of the field of the zeroth and fi
moments of the velocity, andg is the divergence of the field
of the first moments of the velocity. The superscripts den
the components of the vectors and tensors while the s
scripts denote differentiation with respect to the appropri
variables:i , j ,k51,2. The right-hand sides of the equatio
contain the quantities which characterize the small-scale c
vective turbulence:Mi j andmi j are the momentum transfe
tensors,Ni and ni describe the convective heat transfer,S i

ands i are the frictional forces at the boundaries, andL and
l are the heat influxes from the boundaries. These quant
are given by the following relations:

Mi j 5
1

2
l E

0

2h

uiujdz, mi j 5
2

3
l E

0

2h

uiuj~ lz21!dz,

Ni5
1

2
l E

0

2h

uiT8dz, ni5
3

2
l E

0

2h

uiT8~ lz21!dz,

S i5
n

2
luz

i U
0

2h

, s i5
3n

2
l @~ lz21!uz

i 2 lui #U
0

2h

,

L5
x

2
lTz8U

0

2h

, l5
3x

2
l @~ lz21!Tz82 lT8#U

0

2h

,

whereui , uj , andT8 are the velocity and temperature flu
tuations,n andx are the kinematic viscosity and the therm
diffusivity of the fluid.

The closing relations for the equations in system~2! ob-
tained and substantiated in Refs. 3 and 11 using the floa
thermals model, have the following form:
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2e3i j ~Mk
jk2S j ! i5mDV2sV,

2Ni
i1L5mDQ1dg2aQ,

2e3i j ~mk
jk23lM j 32s j ! i5mDv2

m

4h2 v2sv,

2~mj
i j 23lM i32s i ! i5mDg2

m

4h2 g2sg,

2ni
i13lN31l5mDq2

m

4h2 q2aq. ~3!

Here the terms containing Laplacians describe turbu
diffusion of the corresponding flow characteristics whi
leads to equalization of the spatial inhomogeneities of
large-scale fields and ultimately damps them. The te
mv/(4h2), mg/(4h2), andmq/(4h2) describe the damping
of large-scale shear flows and inhomogeneities of the ver
temperature gradient by turbulent exchange of momen
and heat between the lower and upper halves of the layem
denotes the coefficients of turbulent viscosity and therm
diffusivity, which are assumed to be equal. Wall effects
taken into account by the terms: friction—sV, sv, sg, heat
transfer—aQ, a,q, wherea and s are constants. The hori
zontal convective transfer of heat by moving thermals is
scribed by the termdg.

Thus, the closing relations contain four empirical co
stants:a, s, m, and d for which theoretical estimates wer
obtained in Refs. 3 and 11 using experimental data fr
Refs. 8 and 9:

a51022Bi
Anx

h2 Ra1/3, d51023
Anx3

gbh3 Ra5/6,

m51021AnxRa1/3, s51022
Anx

h2 Ra1/3, ~4!

where Bi52ha1 /¸ is the Biot number which is define
in terms of the coefficient of heat transfera1 of the layer
and the thermal conductivity¸ of the liquid, Ra
5gbDT(2h)3/(nx) is the Rayleigh number, andg and b
are the acceleration due to gravity and the coefficient of th
mal expansion of the liquid, respectively.

We shall now make quantitative estimates for the c
vective heat fluxes in all the spatial directions.

We begin with the horizontal heat fluxes created only
the motion of the thermals. The velocity field in horizont
shear flows generated by a random thermal perturbation~see
Fig. 1! is described by the distributionUi5v i( lz21),
i 5x,y. We assume that the hot and cold thermals wh
become detached from the boundary layers and enter t
flows are completely entrained by them, thus acquiring h
zontal velocities in opposite directions in the upper a
lower halves of the layer. This creates a horizontal conv
tive heat flux in the direction opposite to the correspond
coordinate axis.

Some approximate quantitative estimates for the ge
ated convective fluxes may be obtained from the equat
for the zeroth moment of the temperatureQ in Eq. ~2! using
the appropriate closing relation from system~3!. In fact, the
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rate of change in the average temperature of the fluid in
vertical cross section of the layer as a result of anomal
heat transfer by thermals is equal to the divergence of
heat fluxNi ( i 5x,y), divided by the specific heat of a fluid
column of height 2h per unit cross-sectional area:

Q t1S QVi1
1

3
qv i D

i

52
Ni

i

2hrc
5dg,

wherer andc are the density and specific heat of the flu
Substituting the values of the empirical constantd from Eq.
~4! and assuming thatg5v i

i , we obtain estimates for the
negative heat flux generated by the thermals:

uNT
i u52•1023

¸Anx

gbh2 Ra5/6v i . ~5!

An estimate for the vertical heat flux, expressed in ter
of the parameters of the thermals, was obtained in Ref.
using a general procedure which was proposed to determ
the empirical constants in the closing relations~4!. The heat
transfer law for the floating thermals was obtained in Ref.
as follows:

Nu'231022 Ra1/3,

where Nu is the Nusselt number. This result agrees satis
torily with the numerous experimental data now available
the establishment of a heat transfer law for turbulent conv
tion in the range of Rayleigh numbers of interest to u
106– 1010.

The horizontal heat fluxes produced by molecular h
conduction are given by

uNm
i u5¸~gradT! i . ~6!

Assuming that the molecular and convective heat fluxes
the horizontal plane of the layer are in opposite directio
we obtain from Eqs.~5! and~6! the condition for whicḩ xx

and ¸yy—the components of the tensor turbulent therm
conductivity—become negative

uNT
i u.uNm

i u. ~7!

This condition allows us to obtain an approximate es
mate of the order-of-magnitude horizontal velocity for whi
anomalous heat transfer takes place. As an example we
stitute into Eq.~7! values from the operating range of param
eters used in Ref. 4 in laboratory experiments to mo
large-scale structures:n50.467431026 m2/s, x50.157
31026 m2/s, b50.5131023 K21, h51022 m, Ra56
3106 and for the thermal perturbation we take a typical te
perature difference of 1 K at adistance of 0.5 m. Then, shea
flow velocities of ui.0.4231022 m/s are required for the
negative heat conduction effect.

In experiments using natural systems during t
Typhoon-89 and Typhoon-90 expeditions, an additional
vective heat flux was recorded,7 directed in some cases at a
acute angle ('20°) to the horizontal gradient of the averag
temperature in agreement with the analysis described ab
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Influence of corrosion of a metal electrode on the polarization sensitivity of a
photodetector based on an Ag–GaAs „InP… Schottky barrier with a corrugated interface

N. L. Dmitruk, O. Yu. Maeva, S. V. Mamykin, O. V. Fursenko, and O. B. Yastrubchak

Institute of Semiconductor Physics, Ukraine National Academy of Sciences, Kiev
~Submitted August 12, 1997!
Pis’ma Zh. Tekh. Fiz.24, 76–82~April 26, 1998!

An analysis is made of the influence of corrosion of a metal electrode~Ag! on the total
photoresponse of a barrier structure with a corrugated interface and on the component associated
with the excitation of a surface polariton. Current-voltage and ellipsometric measurements
are used to determine the variation of the barrier parameters and the thickness of the upper
electrode as a function of time. ©1998 American Institute of Physics.
@S1063-7850~98!02704-9#
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The main structural element of a photodetector which
sensitive to the wavelength, angle of incidence, and polar
tion of light, is a Schottky barrier with a corrugated interfa
~diffraction grating!. The formation of the resonant photor
sponse of this structure is determined by the excitation
surface plasma polaritons at the air–metal interface. The
lective properties of a photodetector can be enhanced by
timizing its parameters~the depth of the relief, the thicknes
and optical properties of the metal layer!.1 Under conditions
of polariton resonance, the intensity of the electromagn
field in the medium near the metal surface increases by
ders of magnitude. This characteristic of plasma polariton
responsible for their high sensitivity to changes in the opti
properties of the medium near the metal surface. Here
attempt to utilize this characteristic of plasma polaritons
investigate the degradation of polarization-sensitive photo
tectors based on Ag–GaAs~InP! Schottky barriers. Silver
was selected to reduce the dissipative losses of plasma
laritons in the metal film and the associated decrease in
spectral width of the resonant photoresponse peak.

Measurements were made of the spectral photosens
ity curves under conditions where plasma polaritons w
excited in Ag–GaAs Schottky diodes (Nd'431015 cm23)
with a diffraction grating at the interface and the change
the photosensitivity caused by prolonged exposure of the
odes to air was studied. A diffraction grating with perio
a5826 nm and depthh5125 nm was formed by holo
graphic exposure of a photoresist to an Ar laser. A sinuso
profile was transferred from the photoresist to the semic
ducting substrate by chemical etching. Silver of varyi
thickness~20–70 nm! was then deposited on the substra
through the masks. The thickness of the silver was monito
by a piezoelectric transducer during the deposition proc
The optical characteristics of the Ag films of varying thic
ness deposited on the quartz substrates at the same tim
the structures were measured during their corrosion in
using multi-angle ellipsometry2 and also using the transmis
sion and reflection of film satellites on the quartz substra

Prior to deposition of the Ag film, the InP structure
were oxidized in hot nitric acid to produce a tunnel-thin o
3191063-7850/98/24(4)/3/$15.00
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ide of uniform composition,3 to increase the effective heigh
of the barrier, and to optimize the recombination and tra
port properties of the detectors, which were monitored
measuring the current-voltage and capacitance–voltage c
acteristics.

Figures 1 and 2 give experimental dependences of
photosensitivity of the GaAs and InP photodetectors, resp
tively, showing successive stages in their aging~degrada-
tion!. The photoresponse peaks correspond to the
emission of plasma polaritons propagating at the air–
interface by the diffraction grating to form a bulk light wav
followed by the generation of electron–hole pairs. T
phase-matching condition for re-emission of plasma pol
tons at the diffraction grating has the form

Kpp5mG1
2p

l
sin u, ~1!

where Kpp is the wave vector of the plasma polariton
G52p/a is the wave vector of a diffraction grating with th

FIG. 1. Photocurrent spectra of Ag–GaAs structures recorded before e
sure to air~1, 18!, and two~2, 28!, six ~3, 38!, and nine~4, 48! months after
exposure forp- ~1–4! ands-polarized light~18–48! and various metal layer
thicknesses: 70 nm~1, 18–3, 38! and 20 nm~4, 48!.
© 1998 American Institute of Physics
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FIG. 2. Photocurrent spectra of Ag–CO–InP structur
recorded before exposure to air~1,18,2,28!, and three
~3,38;5,58! and nine months after exposure~4,48! for p-
~1–5! and s-polarized~18–58! light and various metal
layer thicknesses: 70 nm~2,28–4,48!, 20 nm~1,18;5,58!.
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r of
perioda,m561,62 . . . ~the diffraction order!, andu is the
angle of incidence of the light~u50 in our case!. On expo-
sure to air, which usually contains water vapor and hydro
sulfide, the upper electrode~Ag! corrodes and becomes co
ered with a mat film (Ag2S). The coating of the metal elec
trode with a surface film slightly changes the frequency
the plasma polaritons in accordance with the dispersion r
tion ~see Ref. 4!. The intensity peak of the polariton reso
nance and its half-width are determined by the imagin
part of the metal permittivity.5 Thus, after exposure to ai
and a reduction in the thickness of the Ag film, the pho
sensitivity peak of the Ag–GaAs structure varies and its h
width increases. The nature of this dependence varies
the thickness of the metal film, decreasing for a thin film a
varying nonmonotonically for a thick film.

In addition, the polarization sensitivity varies over th
entire spectrum~and not only at the peak!. In the region
outside resonance interaction between the photodetecto
terface ands-polarized light is intensified when the electr
field vector is parallel to the lines of the diffraction gratin
~curves2 and28 for thick Ag films and curves4 and48 for
n

f
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-
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thin Ag films in Fig. 1!. This tendency is increased wit
further aging of the photodetector~curves3 and38 in Fig. 1!.

A similar but more significant variation in the polariza
tion sensitivity near the peak is observed for Ag–CO–n-InP
structures~Fig. 2!. These results confirm the view put fo
ward in Ref. 6 that interfaces with InP are quantitative
more reactive than similar interfaces with GaAs. Howev
qualitatively the reactions at these interfaces are similar.
chemical reactions at the interfaces are highly sensitive to
presence of oxide, its local stoichiometry, and its pore c
tent which facilitates the interdiffusion of metal and volati
components of the substrate~As, P!. An absorbing Ag2S
layer clearly begins to form at projections of the grating
lief and initially grows as an island-like film.7 Each of these
two processes makes some contribution to the corrosio
the metal electrode and the aging of the structures which
intensified under an applied bias and illumination. The b
rier characteristics of the contact also vary in accorda
with the microstructural transformations of the surface fil
the forward current decreases and the ideality paramete
the current–voltage characteristic increases~Fig. 3!, particu-
ly
FIG. 3. Current–voltage characteristics of fresh
prepared Ag–GaAs structures before~1, 3! and two
months after~2, 4! exposure to air for metal layer
thicknesses: a—70 nm and b—20 nm.



321Tech. Phys. Lett. 24 (4), April 1998 Dmitruk et al.
TABLE I. Optical parameters.

Sample No. Freshly prepared Ag film

nAg kAg dAg , nm Im«

1 0.055 3.941 22.0 0.434
2 0.066 4.106 66.5 0.542

Twelve months after deposition of Ag

n k d, nm nAg kAg dAg , nm Im«

1 1.372 0.349 8.6 0.900 4.400 17.8 7.92
2 1.262 0.030 8.7 0.050 4.270 47.7 0.43
te
in
t

e
se
nd
t
e
g
tr

on

A
h

e

it
e
e
e
d
e

the
is

vity
tor
tire

char-

i-

f

larly for a thin silver layer and a corrugated interface. No
that for a planar interface, the barrier parameters even
tially improve: the ideality parameter decreases from 3.4
1.34 and the barrier height increases from 0.724 to 0.84
This behavior of the barrier characteristics is clearly cau
by the diffusion of silver toward the intermediate layer a
the semiconductor, and also toward the outer surface of
film to form a layer of chemical compounds of silver. Th
reduction in the thickness of the metal layer and the chan
in its optical parameters were determined by an ellipsome
method.

Ellipsometric measurements were made by a two-z
technique using an LE´ F-3M ellipsometer (l5632.8 nm).
The measurements were made using freshly prepared
films two days after deposition and then after twelve mont
The parameters of a two-layer ‘‘Ag1compound layer’’ film
given in Table I were obtained using a specially develop
program to solve the inverse ellipsometric problem.2 Also
given are values of the imaginary part of the metal perm
tivity Im «52nk, which determines the intensity of th
plasma polariton resonance. It can be seen that this param
increases particularly significantly for thin Ag films, i.e., th
resonance is suppressed, which is the main cause of the
radation. For thick Ag films however, Im« decreases as th
i-
o
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thickness of the metal layer decreases and increases
transmission of light to the semiconductor. The first factor
responsible for an increase in the polariton photosensiti
of the surface-barrier structures while the second fac
causes an increase in the photosensitivity over the en
spectrum. The degradation processes of the Ag–GaAs~InP!
barrier itself are superposed on these plasma resonance
acteristics, which is responsible for such complex~nonmono-
tonic! variations in the photosensitivity of the Schottky d
odes.
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Topological phase of optical vortices in few-mode fibers
A. V. Volyar, V. Z. Zhila tis, T. A. Fadeeva, and V. G. Shvedov

Simferopol State University
~Submitted November 4, 1997!
Pis’ma Zh. Tekh. Fiz.24, 83–89~April 26, 1998!

It has been found that as they propagate, the natural optical vortices of a few-mode parabolic
fiber acquire a topological phase in addition to the dynamic phase. The magnitude of
this phase is numerically equal to the polarization correction to the propagation constant of the
CV and IV vortices. An analysis revealed that this phase is a new type of optical
manifestation of the topological Berry phase. The already known Pancharatnam and Rytov-
Vladimirski� phases are associated with changes in the magnitude and direction of the angular
momentum flow of the wave. In the fields of natural vortices of a few-mode fiber all the
explicit parameters of the wave remain unchanged during propagation. However, the direction of
the momentum density vector of the vortex undergoes cyclic variations along the trajectory
of the energy flow line. These cyclic variations of the implicit vortex parameter are responsible for
the new type of topological phase. Unlike the study made by van Enk~Ref. 6!, where the
topological phase was only related to the angular momentum for the lowest-order Gaussian beams
( l 561), this topological phase describes guided vortices with any valuesl of the topological
charge. The results can be used to estimate the stability ofCV and IV vortices relative
to external perturbing influences on the optical fiber. ©1998 American Institute of Physics.
@S1063-7850~98!02804-3#
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It was shown in Ref. 1 that a cyclic variation in th
parameters of a quantum system leads to the formation
topological phase in addition to the dynamic phase of
state function. Four manifestations of this effect are kno
in optics, caused by cyclic variations in the parameters of
system: 1! the polarization state of light—the Pancharatna
phase;2 2! the direction of the wave vector—the Rytov
Vladimirski� phase;3,4 3! the Gaussian beam profile,5,6 and 4!
the squeezed state of light.6 All these types of topologica
phase depend on cyclic variations in the explicit parame
of the system. In addition, the first three types of phases
conjugate with cyclic variations in the angular momentu
flow of the optical field.6 In the optics of multimode fibers
these changes cause depolarization of the light.7 However, in
few-mode fibers we frequently encounter the situation wh
no visible changes in the field parameters are observed
the topological phase still accumulates. Attention to this f
tor was first drawn by the authors of Ref. 8, having quali
tively related the polarized correction to the propagation c
stants of the natural modes and the topological phase.

Our aim was to study the processes responsible for
appearance of the topological phase in fields of stableCV
and unstableIV vortices of few-mode fibers.

It has been noted that one manifestation of the topolo
cal phase in a wave process is known in optics as the Ry
Vladimirski� effect.3,4 In this effect, the wave acquires a
additional phase shiftg as a result of a cyclic variation in th
coordinates of the fixed Frenet trihedron of a nonplanar
trajectory. The sign of this phase shift is determined by
direction of twist of the trihedron and by the direction
circulationsz of the state vectore(x,y,z) undergoing paral-
lel transport along the ray trajectory.
3221063-7850/98/24(4)/4/$15.00
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In few-mode fibers (l 51) the natural modes can exist i
the form of optical vortices8,9 with the topological chargel
and the direction of circulation of the circular polarizatio
~helicity! sz . This pair of numbers (sz ,l ) characterizes two
subgroups of vortices:CV and IV, having different propa-
gation constantsb. For CV vortices we have~sz511,
l 511! or ~sz521, l 521!, and for IV vortices
~sz511, l 521! or ~sz521, l 511!. For weakly guiding
fibers, the difference between the refractive indices of
core and the cladding is small (D→0), so that theCV and
IV vortices have the same wave numbersb̃ ~Ref. 10!.

The optical vortices of a parabolic few-mode fib
propagate along itsz axis without any change in the pola
ization state and intensity. Thus, it is not quite clear wh
cyclic variations in the wave parameters are responsible
the additional phase shift of the vortices which is charac
ized by the polarization correction to the propagation co
stantb̃.

We consider the evolution of the parameters ofCV and
IV vortices in a fiber with a parabolic refractive index profi
n2(R)5nco

2 (122DR2), whereD is the height of the refrac-
tive index profile andR5r /r is the radial coordinate normal
ized to the radiusr of the fiber core. It was shown in Ref. 1
that the density of the components of the Poynting vector
the CV and IV vortices may be expressed in the form

Pr50, Pw522KFl~R!Gl
6~R!,

Pz52K
V

A2D
Fl~R!, ~1!

where
© 1998 American Institute of Physics
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FIG. 1. Lines of energy flowP for a stableCV vortex.
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Fl~R!5Rl exp~2VR2/2!, Gl
15

dFl

dR
6

l

R
Fl ,

K5
E0

2

2
ncoA«0

m0

A2D

V
,

V is the waveguide parameter and the ‘‘2’’ and ‘‘ 1’’ signs
in the functionGl

6 refer to theCV and IV vortices, respec-
tively.

1. It follows from expression~1! that for aCV vortex the
total energy fluxP ~and thus the angular momentum flu
Mz! through the fiber cross section does not vary over
fiber length. We shall find the energy flow lines for a stab
CV vortex. It can be shown that these lines are a family
helixes wound around thez axis of the fiber~Fig. 1!. All the
helixes lie on the surface of a right helicoid having a const
pitch:

hCV5
2pr

A2D
. ~2!

The pitch of the helixes~2! does not depend on the fiel
characteristics of theCV vortex and is exclusively deter
mined by the fiber parameters: the fiber radiusr and the
profile heightD. Expression~2! will only be satisfied for
those fibers for which the approximations of paraxial opt
are valid. A comparison between expression~2! and the ex-
pression for the pitch of a light ray trajectory in a parabo
fiber ~expression~2.38! in Ref. 10! reveals that these ar
exactly the same. Along the given helical trajectories,
direction of the momentum density vector undergoes cyc
variations. We shall find the topological phase associa
with these cyclic variations of the implicit parameter of th
vortex field. For this purpose we force parallel transport
the state vectore of the optical vortex along one of the he
lical lines of the energy flux density. Using the rules for th
construction of a spherical map in parallel transport,11 we
find that the topological phase is given by:
x
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g5wS 12
Pz

P D , ~3!

whereP25Pw
21Pz

2 andw is the azimuthal angle of a poin
on the energy flow line.

The specific topological phase~the topological phase pe
unit length! is written as

bCV5
]g

]z
5S 12

Pz

P D ]w

]z
5

2p

hCV
S 12

Pz

P D
5

A2D

r S 12
1

A112DR2D . ~4!

In multimode fibers it is always possible to select particu
directions of energy propagation characterized by the ray
jectories of local plane waves.10 In few-mode fibers all the
energy flow lines are equally probable. Using expression~1!,
we find the specific topological phasebCV averaged over the
stateP

^bCV&5
*bCV

bCVPdbCV

*bCV
PdbCV

52
~A2D!3

2rV
~ l 11!. ~5!

It follows from expression~5! that the specific topologica
phase of theCV vortex, averaged over the stateP, charac-
terized by the quantum numbers (1 l ,11) or (2 l ,21), is
numerically equal to the polarization correctiondb l to the
propagation constantb̃ for even and oddHE modes which
may form theCV vortex ~Table 14.1 in Ref. 10!.

2. It can be shown from expression~1! for an IV vortex
that the angular momentum flow through the fiber cross s
tion for any z coordinate is zero. We estimate the spec
topological phase of an unstableIV vortex. The energy flow
lines of anIV vortex also have the form of helical curve
wound around thez axis ~Fig. 2!. The pitch of the helical
lines now also depends on the helix radiusR:
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FIG. 2. Lines of energy flowP for an unstableIV vor-
tex.
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This implies that for small radii (R→0) the pitch of the
helixes is hIV→0, i.e., unlike theCV vortex, the point
R50 is a singular point of the energy flow ofIV vortices, at
which the winding pitch of the helixes tends to zero and
specific topological phase isb IV→`. The lineR0 is also a
singular line of the field ofIV vortices since the value ofb IV

changes sign on it. It can be seen from Fig. 2 that the ra
R0 corresponds to a family of energy flow lines with ze
twist, the pitch of the helixes increases without bound~hIV

→` for R→R0!, and thez component of the angular mo
mentum densitymz of the IV vortex is zero. This physica
situation arises because of the structural characteristics o
IV vortex. The fact that the sign of the helicitysz is opposite
to that of the topological chargel formally corresponds to
the fact that the sign of the polarization component of
angular momentum of anIV vortex is opposite to the orbita
component of the angular momentummz . The geometric
structure of anIV vortex is topologically nonuniform. Thus
it is difficult to determine the state-averaged topologi
phase by the method described above. These difficulties
be eliminated if we consider a multimode fiber with a fair
large waveguide parameterV. In this case, the radius of th
zero energy flow line isR0→0, i.e., two singular points with
different types of singularity are superposed. This annih
tion of the singularities corresponds to a substantial red
tion in the contribution of the polarization component of t
angular momentum compared with the orbital compone
The pitch of all the energy flow helixes is thenhIV→hCV and
the specific topological phase isb IV→bCV . TheCV vortex
may be represented as a superposition of even and
HEl 11,m modes with the azimuthal indexl CV5 l 11 whereas
the IV vortex is a superposition of even and oddEHl 21,m

modes with the azimuthal indexl IV5 l 21 ~Ref. 9!. Thus, by
e

s

an

e

l
an

-
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t.

dd

making the substitutionl CV→ l IV , we obtain the average
specific topological phase of anIV vortex in the form

^b IV&5
~A2D!3

1rV
~ l 21!. ~7!

The difference between the signs of the topological pha
for the CV and IV vortices in expressions~5! and~7! arises
because for theIV vortex with parallel transport of the stat
vector, the direction of twist of the helixes and the directi
of circulation of the polarization are of different sign.1,3

It follows from expression~7! that the specific topologi-
cal phasê b IV&, averaged over stateP, characterized by the
states (1 l ,21) or (2 l ,11), is numerically equal to the
polarization correctiondb2 to the propagation constant fo
the even and oddEH modes~Table 14.1 in Ref. 10!.

For a few-mode fiber (l 51) we have from expression
~7! ^b IV&5db250 because the angular momentum flow
an IV vortex is zero. Thus, the field of anIV vortex has the
propagation constantb̃. Expressions~5! and~7! describe the
interrelation between the topological phase and the ang
momentum density for any topological chargel of the wave-
guide vortices. The difference between the propagation
locities of the vortices, expressed in terms of the topologi
phase of the field, is a consequence of the spin-orbit inte
tion in the field ofCV and IV vortices.
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Fabrication of regular three-dimensional lattices of submicron silicon clusters
in an SiO 2 opal matrix

V. N. Bogomolov, V. G. Golubev, N. F. Kartenko, D. A. Kurdyukov, A. B. Pevtsov,
A. V. Prokof’ev, V. V. Ratnikov, N. A. Feoktistov, and N. V. Sharenkova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 3, 1997!
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Silicon is now the most important material in modern solid-state electronics. Regular systems of
silicon nanoclusters containing up to 1014 cm23 elements were obtained in a sublattice of
opal (SiO2) voids. By using three-dimensional dielectric matrix-carriers similar to opal, it may
be possible to obtain three-dimensional ensembles of semiconductor nanodevices. Various
parameters of these ‘‘opal-silicon’’ nanocomposites were measured. ©1998 American Institute
of Physics.@S1063-7850~98!02904-8#
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One method of fabricating three-dimensional systems
semiconductor nanodevices with a high bulk density is
matrix method, using dielectric matrices having a regu
sublattice of submicron channels and voids in which thr
dimensional lattices of different nanostructures containing
to 1014 cm23 elements can be formed. Sublattices of T
GaAs, HgSe, and CdS clusters have now been obtaine
opals.1,2 Regular three-dimensional lattices of silicon nan
structures based on matrices of synthetic opals may prov
be invaluable objects for microelectronics as the basis
two-electrode semiconductor devices withp–n junctions or
Schottky diodes. Such a composite would have the adv
tage of a large junction area per unit volume~up to
10 m2/cm3!. This would allow the fabrication of Si device
operating at current densities between three and four or
of magnitude lower than those in conventional planar s
tems.

Here we report the synthesis of opal-silicon compos
for the first time. Single crystals of synthetic opals exhibiti
an optically perfect structure were obtained using the te
nology described in Ref. 3. The opals consist of SiO2 spheres
which form a face-centered cubic lattice with sublattices
voids between the spheres with a volume of up to 26%
capable of being filled by other substances.4 The fabrication
technology allows the parameters of the opals to be varied
varying the sphere sizes and their porosity. Here we u
opals consisting of SiO2 spheres 250 nm in diameter.

Thermal chemical vapor deposition~thermo-CVD! tech-
nology was used to incorporate silicon in the opal samp
The CVD reactor was a quartz tube with an external he
through which a mixture of monosilane~5%! and argon gas
was passed. An opal wafer was positioned perpendicula
the gas stream. The design of the reactor prevented any
from going past the wafer. As a result of the thermal dis
ciation of the silane, a silicon film was deposited inside
opal on the inner surfaces of the pores. The dissociation c
ditions were isothermal. The pressure gradient created in
sample by the high hydraulic resistance of the opal resu
in nonuniform filling of the matrix. The filling profile of the
3261063-7850/98/24(4)/2/$15.00
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opal pores over the thickness of the sample was investig
by measuring the x-ray photoelectric absorption. The m
surements were made with a DRON-2.0 diffractometer us
monochromatic Cu Ka1 radiation~beam size 0.131 mm!. It
was observed that a sample 300mm thick had a region 120
mm thick 100% filled with Si, the degree of filling of the
pores then decreased linearly to 0% over 80mm, and the
remaining 100mm was unfilled. In order to obtain uniformly
filled samples, the pressure gradient must clearly be coun
balanced by an opposite temperature gradient. The struc
of the samples was investigated by x-ray structural anal
and Raman spectroscopy. The samples underwent ion e
ing ~Ar1, V55 kV, I 510 mA! to prevent the Raman spec
tra from being influenced by the silicon film formed on th
outer surface of the opal during the growth process. We u
a VUP-4 vacuum system fitted with an ion polishing attac

FIG. 1. Diffraction patterns:1—diffraction pattern of unfilled opal,2—
diffraction pattern of opal-silicon nanocomposite, and3—bar diagram of
crystalline silicon .
© 1998 American Institute of Physics
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ment, manufactured by the Institute of Technical Phys
Hungary.

The measurements showed that the Raman spec
contains a broad~'70 cm21 half-width! line with a maxi-
mum near 480 cm21 characteristic of silicon with an amor
phous structure.5

In order to obtain silicon crystallites, the sample w
annealed in a sealed, evacuated ampoule att5800 °C for 10
min. The Raman spectrum of the annealed samples is sh
in Fig. 1. It can be seen that against the background o
broad amorphous component there is a narrower line sh
toward low frequencies relative to the Raman-active
phonon mode of the crystalline silicon. This transformati
of the spectrum indicates that a nanocrystalline silicon ph
is formed.5 An analysis of the Raman spectra using t
model of strong spatial confinement of optical phono
found in nanosize crystallites6–8 yielded an estimate of thei
average size (L'40 Å) and bulk fraction (x552%) in a
silicon two-phase~amorphous-nanocrystalline! system.

Figure 2 shows x-ray diffraction patterns of an op
sample before filling with silicon and an annealed samp
The diffraction pattern of the sample before annealing
similar to that of the unfilled opal. The diffraction pattern

FIG. 2. Raman spectrum of opal-silicon nanocomposite: a—amorph
component; b—nanocrystalline component, and c—‘‘sum’’ spectrum.c-Si
is the crystalline silicon line.
,
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were recorded using a DRON-2 diffractometer~Cu-Ka radia-
tion!.

The dimensions of the coherent scattering region in
sample were determined by an approximation method.
the calculations it was assumed that the physical broade
~b! of the diffraction lines is only caused by the small size
the coherent scattering region. Powder from well-crystalliz
silicon was used as a standard.

The calculations were made using the results of m
surements of the ‘‘half-width’’ of the 111 and 220 silico
reflections. The doublet componenta1 was isolated for the
220 reflection~see Table I!.

The value ofD111 may be overestimated because of t
superposed diffuse opal halo which creates an increased
tering background near the 111 silicon reflection.

The difference between the results of determining
sizes of the silicon crystallites from the Raman spectra
the diffraction patterns in the opal may be attributed to
neglected influence of the stresses produced during crys
zation and also to large dispersion of the silicon cluster siz

It has thus been shown that CVD technology follow
by annealing can be used to synthesize a new compo
material—nanocrystalline silicon in a regular dielectric m
trix based on synthetic opal. It is suggested that the diff
ence in the dimensions of the nanocrystalline Si obtained
independent methods is attributable to the dispersion oD
and the neglect of the stresses in the crystallites. Some
persion of the crystallite sizes~between tens and hundreds
angstrom! has been observed. It has been established tha
material is nonuniformly distributed over the thickness of t
sample, so that any required degree of filling can be obtai
by varying the size of the matrix.

The problem was formulated and discussed in de
jointly with I. G. Grekhov to whom the authors express th
thanks.
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TABLE I. Results of calculations.

Reflection 2u ° bmod, rad bstand, rad D, Å

111 28.42 7.831023 2.1831023 190625
220 47.20 1231023 1.9231023 130610
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