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A theoretical analysis is made of the dispersion of surface magnetostatic ({&M&W9 at

different frequencies propagating in ferrite—insulator—méEiM) structures magnetized by a
uniform magnetic field. It is established that depending on the ratio between the thicknesses

of the ferrite and insulating layers in FIM structures, backward SMSWs exist in different frequency
ranges and have different wave numbers and directions of propagation. The conditions for
which backward SMSWs may be observed directly in FIM structures are determined.

© 1998 American Institute of Physids$1063-785(108)00107-4

Studies of the dispersion of forward and backward surwith varyingQ,,, whereas the angle is considered to be a
face magnetostatic wavelSMSWs in ferrite—insulator— free parameter which is defined by the antenna exciting the
metal (FIM) structures are of great interest because of theiSMSW (¢ = ¢,) (Refs. 1-6. Below we determine the rela-
possible applications for analog processing of information irtionship between the frequency range of existence, the wave
the microwave rangdsee Ref. 1 and the literature cited numbers, and directions of propagation of backward SM-
therein). The numerous studies on the dispersion of SMSWsSWs, and we show that the type of wave cannot be accu-
in FIM structures with specific paramet&t&create the im- rately determined merely using the dispersion law.
pression that the problem of the existence of backward SM- It is known'~>° that SMSWs exist in a frequency range
SWs in FIM structures has been well studied. However, théetween a lower limif); and an upper limif) (s, ¢) and in
absence of direct experimental evidence of their exisfefice a range of anglesp bounded by the “cutoff’ angles
is incomprehensible. Some possible reasons for this are sug=¢.(s). We then have («,0)<Q,(s,¢)<Q,(0,0) and
gested below. oc(S)<e(0), whereQ),(,0) and,(0,0) ande.() and

We shall consider an infinite FIM structure in tlyz ¢.(0) are the upper frequencies and cutoff angles for a
plane, consisting of a ferrite film of thicknedsmagnetized SMSW in the ferrite film =) and in the ferrite—metal
to saturation and an ideal conducting metal layer, separatestructure §=0):

by an insulating laye(in magnetostatics, a vacuum layef
thicknesss (subsequently, this layer is simply denotedsy Q=VAu(Qu+1), @
Thex=0 plane is the surface of the ferrite film closest to the Q,(*,0=0,+0.5, 3)

metal layer. The magnetizing field, is directed along the
axis. In this FIM structure an SMSW propagates with the ¢ (x)=arcco§[ QA+ VQ°—Qy(Qpu+1)](Qy+1) "1},
frequencyw and wave vectok, whose group velocity, is (4)
directed at the angles @f and i to they axis.

The dispersion relation for the SMSW in the FIM struc- 2,(0,0=0u+1, )
ture is written in the forﬁ?: qDC(O):arCCOS/[QZ_QH(QH+ 1)](QH+1)_1' (6)
[B—2ua cothlakd)]+(B+2—2pv cos ) Figure 1 shows dispersion curvgs(k, ,d) for a SMSW

X exp( — 2ks) =0 (1) in an FIM structure with different values sf It can be seen

that there are three types of curves. First, in the frequency
where a=[p ! sir? g+cod ¢]*% B=(v*—u?+pu)cof o  range Q,(»,0)<Q<Q,(0,0) the functionsQy(k,d) for
—p—1; w=1+04(Q3-0%"Y »=0Q(Q3-0%"%  SMSWs in an FIM structure with smadl (0<s<s,;) have
Q=w(4myMg) ™Y Qu=Hy(4mMg) " 4mM, is the  a maximum akd=Kg.d and tend to),(«,0) for kd— o
saturation magnetization of the ferrite film,is the electron (curves2 and3). Each forward SMSW withk<Kqs COrTe-
gyromagnetic ratio, ang=*+1. Only SMSWs propagating sponds to a backward SMSW wikhin K,,s<k<e. Second,
in the x=0 plane of the FIM structurep=1) can be both in the frequency rangeQ),<Q<Q,(«,0) the function
forward and backward waves? Q(k,d) for an SMSW in a FIM structure with large

The dispersion relatiofil) is considered to be the dis- (s=sp;) has a maximum and a minimufcurves4—7). A

persion law() (k) for given parameterg, d, s, andQ) and  backward SMSW exists fa},; <s<sy, and in the frequency
is used to determine the type of SMSWorward or ranged€)(s,0)<(),. The forward SMSWSs have wave num-
backward.}=® The form of the dispersion laf2 (k) depends bersk in the ranges & k< Kmaxs and Kmin s<k<o while the
on the ratio betweed ands and does not vary qualitatively backward SMSWs have wave numbers in the range

1063-7850/98/24(7)/3/$15.00 499 © 1998 American Institute of Physics



500 Tech. Phys. Lett. 24 (7), July 1998 V. I. Zubkov and V. |. Shcheglov

2

FIG. 1. Dispersion curveg)y(k,d) for SMSWs in an
FIM structure with differens for Q,,=0.25(sp;~ %d and
spp~2d). Curves: 1—s=0; 2—s=%d; 3—s=d;

4—s=1.461; 5—s=1.6d; 6—s=1.733;
R 7—s=1.861; 8—s=2d; 9—s=4d, and10—s=c0. For
" 4 curves2 and6 the pointsknays » Kming » 24(8,0), andslg
are indicated.
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Kmaxs<<K<Kmins (Curves4-7). Third, the functions(2¢(k,d) points. If these are numbered according to increasing
for SMSWs in an FIM structure with,,<s< have a point forward SMSWs exist at the first and third points with back-

of inflection (curve8), and only forward SMSWs could exist ward SMSWs at the second.
in such structures. It can be seen from the curvigk,) (Fig. 2) thatin FIM
However, relation(1) defines the dispersion surface structures with differens, backward SMSWs in different
Q4(ky .k,) (ky andk, are the projections of the SMSW wave frequency ranges propagate in different ranges of variation of
vectork on they andx axes and the dispersion laf2(k,)  the anglep and have different wave numbers.
is its intersection with the plank,=0 and does not give We shall analyze SMSWs in FIM structures with srsall
complete information, which is obtained by additionally (the line of direction intersects thie,(k,) curves at two
studying its intersections with the plan€s=constk0k,),  points. In the frequency range betweef},(»,0) and
i.e., the curvek,(k,) (as for an SMSW in a ferrite filfiT). 0,(0,0) backward SMSWs exist for angleg between
Figure 2 gives the curvds(ky) for an SMSW wave with the — ¢c(0) and+ ¢.(0), since the curvek,(k,) resemble non-
frequencies()=0.608, 0.695, 0.745, and 0.775 in an FIM canonical ellipses lying &,>0 (dotted curve?) and the line
structure with differens. In the ferrite film and the ferrite— of direction can only intersect these flary| <|¢(0)|. In the
metal structure the curvek,(k,) resemble canonical frequency range betweefl; and (1 ,(«,0) backward SM-
hyperbola$®® (curvesl and4). We denote these agH()  SWs exist in the range of anglés.()|<|@o|<|¢@c(0)|
for s=c andqH(0) for s=0. The direction of propagation since the curvek,(k,) are strictly increasing functior(solid
of the SMSWs on thé, 0k, plane is given by a straight line curves2 and3) situated betweeqH(0) andgqH(), and the
emerging from the origin at the angle, (subsequently line of direction can only intersect them in this range of
called the line of direction; when discussing Fig. 2 we shallangles. The curveks,(k,) at the point with the lowest value
draw this line mentally For|eo|<|¢ 4| this line intersects  of ky (ky it s for k,=0) are close tajH(0); ky it s increases
gH(e°) andqH(0) at a single point at which the projection with increasings.
of the group velocity on the direction of the phase velocity =~ We shall now analyze SMSWs in an FIM structure with
shows that the SMSWs in the ferrite film and in the ferrite—large s (the line of direction intersects the curvegk,) at
metal structure are forward waves. In the FIM structure thehree points where two forward and one backward SMSW
line of direction intersects the curvés(k,) at two or three  exist. In an FIM structure witls,; <s<s,, the curve,(k,)
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FIG. 2. Curves ofk,(k,) for SMSWs at frequencies
0 =0.695(solid curve$, 0.745(dashed curvesand 0.775
(dotted curvesin an FIM structure with differens for
0,=0.25. Solid and dotted curved—s=0; 2—s=d;
3—s=2d; 4—s=4d; 5—s=«». Dashed curves:
1—s=0; 2—s=1.5331; 3—s=3d; 4—s=4d. At fre-
quenciesQ)=0.695 and 0.745 curves differ little from
curvesd. At 0 =0.775 curves3-5 do not exist.

either consist of two parts, one resembling an ellipse, thé¢hese difficulties are known® The group velocity of back-
other resemblingiH(=) (dashed curved) or they are con- ward SMSWSs with| ¢.()| <|®o| <|@.(0)] is in fact lower
tinuous curves, having a maximuffor ky=Kk, 1) and a than that of the forward SMSWs. These backward SMSWs
minimum (for k,=ky min) (dashed curve?). We then find may be observed ifoo|~|¢c(*)| holds and narrow-band

Ky max<Kymin<Ky,nf for the curve qH(«). A backward converters are used.

SMSW and a second forward SMSW exist for anglgs In our opinion, the only reason backward SMSWs were
between 0° and- ¢.(°) in the frequency rangéQ (s, ¢), not observed in Refs. 4 and 5 is because broad-band convert-
lying betweenQ), and Q,(«,0); for s=s,; this is around ers were used. In Ref. 6 backward SMSWs could have been
Q,(,0). In an FIM structure withs,,<s<<eo the curves excited but their role was not identified because this was not
k,(ky,) are increasing functions exhibiting weakly definedthe purpose of the study.

convexity and concavitycurve 3). A backward SMSW and ) .

a second forward SMSW exist in a narrow range of angles 1 1iS Work was supported by the Russian Fund for Fun-
| @eol <| @0l <|@c()|, whereg is the angle of inclination damental ReseardiGGrant No. 96-02-17283a

of the line passing through the origin and the tip of the con-
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On analyzing familiar experime concerned ex- - sy Bespyatykh, A. V. Vashkovski and V. |. Zubkov, Radiotekh.

clusively with the study of SMSWs propagating only for Elektron.20, 1003(1975.
0o=0, we see that the dispersion curves for the forward”?O-. S. Esikov, N. A. Toloknov, and Yu. K. Fetisov, Radiotekh. Elektron.
; - 25, 128(1980.

SMSW; in an FIM structure show good agreement W.Ith f[h@, A B. Valyavski, A. V. Vashkovski, A. V. Stalmakhov, and V. A.

thepretlcal ones. No backward SMSWs are observed,; thls ISTyulyukin, Radiotekh. Elektror33, 1820(1988.

attributed to their high propagation losg@s a result of their ~ °v. I. Zubkov, E G. Lokk, and V. I. Shcheglov, Radiotekh. Elektr@,

low group velocity. 71381(198%( . ov. . and -
Hoyvever, the group velocity of backward SMSW; with ﬁe%\ﬁ: 65?;3/; 7;3\("19','93”[Te?};_ify'5§8, 7'98?19\5;'55'. Sheheglov. 2

®o=0 is comparable with that of the forward SMSWHg. ~ BV. 1. Zubkov, E G. Lokk, and V. I. Shcheglov, Radiotekh. Elektrcs,

1). These backward SMSWs may be observed by USIngngl7(1990. ;

narrow-band converters to excite SMSWs with high wave é- c\j(- tVfﬁhE‘l’VlftkL X(-) B5€U253V' E G. Lokk, and V. I. Shcheglov,

numbers(Fig. 2) and then the only difficulties involved are "o ¢'Oex"- Siexironas, (1995.

measurements for smadl, although ways of surmounting Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 7 JULY 1998
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V. B. Voronkov, V. G. Golubev, N. I. Gorshkov, A. V. Medvedev, A. B. Pevtsov,
D. N. Suglobov, and N. A. Feoktistov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
“V. G. Khlopin Radium Institute” Scientific-Industrial Organization, St. Petersburg
(Submitted December 22, 1997; resubmitted February 12,)1998

Pis’'ma Zh. Tekh. Fiz24, 8—13(July 12, 1993

For the first time standard low-temperature 300 °C) plasma-enhanced chemical vapor
deposition technology has been used to ob&iBi(Er):H films emitting at 1.54um at room
temperature. The fluorine-containing metalorganic compourtidf); DME, exhibiting

enhanced volatility and fairly good thermal stability, was used for the first time as the Er source.
The establishment of photoconduction in the synthesized samples indicates that they are of
satisfactory electronic quality and potentially useful for developing light-emitting diodes at
1.54um. © 1998 American Institute of Physids$$1063-785(18)00207-9

Materials based on erbium-doped silicon are attractingas a passivator for broken boritishich helps to suppress
interest primarily because of their potential usefulness fononradiative recombination centers. In addition, the high
developing silicon optoelectronic devices emitting in the 1.5electronegativity of fluorine compared with nitrogen and
mm range which coincides with the range of minimum opti- oxygen results in a stronger ligand field surrounding th¥ Er
cal losses in fiber-optic communication lines. Films ofjon.
erbium-doped amorphous hydrogenated sili¢asi:H) ex- The metalorganic compounds most widely used to intro-
hibit an enhanced photoluminescence intensity at uB¥%  duce rare-earth elements into semiconducting materials are
relative to crystalline silicon together with weak thermal g.giketonate complexes having the compositionwhere
quenching? Two basic methods are used to introduce Er\ is a rare-earth metal, +£(CHy)sCC(O)CHC(O)C(CHa)s,
into a-Si:H: 1) ion implantatiod and 2 magnetron sputter- L =(CHy)sCC(O)CHC(O)(C4F,), and so or®!! However,
ing _of a mosaic erbium-silicon or erbium—graphit.e target iNunsolvated B-diketonates of rare-earth elements are
a silane atmosphere. In both cases, the synthesized films .o dination-unsaturated compounds inclined to hydrolysis
demonstrated photoluminescence in the Jubd range both 5y thermolysis. In order to avoid this, the coordination va-
at liquid-nitrogen and room temperatures. A disadvantage of;cies must be blocked with suitable auxiliary ligands.
this method is the high concentration of intrinsic defects inHere, erbium was introduced from the complex

the films, which hinders their subsequent use for the devel- * . . ; ;
’ . ) - Er(HFA);DME (Fig. 1), specially synthesized using a
opment of optoelectronics devices. In Refs. 5 and @&i$i technique described in Ref. 12, where

films were synthesized using plasma enhanced chemical va;—, _

por depositioPE CVD), a modified plasma-chemical vapor %;’;:&E%%ﬁgﬁ(ggfé ((qe;ij:;oer;;egleiﬁzg?e?Eg

deposition technology which is usually used to obti8i:H o 2 2~ 2 o .
auxiliary ligand in this compound is selected so that it expels

films. Erbium was introduced into the film from metalor- dinated wat I les f th | hich Id
ganic compounds during the PE CVD process gicoordinated water molecules from the complex which cou

T=430 °C under cyclotron resonance conditions, which encause high-temperature hydrolysis and which is also easily

sured epitaxial Si growth. In this case, the photolumines-‘alimin"jltEd from the complex, without contaminating the

cence at 1.54um was recorded at liquid-helium tempera- growing film with impurity phases. In Ref. 13 t_he use of such
tures. compounds was demonstrated for the chemical vapor depo-
The aim of the present study was to obtairSi(En:H  Sition of MF; films (M=Nd, Eu, Ej. The E'(_HFA)gDME
films using standard low-temperaturez 800 °C) PE CVD complex is converted to the gas phase at fairly low tempera-
technology usually used to produce individual layers andture (120-140°C). At temperatures of 320-340°C the
multilayer “device-quality” a-Si:H structures for solar cells. Metalorganic compound undergoes gas-phase thermal disso-
Particular attention was paid to the choice of metalor-Ciation with the formation of an Egfilm.*®
ganic compound used to introduce thé Eions into the film Amorphousa-Si(Er):H films were grown by rf dissocia-
in a chemical environment suitable for converting erbiumtion of an argon—silane mixture in a glow discharge plasma.
into an optically active center. It has been establi§ntdhat ~ The parameters of the plasma-chemical process were as fol-
O, N, and F impurities help to increase the 154 emission lows: silane content in argon,10%; pressure, 0.1-0.2 Torr;
intensity in erbium-doped silicon. Moreover, a fluoride frequency, 17 MHz; rf power, 0.03—0.1 W/émsubstrate
neighborhood for the erbium leads to smaller lattice distortemperature, 200—250 °C; and gas mixture flux, 5-10 sccm.
tions compared with an oxygen of\&Ve also note that like The erbium was introduced by sublimation of
hydrogen, fluorine is widely used in amorphous silicon filmsEr(HFA); DME powder. A 0.1 g weighed portion was placed
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a b width at half maximum~7 meV) centered ah =1.54 um,
_ which is attributed to thél,5,—"l,5,, intracenter transition
CH, B /CF3 of the EF' ion. At room temperature the line shows appre-
\O 0——C ciable broadening in the short-wavelength direction and its
CH / / N intensity drops approximately fourfold. Measurements of the
2 N photoluminescence intensity as a function of the excitation
= Er CH power showed that this dependence is linear up to
\) / ~200 mW, and then the signal saturates. The second, broad
CHz\ —C\ band near 1lum reflects the well-known “tail—-tail” transi-
0 CF; tions in undopea-Si:H (Ref. 4. However, the elongation of
CH3/ — - 3 this line in the long-wavelength direction may evidence the
presence of an appreciable concentration of oxygen in the
FIG. 1. EXHFA);DME complex: samples? As was to be expected, this line undergoes strong

a—auxiliary ligand DME=CH;OCH,CH,OCH;;

b—principal ligand HFA=CF,C(O)CHC(O)CF,, thermal quenching caused by a thermally activated transition

of nonequilibrium carriers to nonradiative states.

To sum up, standard low-temperature 300 °C) PE
in a stainless steel boat positioned approximately 4 cm fronCVD technology has been used to obtai8Si(Er):H films
the discharge gap where the substrate with the growingmitting in the 1.54um range at room temperature. A
a-Si:H film was placed. The rate of sublimation of the met- fluorine-containing metalorganic compound(t&FA); DME
alorganic compound was varied by heating the boat from 2possessing enhanced volatility and fairly good thermal sta-
to 200°. Fused quartz and crystalline silicon were employedbility was used for the first time as an Er source. This com-
as the substrates. The thickness of the films was determingmbund had been used previouSlyo obtain films of pure
in situ by laser interferometry and was 2000—-3000 A forerbium fluoride. The observation of photoconduction in the
different samples. The films were annealedat300 °C at  synthesized samples indicates that they are of satisfactory
normal pressure in a pure nitrogen fl{b0 sccm for 15 min.  electronic quality and potentially useful for the development

The concentration of impurities in the film was deter- of 1.54 um light-emitting diodes.
mined by SIMS and was 1®cm™2 for erbium,
2% 10%° cm 3 for fluorine, and 18° cm ™3 for oxygen, with a
fairly uniform distribution over sample thickness. The con
ductivity of the films was at most 16° Scmi! and the
photoconductivity was around 10 S cmi L.

The photoluminescence of the films was measured using . s prester, 0. V. Gusev, V. Kh. Kudoyarova, A. N. Kuznetsov, P. E.
an automated KSVU-23 system. The detector was a cooledPak, E. I. Terukov, I. N. Yassievich, B. P. Zakharchenya, W. Fuhs, and

germanium photodiode. The photoluminescence was excitegé- Sturm, Appl. Phys. Lett67, 3599(1995.

- . . |I. Terukov, V. Kh. Kudoyarova, M. M. Mezdrogina, V. G. Golubev,
using the 4880 A AT laser line at 40 mW. A. Sturm, and W. Fuhs, Fiz. Tekh. Poluprovod®, 820 (1996 [Semi-

Photoluminescence spectra at room and liquid-nitrogen conductors30, 440 (1996].
temperatures are shown in Fig. 2. At low temperature the®J. H. Shin, R. Serna, G. H. van den Hoven, A. Polman, W. G. J. M. van
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spectrum exhibits two bands. The first is a narrow lif Aiag‘rzﬁ‘:r?a@é"’l'_- Xfege,’\‘lgﬁgsv gﬁz'-l_ ngieggr 9A9p7 p(llii?/é S
(1997).
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Formation of a cathode crater in a low-voltage cold-cathode vacuum arc
M. K. Marakhtanov and A. M. Marakhtanov

N. E. Bauman State Technical University, Moscow
(Submitted October 7, 1997
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The cathode crater in a low-voltage cold-cathode vacuum arc is planar. The area of the crater
and the density of the current flowing through it depend on the thermal and electrical
properties of the cathode metal. €998 American Institute of Physid$§1063-785(08)00307-3

Experiments were carried out to establish the dimensionthe cathode spot. The quantity of metal removed by the arc
and shape of the craters left by a low-voltage cold-cathodelepends on the electric charge passing through the crater.
vacuum arc. The density of the current flowing through theThus, the volume of a planar crater should increase over time
crater was determined for Zn, Al, Cu, Fe, Ti, and Cr cath-T, mainly as a result of an increase in its are®?. We
odes at voltages of 16.7—36 V and arc currents of 42—121 Aneasure the diametd left by the arc at the end of the
depending on the material. The experiments were carried out
using the Bulat-6 industrial vacuum-arc evaporation system
at an argon pressure of 0.04 Pa in the vacuum chamber. The
cathodes were in the shape of truncated cones with base di-
ameters of 56 and 60 mm and a height of 40 mm. The arc
burns on the surface of the smaller base, over which the
cathode spot moves causing cathode sputtering. The opposite
base was water-cooled and the inner wall of the vacuum
chamber served as the anode.

The entire sputtered surface of the spent cathode was
covered with craters. The outline of the crater was bounded
by folds of solidified metal. Two groups of craters whose
sizes differ by a factor of ten are clearly distinguishable. The
large cathode craterk are distributed fairly sparsely while
the small cathode cratets completely cover the sputtered
surface(Fig. 1). For the measurements we used a NEOPHOT
21 microscope, Carl Zeiss, Jetwater depth anck 180 pho-
tographg, an MIM-7 metallurgical microscopédepth and
diameter of crateys and an MBS-9 laboratory microscope
(diameter and distance between cratesach dimension
guoted here is the average of 25-50 measurements.

The diameteD of the cathode crater is assumed to be
0.5(D axtDmin). The crater deptln was determined by fo-
cusing the microscope objective first onto the tips of the
folds bounding the crateiFig. 13 and then onto the crater
floor (Fig. 1b. The crater depth was taken to be the differ-
ence between the readings of the micrometer used to move
the objective. The accuracy of the measurements a$
+0.0025 mm. The true crater depth is less tlahecause
the latter was measured from the tips of the folds, which
protrude above the surface of the cathode. The average crater
dimensions werd® =0.498, 0.264, 0.173, 0.183, 0.169, and
0.087 mm ancdh=0.043, 0.017, 0.0185, 0.0157, 0.0082, and L Y L '

0.0059 mm for Zn, Al, Cu, Fe, Ti, and Cr cathodes, respec- 0 ar ez 03 oF mm
tively. The average cathode crater is planar since the ratiQIG. 1. Photomicrographs of the surface of an aluminum cathode, arc volt-
h/D=0.048-0.107 is obtained for these metals. age 36 V, arc current 52 Al—cathode crater2—small cathode crater;

It was previously establishéthat an arc moves over the objective focused onto the tips of the metal folds surrounding the ctater

cathode by replacing old craters with new ones. the averag‘sé); objective focused onto the bottom of the cathode cratim); the black
’ pots on the photographs correspond to protrusions at the cathode surface or

. . . . - _ _6 3 .
crater lifetime bem_g finite af=10""-10""s. It is alsO it unfocused image; the white spots correspond to indentations or the bot-
knowr? that the entire arc current flows through the crater oftom of the crater and small craters.
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FIG. 2. Diagram of “switching-thermal circle” for
cold metal cathodes: with high thermal conductivity
A>100 (a) and low thermal conductivityh <100 (b);
the diameteD of the cathode crater and the distafte

T84 1 77570 between neighboring craters vary, obeying an explicit
T 72 C 94 dependence related to the thermal and electrical charac-
. 0,24-10 7 r 0,71-107] teristics of the metal cathode.
A/6689-10-5 IQ 17-10-8 13,2410°9
b

period T. Thus, the ratigj=1/D? is equal to the minimum craters are positioned arbitrarily, separated by the same dis-
current density in the cathode crater if we neglect any variatance R, we obtain a ‘“switching-thermal circle” system
tion of the arc current with time. (Fig. 2). Here the cathode craters are shown as small circles
The current density for which a crater can still existis of diameterD. We assume that after the arc has been
0.19x10°, 0.75x10°, 3.51x10°, 3.61x10° 3.33x10°,  quenched at the hot point of a disappearing crater, it enters
and 12.2% 10° A/m?, for Zn, Al, Cu, Fe, Ti, and Cr, respec- the switching part of the period. During the switching
tively. These values agree with the current densities of 3.4ime, the arc systematically reappears and is quenched in
x10% 3.2x10° and 1.5<10° A/lcm?, which were observed several small cathode craters whose position gradually
in experiments using Ag, Cu, and Mo exploding wires, moves from the hot point of the disappearing crater to the
respectively’ cold boundary of the circl®. Here, at the cold surface of the
The maximum temperature of the cathode crater barelgathode, the crater again acquires the normal Bize
exceeds the boiling poirf, of the metal. Assuming that the The displacement of the crater over the cathode is
current density of the thermionic emission from a boiling caused by the thermal and electrical properties of the cath-
crater is jo=1.2< 10°T2 exp{—eq/kT,}, then we havej,  ode. For Zn, Al, and Cu for which>100 W-m~*.K %, the
=1.3x10"® A/m? for a Zn cathode an{l,=3.9x10" A/m?  dimensionsD andR decrease as the cathode melting point
for a Ti cathode. Here Zn has the boiling point T;, K and the thermal conductivity increasgFig. 23. For
Ty=1179 K and work functionp=4.24 V, while Ti has Fe, Ti, and Cr we findh <100, and the dimensior3 andR
Tp,=3560 K andp=3.95 V. Given the obvious inequality decrease as the ratio of the thermal and electrical conductivi-
je<<j, the contribution of the thermionic emission from the ties\/o, W-Q-K ™2, increasesFig. 2D.
cathode to the arc current can be neglected for all these met- Almost the entire mass of the cathode may flow into the
als. arc via a few large cathode craters. For example, the average
The average distance between the craterR4s1.69, crater on Ti has the massM=p-D? -h=4540
1.13, 0.69, 1.90, 1.27, and 0.84 mm for Zn, Al, Cu, Fe, Ti, X (0.169x 10 %)?2x0.0082<10 3=0.11x10 8 kg, where
and Cr, respectively. The ratio of this distance to the cratep=4540 kg/ni is the Ti density. The average rate of sput-
diameter isR/D=3.4-10.4 for Zn—Fe, respectively. If the tering of titanium in the arc was determined 8s-4.42
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X108 kg/s. If the rateS is constant in time, the magd also on the thermal and electrical conductivities of the cath-

leaves the average crater in the tilmeM/S=2.5x10"4s,  ode metal.
which is approximately equal to the crater lifetimie(see
above). 1. G. KesaevCathode Processes in an Electric Aiia Russian, Nauka,
The physical quantities used were taken from Ref. 3. Zyojcwvbpb- 6F| 1|‘_‘|4-H_| b H. Levi 4 A.V. TollestruBxplodi
. . _ . A ebb, H. H. Hilton, P. H. Levine, an . V. Tollestrupxploding
To sum up, in a low VOItage CO",’ CathOde vacuum arc Wires Vol. 2, edited by W. G. Chace and H. K. MoofBlenum Press,
the cathode crater has a planar profile wittb <0.1. The New York, 1962, p. 37-77.
crater disappears when the density of the current flowing®A. P. Babichev, N. A. Babushkina, A. M. Bratkovskit al, in Handbook
through its cross section is (0_2_}@109 A/m? (Zn-Ch. of Physical Quantitiesedited by I. S. Grigor'ev and E. Z. Mié&hova [in
The average crater diameter and the average distance beRuSSiath Energoatomizdat, Moscodl993, 1252 pp.

tween neighboring craters depend on the melting point, antiranslated by R. M. Durham
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Spontaneous formation of arrays of three-dimensional islands in epitaxial layers
V. G. Dubrovskil, G. E. Cirlin, D. A. Bauman, V. V. Kozachek, and V. V. Mareev
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(Submitted December 19, 1997
Pis’'ma Zh. Tekh. Fiz24, 20—-26(July 12, 1998

An analysis is made of a theoretical model of the formation of three-dimensional hanometer-size
islands in molecular beam epitaxy. The kinetics of the self-organization processes are

described using a lattice gas model of the adsorbate with self-consistent allowance for lateral
interactions in the activation energies of the diffusion processes. It is shown that at
below-critical temperatures in a certain range of thicknesses, decay of the spatially uniform state
gives rise to arrays of three-dimensional nano-islands which do not participate in the
coalescence process after growth has ceased. The average size of the islands, their geometric
profile, and the spatial ordering depend strongly on the kinetic parameters of the model.

© 1998 American Institute of PhysidsS1063-785(108)00407-§

Studies of nanostructure formation processes in molecu- 0,(R,1)
lar beam epitaxyMBE) and its modifications are of consid- PR, D)= 1937 ,0RD’ I=1. 2
erable interest from the fundamental viewpoint as well as |=27
for practical applications in  microelectronics  and The three-dimensional surface of the epitaxial film is de-
optoelectronics.One of the most promising methods of ob- scribed by the function
taining nanostructures is their direct formation as a result of
surface self-organization effects in MBE growth. Requiring ”
no pretreatment or aftergrowth surface treatment, this h(R't):,ZO Ip«(R,1). ()
method can produce systems of three-dimensional, -
dislocation-free, nanometer-size islan@siantum dotsat @  The system of nonlinear rate equations proposed in Ref. 8 for
high surface densityWith a suitable choice of growth con- 6,(R,t) has the general form
ditions, a reduction in the spread of island sizes as well as
their spatial ordering are observed experimentalespite d6(R,1)
the considerable success achieved in the equilibrium theory ot
of nanostructure formation in heteroepitaxial systéms,
Monte Carlo simulatiof?,” and continuum models of diffu- Where the operator&D, M, and P describe adsorption—
sion instabilities in MBE® the kinetic theory of self- desorption processes, two-dimensional diffusion within layer
organization effects in MBE has not been adequately devel, and interlayer transitions in the three-dimensional lattice.
oped. In particular, very few microscopic models areWe subsequently use the following explicit representations
available to examine the relationship between the growtt®f the kinetic operators to make self-consistent allowance for
kinetics and the surface morphology, or the temperature déhe interaction between lattice gas particles
pendence of the characteristics of these nanostructures.
N Here we attempt to construct_ such a mode_l by general- AD=aJo(1—6)6,_,— %exp(— %), (5)
izing the model of the dynamics of a nonideal three- t
dimensional adsorbafeThe proposed model is used to make
a numerical analysis of self-organization effects in an epitax-

=AD+M+P, (4

1
M=—5 > (6 exp(—$P6)(1—6,)6,_1— 6,

ial layer, which result in the formation of ordered arrays of V4 ey
three-dimensional nano-islands. 5 o
The lattice gas model is used to describe the growth Xexp(— ¢ 0)(1—6/)6/_1), (6)
kinetics. The occupation numbers of the siteR)) in layer| . ,
with the discrete coordinat® in the substrate plane(R) =3 ( 0)_1 exp(— oF 16/ )+ h
are 0 or 1. The occupation number averaged over all micro- & L\ti—qy =171 ti1y

scopic states at timegives the probability of observing an
adatom at the sitel (R) 6,(R,t) =(n;(R));. The statistically
averaged probability that the local height of the surface at
point R is | monolayers at time is given by , , , ,
><exp(—¢>,P0,)((1 606, (1616 ”
1-6,(R,t) n ti-1 ti+1
1+32,60(RY) @)

><exp(—¢f’+19(+1))(1— 6)6,-1— 6,

pO(R!t):
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whered/=6,(R"), 6,=6,(R), the time dependence is omit- 6,(x,y,t=0)=6,(0)+ y min(1— 6,(0), 6,(0))
ted to simplify the notation, and=1 andtg;=% in the

absence of particle exchange between the epitaxial layer and % sin o @)sin( © Ziy) ®

the substrate. Summation is performed over all nearest L YL

neighbors in the two-dimensional lattice. In E®—(7) J is

the particle flux density to the surface,is the area of the

adsorption cellg, is the coefficient of adsorption at the sur- The lattice periodL in the plane of the substrate, the
face of thel — 1 layer,t?, tP, t,_y, andt,;_; are the char- yajue of 6,(0), and theperturbation amplitudey were var-
acteristic lifetimes of an absorbed particle in layediffu-  jed. The perturbation frequencies,= w, for givenL were
sion in layerl, | —1—1 (upward “jumping”) andl—1—1 " taken to be equal to the critical frequency at which the

(downward “sliding”) interlayer transitions for zero coating,
and z is the coordination number of the two-dimensional

lattice. The binding energiegy’, ¢, and¢; expressed in g anq 9 The instability of the spatially periodic solution is
units ofkgT in self-consistent form allow for the influence of ., seq by anomalous diffusion in the spinoidal refflon

lateral interactions at desorption activation barriers, WOy here particle attraction predominates over the usual diffu-
dimensional intralayer hopping diffusion, and interlayer

T _ _ sion because the diffusion flux is directed along the density
transitions.™ The Langmuir factors (1 6,(R))6,-1(R) im- gradient of the lattice gas. Under these assumptions, the sys-
ply vacancy forbiddenness and overhanging layers, which igy, of equation$4)—(7) for 6,(R,t) was integrated numeri-

a normal assumption in the theory of MBE growtExpres- cally at each time step with periodic boundary conditions.
sions(5)—(7) are given for a homogeneous planar substrategqrmylas(1)—(3) were then used to calculate the evolution
A numerical analysis was made for a cubic mesh assumss ine surface morphology.

ing a fixed quantity of material at the surfag=0, i.e., The results of the calculations show that #P=4.5,

after the end of growth in the absence of desorptidn 0, regardless of the value of7 , the time ratiat!'/t2, and the
tf=20). An analysis was made of the case of heteroepitaxy,arameters of the first layer in the range of thickness between
where the kinetic constants and interaction parameters were gnq 4 ML, the application of a weak critical-frequency
assbumed to Dbe the same in all layers from2: tp?#% perturbation causes the epitaxial layer to decay into a system
“= e =hos i laTln= = -5[5% $1# 92 of three-dimensional nano-islands. In this case, the geometry
=¢3=...=¢,; P1#FP;=¢3=...=¢,. The initial  of the islands, their distribution over the surface of the sub-
state§,(0) with uniformly filled layers and thickneds(0), strate, and the spatial ordering depend strongly on the critical
constant over the surface of the substrate and equal to thmarameters. By varying the characteristifs t,,, ¢2, and
guantity of deposited material in one monolayer, was per¢f, we can model the formation of arrays of islands by the
turbed by a biperiodic perturbation given by Volmer—Weber mechanism and by the Stranski—Krastanow

ground state WitHT_l(O)= const becomes unstable in the linear
approximation at below-critical temperatur¢i>4) (Refs.

FIG. 1. Surface morphology with an average thickness of
2 ML, ¢P=5, ¢P=3, t11/t?=800, and timet=0.5]".
The numbers on the axes are in nanometers.




Tech. Phys. Lett. 24 (7), July 1998 Dubrovskil et al. 509

")
!"f’o“““ Qe
S IR

%

I
i

l;\“‘ 1
ST
Nl
A\ jl

) .
1 N o5
] N SR Ro st /s O taa o0y \!
PRSI TSI
\ WS ER
3O XN 5 POCse
: s i)
() A LTRE ST
' TR
4 AL RSSO — .
% ) SN N A% IS ““‘:;.'l"“':i,’,fo,t FIG. 2. As in Fig. 1 fort=2t!! (quasi-steady-state surface
0. X AT S SsS A
S AR structurs.
SRS e 'ﬂ’/[l J[“o“f
* T RIS Gl
CPOOSSUIAEA,

mechanisnt:® Figures 1 and 2 show typical dynamic patternsflux, and also to make systematic allowance for the lattice
of the formation of three-dimensional islands with the aver-mismatch in the microscopic growth model.

age thicknesE(O)=2 ML. At the initial stage of decay, the S .
. . L The authors are grateful to the scientific program “Phys-
surface morphology resembles nonlinear density oscillations, . . . . . .
o . . . Ics of Solid-State Nanostructures” for partially financing this
This is superseded by the formation of islands with clearly ork
fin ndaries. Th rf r re shown in Fig. 2 i i
defined bo.u daries € surtace st uctygs OWNIN 9. 215 he authors also thank N. N. Ledentsov and V. A.
stable for times exceeding its characteristic formation time ing . . . : ;
. . hchukin for useful discussions of various aspects of this
order of magnitude. Thus, we can talk of the formation of anW K
ensemble of islands which do not take part in the coales-
cence process for a long timét should be noted that as the
temperature increases {%Es4.5) no islands with clearly
defined boundaries are formed. A spatially ordered struc-
ture clearly does not form at above-critical temperatureszp "y petroff and G. Medeiros-Ribeiro, Mater. Res. Ball, 50 (1996.
(¢5<4). 3G. E. Cirlin, V. N. Petrov, A. O. Golubok, S. Ya. Tipissev, V. G.
To sum up, the proposed model can in principle describe ?lé%fgvsk”, N. N. Ledentsov, and D. Bimberg, Surf. S877-379, 895
; : : i, (1997).
the dynamlcs of sqrface transformation for a.flxed quantity 5Tl R M. Tromp, Phys. Rev. Lel0, 2782(1993.
of d_ep03|ted material. The reSl_JItS show that IN-many CaSeSiy. A. shchukin, N. N. Ledentsov, P. S. Kop'ev, and D. Bimberg, Phys.
the influence of lateral interactions on the activation energy Rev. Lett.75, 2968(1995.
of elementary diffusion processes at the surface can give riséx- FOSL PB Sm"Aauelh Fi?d JLﬁ;ngzsslgsf'(fgg% 393(1996.
o . F . . L. Barabasi, Appl. Phys. LetZ0, .
fco stable arrays _of three-dimensional nano |slanQS. The klnetgG' V. Dubrovski, and V. V. Kozachek, Zh. Tekh. Fi54), 124 (1995
ics of the diffusion processes and the interaction constantsitech. phys40, 359(1995].
strongly influence the surface morphology. However, the®V.G. Dubrovskii, G. E. Cirlin, D. A. Bauman, V. V. Kozachek, and V. V.
theory must be generalized to describe surface selfl—o'\s"a;\ee}l” l:/am‘_lml” gf/isf/ Osibov. Prog. Surf. SEL 1 (199
organization effects directly during the MBE growth process, > A Kukushkin and A. V. Osipov, Prog. Surf. S8, 1 (1996.

to allow for adsorption and desorption, a two-componentrranslated by R. M. Durham
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Energy dissipation of mechanical oscillators induced by an electric field applied
to the surface of an oscillating body

N. A. Vishnyakova, M. L. Gorodetskii, V. P. Mitrofanov, and K. V. Tokmakov

M. V. Lomonosov State University, Moscow
(Submitted April 16, 1997; resubmitted December 22, 1997
Pis'ma Zh. Tekh. Fiz24, 27-33(July 12, 1998

Various factors influencing the damping of the torsional oscillations of a pendulum are

discussed. Damping caused by dissipative surface diffusion processes or charge transfer of surface
states is considered to be the most probable.1998 American Institute of Physics.
[S1063-785(108)00507-2

The development of antennas to record gravitational raef the pendulum and the lower electrode, the oscillations
diation from cosmic sources has stimulated the fabrication oéxhibited increased damping. This effect occurred when the
pendulum-type high-Q mechanical oscillators. It has beempendulum was situated in vacuum and in a room atmosphere.
noted in various experimental studies that one of the sources the second case, the damping was appreciably stronger.
of dissipation limiting the Q-factor of these systems is thewe stress that these are not losses caused by gas friction
action of external electric fields on the oscillating bddy. since the difference between the losses with and without the
The aim of the present paper is to study the damping of thgield was determined. Figure 2a gives the insertion losses
mechanical oscillations of an oscillator when an electric fieIdQ(;l as a function of the voltage applied between the body
is created between the conducting surface of the oscillatingf the pendulum and the lower electrode, separated by a gap
body and the surface of a special electrode. of 0.5 mm. The lower electrode was madepafype silicon

Most of the experiments were carried out using the penyith 3 resistivity of 20Q-cm. The curves were obtained for
dulum shown schematically in Fig. 1. An aluminum disk 6 jifferent gas environments. Cunewas plotted using the

c¢m in diameter and weighing around 100 g was suspendeggyits of measurements made in a dry nitrogen atmosphere.
by means of three 10Qm diameter tungsten wires. The \yihin measurement error, this agrees with the similar de-
resonant frequency of the torsional oscillations of this pen-

I he | . t the disk h CEendence measured in vacuum at a pressure of Torr.
du um was ar.ound 1Hz. T € lower surface o t e.dls 8%urve2 was obtained in a nitrogen atmosphere with a small
radial protrusions at 2 mm intervals. An electric field was

4 b he bodv of th aul q | quantity of water vapor while curv8 was obtained in a
generated between the body of the pendulum and an €lef60m atmosphere with around 70% relative humidity. The

trode positioned ben_eath the disk, par_allel to it. The elef:'hysteresis clearly observed in the moist atmosphere showed
trodes were planar disks made of aluminum, brass, and sili-

less clearly in vacuum. Note that the character and mag-
con. The gap between the electrode and the pendulum could y g

be varied between 0.2 and 2 mm. Torsional oscillations oPIIUde of the effect did not depend on the polarity of the

. applied voltage. It is also interesting to note that if an ac
the pendulum were excited by a resonant force generated bI tric field with a f £ 300 H hiah )
applying a periodic electric voltage to the auxiliary electrode .ec fic Tield with a frequency o Z ornigherwas ap .
and were recorded using a capacitive detector. The insertio%“ed betwe(_an the pendulum anq t_he lower plate, no addi-
losses were determined as the difference between the reciB(—)nal damping yvas observed ywthm measuremgnt error. It
rocal Q factor of the pendulum oscillations measured withVaS @lso established that the introduced damping does not
and without the electric field. The measurements were mad§Main constant after the electric field is switched off. The
in a special chamber in which either a controlled atmospher@ature of this change also depended on the state of the am-
or a vacuum was created. bient atmosphere. Similar effects were observed for alumi-

The design of the pendulum and the electrode used t§um or brass lower electrodes. In this case, the effect also
generate the field was dictated by the need to create a hid’ncreased strongly with increasing atmospheric humidity, but
electric field strength in the gap, without introducing anythis increase was between three and five times less than that
appreciable extra rigidity in the oscillatory system. This for the silicon electrode under similar conditions.
eliminated any dissipation of the pendulum mechanical en-  Figure 2b gives the insertion loss@ * caused by the
ergy as a result of Joule losses to the resistance in the voltagéectric field as a function of the applied voltage when the
supply circuit, induced by an electric current flowing in this conducting coating of the pendulum and the electrode were
circuit as a result of a change in the capacitance between thgade of aluminum. The gap between the pendulum and the
field-generating electrode and the oscillating body. It alscelectrode was 2 mm. The pendulum was suspended by quartz
eliminated any dissipation as a result of coupling betweerthreads and thus had a high intrinsic Q factor in the absence
the oscillator and the electrode, induced by the electric field.of an electric field: The measurements were made in

When an electric voltage was applied between the bodyacuum at a pressure of 16 Torr. The experimental depen-
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FIG. 1. Schematic of pendulum and circuit used to apply the electric field.

dence was accurately approximated by a quadratic function L el
(shown by the dashed curve in Fig.)2b . « .

Another interesting effect deserves attention. In the ex- 0 ,"*" ———r———— 8
periments carried out at atmospheric pressure, additional 0 200 0 600 800
damping of the pendulum was also observed in the absence uyv

of an external electric field, for example, if the field was o _

. . . FIG. 2. Electric-field-induced losses versus voltage applied between pendu-
applled for some time and then switched off or when theIum and electrode: a—when the electrode plate is made of silicon. The
humidity of the ambient atmosphere changed drastically, measurements were made for various compositions of the ambiert-gas:

In general, the damping observed for these pendulumgry nitrogen,2—nitrogen containing a small amount of water vap®#air
on application of an electric field can be attributed to varioué"’ith ~70% humidit¥;4b—for an aluminum-coated pendulum and electrode

; . i at a pressure of10 “ Torr.
factors. For instance, the ponderomotive force acting on the
pendulum alters the tension in the suspension wires. How-
ever, our experimental investigations showed that any
change in the tension of the suspension wires in the absenemd the electrode between which the field is applied. It is
of a field barely influences the Q factor of the pendulum. Theknown that the electrophysical state of the surface is deter-
absence of electric discharges in the interelectrode gamnined to a considerable extent by the composition of the
which could also introduce additional losses in the pendulunsurrounding atmosphere and may vary substantially as a re-
oscillations, was monitored by measuring the noise in thesult of the adsorption of water molecules, for example.
voltage supply circuit. Discharges were accompanied by exmay be supposed that a possible mechanism for dissipation
cess noise. The oscillations of the pendulum in an electriof the oscillator energy is surface diffusion of adsorbed at-
field are accompanied by induced currents on the lower elemms caused by spatial variation of the electric field. In par-
trode and the adjacent conducting surfaces. The dampintcular, water molecules, having a high static dipole moment,
caused by these induced currents depends on the bulk ressan migrate under the action of a field gradient. In measure-
tivity of the materials. Calculations showed that for thesements of the electric-field-induced damping of the pendulum
materials (silicon, aluminum, and brasshis damping is oscillations made in vacuum, diffusion processes at the sur-
much less than that observed in these experiments. In addiace make a smaller contribution to the dissipation. In this
tion, these processes should also be observed when an ease, however, another loss mechanism may be observed as a
voltage is applied between the pendulum and the electrodegsult of the presence of localized surface states. The electric
but in this case no additional damping of the pendulum osfield applied to the surface varies under the pendulum oscil-
cillations was observed. lations, causing carriers to be transferred from the bulk to

An analysis of these results suggests that the dissipatiosurface states and back, or from some surface states to oth-
introduced into the mechanical oscillator by an electric fielders.
depends on the state of the surfaces of the oscillating body Depending on the magnitude of the applied voltage, the
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thickness of the oxide layer, and the composition of the amswitching off the external field is associated with the electric
bient gas atmosphere, charge may be transferred to surfatields formed during adsorption but this loss mechanism re-
states under the action of the electric field by differentmains unclear. Studies of the energy dissipation of mechani-
mechanisms: diffusion, tunneling, and hopping. The impor-cal oscillations induced by an electric field may provide ad-
tant thing is that all these processes are dissipative in thes#tional information on the surface properties of a solid.
systems and are caused by oscillations of a body and are thus ) .
accompanied by scattering of the oscillator elastic energy. 1he authors would like to thank V. B. Braginskb. P.
Note that surface diffusion processes are observed when th@/aichanin, and G. S. Plotnikov for useful discussions and
surfaces are examined with a scanning tunneling microscopé/uable comments. , _
where a strong electric field is created between the tip and 11 Work was supported by the Russian State Commit-
the surfacd. One of the quantities characterizing these sur-1€€ for Higher EducatiotGrant No. 9508.054and the Na-

face processes is their relaxation time, which depends on tH#Pna! Science Foundation, US&Srant NPHY-950364p

surface structure. For processes associated with slow surface

states the relaxation time may be between tenths of a secon%a 164(1996

and minute§.Wh§n the electric field varies with a frequency 2y, g Braginski, V. P. Mitrofanov, and V. I. Panovi.ow-Dissipation

around 1 Hz, which corresponds to the oscillation frequency Systemgin Russiad, Nauka, Moscow(1981), 144 pp.

of the pendulum, the surface states undergo relaxation. WhetiF- F. Vol'kenshtén, Electronic Processes at the Surface of Semiconduc-
— . . . tors in Chemisorption[in Russian, Nauka, Moscow(1987), 432 pp.

the _external electric fl_eld varies at higher frequencies, the4J. Mendez. J. Gommez-Herrero, J. I. Pasaial, J. Vac. Sci. Technol.

carriers do not have time to be transferred to other surfacea 2, 1145(1996.

states and thus the dissipation caused by these processes dg- F. Kiselev and O. V. Krylov,Electronic Effects in Adsorption and

creases. This can explain the absence of any mechanical reCatalysis at Semiconductors and Insulatfirs Russian, Nauka, Moscow

action of the pendulum to an rf field. We can merely postu- (1979, 236 pp.

late that the change in the pendulum Q factor observed aftaranslated by R. M. Durham
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Impact excitation of squeezed vibrational packets in molecules
A. V. Belousov, V. A. Kovarskii, and O. B. Prepelitsa
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An analysis is made of vibrational packets created in molecules by collisions with fast protons.
Some characteristic features of the Raman light scattering spectrum are discussed for a
molecule with squeezed vibrational states. It is suggested that squeezed vibrational states in the
ground electronic state of a molecule may be used for isotope separation.

© 1998 American Institute of PhysidsS1063-785(08)00607-1

Squeezed states of oscillators for an electromagnetic 0?2 vt m,
field (squeezed lightand for squeezed vibratiorisqueezed F(t)= N COShﬁzﬁ? A
phonons$ have recently attracted considerable attentioA 0
characteristic feature of the excitation of squeezed vibrax is the deviation of the vibrational coordinate from the equi-
tional states is that the rates of chemical reactions may inkibrium position, « is the reduced oscillator mass of the im-
crease abruptly and exponentialbgser femtochemistiy**  pinging particle, andn, andm, are the atomic masses in a
Most studies usually examine the preparation of squeezediatomic molecule.

vibrational states in excited molecular states, for example, by  The Schrdinger time-dependent equation for an oscilla-
excitation of a molecular system with ultrashort laser pulsestor, taking account o¥V(x,t), may be expressed in the form
However, the creation of squeezed vibrational wave packets

in the ground electronic state would allow a new class of

+oo t
processes to be studied, which assume a super-Poisson XD = ﬁx dleloodthO(qultl)W(xl’tl) Yix1t)-

2

Comytmy’

tribution of vibrational occupation numbers. The simplest (3)
example could be the spectrum of Raman light scattering bY—| i ' ) i
a molecule in the ground electronic state. ere Go(xt|x;t;) is the Green’s function of the oscillator.

Here we propose a new method of preparing squeezeWe assume that 'Fhe timg behavior of the inte_rr_:tction potential
vibrational states in the ground electronic state of a molW(X;t) in the active regiori~r, may be sufficiently accu-
ecule, based on the excitation of molecular vibrations by @€ly approximated by a Gaussian pulse
collisions between molecules and fast protons. The impact »2
time 7y in these collisions is estimated using the formula F(t)= ’U“—exp(—tz/47§), (4)
7o=Rg/v, whereR, is the characteristic distance at which 2

impact takes place, of the order of 1 (Ref. 5, v is the  \yq yse the condition of collisional nonadiabaticity, i.e., the

i - ~ 7 ~ -- - . .
proton velocity: forv ~10" cm/s we havery~1fs. For vi approximation of short times . We replacef(x,,t;) on the

brations with the energ)ﬁawo.l eV th_is implies that a right-hand side of Eq(2) by #(x,,0). The wave function
wave packet can be excited from ten vibrational states, "eW(Xl 0) is an eigenfunction of the Hamiltonian:

wTe<<1. This case of inelastic collisions is the opposite of

the case of slow adiabatic collisions for whiehr,>1, and H=H o+ W(x4,0). (5
is well described using the familiar Landau—Teller thebhy.

is natural to consider molecular vibrational states accurately ~Initially, the oscillator is assumed to be unexciteft(
described by the harmonic model and having fairly long life->kt) so that

times. Such molecules may include many of those studied in

laser isotope separation wherg~10"° s, Zw~0.1 eV(see (%0,0) = 1 e (x—§)?
Ref. 7, for example Y00 = T J2 282 |
To illustrate the fundamental relationships governing the
excitation of squeezed vibrational packets, we shall use a v2\ , h — wv3\?
simple one-dimensional model of the interaction potential of ~ §= 5,2 Q"=+ ©)

=— .
/.LQ ' 2R(2)mab

a heavy classical particle with a molecule, which was pro-
posed in Refs. 8 and 9: The integrals in Eq(6) can be calculated directly by
using the explicit form of the Green'’s function of the oscil-

x 1 lator and the expression for the pul&®. To simplify the
— 4 TN\2y2
WX =—F()] 1+ R0+ 2)‘ X @ calculations, we replace the narrow Gaussian pulse profile
(70— 0) with a delta function ot, which appreciably sim-
Here we have plifies the calculations. We give the result of integrating in
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formula (6) using the accurate expression for the Gree”'$ﬁ=[exp(ﬁw/k'l')—1]‘l
function of the oscillator and the expression 6{x,0) (5),
which yields

, lL.e., asymmetry is observed. The
anti-Stokes component in the absence of squeezed states is
usually lower than the Stokes component. For coherent and

| p(x,1)|2=N exd — (x—xq(1))%/ a?(1)]. (7) squeezed states the intensitigsand | are equal, so that
x~1. A more accurate analysis of the variation of the pa-
rameterx for various velocities of the proton beam incident
Xo(t) =€ coswt; o?(t)=5%(cog wt+ 7 sirf wt), on the molecules to excite squeezed states will allow the
B 3 oy 2/m2 911/2 squeezing parameter to be determined experimentally. Since
7= w=[1+ po"N\/2Rymapw] ™ ®  the average occupation numbers vary with tithecause of

N is the normalization constant. The probability density ob-the time dependence of the dispersion of the squeezed vibra-

tained for the squeezed state is characterized by the squedin), the ratiox=1,/1 will also vary with time. In this case,

ing parameter; which, in the particular case where the qua- Unlike the method of two successivshort optical pulses,

dratic correctiom\? in the expansion of the potentiél) is ~ cOmprising a preparatory optical pulse and a readout optical

neglected, gives;=1 and formula(7) describes a coherent Pulse, the squeezing parameter can be determined by the

packet. Thus, fom>1 expressior(7) describes a squeezed simpler technique described above and, which is particularly

wave packet with a super-Poisson distribution and the disi.rnportant, for vibrations in the ground electronic state. This

persiong?(t) greater than that of the coherent stafe circumstance may be used in laser isotope separation since
Note that expressiofir) may be obtained by accurately the amplitudes of the squeezed vibrational states are fairly

solving the problem with the potentiél) if this potential is  large and differ appreciably for molecular isotopes.

used as the Bzhl-Teller potential in the Schdinger prob-

lem for the motion of a classical oscillator in this potentfal.

In this approach it is convenient to use a secondary quanti-

zation basis where the squeezed state is represented as two. p. Bykov, Usp. Fiz. Naukl61(10), 145 (1991 [Sov. Phys. Usp34,

successive transformations of shear and rotation, acting on910(1991)]. .

the vacuum state. The problem with thésBll—Teller po- Z[AS' V. \Fﬁrogrj‘g%g”gljl' dgg;‘;zy' Zhkep. Teor. Fiz100 386 (1991

tential is solved using a familiar procedure where the con-s\,_ox_' Koil,;skﬁ, Zh. Eksp. Teor. Fiz.110, 1216 (1996 [JETP83, 670

stants in the solution of this equation are related to the (1999].

above-barrier reflection coefficient, as suggested by L. P.V. A. Kovarski, Pisma Zh. Tekh. Fiz20(24), 59 (1994 [Tech. Phys.

_ 10 : > Lett. 20, 999 (1994].
Pitaevski.™ The accuracy of this solution is the same as thesA. A. Radtsig and B. N. SmirnoviHandbook of Atomic and Molecular

5_0|Uti0n(7) with fai_rly steep f!JnCtionSF(t)- It _iS eas”_y con- Physics[in Russiai, Atomizdat, Moscow(1980, 240 pp.
firmed that only this constraint on the functiéi{t) gives a  °L. Landau and E. Teller, Phys. Z. Sowjetunit, 34 (1936.
class of super-Poisson solutions of the foff. We have V. S. Letokhov,Nonlinear Selective Photoprocesses in Atoms and Mol-

. . . ecules[in Russian, Nauka, Moscow(1983, 408 pp.
confined ourselves to the simplest calculations of the waves, "\, Stupochenko, S. A. Losev, and A. I. OsipcdRelaxation in Shock

packet for the steep potentiB(t). Waves(Springer-Verlag, Berlin, 1967[Russ. original, Nauka, Moscow,
Experimental observations of a squeezed vibrational 1965, 482 pp.

packet are primarily based on the fact that the OccupationgB- F. Gordiets, A. I. Osmoy, and L A. ShelepiKjnetic Processes in

. . . . Gases and Molecular Lasefs Russiar, Moscow (1980, 510 pp.
numbers of the oscillator obey a SUper'EOISson dISt,”bu“onwA. I. Baz', Ya. B. Zel'dovich, and A. M. Perelomocattering, Reactions
In analyses of the Raman spectrum of light scattering by a and Decay in Nonrelativistic Quantum Mechanitmns!. of 1st Russ. ed.
molecule, the ratio of the intensities of the blug (Israel Program for Scientific Translations, Jerusalem, 19®6ss. origi-
(anti-Stoke and redl (Stokes satellites of the scattered "al. 2nd ed., Nauka, Moscow, 197544 pp.

light is determined by the conditiow=1,/1s=n/(n+1),  Translated by R. M. Durham

Here the following notation is introduced:
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Influence of the type of cathode on the dynamic characteristics of ionization waves
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The influence of different types of cathodes on the dynamic characteristics of ionization waves is
determined experimentally. It is established that when the discharge is initiated by negative
pulses, the maximum wave propagation velocity is observed for a cold cathode while the maximum
peaking of the output pulse leading edge is observed for a heated cathode. The mechanism

for this effect is discussed. @998 American Institute of Physids$§1063-78518)00707-]

Studies of the influence of different types of cathodes orthe ionization wave was determined using the formula
the dynamic characteristics of wave breakdown of gas gaps
are of considerable theoretical and practical interest. An  V=L,/(t,—t;—(L;+L3)/c),
analysis of the scientific literaturé does not answer the
guestion as to how the emission from the surface of the eleawheret; andt, are the times of appearance of the signal at
trode influences the dynamic characteristics of the ionizatiothe first and second current detectors, respectiveig, the
waves(displacement velocity, formation time, current pulse velocity of light, andL,, L,, andL are distances as shown
peaking, and so gnMoreover, many publications assert that in Fig. 1.
the type of cathode does not influence the properties of the Figures 2a and 2b give the propagation velocity of the
ionization waves. However, our experimental investigationgonization wave as a function of the neon pressure for the
have shown that thermionic emission from the cathode playprototype with different types of cathodes. The discharge
some role in the formation of “slow” ionization waves when was ignited by negative pulses from the cathode side with a
the propagation velocity lies in the range®2a0’ m/s. The rate of rise of 5< 10 V/s.
apparatus used for the experimental investigations is shown A comparative analysis of these curves reveals that the
schematically in Fig. 1. The distance between the ends of thinization wave propagates at a higher velocity with a cold
electrodes was 270 mm and the diameter was 30 mm. Toathode than with a heated one. This behavior may be attrib-
achieve uniform experimental conditions, the investigationauted to the following factors. The propagation velocity of the
were carried out using a single prototype where an indirectlyonization wave is influenced by two interrelated processes,
heated oxide cathod&functioned as the cold and the heatedimpact and photoionization. The relative influence of these
cathode. factors on the ion formation mechanism depends on the filler

The measurements of the wave propagation velocitygas concentration. At low pressure, both processes play a
were made assuming that the current-recording deteétors negligible role and the ionization wave has a low velocity. A
are separated by the distandesand L from the volume rise in pressure increases the role of photoionization and im-
where the plasma forméFig. 1), so that the propagation pact ionization. The maximum propagation velodifig. 2)
velocity of the high-voltage pulse in these sections was takenorresponds to the optimum conditions for the formation of
equal to the velocity of light and the propagation velocity of charged particles.

L, L, L,
\\‘5
8
VLl LL L
<ﬁ" = ) FIG. 1. Prototype to investigate dynamic characteristics of
% ionization wavesl—envelope,2—screen,3—anode,4—
& cathode, 5—current shunts,6—high-voltage cable,7—
Eu‘x’yi -==t-1--F adjusting deviceB—insulator, 9—slit for visual observa-
tions, andl0—cathode heater leads.
2 4 10
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V,10'm/s V,10'm/s

0,6 // A2 1,0 / \\1

/ \ Y FIG. 2. Propagation velocity of ionization wave versus
0,5 v 0,8 \ neon pressure for various types of cathodes: a—heated, b—
“ \ ~ / N cold. Negative control pulsesU/dt=5x 10" V/s: 1—13
o, 4 A 2 0.6 e KV; 2—11 KV: 3—9 kV.
V4 /‘\3 \ / AR K
0,3~ 0,4 4 ,//’\3 S
2R KL T
0,2 e 0,2
0 2 4 6 8P,10%%a 0 2 4 6 8P, 10%Pa

As the amplitude of the initiating pulses increases, theChanges in the cathode geomeftigngth, diameter, surface
maximum of the wave propagation velocity shifts towardarea, configurationdid not alter the temporal and energy
higher pressures for both the cold and heated cathodes. Agharacteristics of the ionization waves.
increase in the amplitude of the voltage pulse applied to the Formation of the discharge by positive pulses from the
gap leads to an increase in the energy acquired by the eleanode side showed that the dynamic characteristics of the
trons over the mean free path but at the same time, reducésnization waves do not depend on the nature of the second
the probability of the gas atoms being ionized, which causeslectrode, except for the leading edge duration of the current
a drop in the wave propagation velocity in the gap. Only anpulse and the voltage recorded in the cathode circuit. With a
increase in pressure can reduce the mean free path for whi¢teated cathode the output pulse showed stronger peaking
the electron ionization probability will have a maximum.  than for the cold cathode, although the propagation velocity

With a heated cathode it is considerably easier for elecwas the same in both cases. Changes in the amplitude and
trons to escape from the surface of the electrode, so that ttedope of the applied voltage pulses altered the quantitative
plasma forms more rapidly than with a cold cathode, when aesults, without changing the general behavior of the pro-
longer time is required to produce the same concentration afesses.
charged particles. The presence of a heated cathode makes Using these phenomena in plasma current switches
the plasma formation process more vigorous but the chargecbuld improve their speed by several factors and increase the
particles begin to form at a lower electrode voltage, makingate of rise of the anode curreht.
the wave propagation velocity lower than that for a cold
cathode(Fig. 2. 1E. I. Asinovski, L. M. Vasilyak, and V. V. Markovets, Teplofiz. Vys.

The type of cathode also influences the shape of thezTenl:Ip'E]a-’ Zié%/gggd I. M. Rutkevichlonization Waves in Electrical
current pulse. _Wlth a heated CathOde‘_ the OUtp_Ut pulse Showﬁ.realkdovgn of Gase§p.ring.er-VerIag, New York1994 [Russian orig].
stronger peaking at a lower propagation velocity. Nauka, Moscow(1989, 206 pp.

When the rate of rise of the initiating voltage was in- 3A. S. Arefiev and Yu. A. Yudaev, ifProceedings of the Twelfth Interna-
creased to X 102 V/s, the maximum propagation velocity tional Conference on Gas Discharges and their Applicatj@aeifswald,

. . . - Germany, 1977, Vol. 2, p. 800.
shifted to higher pressure and the differences in the propaga-
tion velocity of the ionization waves progressively decreaseTranslated by R. M. Durham
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Synergic model of the superplastic deformation of materials
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A study is made of a synergic model of superplastic deformation of ultrafine-grained materials at

high temperatures as a manifestation of collective modes of motion and self-organization in

a system of stimulated grain-boundary slip. The evolution of grain-boundary slip is accompanied

by the formation of a wavefront which separates two steady states of the system and leads

to the appearance of the experimentally observed “running neck” at the surface of the sample. The
synergic model is used to explain the scaling effect of superplasticityl9@8 American

Institute of Physicg.S1063-785(08)00807-§

The superplasticity of inorganic materials is of major when grain-boundary slip becomes a cooperative process in-
practical significance and is observed as a result of the desorporating the grain-boundary slip of many grains. The or-
velopment of a stable ultrafine-grained structure and deforder parameters determining the behavior of the grain system
mation in a certain range of temperature and strain(tega-  in superplastic deformation will be collective, long-
ally for grain sizes dg=10-15um, T.=0.5-0.8,, wavelength modes of grain-boundary slip. The controlling
eP=10"3-10"*! s7%) (Refs. 1-3. It has now been convinc- parameters will be the strain ra#® and the temperaturg.
ingly established that three deformation micromechanisms s 1
are involved simultaneously in superplastic deformation:The defect interaction diagram has the fopp—p,=ps
gra_m-bounda_r}l/ slip, intragranular dislocation glide, and dif- oo - s the nucleation time for a lattice dislocatiorg at the
fusion creepg:™ Grain-boundary slip occurs in two fornis: 9

T . L . boundary andry is the dissociation time for a lattice dislo-
intrinsic slip at the velocity/, and slip stimulated by lattice : . ; .

) . ; “~ cation at grain-boundary defects in the boundawe write
slip at the velocityV, whereV >V, . It was established in

Ref. 6 that in superplasticity, collective modes appear in théhfa bgsic equations fqr the dislocation kinetics in the relax-
3 ! . ation time approximation in the form
motion of ensembles of grains. The aim of the present study
is to analyze the synergic model of superplastic deformation
as a manifestation of grain-boundary, self-oscillating, dissi-
pative structures.
The production of entropy in superplastic deformation is
related to the rate of irreversible deformations: dissipative o [
processes and their contribution to the total deformation. In
the optimum range of strain ratésegion Il), the contribu-
tions of grain-boundary slipyy, intragranular dislocation
glide yp, and dislocation creepy, are respectively given
by"* y4=0.8, y5=<0.2, y,—0. From the point of view of
nonequilibrium thermodynamics and synergefidhe ap-
pearance of a temperature—rate range for the onset of super
plasticity is caused by a change in the dissipative process '\
controlling the deformation: in region | the main processes o/
are isolated dislocation glide and creep, in region Il grain- — P3 5
boundary processes predominate, and in region Il multiple
dislocation glide is the dominant process.
On the basis of the physical model of superplastic defor-
mation proposed in Ref. 4, we shall analyze a polycrystalline
material consisting of equiaxial grains of average gize
deformed at the optimum rate® (region I). The deforma- l
tion is accomplished by grain-boundary defects of density fo]
and lattice dislocations of densips. The action of the dis- _ _ _ _ _ _
location glide produces stimulated grain-boundary slip with:'JGpérlr‘,lgfi‘grarg;gg‘;";’;%g‘ilel‘jj'gﬂgirt'y"f rg;crog;':aeizr_‘ggfnrgZSSpggfe'gifor

the _bU|k densityps (Fig..l). In SUpe_rp|aStiC deformation CO". p,—density of lattice dislocations, and;—density of introduced grain-
lective modes appear in the motion of ensembles of grainsoundary defects.
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P3/Per ap/éo
pcllpcl B
v
P3 —_—
1o . FIG. 2. Density of grain-boundary defegig/p.; and strain rate
1 &/ &Plgq as functions of distance/AH in traveling neck.
éP
1.0
1 1
1.0 2.0 x/AH

D,/D,<1. Converting to slow variables in Eqd), we ob-
tain in the first approximation(t/7o=7, &£=x/(D,75)?
p=p3lpi)

i?l:A_Plng‘FPz/TD_szPs‘FD1V2P17
pr= —p2lotpilTy,
pgz(p*_pg)/To+kp2p3_0p2+D2V2p3, (1) p:1+Ap/(bO+dOp*p)_aOp_Cpaz\-p2+V2p (2)

where 7, is the annihilation time for grain-boundary defects Equation(2) for the slow amplitude of the cooperative
at sinks(such as grain boundary joins, and so,0h is the  grain-boundary slip has three established steady-state points.
rate of nucleation of dislocations, akdandc are normaliza-  Physically this means that the system is stable at the mini-
tion coefficients. Here it is assumed that the defect distribumum and maximum densities of grain-boundary defects and
tion exhibits substantial spatial nonuniformity, described byis unstable fop.,. That is to say, a front or “neck” appears
introducing the “diffusion term.” Within a single grain we in the system, separating the two steady statgsand p.s.

find p;, p3=const and gradients occur only when consider-Splving Eq. (2) in terms of the self-similar variablé=x

ing neighboring grains. The rapid transfer of active deforma-—vt, whereV is the velocity of the front, with the boundary
tion from some boundaries to neighboring orf€&y. 1) is  conditionsp.,, é— +=, p:=0, p=pc, We obtain an im-
accompanied by the formation of density gradieptsand  plicit expression for the defect distribution in the form

p3, and the “diffusion” coefficients of the defect flux den- ¢= fdp/F(p,ag,dg,p, ,C.K), WhereF(z) is a given func-

sities will be given byD,=<d* rp andD,=d?/74. The ini-  tion. In the first approximation we have
tial conditions are §14,0,0).

We shall analyze the system using bifurcation theory
methods and Poincamaps® A search for the steady-state
points of the system and their analysis using the linearized

system OT equationgl) revealed _that the following steady The width of the front is determined in the first approxima-
states exist: two saddle-type2 point&,A1y7p / 74,0) anq tion by AH:TgDZ(p03_pcl)/p*(DlTO)lIZ' Estimates oV
(ps1.ps2.ps3) for A>174/K7p7g and the unstable focus point oy Ay for superplastic deformation are of the order
(pF1,PF2,PF3) TOT pi>pe, . AN analysis of the solutions of \/_14-1 ¢yys andAH=10"1 cm, which is similar to the

the  kinetic ~ equations (1)—space-time dissipative experimental dat4:® A numerical solution of the systeit)
structures—may be sought in the form of expansions as & shown in Fig. 2

Fourier series in terms of plane wavps- X, exp(pt+ikx).
The characteristic equation of the systéinhas two types of
solutions: 1 a spatially homogeneous solution anda2pe-
riodic, self-oscillating solution(traveling neck regime?.
Periodic solutions are generated according to the type
Hopf bifurcation. Thus, there exists a critical density of ac-
tivated grain-boundary slip boundaries when a self-
oscillating regime is established in the system

p(&)=pc1t(pez—pci)/[1+exp2ao(pes— pcl))ilvgé)

Dissipative structures can only form when the dimen-
sions of the nonequilibrium systefthe samplg L exceed
certain critical value$.For superplasticity, the minimum di-

ensionL . is determined by the condition for the appear-
0g]nce of collective modes and self-organization in the system
of stimulated grain-boundary slip and has the form

LC:(Fl(do!fI(pcl)ig,(pCS)lvng))l/ZZ(AH'V'Tg)llzl
pox = (KTpA?T3 70)(1+2)/(3+2), z=274/Akryp.
wheref(z) andg(z) are the right-hand sides of the system
The type of wave regime is analyzed using the method1), and F;(z) is a given function. An order-of-magnitude
of multiscale expansionsn terms of the small parameter estimate ofL. gives 16—1C° um. In Ref. 6, a departure
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Results are presented of calculations of the modulation transfer function of optically addressed,
liquid-crystal, spatial light modulators based on layered photoconductor—liquid crystal

structures, including surface-plasmon light modulators. Allowance is made for diffusive spreading
of carriers in the photoconductor and the propagation length of surface plasmons in the

layered structures. €1998 American Institute of Physids$$1063-785(18)00907-(

Several models have been proposed to understand thiguid crystal, e, is the parallel permittivity of the liquid
constraints on the resolution of optically addressed spatiatrystal, ande, is its perpendicular permittivity.
light modulators-~! It has been shown that in optically ad- In their derivation of formulg1) the authors of Refs. 8,
dressed spatial light modulators based on photodetector:2, and 16 neglected diffusive spreading of carriers in the
liquid crystal layered structures, the resolution is primarily photoconductor layer, although they did not deny the impor-
determined by the thicknesses and dielectric constants of thance of this effect.
photoconductor and liquid crystal layers. Theoretical and ex-  Diffusive spreading(and/or drift in the presence of an
perimental investigatiodd=1%2have also shown that, in electric field of photocarriers in the photoconductor may be
addition to the thickness of the liquid crystal layer, the resotaken into account directfyin calculations of the modulation
lution is also influenced by the orientation of the moleculestransfer function by multiplying the ratigy /S, by the
in the liquid crystal layer and by its dielectric anisotropy. frequency-contrast characteristic of the photocondu¢td.
Allowance should also be made for diffusive spreading In fact, the use of a photoconductor layer as one of the
(and/or drify of photoexcited carriers in the photoconductor main elements in optically addressed light modulators is
which drastically reduces the resolution of spatial lightlargely attributable to the capacity of a photoconductor with
modulators. Direct allowance for the carrier diffusion lengtha specific contrast to produce an image of the exciting radia-
in the photoconductor in calculations of the resolution oftion, as occurs in iconics for photographic materfdls.
optically addressed liquid-crystal spatial light modulatorsCalculationd® show that the distribution of the nonequilib-
was apparently proposed for the first time by one of therium carrier concentration in a photoconductor obeys the
present authors in Ref. 7. same cosinusoidal distribution as the excitation function.

Here we present an expanded version of Ref. 7 in whictHowever, the amplitude of the variation in the concentration
we calculate the modulation transfer function of optically differs from that of the excitation function by the factor
addressed liquid-crystal spatial light modulators. In addition,T(v,Lp), which depends on the spatial frequencgnd the
in the surface plasmon calculatidf$®we also allow for the  diffusion wavelengthL,. Consequently, in the photocon-
propagation length of the surface plasmons. It should beuctor the excitation function is converted into the spatial
noted that a simildrbut slightly different version was also distribution function of the concentration with the frequency-
proposed in Ref. 11 to allow for the diffusion spreading contrast characteristic
length of the carriers in the photosensor part of optically
addressed, liquid-crystal spatial light modulators. T(v,Lp)=1/(1+4m2V2L3). 2

An expression was derived in Ref. 12 for the modulation
transfer function of a light modulator formed by a two-layer  In the presence of an electric field in the photoconductor,
structure consisting of an isotropic dielecttigthotoconduc-  the carrier displacement length in the fielghould be taken
tor) and a layer of dielectric anisotropic material, assuming dnstead ofL. In general, for a photoconductor layer in an
sinusoidal charge distribution at the interface between theptically addressed spatial light modulator, this length de-
two layers. For a photoconductor—liquid crystal structure thepends on the voltag¥ across the photoconductor layer, the
modulation transfer function depends mainly on the ratiointensity of the writing light, the degree of modulatiom,

Sy/Sy, given byt216 and also the spatial frequenty.
Figure 1 gives results of calculating the modulation
Sy 1 epsl/dpsteq/d ¢ transfer function of an optically addressed spatial light

S T cot dod) + Ve s cot [erledi ) modulator comprising a bismuth silicate—liquid crystal struc-
eps CONmutpg) + yeqe, COtlmy ey /ey "C)(l) ture from Ref. 16, neglecting and allowing for the diffusion

length(curvesl and?2, respectively. This clearly shows that
where dpg is the thickness of the photosenserg is the L influences the resolution of the optically addressed spatial
permittivity of the photosensod, ¢ is the thickness of the light modulator. Using the experimental data from Ref. 16,
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FIG. 1. Modulation transfer function of an optically addressed spatial light,gqulator based on an amorphous silicon—liquid crystal strutuvih
modulator based on a bismuth silicate—liquid crystal strutturéth @ | _5,m and a modulation coefficient of 11—Lgp=0; 2—Lgp

modulation coefficient of 11— p=0; 2—Lp=8 um. =5 um; 3—Lgp=10 um; 4—Lgp=20 um.

we estimated the carrier spreading length in bismuth silicate )
to be 13.6um, which agrees with the real valg. curves of the modulation transfer functiério calculate the

The resolution of surface-plasmon liquid-crystal light !€ngthsLsp for the two directions of propagation of the sur-
modulators is also extremely interestifig>2Lin this type of ~ face plasmons studied in Ref. 14 and we obtaitfed our
spatial light modulator, in addition to allowing for the diffu- @ssumed carrier spreading length gi in a layer of amor-
sive spreading of carriers in the photoconductarrespond-  Phous silicon 8.2 um (for v=25 line/mm and 16.9um (for

ing to the frequency-contrast characteristic of the photosen = 13 line/mm, respectively. o _
sor in an optically addressed spatial light modulgtir is To conclude, direct allowance for the diffusive spreading

also necessary to take into accddiihe blurring of the “pic- ~ Of the carriers in the photosensor part of an optically ad-
ture” written in the photoconductor as a result of the finite dressed, liquid-crystal spatial light modulator can be made
propagation length Lps of the plasmons in the by introducing the frequency-contrast characteristic of the

photoconductor—liquid crystal layered structure. It is easy tcphotoconductor into the expression for the modulation trans-

imagine that the system for reading the image from an optifé" function of the spatial light modulator. For surface-
cally addressed spatial light modulator comprising gPlasmon, optically addressed, liquid-crystal spatial light

photoconductor—liquid crystal structure with surface plas-medulators, the propagation length of the surface plasmons

mon excitatiof*15 is the second component of a general is taken into account by introducing the frequency-contrast
system for reproduction of an object, while the first is acharac?eristic of the plasmon image reading system at the
system for writing the object in the photoconductor and thussa@me time as that of the photosensor.
in the photoconductor—liquid crystal structure. Then, in ac-

cordance with iconic’ for the entire surface-plasmon, op-

tically addres_sed liquid-crystal spatial light modulator SYS~1a A vasilev, Trudy Fiz. Inst. Akad. Nauk SSS
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Reduction in the critical conditions for instability of a highly charged droplet moving
relative to a medium

S. O. Shiryaeva, V. A. Koromyslov, and O. A. Grigor'ev

Yaroslavl State University
(Submitted September 19, 1997; resubmitted February 10,)1998
Pis'ma Zh. Tekh. Fiz24, 54-57(July 12, 1998

It is shown that as the flow velocity of an ideal liquid flowing around a charged perfectly
conducting droplet of ideal liquid increases, the critical self-charge of the droplet at which
instability occurs decreases rapidly. 98 American Institute of Physics.
[S1063-785(108)01007-9

Charged droplets moving relative to some medium are 9E 1 9V, 9¢ ¥,
encountered in a wide range of problems in technical phys- =R+&: E+ 290 360 ar
ics, geophysics, and technolofjy’ However, whereas a con-
siderable number of investigations have examined the ;¢ g,
breakup of free-falling droplets in the atmosph&ppblems =,

: ) : . ) oo ot ar

involving the laws governing the buildup of instability in

droplets with respect to their self-charge and with respect to v, v,

a tangential discontinuity in the velocity field at the free —p17+p27—p1(V\If1)2—PQ+ P,=0;

surface of the droplet have not yet been addressed. Since the

critical conditions for the instability of capillary waves at a & = const:
charged liquid surface in the presence of a tangential velocity

field do not depend on viscositywe shall examine models

g
of ideal liquids to simplify the following reasoning. Po(é)=—z2(2+A0)&
We shall assume that an ideal incompressible dielectric
medium having the density, and permittivitye moves at a Q? Q?
constant velocityJ relative to a spherical droplet of radius Po=— 27eR% &+ AmeR?

R, comprising an ideal, perfectly conducting liquid of den-

sity p,, carrying the charg®, whereq is the surface ten- 1

sion at the interface of the media. We shall find the critical x; (”+1)Yn(M)f_1§Yn(M)dM,

conditions for instability of capillary vibrations of the droplet

under these conditions. whereA is the angular component of the Laplace operator

We shall solve the problem in a spherical coordinatein spherical coordinates.
system with its origin at the center of the droplet using a  We shall seek the solution of this problem in the linear
linear approximation with respect to a perturbatéfm,t) of  approximation with respect to the surface perturbaiqas
the free surface of the droplet caused by thermal capillaryvas done for the similar problem of the Helmholtz
waves and having peak values ofL0 8 cm. The equation instability®) in the form
for the free surface of the droplet has the forfv,t)=R
+E(6.0). Wi(r) =+ 2 A~ TDY,(u)exp(SY;

The expression for the velocity field of the irrotational n
liquid flow around the unperturbed droplet has the form

R3 Wo(r,) =2 Br"Yo(u)exp(St);
V(r)=—53[3n(U-n)—U]+U. (1) n

We shall assume that the wave motion in the droplet and  &(r,t)= Z Z.Yn()expSt).
in the surrounding medium is irrotational, with the harmonic n

velocity potentials¥'; ,¥,, and the electrostatic potentid Y, are spherical functionsd,, B,,, andZ, are first-order

satisfying the problem coefficients ¢ is the potential of the liquid velocity fiel€l),
AW,=0; (i=1:2); Ad=0: of zgroth order, and tht_'—: quadratic terr(V¥,)? in the dy _
namic boundary conditions at the free surface of the liquid is
r—o: V¥,=U; ®-0; retained because it contaigsas a term.
This problem can easily be solved by conventional
r=0: VWv,=0; methods. In terms of dimensionless variables whé®e= 1,
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o=1, andp,=1, we obtain an infinite system of homoge- from Eq.(3) that as the velocity of the flow around the drop-
neous algebraic equations for the amplitudes of the capillariet increases, the critical Rayleigh paramaté+ W, for the
vibrations of the droplet:

the coefficients of the unknown amplitud&s should be

p

PUZKnZn72_PUSLnZn71+

xsZ—pUZMn+(n—1)[n+2—W]]

in_pUSInZn+1+PU2‘JnZn+2:01

1

n+D n

|

)

onset of instability decreases rapidly:
W, =4—pU?M,.

This observation justifies renewed efforts to construct a
physical model for the initiation of a lightning discharge
based on the idea of ignition of a corona discharge near a
free-falling large melting hailstone in a thundercl8ttd
consistent with the real conditions obtained in a thunder-
cloud (using measured values of the charges on hailstones,

W= Q? C M= Qanan-1  9Bnaniy the intracloud electric field, and the falling velocity of the
4re’ n 2n 2(n+2)’ hailstones
9 (9n+6) To conclude, we note that the ideal liquid approximation
K, = —on®n-1. 27T 204, used for the analysis does not restrict the generality of the
2n 2n(n+1) result since the critical conditions for instability of a droplet
(9n+12) 3, 98, B 1 with respect to its self-charge do not depend on the viscosity
= =——; p= : f the liquid.
hn 2(n+1)(n+2)’ " 2(n+2)’ P p1lp2; of the liquid
n(n_ 1) (n+ 1)(n+ 2) 1S, 1. Shevchenko, A. I. Grigor'ev, and S. O. Shiryaeva, Nauch. R(#),

an= v Bn= .
V(2n—=1)(2n+1) VJ(2n+1)(2n+3)

3(199).
2A. 1. Grigorev, Yu. A. Syshchikov, and S. O. Shiryaeva, Zh. Prikl. Khim.
62, 2020(1989.

A necessary and sufficient condition for the existence of3A. I. Grigor'ev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk Ser. Mekh.
a solution of this system is that the determinant composed of Zhidk. Gaza No. 3, 31994.

4A. L. Gonor and V. Ya. Rivkind, ltogi Nauki i Tekhniki. Ser. Mekhanika
Zhidkosti i Gaza Vol. 17in Russian, VINITI, Moscow (1982, pp. 98—

zero. This constraint yields a dispersion equation for the ;5o
problem which, neglecting mode interaction, has the simple®s. 0. Shiryaeva and A. I. Grigorewlethods of Calculating Critical
form

Conditions for Electrohydrodynamic Instabiliti¢gn Russian, Yaroslavl
State University Press, Yaroslai996), 60 pp.

2 2 np -1 L. D. Landau and E. M. LifshitzFluid Mechanics 2nd ed.(Pergamon
S,=[n(n—L[W—-n+2]—npUM, ]| ——<+1| . Press, Oxford, 1987[Russ. original, 3rd ed, Nauka, Moscow, 1986,
(n+1) 733 ppl.
()

The droplet becomes unstable Whﬁf] passes through

A. . Grigor'ev and S. O. Shiryaeva, Zh. Tekh. F&(3), 19(1991) [Sov.
Phys. Tech. Phys36, 258 (1991)].
8V. A. Dyachuk and V. M. Muchnik, Dokl. Akad. Nauk SSSR8 60

zero and becomes negative. If this condition is satisfied, the (1979.

amplitude of the dominant mode begins to increase exponen?A. I. Grigor'ev and S. O. Shiryaeva, zh. Tekh. FEX(5), 6 (1989 [Sov.
tially with time, which leads to the successive excitation of Phys: Tech. Phys4, 502(1989]. o

the amplitudes of higher-order modeand the droplet de- /- GMigorev and S. O. Shiryaeva, Physica Scri 660 (1996.
cays according to the law described in Ref. 7. It can be seeTranslated by R. M. Durham
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Charge properties of aluminum oxide layers synthesized by molecular layering
S. G. Sazonov, Z. N. Zuluev, V. E. Drozd, and I. O. Nikiforova

Physical Research Institute, St. Petersburg State University
(Submitted January 21, 1998
Pis'ma Zh. Tekh. Fiz24, 58—63(July 12, 1998

An investigation was made of the charge and conducting properties of layers of insulator
obtained by molecular layering in Si—f&;—Al structures. No charge trapping in the insulator is
observed at 77 K when depleting voltages are applied to the structurd.99® American

Institute of Physics.S1063-785(108)01107-0

As the variety of semiconductors used in microelectronpermittivity of the ALO, layers decreases with increasifig
ics increases, there is a need to obtain high-quality insulatinggom 7.0 to 5.0.
layers at relatively low temperatures to prevent degradation  For all the samples, the initial fixed char@®g in the
of the semiconductor surface. Layers of,®} synthesized insulator was negative and decreased as the synthesis tem-
by molecular layering are potentially useful from this point perature increased. The capacitance—voltage characteristics
of view.:? exhibit an injection type of hysteresis.

The aim of the present paper is to make a complex study The experimental dependences of the cha@gg
of the electrophysical properties of metal-insulator—trapped during the action of the field, the integrated density
semiconductofMIS) structures with an AD; insulator ob-  of surface states, and the hysteresis of the capacitance—
tained by molecular layering, using the capacitance-voltaggoltage characteristic as a function of the polarizing field
and current-voltage characteristics. E,=V,/d (V, is the voltage applied to the metal electrode

For the experiments we used RE n-Si (111 wafers  for 1 min) are complicated for Si—AD;—Al structures with
and KDB-10p-Si(100) wafers. Silicon was chosen as thedifferent parameters.
substrate because the characteristics of a silicon—insulator With a positive gate voltage, the negative charge in the
interface depend only weakly on the synthesis temperature @hsulator of n-Si structures increases with increasinig
the insulator. In addition, the pretreatment stage of the subFig. 13 as a result of trapping of electrons injected from the
strate surface has been developed most thoroughly for silsemiconductor into the insulator.
con. As a result, the MIS structure had a fairly high-quality Since structurally different materials may be formed at
interface  (the  surface  state  density = was different temperature, the observed dependence@fg
~5x 10" cm~2eV~?) which allowed us to study the elec- on T, for V,>0 may be attributed to an increase in the
trophysical properties of the insulator and their dependencparrier for the electrons at the semiconductor—insulator con-
on the synthesis conditiors. tact asT, increases.

The samples were synthesized in the temperature range The behavior 0Qgg(E,) for E,<0 is qualitatively dif-
Ts=150-310 °C using trimethyl aluminum and nitric oxide ferent (the polarity of the trapped charge is reversed as the
(NO,). Aluminum contacts of 0.24 mfrwere deposited by field intensity increasesand depends strongly ofis. The
thermal deposition in vacuum. nonmonotonic behavior @rg(E,) may be attributed to bi-

. The spread of the insulator thickness measured using gsolar injection of carriers in the AD;.
LEF-3 ellipsometer over a 60 mm diameter substrate was Annealing the samples immediately after deposition of
less than 2%. The results of an investigation of the transmisthe insulator reduced the trapped charge.
sion spectra of the films show that the band gap does not The dependence drg on the polarizing strengtk,
exceed 6 eV. The composition of the synthesized films fromiffers qualitatively at 300 and 77 K because f<0 and
ESCA data corresponds to A& stoichiometry(the atomic T=77 K the value of Qgg varies very little down to
ratio of the elements is Al/©0.7). Electron diffraction E ~—7Mv/cm, after which the initial negative charge
analyses revealed that the films are amorphous. Thshows a slight decrea¢Eig. 1b. The absence of a negative
electrical strength of a layer of thicknesls=100 nm was charge buildup in th@-type Si structurdas atT=300 K in
7.5 MV/cm. strong fieldsE,<<0) can be attributed to the temperature de-

The current—voltage characteristics of these structurependence of the level of electron injection from the metal
were linear when plotted as ldgvs EY2 The depth of a electrode into the insulator. As a result, at 77 K the injection
Poole—Frenkel center is 0.4 eV but the conduction mechaeurrent is so small that over the polarization time, the elec-
nism cannot be identified specifically because of the smallrons captured by traps do not have time to create any appre-
range of measurable currefihree or four orders of magni- ciable charge. However, the low concentration of hgtas
tudg. Layers of ALO; with Ts=150 °C have the highest nority carriers and the longer times taken to form the
resistivity and breakdown field strength. The low-frequencyinversion layer inn-Si at this temperature, have the result
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time (b) in p-Si-ALO;—-Al structure: 1—T=77K, Q=-1
X100t em % 2—T=300K, QRg=—6x10"cm? 3-T=77K,
V,=30 V.

that no positive charge builds up fof,<0. This factor also

explains the absence of electron trapping in ph&i struc-

ture at positive voltageg-ig. 2. An increase in the polar- gating insulating heterostructures obtained by molecular lay-
ization time leads to a buildup of charge in the insuldfg.  ering (insulating layers imbedded in the bulk of the,@k)

2b). At negative gate voltages, positive charge accumulatesince the charge properties of these structures will only be
in this structure as a result of trapping of holes injected fromdetermined by the characteristics of the embedded layers and
the semiconductor into the insulator and ¥;>0 and their interfaces.

T=2300 K, the negative charge increases as a result of injec-

tion of electrons from the metal. 1. B. Aleskovski and V. E. Drozd, Acta Polytech. Scan@s 155(1990
. . . b. AleskKovsKl an . . Drozd, Acta Polytech. Sca .
Thus, althoth traps are present in the bulk of the Insu'ZV. E. Drozd, A. P. Baraban, and I. O. Nikiforova, Appl. Surf. &3, 583

lator, at fairly low temperature no charge trapping is ob- (1994

served in the insulator over a fairly long peri@éns of min-  3S. G. Sazonov, V. E. Drozd, Z. N. Zuluev, and O. E. Nikiforova, in

uteg at depleting polarizing voltagest to breakdown Proceedings of the International Scientific-Technical Conference
P, “Dielectrics-97,” St. Petersburg, 199n Russian, p. 66—68.

levels as a result of the low level of carrier injection into the ~ — ¢ core® etersburg, 199l Russiad, p

insulator. This opens up additional possibilities for investi- Translated by R. M. Durham
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Diffraction of low-energy electrons at a rippled surface
S. A. Knyazev and V. E. Korsukov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted November 28, 1997
Pis'ma Zh. Tekh. Fiz24, 64—69(July 12, 1998

An analysis is made of a kinematic model of the scattering of low-energy electrons at a one-
dimensional periodic toothed structure simulating a rippled surface. Calculations of the

intensity profiles of the diffraction peaks are made for periodic systems of identical symmetrical
triangular teeth with a variable number of atoms on each generatrix of the tooth and

various angles of inclination of the generatrices to the horizontal. The main effect observed as a
result of scattering at a periodic toothed structure involves broadening or splitting of the
diffraction peaks compared with the diffraction patterns from a smooth chain of atoms.

© 1998 American Institute of Physids$1063-785(0108)01207-3

In low-energy electron diffraction analyses of the trans-This gives rise to the problem of diffraction of low-energy
formation of the surface structure of @d&1) and mica dur- electrons at a periodic surface structure. The aim of the
ing stretching and bending of the crystals, we observegresent study is to determine how the transition from a
broadening, which was quasireversible with loading, andmooth to a rippled surface influences the intensity profile of
splitting of the peaks in the diffraction patterh&.It was the diffraction peaks on the low-energy diffraction patterns.
shown by high-energy electron diffraction and scanning tun-  For a rippled surface the diffraction conditions in the
neling microscopy® that under deformation, the single- direction of the grooves are the same as those for a planar
crystal surface is transformed to the polycrystalline andsurface. Thus, diffraction at a rippled surface—the intensity
nanocrystalline state. This is accompanied by the appearanoé the electron scattering at this structure—may be simulated
of a rough surface reliefprotrusions and indentations of by the scattering at a one-dimensional atomic chain having
varying scale are observed, ranging from atomic terraces tthe same profile as the rippled surface and the angular dis-
extended hillocks and indentations with depths between 1@ibution of the intensity need only be considered in the di-
and 1000 nm Thus, the process of mechanical loading ofrection of this chain. The intensity of the diffraction peaks
crystals may be viewed as involving the formation of shal-was calculated using a kinematic approximation for a one-
low sections with different orientations to one another, anddimensional periodic toothed structure with triangular sym-
as one variant, the formation of a rippled surface structuremetric teeth which gives

B expi(2Nam/N(cos ¢ sin(f)+sin ¢(cogh)+1)))—1
| expi(2am/\(cos ¢ sin(8)+sin p(cog 6)+1)))—1

expi(2(N—21)am/\(cos ¢ sin(#)—sin ¢(cogh)+1)))—1 2
expi(2am/\(cose sin(f)—sin p(cogh)+1)))—1 -1

X |(sin(2M(N—1)an/\ cos¢ sin(6))/(sin AN—1)anw/\ cos e sin(6))|2.

The number of atombl on one generatrix is the number of the transition to structures with more teeth substantially
scattering atomdyl is the number of teethy is the distance changes the diffraction pattern. For the first structure, this
between neighboring atomg, is the angle of inclination of pattern is a set of isolated peaks and for the second, it com-
the generatrix to the horizontal, amds the scattering angle. prises a set of peaks split into various sub-peaks.

Figure 1 shows how the angular dependence of the in- In order to explain the nature of the diffraction peaks
tensity of the diffraction peakq #) changes in the transition observed for scattering at a toothed structure, we constructed
from a smooth horizontal chain of atomifig. 19 to a a series ofl (§) graphs for various angles of inclination of
toothed structure with few atoms per generatiik=4) and the tooth generatrices. For a small anglEl®) the diffrac-

a comparatively large number of teetM &20) (Fig. 1b, tion pattern forN=4 andM =20 contains peaks consistent
and then to a structure with many atoms per generatrixvith the diffraction from a smooth horizontal chain. An in-
(N=20) and few teethN1 =4) (Fig. 10. It can be seen that crease in the number of atoms per generatrix to 20 signifi-
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cantly transforms the diffraction pattern: the peaks becoméar reflection from the generatrices becomes more clearly de-
split, their intensity drops appreciably, and the diffractionfined.

pattern varies abruptly with the electron energy. As a result A series ofl () graphs was constructed as a function of
of changing frome=6° to ¢=13° (N=4, M=20), the the number of teeth. Figure 2 gives the diffraction pattern
structure of the diffraction pattern becomes sparser, the arebtained for diffraction at one, two, and twenty teeth
gular position of the diffractions peaks shifts, these peak§N=4, ¢=6°, Ep=120 e\). All the curves were normal-
separate into individual groups, and their intensity varies rapized relative to the structure with one tooth. The results
idly with E,. As the number of atoms per tooth generatrix clearly show that the diffraction structure is formed by scat-
increasegN =20, M =4), the peak corresponding to specu- tering at one tooth and increasing the number of teeth in the
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20 ], a.u. son between the angular position of these peaks and the po-
sition of the diffraction peaks from a smooth chain of atoms
positioned at angles ¢ and + ¢ to the horizontalin accor-
dance with the generatrices of the tooghowed that the
angular position of the peaks for diffraction at one tooth may
be ascribed to th€00), (10), and (01) peaks obtained by
diffraction from two smooth atomic chains inclined to the
horizontal at angles similar to the generatrices of the tooth.
This set of calculations shows that even a simple one-
dimensional kinematic model of electron scattering at a
toothed surface predicts an appreciable transformation of the
low-energy diffraction patterns from a rippled surface com-
pared with those for a smooth surface. These changes mainly
involve broadening and splitting of the diffraction peaks. For
FIG. 2. Angular distribution of intensity for various numbers of teeth. All toothed structures containing a considerable number of at-
the curves are normalized to one toofr—one tooth,2—two teeth, and  oms per generatrix, the angular broadening of the peaks can
3—twenty teeth. be estimated as the angle of inclination of the tooth genera-
trix to the horizontal. These results can be used to estimate
the parameters of rippled structures formed as a result of the

periodic structure to twenty merely reduces the angulafi€formation of single crystals from the changes in the low-
width of the diffraction peaks. Similar results were obtained®nergy electron diffraction patterns from the loaded surface.
for other values ofN and ¢.

In order to ide_ntify the nature of the diffraction peaks 1y, E. Korsukov, S, A Knyazev, A. S. Luk'yanenlet al, Fiz. Tverd
formed by scattering at one tooth, we calculatgd) for 1o o "petershuigas, 113(1996 [Phys. Solid Stat@8, 60 (1996
various numbers of atoms per generatrix. The calculation®s. a. knyazev, V. E. Korsukov, and B. A. Obidov, Fiz. Tverd. Tela
showed that changinly from two to four appreciably alters  (St. Petersbuig36, 1315(1994 [Phys. Solid Stat@6, 718(1994].
the diffraction pattern. An increase in the number of atoms’S- N- Zhurkov, V. E. Korsukov, A. S. Luk'yanenko, B. A. Obidov, and
on the generatrixN=10—20—50) leads to the formation of A P~ Smimov. JETP Let®1, 370(1990.

a stable angular distribution of diffraction peaks. A compari-Translated by R. M. Durham
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Criteria for the existence of generalized surface spin waves

S. V. Tarasenko

A. A. Galkin Physicotechnical Institute, Donetsk
(Submitted April 17, 1997; resubmitted February 25, 1998
Pis'ma Zh. Tekh. Fiz24, 70—-75(July 12, 1998

A criterion for the existence of generalized surface spin waves is proposed on the basis of an
analysis of the dipole-exchange surface spin dynamics of a tangentially magnetized,
semibounded, easy-axis antiferromagnet. 1898 American Institute of Physics.
[S1063-785(108)01307-X

For a normally magnetized, semibounded, easy-axis fertions should be supplemented by the corresponding boundary
romagnet(antiferromagnetit was shown in Refs. 1 and 2 conditions. If the spins at the surface of the easy-axis anti-
that hybridization of the magnetic dipole and exchangeferromagnet are frem,T are small deviations of the vectors
mechanisms for dispersion of the magnetic vibrations in an and| from their equilibrium orientatiop the system of
bounded crystal may result in the formation of a dipole-houndary conditions which must be satisfied by a dipole-
exchange, generalized surfatguasi-surface spin wave, exchange surface spin wave localized at the interface be-
propagating along the boundary of the magnet, which is nofween the magnetic and nonmagnetic media Q) may be
achieved in the pure-exchange or in the magnetostatic agepresented in the form
proximation. So far however, the criterion which the dipole-
exchange dynamics of an unbounded magnet must satisfy for 5, 47
a generalized surface spin wave to form at its boundary re- o 5=0; B,n=Bn; [H,n]=[Hn];
mains unclear.

In the present paper an analysis is made of the conditions ~ _ _
for the formation of dipole-exchange surface spin waves in a Im[, ¢m|l]—=0  for x— —o°;
semibounded easy-axis antiferromagnet,@zy and it is
shown for the first time that the criterion for the existence of ¢—0 for x—oo, 2
a generalized surface spin wave may be the presence of sec-
tions of maximum negative curvature on the isofrequencywhereB,,, Hy,, ¢, (B,H,¢) are respectively the magnetic
surface of the normal spin vibrations of an unbounded maginduction vector, the magnetic field vector, and the magne-
net and their specific spatial orientation relative to the normatostatic potential in a magneti@onmagnetic medium. It is
to the surface of the magnet and a certain direction of propawell-known that in this model of an easy-axis antiferromag-
gation. By way of example, an analysis is made of a two-net, neglecting the finite dimensions of a real magnetic
sublattice(M , is the sublattice magnetizatiofiVl;|=|M,| sample, the antiferromagnetic resonance spectrum consists of
=M_) model of an easy-axis antiferromagi@Z is the easy two branches which, according to their mode of excitation by
axis). In this case, the density of the thermodynamic potenthe microwave fieldh, can be divided into a quasi-
tial W of the easy-axis antiferromagnet may be representeterromagnetic moded), linearly excited and witth.L H,
in terms of the vectors of ferromagnetiam and antiferro-  and a quasi-antiferromagnetic modea) linearly related to
magnetism in the form hilH. For simplicity and conciseness, we shall subsequently

assume that the external figitlis such that

o o
W=§m2+§(VI)2—§I§—M(H+Hm),
O)F>(DA|:. (3)
M1+M2 _Ml_MZ

—_— , (1) In this case, the indirect coupling of these modes of an un-
2Mq 2Mo bounded crystal via the magnetic-dipole interaction field can

where 8, «, and 8>0 are the constants of homogeneousbPe neglected and the surface dipole-exchange spin dynamics
exchange, inhomogeneous exchange, and uniaxial anisd¥ @ semibounded easy-axis antiferromagnetic can be inves-
ropy, respectivelyHIOY is the external magnetic field and tigated merely in terms of the quasi-antiferromagnetic mode
H., is the field induced by magnetic-dipole interaction. Theof the spin-wave excitation spectrurﬁ{z|,|Fny|). Then the
dipole exchange dynamics of this model of a magnetic meeorresponding characteristic equation determining the wave
dium is known to be described by a closed system of equavrector component of the magnetic vibratid(%k,) normal to
tions consisting of the Landau-Lifshitz equations for thethe surface, as a function of the experimentally determined
vectorsm and| and the magnetostatics equations. Assumindrequenciesw, k, , and (cosy=k,/k, , k, is the wave vec-

that the easy-axis antiferromagnetic medium occupies th#or component of the spin vibrations tangential to the inter-
half-spacex<0 (nllOXLH), this system of dynamic equa- face of the medip may be expressed in the form

m=
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fied. In the regions of existence of dipole-exchange general-
ized surface spin wavesegion Ill) and evanescent surface
spin waves (region 1V), the conditionsqg?=(g3)* and
q§>0, q§<0, respectively, hold(**" indicates complex
conjugation. The condition for nontrivial solvability of the
system(2), (4), and(5) determines the implicit form of the
dispersion law for the exchange-dipole surface spin waves
propagating along the free boundary of an easy-axis antifer-
romagnet withH L nLI. In the long-wavelength limit with
the additional constraint?y<R, this dispersion relation can
be obtained in the explicit form

w?=wi+c?(K2+y(k))); y(k,—0)—0;

ﬁ 2
y(k)=2k, \ z+k?

= = =\ 2
FIG. 1. Possible modes of dipole-exchange spin-wave excitations in a R 2 R 1 R
bounded easy-axis antiferromagnet witlO X, HIOY, I10Z as a function - Kk, ?+ kL + 4C2_ E p (6)
of the frequencyw and the wave vector component tangent to the magnetic
surfacek, : f,= w2+ R+c2k2 , f.=w2+2\Rek, ; ck, = VR. Comparing formula(6) with the regions of existence of the

possible types of exchange-dipole modes of spin-wave exci-
tations shown in Fig. 1, it can be concluded that the surface

p _ , 0'—w§ spin wave(6) for k, <k, is a generalized surface spin wave.
KatAk+B=0; A=2ki——o—; Now for fixed i formula(4) is used to analyze the change in

the curvature of the isofrequency surfad€(6)(cosé
=k, /kk2=K:+K?) of the quasi-antiferromagnetic mode of
; the spectrum of normal spin vibrations of an unbounded an-
tiferromagnet(4) as a function of the external parameter
R=wje; wi=wi+ec?k?, (4)  For this purpose an analysis is made of the shape of the curve
~ o~ ~ obtained by intersection of the isofrequency surface with the
where R=wge;  here e=(4mMo/Hg)cos s and plane in which the vectors andk, lie. This analysis shows
w5~g2(2HgHA— HaAHZ/2HE); c?=g%2Hg(1-H¥ 2 2 Do , o
' that for w“<wg+R(2+¢€), 6=0,7 in the direction of

(ZHE) )an, g is the gyromagnetic ratickle af_‘d Ha are ropagation of the generalized surface spin wave being stud-
the fields of intersublattice exchange and uniaxial anlsotrop)P . . ; .
ied, sections with maximum negative curvatugéd) form

respectively, antiz>H, . Since relatior(4) is a biquadratic on this curve:
equation fork,, it can be confirmed that all possible modes '
of dipole-exchange linear magnetic vibrations propagating in  K(6=0,7)<0. )

the plane of an easy-axis antiferromagnetic film in the IimitI , i firmed that for the dipol h |
(3) are bipartial spin-wave excitations. Thus, the amplitude_t Is easily confirmed that for the dipole-exchange general-

structure of the small vibrations of the magnetostatic poten'—ZGd.Surface spin waves studied n _Refs. 1 and 2_’ a similar
tial ¢, (for an easy-axis antiferromaghetiong the normal relation |s.f0und between.the conditions for the_eX|stence of_
to the interface is given in the form a generallzgd surface spin wave and the §ectlons'of maxi-
mum negative curvature on the curve obtained by intersec-
dm=A1 expli ot —q;X) + A, expi ot —azX), tion of the isofrequency surface of the normal spin vibration
=K ) of an unbounded magnet with the plane in which the vectors
X n andk, lie. Thus, this criterion can be applied to specify the
where A, , are arbitrary constants determined from theconditions required for the formation of a generalized surface
boundary conditions spin wave of the dipole-exchange or elasto-exchange type by
Formulas(4) and(5) can be used to classify the possible calculating the dipole-exchangelasto-exchangemagnon
modes propagating along the surface of an easy-axis antifespectrum of an unbounded magnet.
romagnet withn|OX as a function of their conditions of We have so far considered the case Wit 0 in which
localization near the interface between the magnetic and norcondition(3) is satisfied between the antiferromagnetic reso-
magnetic media, which are determined from E4). by the  nance frequencies of an unbounded ferromagnet. We shall
character of the roolqu (j=1,2) on the plane of the external now assume that the condition opposite(8) is satisfied
parameterso andk, for given (see Fig. 1 It follows from  between the quasi-ferromagnetic and quasi-antiferromag-
Egs. (4) and (5) that in the region of existence of dipole- netic branches of the antiferromagnetic resonance spectrum
exchange surface spin wavéeegion ) or volume spin  of this magnet, which is possible fétlOX(110Z). The cal-
waves(region Il) on the plane of the parametarsk, , and  culations show that if the magnetic-dipole mechanism of in-
Y, the inequalitiesﬁ]2>0 orqi2<0, respectively, are satis- teraction between the quasi-ferromagnetic and quasi-

212 . B 2,72
B2 cki +R— 0"+ wj
L C2
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antiferromagnetic modes of the spectrum of an easy-axispectrum of normal bulk magnons of an unbounded magnet
antiferromagnet is neglected for the same relative orientais localized, criterion(7) is the condition for the existence of
tions of the vectors,l,k, , the dipole-exchange generalized generalized surface spin waves or an evanescent generalized
surface spin wave determined above is as before the result sfirface spin wave, respectively.

the normal quasi-antiferromagnetic mode of an unbounded For a metallized magnetic surface or completely an-
crystal being localized near the surface of the magnet. Nowghored spins dipole-exchange generalized surface spin waves
however, its spectrur6) will lie at a higher frequency than of this type do not occur.

that of the quasi-ferromagnetic mode of antiferromagnetic

resonance and hence the surface spin wayavill now be !R. E. De Wames and T. J. Wolfram, J. Appl. Ph¥4, 987 (1970.

an evanescent generalized spin wave since it generates quasp- A. vanov, V. F. Lapchenko, and A. L. Sukstarisifiz. Tverd. Tela
ferromagnetic bulk spin waves as it propagates. Thus, de-(-énndrad 27, 173(1989 [Sov. Phys. Solid Statg7, 101 (1985].

pending on whether the low- or high-frequency mode of theTranslated by R. M. Durham
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Use of magnetic field screening by high-temperature superconducting films to switch
microwave signals

T. M. Burbaev, S. I. Krasnosvobodtsev, V. A. Kurbatov, N. P. Malakshinov,
V. S. Nozdrin, and N. A. Penin

P. N. Lebedev Physics Institute, Russian Academy of Sciences, Moscow
(Submitted September 18, 1997
Pis'ma Zh. Tekh. Fiz24, 76—81(July 12, 1998

The efficiency with which YBCO films screen an alternating magnetic field near the
superconducting transition was measured. In the decimeter range measurements were made of
the characteristics of a switch whose operating principle was based on the change in the
screening of an alternating magnetic field by a superconducting transitiorl998 American
Institute of Physicg.S1063-785(08)01407-4

The use of a superconducting transition to switch micro-  Our prototype switch consisted of a strip line fitted with
wave signals usually implies a device with thin supercon-magnetic coupling loops which was screened by a high-
ducting bridges whose normal-state resistance is sufficientlifemperature superconducting film. The switch is shown sche-
high to ensure that the switching element has a high qualitynatically in Fig. 1 which gives a block diagram of the mea-
factor and to facilitate current control of the swittNever-  suring apparatus. The device was designed to be inserted in a
theless, the normal-state resistance of the bridges is generaliyrtable helium Dewar. The temperature of the sample was
less than 10002, which leads to appreciablex20%) active  measured with a thermocouple. Measurements of the trans-
losses. This limits the switchable power and thus the range ahission coefficient+=(S,/S,) and the switching coeffi-
application of these switches. However, there is anothegjent K= (K1y/Kts) Were made in the frequency range
method of using a superconducting transition to switch sig.01-300 MHz using SMV6.1 and SMV8.5 measuring de-
nals which can almost eliminate losses in the switching eletectors. Heres, andS, are the signals on entry to and at the
ment over a fairly wide frequency range; this involves usingeyit from the switching device anéry and K are the
the screening properties of a superconducting plate. In thigansmission coefficients in the normal and superconducting
case, the switching coefficient will be determined by the dif-giat6 of the high-temperature superconducting film, respec-
ference in the screening properties in the superconducting ey The signal generator was either the built-in calibration
and normal states. In the first case, the screening is at gijator of the measuring detector or, when higher powers
maximum while in thg second, it is determined by the CON~\ere required, a G4-37A generator.
ductivity gnd by the signal frequepcy. , Figure 1 shows the system used to measure the switch-

W? f|_rst note that the screening of an_electromagnehqng coefficient with the switch controlled by current pulses.
wave quent normally on a superconductlng. p""?te W'".beFor measurements of the transmission coefficient, the signal
efficient in the normal state, even for very thin films with f the measuring detectdnwas fed directly to they input
d<1000 A. Here, the condition for weak absorption is fom : 9 y p .
d<(2/z005), Wherezy=377Q and o is the bulk conduc- of an gutomatlc plotte¥. Measurements of the.transm|SS|0n

coefficient in the absence of the superconducting Kigrand

tivity of the sample at low frequencies. This condition cannot_ . . .
e with the coupling loop screened by copper foil of the same
be satisfied for superconductors.

For the screening of an alternating magnetic field gj-area as the high-temperature superconducting Higy at

rected perpendicular to the plane of a superconducting platg,equenue? 10 MHz, _at which the depth qf penetration Of_
the situation is different. the copper is substanna!ly less thgn the thlckngsg of the faill,
The transmission of the magnetic field by the sample irsnowed that the maximum switching coefficiefts
the normal state is determined by the relation between th&(Ko/Kcy) is 12 dB. This value is determined by the design
sample thickness and the depth of penetratiorpharacteristics and is mainly limited by “leakage” of mag-
dp:(z/ﬂuowgo)lf% This difference is attributed to the hetic field beneath the screen through the insulating sub-
boundary conditions at the surface where, in this case, thetrate, which is sandwiched between the superconducting
magnetic field has an antinode while the electric field has 4lm and the coupling loop.
node’ The condition d<d, yields the inequality f We investigated YBCO films 1500 A thick fabricated by
<(wd?z2e0) %, which determines the frequency range laser depositiohon strontium titanate substrates. In the fre-
where the superconducting sample in the normal state will bguency range used the electrical properties of the substrate
almost transparent to the alternating magnetic field. For ouinfluenced the results negligibly, no difference being ob-
high-temperature superconducting films an estimate gives served in the transmission coefficient with the film in the
<1.7x 10" Hz. normal state and without the film.
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FIG. 1. Schematic of apparatugé—rf generator,2—switching device, T. K

a—superconducting film with current contadts c—thermocouple,3—
control current pulse generatof—measuring detectors,—oscilloscope,
6—dc microvoltmeter,/—automatic xy plotter, an@—synchronous pulse
voltmeter.

FIG. 3. Switching coefficient versus temperature at 100 MHz for control
currents:1—1.6 A,2—0.8 A,3—0.4 A, 4—0.2 A,5—0.08 A. The dashed
curve gives the temperature dependence of the transmission coefficient.

Figure 2 gives temperature dependences of the relative
transmission coefficient measured at different frequencies.
The absolute value oKy increases with the square of the
frequency and at 100 MHz in the opémorma) state of the

Our ac measurements of the temperature dependence of
the electrical conductivity of the films revealed no significant
superconducting screen is30 dB. Also plotted is the mea- differences in th_e curves obtained at differen't measurement
sured dependence of the dc resistance of the film. frequenues, which could explain the magnetic field screen-

It can be seen that as the measurement frequency i?9 results. We thus postulate that the observed frequency

creases, the onset of screening, caused by the appearance>@it effect is attributable to the response time required for
the superconducting phase with decreasing temperature, §3€ alternating magnetic field to polarize the thermally ex-
shifted toward higher temperatures. At the same time, th&ited vortices  which fqrm n quas_|-two-d|rnen_3|onal
reduction in the dc resistance with decreasing temperatur@!Perconductorsand combine to form pairs rotating in op-
begins at temperatures higher than that at which magnetiléOSite directions at temperatures slightly below the supercon-
field screening appears. ducting transition.

The dependences observed for different types of fims Figure 3 gives the temperature dependence of the
exhibit different behavior of the screening curves at differengSWitching coefficient measured at a frequency of 100 MHz
frequencies. For YBCO films the slope of the magnetic fieldfor & YBCO film switch. Also plotted is the temperature
transmission increases with decreasing frequency, where&§pendence of the transmission coefficient at this frequency.
for BiSrCaCuO films and single crystals, the dependenceé\ comparison of the curves shows that the control current
are almost independent of frequency—the curves are shifteg@quired for complete switching is 1.6 A at an operating

in temperature without any significant change in prdfile. ~ temperature of 87 K. Smaller control currents do not give
complete switching because of the finite width of the super-

conducting transition and the extremely large dimensions of
the film, 10< 10 mm. At some expense in switching speed,

12 the control signal power can be reduced in principle by con-
10l 410 o trolling the temperature of the superconducting element.

Ke] = To assess the operating capability of the switch at el-
'O_ 8l {08 = evated signal powers, we used an inverse switching circuit in
£ 2 which the signal was fed to the feedback loop and the coef-
6} {06 © ficient of transmission to the main line was measured. This

o ensured the maximum magnetic flux through the supercon-

4r '10’4 ducting film and a low absorbed power in the matched load

2 {02 connected to the main line. Measurements made at 400 Hz

' revealed no substantial change in the temperature depen-

0 L 10 dence of the transmission coefficient when the signal power

85 95 was raised to 2 W, except for a small temperature shift of the

T,K curve, not exceeding 1 K, which was evidently caused by the

FIG. 2. Temperature dependences of the transmission coefficient at frequeﬁ'—ample bemg heated by the Power dISSIpated in the load.

cies:1—1 MHz, 2—30 MHz, 3—100 MHz,4—300 MHz, 5—dc resistance These results show that the screening of an alternating
of film. magnetic field by superconducting films may be of interest
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Theory of the thermoelastic generation of mechanical vibrations in internally stressed
solids by laser radiation

K. L. Muratikov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
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An investigation was made of the behavior of transient deformations in solids with internal
stresses exposed to time-modulated laser radiation. The nonlinear theory of thermoelasticity is used
to propose a model for the excitation of mechanical stresses which takes account of the

stress dependence of the thermoelastic coupling parameter. An expression is derived for the electric
signal recorded by a piezoelement when mechanical vibrations are generated in a uniformly
deformed sample. The results are compared with existing experimental data and show qualitative
agreement. ©1998 American Institute of Physids$$1063-785(08)01507-9

An interesting line of research into the thermoelastic ef-  yp;, .
fect concerns the possible use of this effect to record me- W:POAuia 2
chanical stresses in solids® Various experimental data have
now been obtained for metats®and ceramics®®as confir-  where Py =(du;/dXy)tym is the Pioli-Kirchhoff tensor,
mation of this possibility. However, the mechanism respontkm is the stress tensor which is related to the internal
sible for the influence of mechanical stresses on the results ghergy density W of the solid by ty,=dW/duyp;
laser thermoelastic measurements has not been adequat®iyn= 3(IUx/Xm + IUm/ X + U, /9, IU 19Xy is the de-
clarified. In Ref. 4, a model was proposed for the formationformation tensor, ang, is the density of the solid in the
of the thermoelastic signal, where its dependence on the ménitial state.
chanical stresses was mainly attributed to the dependence of The energy density of the deformed solid may be ex-
the thermophysical parameters of the material on thespressed as the su=W;+W, (whereW, is the mechani-
stresses. In Ref. 6, however, it was shown that in ceramics @@l energy density anw/, is the energy density associated
strong dependence of the thermoelastic signal on the residugith the thermoelastic deformationgiere it is assumed that
stresses may be observed, even in the absence of any appﬂ@e solid is initially isotropic and its mechanical energy com-
ciable changes in their thermophysical properties. ponent is determined by the Murnaghan modeFor the

Thus, the present paper proposes a model for the formdhermoelastic energy density we shall assume by analogy
tion of the thermoelastic signal generated by laser radiatiotvith Ref. 7 that the thermoelastic coupling coefficient de-
in solids which is capable of explaining these characteristicspends on the deformation tensor and this dependence is lin-
An important difference is that this model assumes that th@ar. We shall also assume that the straing, created as a
thermoelastic coupling coefficient depends on the mechaniesult of the action of laser radiation on the object are small.
cal stresses. Such a dependence was noted previously for théder these conditions, the thermoelastic energy density
coefficient of thermal expansibnand for the elastic may be expressed in the following form, to within linear
modulus® Since the coefficient of thermoelastic coupling in terms inAu;,

isotropic solids is the product of these quantities, it is impor- W= Sut BUA

. . : . . =— i i) AU (T—Ty), 3
tant to include this dependence in the thermoelastic coupling 2=~ Yol A+ BU) Al o) ®
coefficient. where vy, is the thermoelastic coupling coefficient for the

The generation of mechanical vibrations by laser radianondeformed solidg is a coefficient which determines the
tion in mechanically stressed solids is analyzed in terms oflependence of the thermoelastic coupling on the initial
nonlinear mechanics with initial deformationVe shall as-  strain, andT, is the ambient temperature.
sume that the initial deformations are not small. Thus, we Note that for3=0 equality(3) reduces to the usual ex-
shall assume that the displacement vector of points in thgression for the thermoelastic energy density of an isotropic

solid is given in the form solid. Expression§2) and(3) can be used to obtain the equa-
tion of motion for the displacement vector of the particles of
u(r)=r+U(r)+Au(r), (1) a solid in which mechanical vibrations are excited by laser

radiation as a result of the thermoelastic effect. Here we
whereU(r) describes the initial deformation adali(r) is the  confine our analysis to a uniformly deformed solid with the
displacement of the solid particles caused by the thermoelasomponents of the initial deformation vector defined as

tic deformations under action of the laser radiation. U;=A0x; (A" are constants characterizing uniform defor-
The equation of motion for the elements of the solid inmation in different directions We shall also assume that the
nonlinear mechanié8 can be expressed in the form displacement vectaku and the temperature fluctuation§
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tions generated by the laser radiation, the boundary condition
on the upper surface of the sample may be considered to be
defined at the free surface. At the interface between the ob-
ject and the piezoelement, we use the condition for continu-
ity of the normal component of the stress vector at the inter-
facez=I. In addition, to simplify the problem, we adopt the
assumption made in nonlinear mechanics that the boundary
} conditions at a deformed surface may be replaced by those at
an undeformed surfacd.
2 The requirement for continuity of the normal component
1+, at the sample—piezoelement interface allows us to find the
signal recorded by the piezoelement. This involves determin-
A ing the component of the displacement vectbus(z,t)
(Refs. 4 and b Assuming that the exciting laser radiation is
FIG. 1. Geometric configuration of sample and piezoeleméntsample  harmonically modulated, we can express this component in
and2—piezoelement. the form Au(z,t)=Au(z,w)e'“" (where w is the angular
modulation frequengy Then, using Eq4) and the boundary
1c}:onditions specified foAu;(z,w) we obtain the following
esult:

v e

in the solid are small quantities and we shall use these t
linearize the equations of motion. Without going into the
details of the calculations, we give the final result for the
vector componentdu;. Using expression§2) and (3), we

obtain the following equations uPe !
, 5 Aus(z,w)= — ——=——cosQz
@ AU PAu OAT . cosQl
K axeaxe K axeax 9 ax TPoAUL “ 3
KIX kOXi i Yo(1+A®)(1+ BU3y) 0
_ 3 AT+ oUYY
. (1+A0)2 f§)+hg
where fll'=|t9+ 5 (b+nUs+nUy |,
xsinQ(z—1)+UPe 7, 5
b=2u+(2m—n)U,,,

(i) — (1) (k)

M =(IFATEFAT) where U= —[yo0(1+A®)(1+ BU3) /(P +h)) o2

+ pow?]ATg, o=(1+i)Vwl2x, »is the thermal diffusivity

of the sampleQ= \/p0w2/f3(35+ h3<35, andATg is the ampli-

tude of the temperature fluctuations of the sample surface.
The mechanical and electrical characteristics of the pi-

Ci=K—3u+2(I—m+ n/2)U,,+(2m—n)U;;, t) are the  ezoelement are related by well-known equatibtishen, us-

components of the initial deformation tensirandu are the  ing the condition for continuity of the normal stress compo-

bulk modulus and the shear modulus of the material, land nent at the Samp|e_piezoe|ement interface, we obtain the

n, andm are the Murnaghan constants. . following expression for the voltag¥(w) of the electric
Note that on the right-hand sides of the expressions foéignal at the output of the piezodetector:

£ h{", c;;, andg™, summation is not performed over the
repeated indices. Equatidd) can be used to determine the
strain in a solid provided that the temperature distribution
created by the exciting laser radiation is known. Here we Vie)= ey

: - (W)=~ —= =7 72
shall assume that the appearance of internal stresses in an CEDED 4 oM
object does not cause appreciable changes in its thermo-
physical parameters. A similar situation has been observed
experimentally in various ceramifsWe shall also assume ET) (ST M i .
that the surface of the sample is uniformly illuminated byWhereC=", =", ande'” are the piezoelectric character-

laser radiation and the radiation is harmonically time-iStics determined as in Ref. 13. _ _ _
modulated. Expression(6) can be used to determine the piezoelectric

In addition to the temperature distribution, the boundarysignal under fairly general conditions. However, the analysis
conditions must also be defined to solve F4), these being is confined here to the case where the modulation frequency
determined by the method of recording the varying deformaof the exciting radiation is not too high, so that the condition
tions in the object. Here we consider the case where thed@l<1 is satisfied. We shall also assume that the sample is
deformations are recorded by a piezoelement connected fairly thick in thermal terms, i.e¢l<1. Then, using expres-
the samplegsee Fig. 1. To determine the varying deforma- sion (6), the signal from the piezodetector is obtained as

X

1
Cii +2mUy, + E(b+nU” +nUkk)},

"= yo(1+AV)(1+Uy),

dAus
f§)+hs®) |  ®

z=|
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e M apdw?l, Yo(1+A®)(1+ BU3x) AT,

V(@)= & sm o7

- (7)

(3) 4 0 (3)
(1+A®)| Kot 30 |+ [0+ (1+AP)(21U ot (4 1)U ]

Expression(7) can be used to analyze some general lawsecorded near the ends of cracks in titanitifnThese
governing the behavior of the piezoelectric signal from ob-changes are usually also a few tens of percent.
jects with internal stresses. Here the analysis is confined to To sum up, this theory qualitatively explains the main
physical rather than geometric nonlinearitiédj.e., we shall  characteristics of the generation of mechanical vibrations by
assumeA(®<1. According to the results presented in Ref. 7,laser radiation in internally stressed solids. However, before
the coefficientB is positive. Thus, the action of tensile quantitative agreement can be achieved between theory and
stresses helps to intensify the thermoelastic coupling in thexperiment, this model must be further developed to account
sample while compressive stresses tend to reduce this comore comprehensively for the behavior observed in these
pling. experimental investigations.

Experiments to excite mechanical vibrations in loaded
titanium rods using laser radiation were described in Ref. 5.
In accordance with expressidi), an increase in the piezo-
electric signal was recorded when mechanical vibrationsl'\"- Kasai and_T. S_awad@,hotoa(_:oustic and Photo_thermal Phenome_nall
were excited by laser radiation in zones of tensile stressesfgggg? 353‘3.”65 in Optical Sciences Vol. 8pringer-Verlag, Berlin,
while a reduction in this signal was observed in zones of2r. m. Burbelo, A. L. Gulyaev, L. I. Robur, M. K. Zhabitenko, B. A.
compressive stresses. The influence of the internal stressestamanenko, and Ya. A. Kryl, J. PhyRarig, Collog. 4, Collog. 7, 311
on th.e .plezoelectrlc Slgnal can be estlmatgq using data O.n thé&.ggﬁéng, S. Gissinger, G. Weides, and U. Netzelmann, J. RRgsi9,
coefficients for_metals. Thus, for the conditions reported in Collog. 4, Collog. 7, 603(1994).
Ref. 5, expressiof7) shows that the stress dependence of the*m. Qian, J. Acoust14(2), 97 (1995.

thermoelastic coupling coefficient may change the piezoelec®R. M. Burbelo and M. K. Zhabitenkdrogress in Natural Sciendd aylor
tric signal by 10% and Francis, Washington, 199&upplement 6, p. 720-723.

. . . . . 6K. L. Muratikov, A. L. Glazov, D. N. Rouz, D. E. Dumar, and G. Kh.
This value is slightly lower than that obtained in Ref. 5. yya; pisma zh. Tekh. Fiz23(3), 44 (1997 [Tech. Phys. Lett23, 188

However, it should be borne in mind that for most metals the (1997)].

Murnaghan constants are negative. Then, in accordance with; I G;;ber gnl(_idl-SAt- ginltg;h f;zé Tverd. Telaeningrad 3, 176(1961)
expressior(7), the dependence of the piezoelectric signal Onagl'.cl)?avétemésr;, vs.IP. Maasbn, ar(1d H])\]] Mcskimin, J. Appl. PBS), 928
the stresses, caused by mechanical nonlinearities, will bejggy).

similar to the dependence of the thermoelastic coupling co°A. N. Guz', Prikl. Mekh.6(2), 3 (1970.

efficient. Under these conditions, the total change in the pi. T- Tokuoka, and M. Saito, J. Acoust. Soc. AAE(5), 1241(1969.
ezoelectric signal will be slightly greater than that caused ﬁggo"‘[‘éﬁ'ss'\_'%’:i"g”_eﬁ;&f%’g?&ﬁ%ﬁg%’:grg;fO"a”d' Amsterdam
only by the change in the thermoelastic coupling coefficientizy_ v, Novozhilov, Foundations of the Nonlinear Theory of Elasticity
Unfortunately it is difficult to obtain a more detailed estimate Graylock Press, Rochester, N.¥1953 [Russ. orig. Gostekhizdat, Mos-
of the piezoelectric signal because no data on the MurnaghggFow (1948, 211 pp].

constant are available for titanium. Substantial changes in the"/: Jackson and N. M. Amer, J. Appl. Physl, 3343(1980.

piezoelectric signal as a result of internal stresses were alsbanslated by R. M. Durham
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Anomalously high conductivity in a thin polyphthalidylidene biphenylene film
V. A. Zakrevskil, A. N. lonov, and A. N. Lachinov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Institute of Molecular and Crystal Physics, Russian Academy of Sciences, Ufa
(Submitted April 6, 1998

Pis’'ma Zh. Tekh. Fiz24, 89—94(July 12, 1998

An anomalously high conductivity was observed for the first time in a thin film of
polyphthalidylidene biphenylene inserted between two metal electrodes with no electric field
applied but exposed to the action of a small uniaxial mechanical pressurd99® American
Institute of Physicg.S1063-785(18)01607-3

In recent years, various reports of high conductivity in The aim of the present study was specifically to obtain
polymer films have appearedee Ref. 1 and the literature new experimental data on the conditions for the formation of
cited therein, and these unexpected results have attracted th& highly conducting state and to discuss possible reasons for
attention of researchers. However, no generally accepted exne appearance of conducting channels in the film. Experi-
planation has yet been provided for these observations espgents were first carried out to study the properties of thin
cially because of théin our opinion inadequate treatment of polyphthalidylidene biphenylene films exposed to the action
the possible consequences which may result from the differof uniaxial pressure in the absence of an external electric
ent experimental conditions. Thus, in the introductory part ofsie|d.
this study we shall merely discuss some of the results ob-  The polymer sample was a PPB fitm1 um thick. The
tained so far. electrodes were made of tin and had a diameter of 15 mm.

It was established in Ref. 2 that a thid<12-um) film  The PPB film was deposited from a cyclohexane solution
of poly(3,3"-phthalidylidene-4 4biphenylyleng (PPB" directly onto the polished surface of one of the tin electrodes
one of a promising class of polyphthalidylidene arylenepy centrifuging. The film was then placed in a drying cabinet
polymers, becomes highly conducting in a relatively 1ow-¢q- g0 min at 100 °C to remove the cyclohexanone solvent.

intensity electric  field E<,10°) Viem) it a small  1he second tin electrode was lightly clamped to the polymer
(P<10 Pa) uniaxial mechanical pressure is applied to thq”m_
metal electrodes. It was shown in Ref. 3 that if the metal The formation of the conducting state in this sandwich

felectrodgs were i_n the superconducting S tate, the COr.mlU(:ti\é'tructure was recorded as follows. The electrodes were con-
ity of this sandwich st.ructure was so high thaF the InStru'nected to a digital voltmeter with a fairly high input resis-
ments recorded effectively zero resistance. This effect wa

- o fance R,>10% Q). In the insulating state, when the resis-
:illlfnos 2 bserved for oxidized polypropylérfeand polyimide tance of the sandwich structuR, (Rs>10' Q) exceeded

Key parameters in these polymer film switching effectsthe input resistance of the voltmetRy,, the voltmeter dis-

are the electric field strength and the electric current at whicl‘?Iay recorded a small fluctuating noise voltage, no greater

the conductivity of the material changes abruptly. These pat-han a few milivolts, caused by external induction in the

rameters can determine the mechanism responsible for tﬁlﬁ)ltmﬁt% Ilnpult C|1r(c):4u::t). AS hthe pressurehwas :ja|fsed FO the
highly conducting state in the polymer. For example, switch-nreshold leve ¢ a), the structure changed from insu-

ing of comparatively thick polyimide films d~12 wxm) lating to condugting, as a result of vvhing became lower
sandwiched between low-melting electrodes is accompanie@n Ry - The signal induced at the input to the voltmeter
by metallic dendrite intergrowth through the polymer film in then disappeared and the voltmeter displayed zero voltage.
an electric field close to breakdowi {10° V/cm) if there An attempt was then made to measure the resistance of
is no special limitation on the breakdown current betweerfn€ film. The sandwich structure in which the conducting
the electroded. In this case, the polymer will clearly be State was only produced by external mechanical pressure was
shunted by the metal bridge. It was shown in Refs. 4 and laced in a helium cryostat. After the conducting state had
that polymer films 3—5um thick are switched to the highly been attained at room temperature and during cooling of the
conducting state in a relatively low-intensity electric field helium cryostat to liquid nitrogen temperature, the metal
(E<10° V/cm). When the breakdown current was limited to €lectrodes of the sandwich structure were shorted to elimi-
10-100uA, no solid metallic dendrite formed, but the pres- nate induction of static electricity from external uncontrol-
ence of electrode material in the form of isolated micropardable sources of electromagnetic radiation. At temperatures
ticles in the polymer matrix could not be ruled out. In this between 4.2 and 300 K the resistance of this sandwich struc-
case, the anomalously high conductivity could be attributedure remained constant at0.04(). A current of 100uA,

to a conducting channel with a modified polymer whoseset by the large load resistance, was selected to measure the
structure differed from that of the initial polymer. temperature dependence of the resistance below 4.2 K and
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the voltage drop was measured with the voltmeter at thdetween the electrodes, as is found in our case, where the
sandwich structure. thickness of the film was less thanuim.

Figure 1 gives the temperature dependence of the resis- Pressure must be applied to the electrodes to achieve
tance of a tin—PPB-tin sandwich structure. It is known thateliable mechanical contact between the metal and the poly-
tin becomes superconducting fog=3.7 K. Thus, at tem- mer (or the contact area must be increasékhis condition
peraturesT<3.7 K the resistance in the electrodes can bemust be satisfied for efficient transport of electrons from the
neglected and all the measured resistance will be determinedetal to the polymer.
exclusively by the conducting polymer channel. It can be At present, there is no rigorous theoretical model which
seen from the figure that foF<3.7 K the resistance drops could explain the high conductivity in polyphthalidylidene
sharply and foiT<3.6 K is less than 0.00Q, which is the  biphenylene. A possible mechanism for electron transport
resolution limit of this apparatus. could involve resonantactivation-freg¢ tunneling between

The highly conducting state in the sandwich structure isnearest localized states. These low-energy states form chains
obtained under experimental conditions when there is naevith linear dimensions of order &m. However, in this ap-
doubt that no electrode material is present in the polymeproach the conductivity in the chain may be very high but
film. Thus, the highly conducting state is an intrinsic physi-still finite.
cal property of the metal-PPB film—metal sandwich struc-
ture.

The highly conducting state presupposes that there is a
high concentration of free carriers with a fairly high mobil- 11, ref. 2 this polymer is called polydiphenylenephthalide. The present
ity. In this case, the carriers are injected into the polymer name complies with the international classification—®J§'-
from the electrodes. phthalidylidene-4,4biphenylyleng—and more accurately describes the

Electrification of polymers on contact with metals Polymer structure.

(charge transport across the interfatea well-known phe-
nomenon studied by various authdrs.It is assumed that
electrons entering the polymer are trapped by deep local
states situated near the Fermi level of the mfBhe deep thl_M- lfrkhangorodsht A. N. lonov, V. M. Tuchkevich, and I. S.
ovels are associated with moleculr fragmeromic ST ETPLASLET N0 L L
groups with a high positive electron affinity, such as end (1990.
groups, side radicals, or impurities. According to estimates3a. N. lonov, A. N. Lachinov, M. Rivkin, and V. M. Tuchkevich, Solid
made in Ref. 9, these local deep levels are separated from thebtate Commung2, 609(1992. _ _
vacuum level by approximately 4 eV. This value is similar to A N- lonov and V. M. Tuchkevich, Pis'ma Zh. Tekh. Fiz6(16), 90

; . (1990 [Sov. Tech. Phys. Lettl6, 638(1990].
the work function of a polycrystalline metal whose surface issp . El'yashevich, A. N. lonov, M. M. Rivkin, and V. M. Tuchkevich,
coated with a layer of adsorbamore accurately, it is simi- Fiz. Tverd. Tela(St. Petersbuig34, 3457 (1992 [Sov. Phys. Solid State
lar to the lowest work function of the spotty surface of a 63A4' &85&?,(1‘3195?13e1/-ich AN lonov. V. M. Tuchkeviclet al. Pisma Zh
metal from which _c_ontammants have not be_er_l re_mb)\mdi Tekh. Fiz>.'23(7)’ 5 (’199.0 ['Tech. 'Physl Lett23, 538 (1997)"]. :
as a result, conditions are created for the injection of elec7p k. pavis, J. Phys. I, 1533(1969.
trons into the polymer. Fairly high concentrations of centers®T. J. Fabish, H. M. Saltsburg, and M. L. Hair, J. Appl. Ph$3, 930
with a high electron affinity are evidently only achieved in (1976. _
small volumes. This is why the anomalously high conductiv- © B Puke and N. J. Fabish, Phys. Rev. L&, 1075(1976.
ity being discussed can only be observed with short distancesanslated by R. M. Durham
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A study is made of a mechanism for the occurrence of a noise-induced kinetic transition
in a thin amorphous semiconductor wafer. 1®98 American Institute of Physics.
[S1063-785(108)01707-9

The appearance of new steady states in nonequilibriuror nonradiative The form of the absorption coefficiefi)
open systems in response to external multiplicative noise iwith allowance for Eq.(2) ensures positive feedback in
one of the most dramatic effects in self-organizing systtms.Eq. (3).

However, the number of real physical systems in which this It is convenient to introduce the dimensionless variables
effect occurs is fairly limited and it is therefore relevant to

search for such objectsee Ref. 2 for one of the most recent n=bn, 6=b 'at, A=(hw—Ey)/E,",

examples Here we propose a model for the occurrence of a

noise-induced kinetic transition in a thin amorphous semi- ,8=a’1b2vBESJ(hw)*l.

conductor wafer.

Experimental and theoretical investigations show that in ~ Then, in accordance with Eq&3) and (1), we have
most amorphous semiconductors the fundamental absorption
edge may be described by a simple power falor some d_”:ﬁ(A+ )2— 2 (4)
semiconductors in the energy range above the exponential dé 7 -
tail (GeTe, AsTe;, As,Se;, or As;S;) or for amorphous sili-
con which has no exponential absorption edge, the spectral Equation(4) has two steady-state solutions, unstable and
dependence of the absorption coefficient is described by th@table, which correspond to a soft regime of bistability in the

formula nonequilibrium carrier distribution. Note that in the model of
direct allowed transitions the corresponding generation-
a(w)=B(ho—Egy)?to, (1) recombination equation may have three roots near the ab-

sorption threshold. A similar situation was considered for
where the values of the paramet&andE, are determined crystalline semiconductors in Ref. 5. The indeterminate loss
experimentally. This expression is similar to that for the ab-of coherence of the light is described by the procgés)
Sorption coefficient for indirect transitions in Crystalline =B+ c&(t), where the external nois&t) is characterized
semiconductors. The renormalized value of the band gap by very fast fluctuations compared with the characteristic
evolution time of the system=b/a (quasi-white noisg
In terms of generalized functions, Gaussian white noise
is the derivative of a Wiener process so that &j.is trans-
the lower states of the energy troughs to be filled more rapf_lormed.to give the Stratonovich stochastic differential equa-
tion which may be made to correspond to the Fokker—Planck

idly than_ they decay.' : . equation which determines the evolution of the transition
The influence of interelectron interaction on the electron

energy spectrum in a nondegenerate semiconductor has be%rr(l)bab”'ty p(7.617".6")
studied on many occasions. The simplest phenomenological
form of this dependence has been selected here.

EX=E4(1—bn) (2)

implies that the light beam is of sufficiently high intensity for

J 0| n’ J
p(77—|77):__[ﬁ(A+77)2_7]2

It is also implicit that the light intensity is so high that 96 In
the concentrations of photogenerated electrons and holes +0?(A+7)%1p(7,6|7")
considerably exceed their equilibrium valug@ghich implies
n~p). If the sample thickness is small compared with +‘72:32 & At t4 ol ' 5
(Bhw) 1, we can write the equation for the generation- 2 anz{ 7p(m. 0l 7"). ®)

recombination kinetics in the form
The phenomena described by Ef) take place on two

dan ) time scales: the fast time scale is associated with inverse
gp = ved-an’, (3 relaxation to the local minimum after the perturbation, while

the slow scale is associated with a transition from the meta-
where v is the quantum vyieldJ is the photon flux density, stable minimum to the global minimum. The steady-state
anda is the coefficient of interband recombinatigadiative  distribution in the stationary process has the form
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P =N{B(A+ 9%} ~* which has three solutiongwo stable and one unstabld=or
) o—0 there are only two of these solutions and they are
7 _ . s
Xexy — — f [B{A+U2—UZ][A+U]4dU|. exactly the_same as the steady-state solutions of the determi
o Jo nate equation4). Even unusually fast completely random

©) fluctuations of the control parameters substantially change

the macroscopic behavior of the nonlinear dynamic system

The constantN is determined from the normalization (3): they give rise to additional steady states. Under the ac-

condition. The solutior{6) may be assigned a potential form tion of fast external noise, the system is converted from a
since its maxima correspond to stable steady states and i®ft to a hard(hysteresis regime with a multivalued distri-

minima correspond to unstable ones. We shall use thbution of optically generated carriers in the thin semicon-

“probability” potential, after writing the steady-state prob- ducting wafer. Estimates show that a laser radiation intensity

ability density in the form of 100 W/cm is required for the experimental observation of

5 light absorption hysteresis in these materials for wafers of

Ps=N exg —2V(n)/o7], () the order of 100-1000 A thick and in this case, the paramet-

where ric fluctuations are less than 0.01-0.1 of the value.

vi
V(n>=-—[f [B{A+U}2-U?|[A+U] *dU
0 1W. Horsthemke and R. LefeveNoise-Induced Transition§Springer-
Verlag, Berlin, 1984; Mir, Moscow 1987, 400 pp.
2R. E. Kunz and E. Scholl, Z. Phys. 89, 185(1996.
- (8) SN. F. Mott and E. A. Davis Electronic Processes in Non-Crystalline
Materials (Clarendon Press, Oxford, 1971; Mir, Moscow, 1974, 472.pp.
4 !
The extrema of the steady-state probability density are (Al'gg'n?emenov‘ Zh. Eksp. Teor. Fid 11, 2147 (1997 [JETP84, 1171

easily obtained from the equation 5V. A. Kochelap, L. Yu. Mel'nikov, and V. N. Sokolov, Fiz. Tekh. Polu-
provodn.16, 1167(1982 [Sov. Phys. Semicond.6, 746 (1982].
(B—?A)A%+(2B8—302A)A p+(B—1—302A) 5°— o2 5°=0,

(9 Translated by R. M. Durham

0'2| 2
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A new method of reconstructing spectra
A. M. Egiazaryan and Kh. V. Kotandzhyan
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A theoretical method is proposed for accurate reconstruction of the spectrum using bounded sets
of discrete values of the spectrum intensities. The method is based on a well known
measurement theorem from optics. This method was used to solve the corresponding integral
equation to eliminate instrumental distortions and to accurately reconstruct the spectra

using the appropriate discrete values. 1®98 American Institute of Physics.
[S1063-785(08)01807-2

INTRODUCTION of the train amplitude is described by the functifit). The
Fourier transfornF (w) will then be the wave amplitude in

Methods of obtaining x-ray spectra, ¥sbauer spectra, ) )
d y sp P e frequency space ani{w)=|E(w)|? its spectral inten-

and also theoretical methods of analyzing experimental datg_‘
have been dealt with fairly extensively in the literatéré. S'Y-

Since spectral lines reflect the distribution of electrons over It then follows that)(w) is a function of bounded spec-
the energy levels of crystal atoms and molecules, the higheéfal width and hence can be reconstructed from sets of its
possible resolution is required. In analyses of experimentafliscrete values. We used this idea for a complete reconstruc-
data, curves are approximated by summing power seriegion of Mossbauer spectra recorded at our Institute. Figure 1
with the result that the experimental points are smoothedshows the experimental curve and the theoretical curve re-
However, certain difficult problems must be overcome toconstructed using formulél). In this case the shortest inter-
improve the resolution. The aim of the present paper is ta/al between the experimental points was taken aB.1/2
propose a theoretical method of accurately reconstructing the | the usual methods of treating experimental datach
spectrum fr_o.m bounded sets c_)f discrete values of the spegs the power series methpdhe experimental curves are
trum intensities. The .methc')d is based on the meas”remeabproximated by certain analytic functions. Depending on
theorem well known in optics.We propose a formula for e accuracy of the approximation, only some of the experi-
complete reconstruction of the spectra assuming that th ental points lie on this analytic curve and these points are

wave trains have a finite duration. This formula was applie :
T : L . smoothed. When the spectrum is reconstructed by the
to solve the corresponding integral equation to eliminate in- . . . ;
ethod described above, all the experimental points lie ex-

strumental distortions when these are described by a dispem I h b f Fig. 1
sion distribution. We obtained a formula for accurate recon@Cty on the curveg(x), as can be seen from Fig. 1.
struction of the spectra and present an example of suitably

processed experimental curves.

THEORETICAL BASIS OF THE METHOD J b %f ' ) 4 ‘.g
5 A ¥ o
Al 8 g,
k- S

It is known that for a specific class of functions, known
as functions of bounded spectral width, the functions can be
completely reconstructed from sets of discrete values if the &
constraint is imposed that the interval between these discrete 4
values does not exceed a certain value. By functgg of
bounded spectral width, we have in mind functions whose <+ N
Fourier transforms are only nonzero in a finite region of
space B. This statement is known as the Kotel'nikov theo- &
rem, according to which &

k \ sin 7[2Bx—K]
g(x)=k2 g(g Ta[2Bx—k] ) ‘b‘

i.e., the functiong(x) can be completely reconstructed from ¢ et ¥ '
its corresponding discrete values. w

. Regardlgss of their physical nature, theiwave paths havgg, 1. Experimental curve of the ebauer spectrurttircles and the
a finite duration B. Let us assume that the time dependence:orresponding theoretical reconstructigriangles.

[

-
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To eliminate instrumental distortions and reconstruct the 1 1
accurate form of the spectruhfw), we need to solve the 1 - > <P<§
integral equation rectP= 1
0 dx 0 P>§, P<— E,
o= [ 100 - @
—w ®w—X
w1+ T) the Fourier transform of the dispersion distribution has no

zeros® From formula(2) we obtain
where Q is the half-width of the instrumental distortion

curve. * o o

Bearing in mind formula(1), we apply the convolution I(w)= E dqf dP rectP exdi2mqw
theorem for Fourier transformation to E®). Since we have k==e J—e -

. k
sin7{2Bw—k] _ [~ +27TQ|q|+127rPk]J(— S(2BP+q), (4
m—J_@rectP exp[—lZwP(ZBw—k)]dp, 2B
© where §(x) is the Dirac delta function.
where After various transformations, formuld) becomes
|
- k \[(87Bw—47mk+87QB)exp 2rOQB sin27Bw— 7k) —87QB
lw)= 2 I35 — 2 : (5)
kK=" \2B (47mBw—27k)“+ (47(B)
|
It is easily observed that whe =0, i.e., when the de- The authors would like to thank Academician A. R.

vice does not distort the spectrum, the expan$ns iden-  Mkrtchyan for valuable discussions.
tical to expansior(1).
Thus, expansioff5) can be used to reconstruct the exact
form of the spectrum (w) from the experimentally deter-
mined corresponding discrete values.
With the proposed method, we can accurately describe M. A. Blokhin, Physics of X-Ray§in Russiad, Gostekhizdat, Moscow

: : ; 1957.
the experimental curves by analytic expressions and thereby(M. A7.’ Blokhin, Methods of X-ray Spectroscopic Researéfergamon

avoid smoothing of the experimental points. Press, Oxford1965 [Russ. orig. Fizmatgiz, Moscow.959)].
When the proposed method is used in spectroscopy, théz. G. PinskerX-Ray Crystal Optic§in Russiaf, Nauka, Moscow1982.

problem of reducing the goniometer pitch does not arise,4R- G. Gabrielyan and Kh. V. Kotandjian, Phys. Status Solidi®, 655
Sihce_ the reconStrucFion is eqUivalent to using goniometer%g.g.?géollier, C. B. Burckhardt, and L. H. Li©Qptical Holography(Aca-
with infinitely small pitch. demic Press, New York, 1971; Mir, Moscow, 1973

The proposed method is saves a lot of time comparedPA. P. Prudnikov, Yu. A. Brychkov, and O. I. Maricheintegrals and
with the conventional experimental methods of recording Series Vols. 1-3(Gordon and Breach, New York, 1986, 1986, 1989
spectra and the distortions introduced by the apparatus carf<USS °19inal, Vols, 1-3, Nauka, Moscow, 1981, 1983, 1986
be eliminated to produce accurate spectra. Translated by R. M. Durham
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Nonlinear stage of instability evolution in a monostable active medium
A. A. Pukhov

Joint Institute of High Temperatures, Scientific-Research Center of Applied Problems in Electrodynamics,
Russian Academy of Sciences, Moscow

(Submitted January 8, 1998
Pis’'ma Zh. Tekh. Fiz24, 10—-15(July 26, 1998

A theoretical analysis is made of the nonlinear stage of instability evolution in a monostable
active medium described by a “reaction—diffusion” type equation. The boundary of that region of
the medium in which instability develops propagates at constant velocity. Group-theoretical
analysis of the problem yields an analytic expression for the propagation velocity of this boundary.
The results may be important for the analysis of instability evolution in a wide range of

active media. ©1998 American Institute of Physid$1063-785(18)01907-7

A wide range of highly nonequilibrium physical systems 6(x,t) > 8,. However, for a wide range of monostable active
(active media are described by a nonlinear “reaction— media numerical simulation has shown that despite the time-

diffusion” equation dependent behavior of the temperatée,t) in the hot re-
90 gion, the front propagates at a constant veloaityas shown
_t:A0+f(0) (1)  in Fig. 2 (Refs. 4-6. Thus, the distributiond(x,t) in the
a ’

cold tail of the front has the form(x,t) = 6(x—ut) and in a

where A = 92/ 92+ 92 9%y + 92/ 9%z, and # may be the tem- System moving together with the wave, asymptoticalty (
perature of the medium, the reagent concentration, the eleé 1) satisfies the equation
tric field, and so on, depending on the nature of the dissipa- q2 P
tive procesqsee Ref. 1 and the literature cited thejeifio —+u— +f(6)=0. 2
be specific, let us tak@ to be the temperature. The nonlinear d dx
stage qf instability evolution in these systems_ is completely, fairly general form the nonlinear source functié)
determined by the form of the source functié(g). For may be given a5
example, for bistable systeniBig. 1, curvel) the transition
between the two stable states of the medidfx,y,z,t) f(9)=adm(6"—b), 3
=0, and4(x,y,z,t) = 65 is accomplished by the propagation . N
of a switching autowave. In the one-dimensional case, th&herem, n, a, b are arbitrary positive values arg=65.
asymptotic behavior of this wave(x,t) = #(x— ut) is char- The absence of a self-similar solution means that the velocity
acterized by its constant propagation velocity(Ref. 1. u cannot be determined as an eigenvalue of @pwith the
Methods for approximate calculation of the wave velocityPoundary conditionsd§/dx=0 at x=: using standard
and its dependence on the parameters of the problem hav@ethods from the theory of finite-amplitude autowave
now been studied in fairly great detaf. propagatiort.—3in this case, group-theoretical concéptsan

In many situations, however, the system loses its bistab® applied to find the value af. We assume that the expo-
bility (such as when the dissipation depends strongly on tenfi€ntsm andn are fixed and thaa andb are control param-
perature, the differential conductivity increases abruptly, and@ters of the problem. Equatio(8) and(3) are then invariant
so o3, The qualitative form of the dependentgd) for with respect to the transformation group of the variables
this case is shown in Fig. (J:urve2)_. When the temperature x=L Px’, @=L9', u=LPu’,
0 exceeds the thresholg in a certain region of the medium,
the system undergoes unbounded self-heating. This circum- ,_ L2p+(1-m=nags  p—| nap’ ()
stance is responsible for the particular instability evolution in
a monostable medium. The nonlinear wavefré(x,y,z,t) which comprise a group of expansions with the scale factor
separating the “hot” and “cold” regions is constructed as L. The exponents of the scale factors of the expansion are
follows. The temperaturé@ in the cold region is equal t6,, determined by the condition of invariance with respect to the
whereas that in the hot region increases without bound. Thusransformation(4), given by (2) and (3), so that the new
the evolution of instability in this case is the result of two (primed variables satisfy the same equatiof@ and (3).
parallel processes: expulsion of the cold region by the hoThis has the result that the expansion grédipcontains free
and a rapid increase in the temperature of the hot region. parameterd., p, andqg which may have arbitrary values.

We shall first consider the one-dimensional cage ( It is clear from physical reasoning that the veloaityn
=1). Equation(1) has no self-similar solution of the travel- Egs.(2) and(3) is a function only ofa andb: u=F(a,b).
ing autowave typef(x,t)=6(x—ut) because of the un- This relation should be invariant with respect to the group
bounded increase in the temperature of the hot regiotransformation(4), i.e., u’=F(a’,b’) (Ref. 9. We shall

1063-7850/98/24(7)/2/$15.00 545 © 1998 American Institute of Physics
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(6

6

FIG. 1. Characteristic dependence of the nonlinear source funfitnon
0 in the bistable(curve 1) and monostablécurve 2) cases.

seek a solution in the formn =« a'b® (Ref. 10, where the
exponents ands are to be determined. We then have

u/arbs=Lp(2rfl)+q[ns+(1fmfn)r]u//a/rbrs’ (5)
and from the condition of invariana#/a’bs=u’/a’"b’s we
obtain p(2r—1)+q[ns+(1—m—n)r]=0. On account of
the arbitrariness op and q in the transformation(4), we

obtain single-valued expressions for the exponentsi/2,
s=(m+n—1)/2n. Thus, for the velocityu we have

u o« al/Zb(m+n—1)/2n_ (6)

A. A. Pukhov

cases, the self-similarity is approximatefr,t)= 6(r —ut)
and forr>1 we obtain for the wavefront velocitdr/dt
=u—(D—1)/r (Refs. 1 and 2 The curvature of the wave-
front slows the wave which yields a logarithmic correction to
the uniform propagation of the frontr=ut—u (D
—1)Int. Thus, a group-theoretical analysis of E¢s. and
(3) can be used to obtain the functional dependenae o
the control parameters for any dimensions of the problem.
To conclude, we note that these characteristics of the
evolution of instability in a monostable active medium show
similarities to so-called “blowup regimes.” These regimes
are observed in problems involving nonlinear active media
where the specific heat and heat release depend strongly on
temperaturé} which are described by

k(?ﬁ |
o —-=V(8V6)+1(0). @)

By applying the procedure described above to Egs.and
(7), we obtain for the wavefront velocity

u o al/2b(m+ n+l—2k— l)/2n. (8)

However, when using this result, one should bear in mind
that the “blowup regime” may exhibit an explosive buildup
of instability when the temperature of the medium goes to
infinity within a finite time (m+n—k—1>0) (Ref. 11).

The author is grateful to N. A. Buznikov for useful dis-
cussions of the results.

This work was supported by the program “Topical Di-
rections in the Physics of Condensed Medi@roject No.
96083 and by the Russian Fund for Fundamental Research

The coefficient of proportionality of the order of unity in Eq. (Project No. 96-02-18949
(6) cannot be obtained using group concepts. Numerical

calculation$® or additional reasonirfgare required to deter-

mine this.
In the symmetric two-dimensional D(=2, r=(x?
+y?)¥?) and three-dimensionaD(= 3, r = (x?>+y?+z%)'?)
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Influence of the specific input energy on the characteristics of a nuclear-pumped
Ar/Xe laser

M. V. Bokhovko, A. P. Budnik, I. V. Dobrovol’skaya, V. N. Kononov, and O. E. Kononov

Russian State Science Center—Physics and Power Institute, Obninsk
(Submitted January 14, 1998
Pis'ma Zh. Tekh. Fiz24, 16—20(July 26, 1998

Results are presented of experiments and model calculations on the pumping of arl.73

Ar/Xe laser with?3U fission fragments over a wide range of specific powers. An analysis is made
of the mechanism for quenching of the lasing at high specific input energies.

© 1998 American Institute of PhysidsS1063-785(108)02007-3

It has been suggested that the He/Ar/Xe mixture forzones of the reactor. The peak flux density of the thermal
which the best power characteristidefficiency, output neutrons on the surface of the cell was betweenx2@®
powe) have been achieved so far, should be used as thend 2x10' cm 2s™ !, the maximum thermal neutron flu-
active medium in a power prototype of a large laser facilityence was % 10*3 cm™2, and the specific pump power for the
pumped by pulses from a nuclear reactdn. this case, the fission fragments was 3 kW cm. The maximum laser ra-
specific pump energy of the uranium-235 fission fragmentsliation energy recorded experimentally was 0.49 J and cor-
in the laser unit will be around 1 kJt and the postulated responded to a specific output energy of 0.9%Jdnd a spe-
laser output power may be a few tens of kilojoules, dependeific power of 5.5 kW T'.
ing on the maximum specific output energy of the active  The kinetic processes in an Ar/Xe laser pumped by fis-
medium. The specific output energy of an Ar/Xe lasersion fragments were modeled mathematically to identify the
achieved so far is-1 J I"* and is determined by the quench- mechanism for quenching of the lasing. The kinetic model
ing of the lasing as the specific input energy increases. Thiwas constructed using data given in Refs. 9 and 10 and took
characteristic of a laser utilizing thed5-6p transitions of the  into account 46 components involved in 389 reactions and
Xe atom has been investigated experimentally and theoretradiative transitions. The modeling assumed that the electron
cally by various authors:* However, the energy overload- energy distribution function deviated from Maxwellian, the
ing mechanism of this laser and possible methods of surehange in the temperature of the medium was calculated dur-
mounting this problem have not yet been fully clariffe. ing the pump pulse, and the temperature dependence of the

Here we report the first investigation of the energy charreaction rate constants and the stimulated emission cross sec-
acteristics of a cw Ar/Xe laser carried out in order to studytion was taken into account. The pump pulse power, and the
the mechanisms for quenching the lasing over a wide rangparameters of the cavity and the medium were defined ac-
of specific nuclear pump powergbetween 0.3 and cording to the experimental conditions.

3 kW cm ). The kinetic processes in an Ar/Xe laser are Figure 1 gives oscilloscope traces of the pump and 1.73
modeled numerically to interpret the experimental results. um laser radiation pulses obtained in experiments with three

The experiments were carried out using the BARS-6specific input energies, and also shows the results of the
two-region pulsed reactor, which can deliver a thermal neumathematical modeling. For an input energy of 0.1 J&m
tron flux density of up to X 10*” cm ?s ! on the surface of energy overloading of the Ar/Xe laser shows up as a limita-
the laser cell with a neutron pulse duration of 2@€. The tion of the experimentally observed output power at around 3
inner surface of the laser cell was coated with a thin layer okW when the input energy reaches20 mJ cm?®. In this
uranium-235 with a total weight of 1 g. The 550 ttaser case, the laser efficiency in terms of deposited energy is
cell had antireflection-coated optical windows and was filled1.5%. The output power and efficiency calculated using the
with a 200:1 Ar/Xe mixture at a pressure of 380 Torr. Thekinetic model are twice the experimental values and no ap-
cavity was formed by two dielectric mirrors. The 1.Z81  preciable energy overloading occurs. An increase in the spe-
laser radiation was directed into an IMO-2N calorimeter lo-cific input energy to 0.17 J cn? substantially shortens the
cated within the reactor confinement and some was fed inttaser pulse(from 300 to 80us), approximately halves the
the experimental hall where it was recorded using germapeak power, and reduces the efficiency te B) 2%. The
nium photodetectors and a digital storage oscillosdopee  calculated results also reveal energy overloading in the form
thermal neutron pulse was recorded using vacuum fissioof quenching of the lasing and its duration shows good
chamber¥and the fluence was measured by the activation oigreement with that observed experimentally. No power
gold foils. These data were used to calculate the specifitmitation is observed in this case and the efficiency is re-
input energy and the pump power for the uranium-235 fis-duced approximately threefold, to 0.8%. When the specific
sion fragments. The experiments were carried out with thénput energy is increased further to 0.7 Jdnthis trend is
laser cell in three different positions relative to the activestill observed. Thus, in broad terms, the experimentally ob-

1063-7850/98/24(7)/2/$15.00 547 © 1998 American Institute of Physics
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b,c ' a pump power quenching of the lasing is caused by collisional
processes involving electrons and not by an increase in the

2800 temperature of the gaseous medium. In this case, the rate of

2060 filing of Xe atoms in the upper active level drops sharply
because of an increase in the electron concentration and es-

1500 pecially their average energy, since the highly excited Xe
atoms, formed as a result of dissociative recombination of

1000 ArXe ions, are predominantly ionized by electrons rather

500 than quer_1ched by Ar atoms accompanl_ed by f|II|r_19 of the
upper active level. This ultimately results in quenching of the
o lasing. In contrast to the proposed mechanism, the quenching

3000 of the lasing at low pump powers is attributed, as in Ref. 10,
to simple mixing of the laser levels by electrons.

2000 To sum up, these results show that the maximum specific
output power of a fission-fragment-pumped Ar/Xe laser may
be enhanced by incorporating molecular gas additives to re-

1000 duce the electron temperature and possibly also electronega-
tive gases to reduce their concentration. However, a reduc-
tion in the initial temperature of the gas mixture proposed in

o Ref. 11 is not effective.

8000 This work was supported by the Russian Fund for Fun-
damental Research, Grant No. 96-02-16922.
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FIG. 1. Oscilloscope traces of puni@, W cni®) and laser radiation pulses
(b, W) and calculated resulte, W) for three specific input energied:—
0.1 Jcm?® 2—0.17 Jcm?®, and3—0.7 Jcm?,
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Use of a microconductor with natural ferromagnetic resonance
for radio-absorbing materials

S. A. Baranov

T. G. Shevchenko Dnestr State University, Tiraspol
(Submitted February 2, 1998
Pis'ma Zh. Tekh. Fiz24, 21-23(July 26, 1998

Thin radio-absorbing screens with an attenuation of 30 dB at frequencies of
8-10 GHz were fabricated using a composite with microconductor sections.
© 1998 American Institute of PhysidsS1063-785(08)02107-1

The existence of natural ferromagnetic resonance inmm) absorption resonances were observed in the composite
amorphous microconductors in the frequency ranges a result of the dipole lengthbeing comparable ta /2,
~1-10 GHz(Refs. 1-7 has opened up the possibility of where\ . is the effective wavelength of the absorbed field in
developing broad-band radio-absorbing materials. Théhe compositdi.e., geometric resonance
present work treats the radio-absorbing properties of planar, A disadvantage of amorphous materials based on metal
thin (no more than 2 mm thigksamples made of rubber alloys compared with ferrites is their high electrical conduc-
(KLTGS grade filled with sections of microconductdmi- tivity. This prevents the dipole concentration in the compos-
crowire dipole$. The radio-absorbing properties were inves-ite from being increased substantially. The samples investi-
tigated in the range 8—10 GHz. Note that the best resultgated contained no more than 5—8 g of microwire per 100 g
were obtained for dipoles 1-3 mm long with a core diameterubber so that the absorption can only be of dipole nature.
2r.~1-3um. It has also been established experimentally that strong

The curve giving the frequency dependence of the atinductive coupling exists between the dipofashich can be
tenuation is the same as the magnetic permeability curve afstimated by introducing the inductive impedantice,
the natural ferromagnetic resonance, except that its half-
width is greate(see Fig. L Measurements of the attenuation Y~ ppol In
factor were made using the method described in Ref. 8 and
the magnetic permeabilities were calculated by a methodnd its ratio to the resistand®
similar to that used in Ref. 6. The maximum attenuation 2 2
exceeded 30 dBa sheet of rubber without dipoles exhibits YIR~rcl &%, )
very low attenuation, no greater than 2)dB where é is the skin layer depth.

The investigations were made using FeBSIMnC alloys A reduction ofr. compared withd may increase the
having natural ferromagnetic resonance in the range 8—18bsorption coefficient, since it creates the possibility of in-
Hz with a half-width of ~1-1.5 GHz and a magnetic per- creasing the dipole concentration. Note that the width of the
meability uer~10%. In a certain range of dipole lengtts-3  composite curve may be increased by using the dispersion of

the magnetic susceptibility, which can extend the geometric

2l
: @

le

resonance.

Ml"ju’ To sum up, the following conclusions can be drawn.
300 | ﬂ" Microwire has been used to fabricate composites in the form
2001 of planar radio-absorbing screens less than 2 mm thick which

can operate efficiently in the range 8—11 GHz of practical

00 } interest. The use of thinner microwire can improve the char-
0 LA acteristics of the screens by increasing the density of absorb-

GHz ing dipoles without increasing the effective conductivity of

100 10 the sample. However, the fabrication of microwire with cores

- 200! 20 thinner than lum presents technological difficulties.
—_—
+ 30 1s. A. Baranov, V. |. BerzhanskiS. K. Zotov, V. L. Kokoz, V. S. Larin,
Vd.B and A. V. Torkunov, Fiz. Met. Metalloved7(1), 73 (1989.

23, A. Baranov, S. K. Zotov, V. S. Larin, and A. V. Torkunov, Fiz. Met.
FIG. 1. Dispersion of the magnetic permeability of an amorphous microwire Metalloved. No.12, 172(1991).
(left-hand ordinateand attenuation factor for this amorphous microwire as 3S. A. Baranov, S. K. Zotov, V. S. Larin, and A. V. Torkunov,Rnoceed-
a function of the field frequendyight-hand ordinate The relative measure- ings of Young Scientists’ Conference, Faculty of Physics, Lvov University
ment error was less than 10% for the frequency and less than 20% for the L'vov, 1991 [in Russiand, p. 5-7, Deposited Paper No. 763-UK91,
magnetic permeability. The spread of the attenuation factor measurements30.04.91.
was =5 dB. 4S. A. Baranov, Vestn. Pridnestrov. Uni(2), 126 (1994).
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Thermal flicker noise in dissipative pre-melting processes in crystalline materials
L. A. Bityutskaya and G. D. Seleznev

Voronezh State University
(Submitted January 12, 1998
Pis'ma Zh. Tekh. Fiz24, 24-27(July 26, 1998

An analysis is made of thermal fluctuations on the premelting exothermics of materials with
different types of chemical bon@KCl, Ge, Sh, and Cu Statistical and spectral parameters of the
thermal fluctuations are introduced. It is shown that for these materials under certain
conditions the thermal fluctuations may be identified as two-level thermal flicker noise.

© 1998 American Institute of PhysidsS1063-785(18)02207-1

Flicker noise, known for more than half a century, hasthe instrumental noise, which was 0.18ee Table )l This
recently attracted an wupsurge of attention amongmeans that the observed instability can be considered as a
researcherfs*because of the increasing interest being showmanifestation of the dynamic nature of the transient
in problems of irreversibility, nonlinearity, and self- processes.
organization in which the fundamental role of flicker noise is ~ The isothermal fluctuations were investigated by digital
becoming increasingly evident. Initially recorded as electri-thermal analysis with the data processed by a special pro-
cal noise in electronic and semiconductor devig¢ps-n gram using the Welch periodogram metH8d.
junctions, transistors, metal-semiconductor conjgcts It should be noted that in spectral analyses of random
flicker noise was later observed in an extremely diverseprocesses'® the results are represented as frequency depen-
range of processes, ranging from fluctuations of the memeences of the spectral power dens8y The spectral power
brane potential of a living cell to music density is the energy characteristic of a random processes

In Refs. 5—8 a special method of digital differential ther- and in the calculations, the expression #should contain
mal analysis in a dynamic mode at heating rates greater thahe square of the amplitudes of its spectral components.
1 K/min with the pass band of the recorded signals controlHowever, the thermal fluctuations considered here are essen-
lable up to 1 Hz was used to observe transient dissipativéally a thermal energy release process, and in this case their
processes which appeared as sharp-edged thermal pulsssectral density, denoted 88, should contain an expression
against whose background were observed low-frequenchnear in the absolute values of the amplitude.
fluctuations of the temperatur®T. These fluctuations are For all the materials, the spectrum consisted of two sec-
preserved and amplified by being held isothermally in thetions A and B approximated by straight lines for which the
excitation region. The nature and parameters of the observeabsolute values of the slopes satigfy>1, ag<<1 and the
noise has not been studied. critical frequency at which the slope changes is(see Fig.

The aim of the present paper is to make a spectral analyt and Table ). We draw attention to the fact that the ratio of
sis of the thermal fluctuations of the premelting isotherms fotthe parameterag/a, for Cu and Sb metals is close to 0.3,
crystalline materials with different types of chemical bonds:whereas for the semiconductor Ge and ionic crystal KCl it is
Cu, Sh, Ge, and KCI. The analysis was made using datelose to 0.5. The presence of two sections in the spectrum
obtained in Refs. 58, consisting of a set of readings from @&uggests that the physical process generating the thermal
differential thermocouple used to record the temperature diffluctuations has two levels of the same nature.
ference between the sample and a standard, expressed in mil- A linear log—log dependence of the spectral power den-
lidegrees Kelvin. The characteristic isothermal holding timesity on frequency is typical of the fluctuation process known
was 30 min and the number of readings 1000-1500. Thas flicker noisé. The existence of two approximately recti-
variance of the macroscopic thermal fluctuations for thislinear sectionsA and B observed on the spectra of all the
groups of materials considerably exceeded the variance ohaterials studied suggests that the thermal fluctuations in

TABLE I.
Spectral
Isothermal characteristics
holding

Material temperature, °C Variance ap ag aglap fer, Hz
Cu 1047 3.56 1.25 0.38 0.30 0.085
Ge 949 2.94 1.02 0.5 0.50 0.056
Sb 584 0.78 14 0.42 0.30 0.042
KClI 762 247 1.1 0.52 0.47 0.115
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FIG. 1. Fluctuations of the heat release during isothermal premelting of
copper: a—thermogram during holding at 1047 °C, b—relative spectral
power density of the fluctuations lg§S*/Sy.,) versus the relative fre-
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quency logy(f/f a0, wheref ., andSh_ are maxima.

L. A. Bityutskaya and G. D. Seleznev

the thermal fluctuations, the relationship < «z was found
in this case.

Since the characteristics that identify isothermal thermal
fluctuations at the premelting stage as flicker noise are inde-
pendent of the type of chemical bond, this indicates that the
phenomenon is universal. At the same time, the parameters
of these fluctuations introduced—the variance, the spectral
density characteristics, andag, and the critical frequency
f,—while preserving the general features, have their own
characteristic values under given conditions and thus may
serve as typical indications of the particular material.
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Distribution laws for microplastic deformations
V. V. Ostashev and O. D. Shevchenko

Pskov Polytechnic Institute
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Pis'ma Zh. Tekh. Fiz24, 28—30(July 26, 1998

Calculations and construction of bispectra are used to show that the deviation of the probability
density of microplastic deformations from a normal distribution law is a measure of the

evolution of synchronization effects and a measure of the completeness of the relaxation processes
determining the plasticity of the material. @998 American Institute of Physics.
[S1063-785(108)02307-9

The oscillating nature of plastic deformations at local zation was estimated by calculating the bispetdee Fig. 1
structural levels may be described by the parameters of latefithe bispectrum reflects the Fourier transformation of the
oscillatory processegsamplitude, frequency, phasewhile  centered third-order correlation function
the interaction of deformation defects on different scale lev- 112 .
els is represented by the superposition and overlap of random p(f, f,)= ﬁ) f f_ R(7y,75)

XeX[{—i(f17'1+f272)]d71d72,

quantities with different distribution lawsThe probability
density distribution of microplastic deformations under the
conditions of a factor experiment depends on the load param-
eters. For samples having maximum strength characteristicashere R( 71, 7,) =(x(t)x(t+ 71)x(t+ 7)) is a third-order
this distribution is close to normal over the entire range ofcorrelation function averaged over the ensemble. For a pro-
deformations in translational and rotational modes. Forcess with a normal distribution law the third moméasym-
samples exhibiting maximum plasticity an estimate of themetry) is zero. In this case, we haye®(t))=R(0,0)=0 and
distribution law using the Pearson criterion suggests that ththus B(1,2)=0. The bispectrum therefore shows how the
hypothesis put forward in Ref. 1 is unreliable. The distribu-deviations of the process from Gaussian are “expanded”
tion begins to deviate from normal for the rotational modesover frequency, i.e., occur as a result of various frequencies
w, and then embraces the translational mogigsande,, . obtained under phase matching conditidpns-f,+ f;=0.

We conjecture that random microdeformations obey a In general, the model of a polycrystalline deformable
normal law as long as they predominate among the manynaterial at the statistical interaction stage is a system for
factors responsible for inhomogeneity of the microplastic dewhich each level may be represented by linear and nonlinear
formation field. One such factor at the wave interaction levelcomponents, and thus the distribution law of the microplastic
is synchronization, which reduces the dispersion of the grougeformations approaches normal to the extent that linearity is
velocity of the deformation defects and thus causes the ev@resent at a given structural level. Quite clearly, the devia-
lution of macrorotationd: tion from normal may be defined as a measure of the evolu-

The measure of the nonlinearity of the interactions oftion of synchronization processes and as a measure of the
microplastic deformations and the contribution of synchroni-relaxation processes. Accordingly, a deformable material

shows a specific combination of strength and plasticity char-
acteristics.

1v. V. Ostashev and O. D. Shevchenko, Abstracts of Papers presented at
the 32nd Seminar “Topical Strength Problems,” St. Petersburg, 1®96
Russian, pp. 35-36.

2Yu. I. MeshcheryakovNew Methods in the Physics and Mechanics of
Deformable Solid$in Russian, Tomsk (1990, pp. 33-43.

3C. L. Nikias and M. R. Raghuver, Proc. IEERS, 869 (1987).

FIG. 1. Calculated bispectra for samples: a—with maximum strength andrgnsjated by R. M. Durham
b—uwith maximum plasticity.
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Time evolution of three-crystal x-ray spectra during fluorination
of a Pt/LaF 3/Si structure

A. A. Nefedov, S. E. Shitnev, and S. S. Fanchenko

“Kurchatov Institute” Russian Science Center, Moscow
(Submitted January 8, 1998
Pis'ma Zh. Tekh. Fiz24, 31-34(July 26, 1998

A qualitative change was observed in the three-crystal x-ray spectra during fluorination of a
Pt/Lak/Si structure. This may be attributed to smoothing of the surface of the platinum film, most
likely as a result of the formation of platinum tetrafluoride which may undergo partial
volatilization or partial dissociation with the sublimation of platinum. 1®98 American Institute

of Physics[S1063-785(18)02407-0

A metal—ionic conductor—semiconductor structure withinterface should be three-phase which was achieved by suc-
a solid Lak electrolyte as the below-gate layer is a promis-cessive annealing in air at 350 °C. The sample was placed in
ing sensor to determine concentrations of toxic gases such ashermetically sealed chamber which had gas inlet and outlet
fluorine and hydrogen fluoride in the atmosphkfeThe tubes, and x-ray transparent windows. The chamber was at-
crystalline perfection of the interfaces and the quantitativedached to the sample holder of a standard three-crystal spec-
characteristics of the surface roughness of these structuré®meter, after which one tube was connected to a pump
may be determined by analyzing spetftabtained by three- which created a vacuum of 20 Torr in the chamber and the
crystal x-ray spectroscop§TXS).> This technique involves second tube was connected to a chamber containing crystal-
measuring the intensity of an x-ray flux reflected succesline XeF, powder. This substance is highly volatile at room
sively by all three crystalga crystal monochromator, the temperature and has a partial pressure of gaseous xenon di-
sample, and a crystal analyzes a function of the angle of fluoride of around 2.5 Torr. Xenon difluoride has similar
rotation of the crystal analyzei; for a fixed angle of devia- reaction properties to fluorine and this suggests that the fluo-
tion « of the crystal from the exact Bragg angle. The rockingrination of platinum by xenon difluoride with the formation
curve usually consists of three peaks: a principal peak, af barely volatile platinum tetrafluoride is similar to the re-
pseudopeak, and a diffuse peak. The principal peak is causedttion with pure fluorine. The presence of water vapor in the
by diffraction reflection from the crystal being studied, the chamber(the humidity was not monitored in this experi-
pseudopeak characterizes the diffraction reflection curvenen) may substantially accelerate the formation of platinum
from the crystal monochromator, and the diffuse peak is astetrafluoride, even at room temperature. The use of ,XeF
signed to scattering of x-rays from defects in the crystalinstead of pure fluorine considerably simplified the apparatus
structure of the sample. and as a result we were able to measure the TXS spiectra

Three-crystal x-ray spectroscopy was used in Ref. 6 taitu during fluorination of the Pt/Laf#Si structure.
study the characteristics of a Pt/LaBi sensor in air. It was A series of TXS experiments was carried out at a fixed
shown that the thickness of the LgBi interface at which angle of deviation of the sample=100" from the exact
distortion of the silicon crystal structure was observed didBragg angle(for silicon 6g=14.22° at intervals of around
not exceed 0.5 nm and the characteristic roughness of thE) min, after Xek was admitted to the chamber. The mea-
platinum film on the surface of the lanthanum trifluoride wassurements were made using Culkadiation at the wave-
of the same order as the average thickness of this film, whictength \=1.54 A. The experimental results are plotted in
was estimated as 40 nm. The possibility of carrying out TXSFig. 1. It can be seen that the diffuse pé¢8kdecreases and
experiments in a controlled gaseous mediumakes this almost completely disappears with time while the principal
method extremely promising for studies of the kinetics ofpeak (1) increases in amplitude and becomes increasingly
gas—surface interaction processes and especially for refiningarrow. It should be noted that whereas this peak is almost
the mechanisms of the electrochemical reactions which takmdistinguishable from the background of the diffuse peak on
place at the three-phase interface of a metal—ioni¢he initial curves, for fairly large angles of deviation of the
conductor—semiconductor sensor with an active gas mediunsample« this principal peak is clearly discernible, as was
Here we present the first results of a TXS study of aconfirmed in another series of experimehtsevertheless,
Pt/Lak;/Si structure during fluorination. this substantial change in the profile of the principal peak is

Films of LaFk; were grown on theg11l) surface of a accompanied by no change in its area, which indicates that
silicon single crystal by high-vacuum thermal vapor-phaseno changes take place at the silicon—lanthanum trifluoride
deposition at a substrate temperature of 550 °C and the platinterface(the thickness of this interface is of the order of 0.5
num film was deposited by magnetron sputtering in an argomm). The high intensity of the diffuse peak may be attributed
plasma. For a sensor with high sensitivity the gas/Pt{LaFto scattering of x-rays at inhomogeneous of the {/&kin-
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FIG. 1. Intensity of x-ray flux reflected successively from
three crystals as a function of the angle of rotatigrof the
/ crystal analyzer obtaineth situ during fluorination: 1—
\ ' principal peak,2—pseudopeak3—diffuse peak(angle of
\J b deflection of samplex=100', t—time after admission of
\J J XeF, to chamber, the curves were taken at 10 min inter-
S vals).
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terface induced by stresses in the Lafhich were either the TXS spectra obtained in another series of measurements

created by the annealing of the platinum film or as a result ofor LaF;/Si structures without the upper platinum layer both
the buildup of nonuniform electric charge at the three-phas®€fore and after fluorination under similar conditidisese
gas/Pt/Lak interface. The high intensity of the pseudopeakspectra showed little variation in the course of fluorination
compared with the principal one is caused by small-angle

scattering of the wave incident on the inhomogeneous plati-

num film:* Thus, the decrease in the diffuse peak and the;S. Krause, W. Moritz, and I. Grohmann, Sens. Magerl91 (1992.
narrowing of the principal peak may indicate that the rough Wég'\gm'tz' S. Krause, A. A. Vasiliewet al, Sens. Mater24-25, 194
platinum surface becomes smoothed to specular during thea . afanas'ev, M. V. Koval'chuk, E F. Lobanovichet al. Kristal-
experiment, which lasted around 3 h. This smoothing of the lografiya26, 28 (1981 [Sov. J. Crystallogr26, 13 (1981)].

platinum surface is most likely caused by the formation of ‘P A. Aleksandrov, A. M. Afanas’ev, and M. K. Melkonyan, Kristal-
platinum tetrafluoride, which may partially volatilize and 5!29;?1?;?3’I—}.Zligglrz?];gfs?véé{tlir)/sséig?%,z%3732(515317%;m.

partially dissociate with the sublimation of platinum. Mea- sa A Nefedov, S. S. Fanchenko, I. A. Shipet al, Poverkhnost’ No 3,
surements of the TXS spectra after prolondado weeks (in press (1998.

holding in air showed that the spectral profile does not un_7A. A. Nefedov, A. E. Rzhanov, V. |. Filippoet al,, Pis'ma Zh. Tekh. Fiz.
dergo any further change, which indicates that this process jg14(5). 453(1988 [Sov. Tech. Phys. Letl4, 203 (1983

irreversible. The form of these spectra is almost the same a3anslated by R. M. Durham
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Phase instability and nonlinear effects in a mechanically synthesized FeB
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(Submitted January 13, 1998
Pis'ma Zh. Tekh. Fiz24, 35—-40(July 26, 1998

Results are presented of investigations of the processes taking place during the mechanical
formation of FeB alloy. It was observed that there are critical rates of introduction of damage and
defect concentrations above which the system becomes unstable and two branches of
nonequilibrium steady states appear. During grinding, transitions of a cyclic nature are observed
between these states. It is noted that the evolution of the system is determined by the
dynamics of the fluctuations and in this sense, the mechanical synthesis reaction may be
unpredictable. It is established that the powder grinding process and mechanical formation of an
alloy from atomic components cannot be treated on a purely mechanical or
mechanochemical basis. They must be viewed as part of the general problem of nonlinear
dynamic systems far from thermodynamic equilibrium. 1©®98 American Institute of Physics.
[S1063-785(108)02507-3

In mechanical alloy formation, the system continuouslymodel calculations and to reconstruct the density function
absorbs energy, some of which is dissipated in irreversibl®(H).3
processes. Nonthermal processes also take place, such as The progress of mechanochemical reactions in a mixture
chemical or topological disordering as a result of successivef elemental Fe and B components is determined by the
substituting collisions. The frequency of these elementanfOMPposition and by the mechanical treatment conditfons.
events is proportional to the rate of introduction of damagei€re, we investigate for the first time the alloy formation

and is substantially higher than that under thermal equiliblProcess in a mixture of iron and boron powders having the

rium conditions. In consequence, systems exposed to mé]_ominal composition Fe60 at.% B after high-speed treat-

chanical action may be treated as dissipative systems fa{m:mt for 45 h with the ratie\=13 (13 HST). The resuits of

from equilibrium, the theory of which has attracted particulartﬁe model calculations of the Mesbauer spectra are pre-

tteni the last two d lASyst far f . sented in Table |. The parameters obtained are similar to
"’,1 gn 'on over the last two egg i ystems far “?r,“ _equ" those given in Refs. 5 and 6 for nanocrystalline iron. The
librium may undergo nonequilibrium phase transitidne.,

m S ratio of the subspectrg, /S,=1 indicates that’Fe resonant
transitions between nonequilibrium stategien the control- - ,clej |ocalized along grain boundaries make a significant

ling parameters pass through certain critical values. Here Weontribution. For this area ratio, the density of the boundaries
investigate the processes of synthesis and breakup of alloyfay be 168—10?* cm™2. It is known that the dispersion pro-
in a FeB system as a function of the energy saturation of theess has an appreciable influence on the mobility of the at-
alloy formation process and study how nonequilibrium state®ms. It was shown in Ref. 7 that the coefficient of intra-
form in this system. granular diffusionD of boron in iron at 110 °C iD=2.6

A mixture of Fe and B powder was treated mechanicallyx 10~ ° m%s. In the nanocrystalline state, the diffusion co-
in a Pulverizette centrifugal planetary mill. The degree ofefficient increases t®=2.6x 10'> m?/s and is comparable
action was varied according to the ratio of the mass of thavith the value ofD along the grain boundaries. Thus, an
grinding balls n,) to the powder massng,), A=m,/m, analysis of the nuclear gamma ray spectrum suggests that the
and also by the speed of rotation of the mill and the treat-
ment time. Two standard regimes were used to form an alloyagLe 1. calculated experimental spectrum of mechanically synthesized
of the FeB powder. In the high-speed treatment regimere+60 at.% B alloy after high-speed treatment for 45 h in a planetary mill
(HST), the speeds of rotation of the mill platform and the (13 HSD-
container were 450 and 850 rpm, respectively, while for thé,,ameters of nuclear

low-speed treatmen_ST) these speeds were 200 and 380gamma spectrum Subspectrum 1 Subspectrum 2
rpm, respectively. The structural phase state of the FeB POW=S ™ s 0.292 0.266

der was investigated by Msbauer spectroscopy at various g, mmys 0.38 1.46
stages of the mechanical treatment. Nuclear gamma ray spetg: kOe 235 233

tra of the FeB powder were obtained at 300 K usirf@ S % 48 52

so.urge 'r] a Cr matrix using a spectrometer and a resonang&s __isomeric shift relative to FeG—width of 1.6 lines of the nuclear
scintillation detector. A computer program was used for thegamma spectrunti—hyperfine field;S—relative area of the subspectra.

1063-7850/98/24(7)/3/$15.00 556 © 1998 American Institute of Physics
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FIG. 1. Average hyperfine fiel(H ) of mechanically syn-
thesized nanocrystalline F&0 at.% B alloy samples as a
function of the grinding time in the 50 LST regime. The
arrow indicates the bifurcation point @plitting) where the
branch splits into two nonequilibrium states. The dashed
curve shows the transitions between these two states.

initial state of the synthesized F&0 at.% B alloy is charac- caused by the formation of lattice defects. An increase in the
terized by high diffusion mobility of the boron atoms. The treatment time of the nanocrystalline alloy in the less energy-
absence ofr-Fe lines in the spectrum and the presence of #tressed regimé0 LST) has the result that the rate of defect
sextet with a field corresponding to §7Bg; indicates that an  formation is higher than their rate of relaxation because of
appreciable fraction of the boron in the sample is in the fredhe reduced local heating temperature of the sample. This
state, forming no chemical bond with Fe atoms. leads to intensive mixing of atoms of different species and
In order to investigate phase transitions and the boro@bruptly increases the rate of mass transfer. In the initial
dissolution process, the initial synthesized-+6® at.% B nanocrystalline alloy and also after a short grinding time
powder was then subjected to further low-speed mechanicdP 110 h) a single state is establishéfkseB3; solid solu-
treatment withA=50 (50 LST). This regime was used to tion) exhibiting asymptotic stability, since in this region the
reduce the local heating temperature of the powder particleSystem is capable of suppressing internal fluctuations or ex-

and the formation of E8 and FeB intermetallides.

The efficiency of the alloy formation process, phase
transitions, and the concentrations of the components in the
phases at the different stages of mechanical treatment may be
assessed from the dependencétdf) on the average boron
concentration in the sampferigure 1 gives the average hy-
perfine field(H; obtained by reconstructing the function
P(H) from the experimental nuclear gamma ray spectra of
the samples plotted as a function of the grinding time. It can
be seen that the dependence is honmonotonic. After a certain
time (110 b the value of(H;) increases abruptly as a result
of the decomposition of the initial synthesized nanocrystal-
line Fet+33 at.% B solid solution with the release of elemen-
tal Fe and B. An increase in the mechanical treatment time
causes further dissolution of the boron with the formation of
a near-equatomic phase in the amorphous state. Treatment
above 400 h causes a phase transition igB:g regions to
form an FggB33 solid solution with the release of B and Fe,
i.e., the process observed at the initial stages of grinding is
repeated. Figure 2 gives a three-dimensional representation
of the distribution function of the hyperfine fieR(H) as a
function of the mechanical treatment time for the 50 LST
regime. The redistribution of the peaks corresponding to the

P(H)
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Fe,B (Fe;B3a), Fe, FeB (FgBsy) concentrations illustrates FIG. 2. Three-dimensional representation of the hyperfine field distribution

the nonequilibrium phase transitions in the system.

function P(H) as a function of the mechanical treatment titén the
lanetary mill in the 50 LST regime. The redistribution of the peaks of the

. We.DOStmate tha.t the incr?'ase in 'Fhe internal energy Wit_ljé)orresponding concentrations illustrates the phase transitions between the
increasing deformation and increasing work expended isvo nonequilibrium states.
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ternal perturbations. For this reason, this branch of states jsresence of oxideSthe alloy formation reaction may take
called the thermodynamic branthAfter a certain critical place by different methods.

concentration of lattice defects is reached the crystal struc-

ture of the treated material becomes unstable, since the ﬂuCI'G. Nicolis and I. PrigogineSelf Organization in Nonequilibrium Systems
tuations or small external perturbations are not suppressed wiley, New York, 1977.

The system departs from the standard state and is converted. S. Balankin, Synergetics of a Deformable Soljth Russiai, MO

; g : i. SSSR, Moscow1991), 358 pp.
to a state far from thermOdynamlc eqU|I|br|um. The instabil 3V. 1. Nikolaev and V. S. Rusakowlossbauer Investigations of Ferrites

ity in t_h_e nominear_ regipn _far from eqUi"brium_iS Qbserved [in Russiai, Moscow State University Press, Mosc¢985, pp. 21-44.
as splitting(bifurcation, indicated by the arrow in Fig) bf 4J. S. Benjamin, Met. Sci. Foru8-90, 1 (1992.

the thermodynamic branch into two branches of nonequilib—SU- Herr, J. Jing, R. Birringer, U. Gonser, and H. Gleiter, Appl. Phys. Lett.
. o . 50, 472 (1987.

num steady sFates. _The _solutlon is dgtermmed r_andomly. at,,’ Schiump and H. Grewe, Techn. Mitteil, Krug(2), 69 (1989,

the instant of instability via the fluctuation dynamics, and in 7y_ 3. Hofler, R. S. Averback, and H. Gleiter, Philos. Mag. L6&(2), 99
this sense is unpredictable. The stabilization of some partlcu;(lgga.

lar fluctuation determines the evolution of the system. Thisgc-é-- IChs'”Lagd_g- M. Lé”r'l:m; Z?YSI- ';ev- 25; 57t9(,\)ﬂ(1t9?-11 166
means that even as a result of small perturbations caused, fo: 52/09": L. Buidoso, G. Faigelt al, Nanostruct. Mater2, 11 (1993.

example, by some change in the treatment regime or th&ranslated by R. M. Durham
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A description is given of a semiphenomenological theory which yields an expression for the
velocity of a phase transition wave in a condensed medium exposed to a strong electric field. The
proposed theory may be applied to analyze an electron avalanche breakdown wave or a

melting (evaporatioh wave formed in a material under the action of an electric discharge.

© 1998 American Institute of Physids$1063-785(08)02607-X

The action of strong electromagnetic fields on condensedbtic size of the region of current density nonuniformjtys
media may result in the following types of phase transitionsequal to the width of the skin |ay65j=(0.5,u,(rw)_1/2,
1) melting and (or) evaporation as a result of electric whereu is the magnetic permeability andis the frequency
breakdown of solidor liquid) weakly conducting media and of the current fluctuatioh The mechanism of wave displace-
electrical explosion of conductors and) Znsulator— ment involves expulsion of the current from the skin layer in
semiconductor or semiconductor—metal transitions as a rewhich the electrical conductivity drops sharply when the
sult of electric discharges in insulators and high-resistivitymetal is heated by the high-density current. The rate of en-
semiconductors, which under certain conditions propagate argy release is determined from the Joule heating rate
waves® w(E)=0oE?/p, and formula(2) then yields an expression to
An analysis will be made of phase transition waves pro-estimate the velocity of the so-called current whtrgough
cesses involving the propagation of local regions of stronghe conductor
electromagnetic field variation where some phase transition
takes place. __oE?%
Let us determine the propagation velocity of a phase “:pA—g’
transition wave. We write the general one-dimensional con-
tinuity equation describing the change in some physical charwhereAe is the change in the internal energy of the metal in
acteristic of the mediunf (such as the internal energy  the skin layer and =0 since the layer in which the current
electrical conductivityo, carrier concentration, or density  wave propagates is cold.
p) as a result of a phase transition which takes place under 2. In weakly nonuniform electrical explosions of con-
the action of a strong electric field. Denoting the rate ofductors, such as the so-called fast regimes, all the character-
change of the parametdérby w=w(E) (E is the electric istics of a cylindrical conductor in either the solid and liquid
field strength and the flow velocity of the medium hy, we  states are uniform except for the magnetic pressure. Since the

()

then have boiling point depends weakly on pressure, volume expansion
cannot take place even with uniform heating. Thus, the

ﬁ+ ﬂ:w (1) propagation of evaporation in the form of a phase transition

ot o wave moving from the outer boundary to the axis of the

nductor is caused by the nonuniformity of the pressure

We shall assume that the characteristic size of the region he width of the evaporation wavefront in this case is given

field uniformity in which the characteristid changes
abruptly is 6. By means of the change of variablesr

+ut, whereu is the wave propagation velocity, we obtain N dP a2
wé 0= CP(0) dT, 21" @
U= E *v, (2)

where\ is the latent heat of evaporation,is the specific
whereAf =|f . fol, fo is the initial distribution. heat of the liquid metalP(0) is the pressure on the conduc-
If the flow of the medium is “opposite” to the phase tor axis,dP/dT, is the change in pressure and boiling point
transition wave, there exists a threshold field strerigithat ~ along the liquid—gas phase equilibrium curass the radius
which the phase transition wave can propagate. This threslof the conductor, and is the instantaneous position of the
old value E* is determined from the condition>0, i.e.,  wavefront.
w(E*)8/Af—v>0. Since the temperature of the conductor is uniform before
1. In ultrafast electrical explosions of conductors, thethe onset of boiling, the change of the specific internal en-
current distribution becomes highly nonuniform as a result ofergy at the front of the phase transition wavelis=\ and
the formation and explosion of the skin layer. The characterthe velocity of this wave is given by
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0525p hole pairs(as a result of tunneling, impact ionization, the
u= P3N —U. 5 Frenkel effect, or photoionizatigrandv is the electron ve-
locity.

3. We shall now consider the phase transition waves To sum up, the S|m||ar|ty between the electrical exp|0_
generated in the electrical breakdown of weakly conductingijon of conductors and the electrical breakdown of insulators
media, as a result of melting anf@r) evaporation of the and semiconductors can be attributed to their being caused
material which causes gas bubbles. An electric diSChargBy the same mechanism: a phase transition wave at whose
takes place in this gas within a time much shorter than thagont the electrical conductivity changes considerably, falling
needed to form the bubbles and results in the generation of gharply in the electrical explosion of conductors and increas-
plasma at the front of the phase transition wave. The widthng by several orders of magnitude in electrical breakdown.
of the front &g is determined by the geometry of the dis- For the same geometry and times of action of the electro-
charge gap and the plasma channel. In this case, the propgmgnetic field, the phase transition waves formed in con-
gation velocity of the phase transition wave can be estimateglensed media have common relationships and spectra of
from propagation  velocities—supersonic and  subsonic—

oE26: N © depending on the field strength and the type of medium.
u= v,

pAe

whereAg is the change in the specific energy of the material. V. Ya. Ushakov,Pulsed Electrical Breakdown in Liquid$n Russiad,

4. The propagation of plasma channels in insulators andzTOmsk State University Press, Tom&l975, 258 pp.
semiconductors at supersonic velocities exceeding the carrierjg'él" (ng;?va, Zh. Tekh. Fiz53, 9241983 [Sov. Phys. Tech. Phy&s,
drift velocities indicates that the processes taking place in they a. Burtsev, N. V. Kalinin, and A. V. Luchinskj Electrical Explosion
streamer discharge are of a wave nature. The motion of theof Conductors and Applications to Electrophysical SystEm&fussia,
streamer in the interelectrode gap constitutes an ionizatioq';"OSCOBV;%%?%ESSB l;ﬁ‘[-”d& 1425(1968
Wave, at whose front the carrier concentratlop changes Sub5Nl. I.. Kuskov’a, SY I Tkachenko, and S V. Koval, J. Phys.: Condens.
stantially by An=npa— nOEnmax:(8\’\’0/(e/U«))1/2 In a strong Matter 9, 6175(1997).
electric field(when the ionization rate is considerably higher °N. G. Basov, A. G. Molchanov, A. S. Nasibe al, Zh. Eksp. Teor. Fiz.
than the recombination velocit§ Expression(2) for the ve- 70 1751(1978 [Sov. Phys. JETR3, 912(1976].

. .. . "Yu. V. Novozhilov and Yu. A. YappaFlectrodynamics Mir, Moscow
locity of the ionization wave then has the fdtm ppak y s

(1981).
W05 8V. V. Vladimirov, V. N. Gorshkov, O. V. Konstantinov, and N. I.
u= E +v (7) Kuskova, Dokl. Akad. Nauk SSSBO5, 586 (1989 [Sov. Phys. Dokl34,
Nimax ' 242 (1989].

wherew®=w(E,,) is the rate of generation of electron— Translated by R. M. Durham
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An investigation is made of the propagation of laser radiation through the Dirac vacuum
polarized by a strong electric field. Calculations are made of the refractive index of the vacuum
and the angle of rotation of the plane of polarization of the radiation. The possibility of
measuring strong electric fields is assessed.1998 American Institute of Physics.
[S1063-785(108)02707-4

The optical properties of free electron beaf®ef. 1, laser radiation linearly polarized along tkeandy axes has
Sections 13 and 4&an be used to study their internal struc- different refractive indices
ture. We note that, according to Dirathe vacuum is a set
of fre@T e_Iectrons filling all pos;ible negati\_/e—energy Iev_els. nH=1+87rRE3, nL:1+287-rRE§. 3)
Here it is shown that the optical properties of the Dirac
vacuum can be used to studgspecially to measure the
strengths of very strong fieldsEq<E;=m?c3/efi=1.3
X 10 V/em (in the opposite casE,>E,, breakdown of the
vacuum occuns Let us assume that the Dirac vacuum is
polarized by a strong static electric fiel}y and elliptically
polarized laser radiation passes through this region: 1 ’{ 20 (a ES z

qo=§arcta 52_—13|n §E§:X

If the laser radiation is elliptically polarize€l), under the
action of the fieldE, its axes will be turned through the
angle

: 4)
ElX: El Sin(wt_kZ), Ely:EZ COS(wt—kZ). (1) }

We shall describe this system using the Heisenberg—Euldderez is the size of the field interaction zoné=E,/E; is
LagrangiaR expanded as a series to the fourth order withthe ratio of the major axes of the ellipse, aket 27c/w is

respect to the field, the wavelength of the laser radiation. Clearly, by measuring
, s oo ) the refractive indice$3) or the angle of rotatioi4), we can
L"=RI(E"=H")"+7(EH)7]. uniquely determine the strength of the static electric field

E,. Note that these results are also valid for a variable field

Here we hav&R= /3607°EZ, , a=¢€?/fic, E=Ey+E,, and EXt) if fts characteristic fluctuation fime is shorter thar th
H=H,. Note that this Lagrangian is suitable for describing. o(t) | Its charactenstic fluctuation ime is shorter than the
raction time of the fields=2z/c.

static and variable fields if the frequency of the latter satisfiedt® L .
the conditionw<mc/# (Ref. 3. Let us now calculate the Let us assume that an electric field having the strength
Eo=1.3x 10" V/cm (or E,=0.1E,,) is localized in a region

olarizationP=4L'/9JE and the magnetizatioh=JL'/oH T
P g whose size is of the ordea. Let us also suppose that the

of the Dirac vacuum. Then collecting in the current lenath of the | diationlis=a/10 and the ratio of
=c curl | + dP/dt those terms oscillating at the frequeneoy wavelengih ot the faser radiation1s=a/-% and the ratio o
éhe major axes of its polarization ellipse #&=1.1. In this

and substituting these into the Maxwell equation, we find th h le of rotati f the ol f the ellibkei
tensors of the permittivity and magnetic permeability of thetase, the aﬂg € of rotation of the plane ot Ine & ipseis
¢=4.2X10 “rad. Note that the angle of rotatiop de-

Dirac vacuum, . . ; )
rac vacuu creases rapidly with decreasing field strendgp. If Eg
&y = (1+87RER) 8+ 16mREq Eq; =1.3>2101d4V/cm (or Eq=0.0IE.,), we obtain ¢=4.2
X10"° rad.

pij = (1= 8mRE) & + 56mR Eoio, @ This work was supported by the International Scientific

(note that in the calculations we neglected the influence oftnd Technical Center, Grant No. A-87.

the Dirac vacuum on the fielHy). In order to simplify the

following analysis, we assume that the fidlg is directed

along thex axis. In this case, the equations for thendy 1V. M. Harutunian and S. G. Oganesyan, Phys. a8} 217 (1976.

projections of the field are separated 2y, B. Berestetski E. M. Lifshitz, and L. P. PitaevskiRelativistic Quan-
tum Theory (Pergamon Press, Oxford, 197[Russ. original, Part 2,
9°E, y 1 9°E, y AT diyy Nauka, Moscow, 1971, 287 pp
5= — 3 =, 3A. A. Grib, S. G. Mamaev, and V. M. Mostepanenkéacuum Quantum
0z c ot c dt Effects in Strong Fieldgin Russian, Moscow, (1988, 290 pp.

wherej,=4RESIE,/dt, j,= 14RESIE, /ot. Obviously, the  Translated by R. M. Durham
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An experimental investigation was made of the evolution of ionization instability in a model of a
disk-shaped Faraday magnetogasdynamic channel connected to a shock tube in a pure rare
gas(xenon with an alkaline additive. The main components of the average electron energy balance
were determined: the Joule heating power, the average rate of energy transport of the heavy
component by elastic collisions, and the average rate of energy lost through ionization. It was
found that the electron energy defect which includes losses not taken into account, increases
abruptly at supercritical values of the magnetic induction and accounts for approximately half of
the Joule heating power. It is concluded that some of the electron energy is transferred to
pulsations. ©1998 American Institute of PhysidsS1063-785(18)02807-9

One of the fundamental problems of ionization-unstabledescribed in Refs. 2—5. The duration of the flow was 480
magnetogasdynami@MGD) fluxes is the electron energy The experiments were carried out using xenon, the Mach
balance, which has mainly been studied using a rare gas withumber of the shock wave front in the shock tube was 6.9,
an easily ionized alkali metal additive as the working me-and the initial pressure was 26 Torr with weak MGD inter-
dium. Under the conditions of MGD channels, the degree ofiction. The Mach number of the flow in the disk channel was
ionization of the additives is in equilibrium with the electron 2—-3, the Hall parameter was 1-3, and the degree of ioniza-
temperature and the selective heating of the electrons is déien of the gas 10°—10 3. Measurements were made of the
termined by the fact that the Joule heating power is equal teffective plasma conductivity, the local values of the conduc-
the average rate of energy transport of the heavy componetitity, the Hall parameter, and the electron densities and tem-
in elastic collisions. In this model, all the characteristics peratures at various radii. Measurements were also made of
associated with the formation of plasma inhomogeneities arthe flow velocity and gas pressure. The atomic densities and
reduced to the fact that the effective plasma conductivittemperatures were reconstructed by comparing the experi-

oo, Which determines the Joule heating, is less than thenental and calculated data.
average valudo). Using the relationoe;=(0)Bes(w/{v)) The electron energy balance is compiled for a volume of
(Ref. 1 to determine the degree of separation of the temperagas some distance from the entrance to the channel so that it
ture of the light and heavy plasma components, we proposeia in a region of weakly varying gasdynamic parameters. It is
formula similar to the Kerrebrok formula: assumed that the evolving plasma inhomogeneities do not
perturb the gasdynamic flow. The experiments showed that
Te M2 5 the average Hall current and the average perturbation of the
T 1) )= 35 PelBYA-KY%, @ azimuthal field are zero. The estimates also showed that the
energy losses caused by the emission and excitation of atoms
where y=c,/c,, M is the Mach number of the flow, and also associated with the variation of the average electron
Bett (B) are the effective and the average Hall parametersemperature are low compared with the energy dissipated in
6=1 is the inelastic loss factor, arff, is the load factor. ionization. Under these assumptions, the electron energy bal-
However, an analysis made in Ref. 1 shows that this formulaince has the following form:
is not valid in all experiments. Some of the Joule energy may am
well be converted to pulsations, and here we propose to de- 201 2> _
termine this fraction of the energy. oei(UB)*(1—K,)“= -~ k(ne)(»)({Te)—T)
For this study a pure rare gas without alkali additives is

used as the active medium under conditions when the ioniza- +| B+ Ek<Te>> @ +AW,
tion in the MGD channel is nonequilibrium. Thus, the inelas- 2 At
tic energy losses to ionization of the gas must be taken into 2)

account in the electron energy balance. However, the prob-

lem still remains: does the Joule heating reduce to the avelYNereE; is the ionization potential. The ionization rate is
age energy dissipated in the elastic and inelastic losses. determined from the increment of the electron density at two

The experiment was carried out using a disk-shaped Fafadii r1=7cm, r,=10 cm, At=(r2—r1)/u,- (An)=(ne,)
aday MGD channel connected to a shock tube Wih-0,  —(Ne,)+(Ne )(Na,~Na )/Ny. In the sectionr,—r; the
Ky~0.1. The apparatus and the measurement method weptasma flow parameters vary negligibly, and thus the average

1063-7850/98/24(7)/3/$15.00 562 © 1998 American Institute of Physics



Tech. Phys. Lett. 24 (7), July 1998 Vasil'eva et al. 563

W. AW/W.
¥y MW /m3 /w.l
29
W, 0.6 <
3 ] ¢
600 ~ 04
0.2
)
400 -+ | /
. % a
v 4 -
8n/<n,>
200 +
0.6 -
1 Q :
oﬂ T d T Y T ] 04 ’ X . -
02 04 B 0.8 1.0 BT ’ » /'/
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values of the plasma parameters for this section are used to
determine the elastic losses. The valuesogf were also  FIG. 2. a—Relative electron energy defect for various magnetic fields; b—
measured for this section. The average energy transport raflectuations of the electron density at two radii for various magnetic induc-
is defined as (v)=n(C){Q)(1+(N)/N(QN{(Qa)), tions. The numbers on the curves are the valuesiofcentimeters.
where(Q,) and(Q;) are the energy transport cross sections
for the atoms and ions, which are determined(f®g). The
electron energy defeddW includes the additional electron
losses neglected in the energy balance. Figure 1 gives thbe energy defect. The indicated range of critical magnetic
components of the energy balance for subcritical and supefield values can be explained by the fact that the occurrence
critical values of the magnetic field. The Joule heating slowof fluctuations in a fixed cross section depends on the mag-
at maximum magnetic induction because the stream slowsetic induction and on the time taken for the evolution of
appreciably as a result of the action of the ponderomotivéonization instability. Since a longer lifetime is required for
force. The elastic energy losses increase because the electritie plasma volume to attain larger distances, the lower the
density is greater and because the energy transport rate ialue of the magnetic induction, the larger the radius before
creases with electron temperature. The inelastic energthe onset of instability. As the instability while the plasma
losses increase since the ionization rate increases with ivolume moves fronm; tor,, the fluctuations grow. It can be
creasing field. seen from Fig. 2 that an energy defect appears when the
Figure 2a gives the energy defect relative to the Joulénhomogeneities form and increases as the fluctuations in the
heating power. The values &W/W, for subcritical mag- electron density increase.
netic fields are taken as a basis for comparison. The observed Thus, in fully developed ionization instability, the elec-
difference of AW/W; from zero in this region is within ex- tron energy defect caused by structuring of the plasma ac-
perimental error. The relative error in the determination ofcounts for approximately half the Joule heating power. This
AW/W; when these values are compared for different magindicates that not only does the growth of the instability pro-
netic inductions is less than 20%. The slight decrease olduce characteristic features in the current flow but various
served aB=1T is evidently caused by a reduction in the paths of electron energy losses in pulsations probably also
Joule heating. The fluctuations of the electron density showexist. However, a more comprehensive model of ionization
in Fig. 2b reveal correlations between the fluctuations andurbulence is required to determine these losses.



564 Tech. Phys. Lett. 24 (7), July 1998 Vasil'eva et al.

The authors would like to thank the Russian Fund for [in Russian, A. F. loffe Physicotechnical Institute Press, St. Petersburg,

Fundamental Research for supporting this w@tkoject No. 206 pp. _ '
96-02-1690% SA. V. Erofeev, R. V. Vasil'eva, A. D. Zuev, T. A. Lapushkina, E. A.
’ D'yakonova, and A. A. Markhotok, ifProceedings of the 12th Interna-

tional Conference on MGD Electrical Power Generatioviokohama,
Japan, 1996, Vol. 1, pp. 74-82.
4T. A. Lapushkina, R. V. Vasil'eva, A. V. Erofeev, and A. D. Zuev, Zh.
1A. V. Nedospasov and V. D. KhaiBrinciples of the Physics of Processes  Tekh. Fiz.67(12), 12 (1997 [Tech. Phys42, 1382(1997)].
in Low-Temperature Plasma Devicdin Russial, Energoatomizdat, 5T. A. Lapushkina, E. A. D'yakonova, and R. V. Vasil'eva, Pis'ma Zh.
Moscow (1991, 224 pp. Tekh. Fiz.24(2), 58 (1998 [Tech. Phys. Lett24, 66 (1998)].
2R. V. Vasil'eva, A. L. Genkin, V. L. Goryacheet al, Nonequilibrium
Rare-Gas Plasma with Nonequilibrium lonization and MGD Generators Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 7 JULY 1998

Electron energy in exoelectronic emission from a ferroelectric
L. M. Rabkin and V. N. Ivanov

Rostov State University
(Submitted January 8, 1998
Pis'ma Zh. Tekh. Fiz24, 54-57(July 26, 1998

An analysis is made of the change in the potential in the plane of a grid electrode on the surface
of a ferroelectric caused by exoelectronic emission under the influence of a pulsed electric

field. The potential is calculated by means of integral equations from electrostatics. An estimate
is made of the possible initial energies of electrons leaving the surface of the ferroelectric.

© 1998 American Institute of PhysidsS1063-785(18)02907-3

Exoelectronic emission from the surface of ferroelectricselectric. We shall confine our analysis to the limiting case of
has recently been studied to gain a deeper understanding ah external electric field so strong that the spontaneous po-
the physical properties of these materials and also with #arization is completely oriented in the direction of the elec-
view to using these materials to develop highly efficienttric field and the dielectric properties of the ferroelectric are
pulsed emitters for vacuum devick$In this last case, the determined by two polarization mechanisms, which we shall
ferroelectric is exposed to a pulsed electric field. Howeverassume to be linear. Disregarding the existing anisotftmy
the mechanism responsible for the high initial energies of thelifference between the permittivity measured parallel to the
emitted electrongup to a few kilo-electronvolishas not  direction of spontaneous polarization and that measured in
been discussed in the literature, even though the spread #ie perpendicular directigrwe describe the dielectric by the
the initial velocities is the limiting factor in the application of scalar relative permittivity.
these emitters. Here we examine a model to estimate the We position the origin of the Cartesian coordinate sys-
order-of-magnitude energy of the emitted electrons. tem at the center of a slit of widtha2 with thez axis parallel

In the steady state, surface polarizing charges arto the slit, thex axis perpendicular to the slit parallel to the
screened by free charges distributed along the surface of tte@nducting half-planes, and thg axis running from the
ferroelectric. When a fairly strong polarization-reversing ferroelectric into vacuum. The problem involves determining
electric field is abruptly applied, the polarizing charges varythe potential within the slith(x) (|x|<a, y=0) assuming
rapidly, whereas the free charges do not vary significantljthat the charge density distributier(x) (|x|<a) within the
during polarization reversal since the emitted charge acslit is known and that the electrode potential is zero, i.e.,
counts for a small fraction of the polarizing charge and the$(x)=0 (|x|>a). Since in this problem charges are only
conductivity of the ferroelectric is low. A change in the total present at the planar interface of the two dielectrics, the po-
surface charge alters its potential, which determines the eriential and the electric field may be sought in a homogeneous
ergy of the emitted electrons. medium with the equivalent relative permittivity.= (e

In the usual experimental setup to observe exoelectronid-1)/2=¢/2. It is convenient to introduce the electric field
emission, a grounded conducting film electrode in the fornrcomponent in the slit planE=E(x) as the unknown, for
of a grid is deposited on the emitting surface of a ferroelecwhich electrostatics methods using Fourier transformation
tric wafer and an external electric field which reverses theyield the singular integral equation
polarization of the ferroelectric is generated by applying a a
pulsed voltage to a solid conducting electrode on the qther ,n_—lf E(xy) (X1 — X) ~Ldx; = o(X)/ (28 460), 0
surface of the wafer. We shall assume that the wafer is an
order of magnitude thicker than the width of the slits in the

i ! > d Ant B _ . _
conducting grid and that in calculations of the potential dis-Whereeo=28.85<10"" F/m is the permittivity of free space.
tribution in the plane of the grid, created by the charges Assuming that the functiomr(x) is even andE(x) is
distributed in this plane, the influence of the solid electrode?dd, the solution of Ec(1) is written as follows"
can be neglected. Since the purpose of these calculations is a
to estimate the order—of_—magmtgde potlennal at the slit, for E(x):—(2wseso(a2—x2)1’2)*lf (a2—x2) Y25 (x,)
simplicity we shall consider a single slit between two con-
ducting half-planes located on the surface of a semi-infinite
ferroelectric.

The problem of the potential distribution created by un-|n relations(1) and (2) the integrals are understood in the

compensated surface charges formed at the slit after polagense of the principal value. The value of the integral is
ization reversal of the ferroelectric induced by an externapptained by integrating (x):

electric field is difficult to solve in a general formulation
because of the nonlinear dielectric properties of the ferro-  ¢(X)=(2meeq).

—a

X (X1 —X) " tdxy. 2

1063-7850/98/24(7)/2/$15.00 565 © 1998 American Institute of Physics
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J+a0_(xl)|n((a2_xxl+((aZ_XZ)(aZ_Xi))]_/Z)/ ¢maxEE0a/2- (7)

3) On the basis of equalitie) and (7), which were ob-
tained for the limiting cases of strong and weak polarization-
In order to estimate the potential, we assume that theeversing fields, we can predict in general that the maximum
surface charge density(x) is constant and we set this equal energy of the emitted electrons will increase with increasing
to the spontaneous polarizatiéhy. We then find slit width. Note that the assumption used in the model, that
B(X) =P/ (2e0e) (aX2) M2 (4) thg extern_al electric field at some distance from the slit is

uniform with the constant strengtf,, presupposes that as

The maximum energy of the emitted electrons is ob-the width of the slit increases, the thickness of the ferroelec-
tained using the highest value of the potengigl,, attained  tric wafer and the amplitude of the polarization-reversing

(alx—x4q]))dx;.

at the center of the slitx=0) voltage pulse increase proportionately. We also postulate
b= Pl (2 80). (5) that th_e increase in this energy vy|th increasing polarization-
. . _ reversing field should be slower in strong fields.
Taking the values for barium titanate ferroelectrles To sum up, these calculations of the potential distribu-

=0.25 C/nf, a=10"*m, and £=1000, we obtainéma  tion at the surface of a ferroelectric in the plane of a grid

=2.8 kV, which is of the same order of magnitude as theg|ectrode have yielded estimates of the possible initial ener-

experimental results. gies of the electrons leaving the surface of the ferroelectric as
The pOtential distribution within the slit can also be cal- a resu't Of exoelectronic emission under the action of a

culated in the other limiting case of a weak external fieldpy|sed electric field.

when the ferroelectric can be described in the linear approxi-

mation of the scalar permittivityg>1. Taking the external

field in the ferroelectric at some distance from the slit to be

perpendicular to the surface of the ferroelectric and uniform,H- Gundel, H. Rige, E. J. N. Wilsoet al, FerroelectricsL00, 1 (1989.

. . . 2J. Asano, T. Imai, M. Okuyama, and Y. Hamakawa, Jpn. J. Appl. Phys.,
with the strengthE,, and using the method which was ap- 5,131 3098(1992. Y P ppL FhY

plied to derive relationgl) and(2), we find 3. N. SneddonFourier Transforms(McGraw-Hill, New York, 1951, re-
_ 2 2 printed Dover, New York, 1995; IL, Moscow 1985
$(x)=0.5E(e —1)/(e +1)(a“—x), (6) 4F. G. Tricomi, Integral Equations(Interscience, New York, 1957; IL,

i.e., in this approximation regardless of the specific value of M°ScoW: 1960

the relative permittivity of the ferroelectric, we obtain Translated by R. M. Durham
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Structures having a set of planes with submonolayer InAs inclusions in an AlGaAs matrix were
fabricated and studied. Lasing was observed as a result of optical excitation. It is shown

that lasing takes place via the ground state of excitons localized at InAs islands and may be
achieved without external optical confinement of the active region by wide-gap layers

of lower refractive index. The low threshold excitation density shows that these structures may
be used to develop low-threshold injection lasers in the visible range, exciton waveguides,

and self-contained microcavities. @998 American Institute of Physics.
[S1063-785(108)03007-9

INTRODUCTION EXPERIMENT

Studies of growth processes in an InAs—GaAs system The structures were grown by molecular beam epitaxy
have shown that the depositing submonolayer InAs coatingen semi-insulating GaA300 substrates in a RIBER 32P
leads to the spontaneous formation of an array of islandsystem with a solid-state As source under standard condi-
around one monolayer high with a characteristic width oftions of As enrichment. The structure studied in detail here
around 4 nm and small dispersion of the lateralwas fabricated by growing a 0/8m thick GaAs buffer layer
dimensions-? It is deduced from Refs. 3—5 that submono- on the substrate, followed by a Ouim thick Alg 3. Gay ggAS
layer structures possess unique optical properties. An appréayer, and a thin(10 nm Al ,Ga ¢As carrier-confinement
ciable increase in the exciton binding energy was observeltityer. Another A} 3G ¢gAS (20 nm layer was then fol-
as a result of lateral quantizatidrin addition, a high lumi- lowed by growth of the active region which consisted of 20
nescence efficiency and high exciton oscillator strength wergltrathin GaAs quantum wells 1 nm thick with 0.5 ML InAs
observed even for an InAs layer of ultrasmall averagedeposited at the center of each. The wells were separated by
thicknes¢' Lifting of the momentum selection rules was also Al 3/Ga sgAs barriers 50 A thick. A A 3/Gay eeAs layer
demonstrated.Later it was shown that in 11=VI structures 100 nm thick and a thif{10 nm Aly,Ga ¢As were then
with CdSe/ZnMgSSe submonolayers the localization of exgrown. The growth temperature was 600 °C, but during
citons at islands and lifting of the momentum selection rulesgrowth of the active region the temperature was reduced to
allows lasing to be achieved via the exciton ground state i85 °C to avoid segregation and re-evaporation of In atoms
submonolayer superlatticBd.asing was achieved in struc- from the surface.
tures without optical confinement by wide-gap layers of  Luminescence was excited by an "Arlaser (
lower refractive index as a result of modulation of the refrac-=514.5 nm, P=500 W/cnf), a pulsed nitrogen laser\(
tive index near the exciton resonarice. =337 nm, pulse power 1 MW/cfy and a halogen lamp

So far, no similar effects have been reported in 1lI-V whose light was passed through a monochromator. The lu-
systems where the low electron mass makes the exciton Igninescence signal was recorded using a cooled photomulti-
calization energy at submonolayer islands extremely lowplier.

(less than 50 eV for InAs submonolayers in GAAdNe

propose_d and fabricated §trgcturgs wnh InAs subm.onolayel_rzESL”_TS AND DISCUSSION

islands in an AlGaAs matrix in which lasing was achieved in

structures without external optical confinement as a result of  Figure 1 shows spectra of the photoluminescence, lumi-
an increase in the exciton localization energy in the islandsaescence excitation, and optical reflection from this sample.
Lasing is observed at low optical excitation densities whichit can be seen that at low levels of excitation with a photon
opens up extensive prospects for using this effect in visibleenergy higher than the AbGa gAS band gap, the spectrum
lasers to improve the optical confinement, in excitoncontains a single peak which is attributed to radiative recom-
waveguides, and self-contained microcavities, i.e., verticallybination of excitons localized at InAs islands. Note that this
emitting lasers, where modulation of the refractive indexpeak is shifted appreciably in the long-wavelength direction
near the exciton resonance region in the quantum dot allowlative to the energy of the optical transition predicted for a
self-contained tuning of the cavity mode and the gain profile GaAs quantum well 1 nm thick. This indicates that the exci-

1063-7850/98/24(7)/3/$15.00 567 © 1998 American Institute of Physics
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FIG. 1. Photoluminescence, luminescence excitation, and optical reflection
spectra of this structure. FIG. 2. a—Photoluminescence spectra for various excitation energies, indi-
cated near the spectra. The position of the lines @Bflection and QW is
taken from the optical reflection spectrum; b—photoluminescence spectra

tons are strongly localized at InAs islands. The photolumi-for various excitatic_Jn derjsities. The Iumine§cence was excited by &n Ar_
nescence excitation spectrum has two characteristic featur u:lgs‘l-'he dashed lines give the representation the spectrum as two Gaussian
denoted as QD1 and QW. Note that these lines exactly match

the exciton characteristics observed in the reflection spec-

trum, although that associated with QW is substantially less A cavity of lengthL=1 mm was cut to investigate las-
broadened. The position of the QD1 and QW characteristicéng. Figure 3a gives the integrated luminescence intensity as
in the luminescence excitation spectrum remains constant as function of the excitation density. It can be seen that at
the detection energy varies. We attribute these characteristi@0 W/cnt, the intensity increases sharply, evidently be-
to states caused by excitons localized at InAs islands andause of the onset of stimulated emission at a photon energy
exciton states in the ultranarrow GaAs quantum weww). of 1.750 eV (Fig. 3b. Note that for injection pumping, the
This interpretation is quite consistent with the spectral posithreshold density of 800 W/chrcorresponds to a threshold
tion of the peaks and their half-width. The photolumines-current of ~200 A/cn?, which is the upper limit for the
cence spectrum obtained for resonant excitation with a phahreshold current because of the unknown fraction of carriers
ton energy below the quantum-well band gap reveals twdost from the surface as a result of the surface nature of the
lines, one(QD2, 1.729 eV shifted substantially in the long- nitrogen laser excitation. Thus, structures with InAs/AlGaAs
wavelength direction compared with QD1 and another peakubmonolayers can be used to develop low-threshold injec-
at 1.750 eV, close in energy to QOFig. 23. Under low-  tion lasers in the visible range even without external optical
density nonresonant excitation, the QD1 line is less efficonfinement(the average difference in the Al composition
ciently excited, evidently because carriers with a high mo-between the submonolayer superlattice and the confining lay-
mentum in the plane of the GaAs quantum well are moreers is only 5%. The structure is shown schematically in the
efficiently trapped at islands with a high localization energyinset to Fig. 3c.

(QD2). However, at high excitation densities the QD1 line Figure 3c gives the temperature dependence of the
always predominates in the spectriyfig. 2b. Similar ef-  threshold excitation density. It can be seen that freif0 K
fects were also noted in submonolayer CdSe/ZnSé¢he threshold density increases exponentially and by approxi-
structure$ mating the dependence using the formulB=P,

As the excitation density is increased further, the line isXexp(T/Ty) we can determind =30 K. This behavior of
shifted to a position close to QD1 in the reflection spectrunthe threshold density can be attributed to the thermal emis-
(Fig. 2b. In this case, the QD1 peak continues to dominatesion of carriers from islands. We observed lasing up to 170
in the photoluminescence spectrum and the QD1 states dé. The thermal stability of the emission may be improved by
not saturate which evidences their high density. At high exincreasing the localization energy which can be achieved by
citation densities a stimulated emission line is observed fronusing wider-gap confining layers or by using vertically cor-
the end of the cavity. related island growtf.
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A vacuum arc with a cold cathode burns rhythmically. The period of the rhythm is determined
by a thermionic valve effect which occurs between the hot crater and the cold cathode as

a result of the brief retention of the heat in the crater by the oppositely propagating electron flux.
© 1998 American Institute of PhysidsS1063-785(18)03107-3

The experiments were carried out using the Bulat-6yoltageV=24 V and current =67—72 A, using black and
vacuum-arc evaporation system and were described ifhite film (200 ASA), an exposure time of 1/30—1/500 s,
Ref. 1. ' and a Zenit camera without any light filter.

The rhythmic nature of cathode craters can be seen from  the rhythm can be identified on the oscilloscope traces
a photograph of the cathode where the motion of the cathodg Figs. 1c and 1d. It has been establishet any appear-

s_pot i_s imaged_as_ a chain .Of ligtkig. 1. The ”““?ber of ance of a cathode spot at a new site is preceded by its dis-
links in the chain is proportional to the exposure time. Each

. . . appearance at an old site. The arc current should change
link consists of a cathode spbk from luminescence around abruptly between these events, inducing voltage surges in the
a craterD, and a switching path of length and width § py ’ 9 9 9

(Figs. 1b and 2a The path probably consists of spots of Rogowski loop. The time between the voltage minima on the
smaller diameters burning around small cathode cratérs, 0SCilloscope traces of the loop can then be taken to be equal
Since the links of the chain possess approximately the san{@ the period of the cathode spot rhythm. The average period
brightness, we can assume that the average period of theta=1.4<10"" s for a Ti cathode at=92 A (Fig. 19 and
rhythmt,= /N is also the same for all the links, wherés ~ t,=2.9<10" s for an Al cathode alt="73 A (Fig. 1d. The

the frame exposure time arid is the number of links in a Rogowski loop was mounted on an 8 mm diameter conduc-

particular frame. The average peribd=6x10"4 s was de- tor near the cathode. The coil consisted of 270 turns on a
termined from 16 photographs of a Ti cathode in an arc oferrite ring of 16 mm diameter and>34 mm cross section.

FIG. 1. Experimental illustration of a cathode crater
rhythm: a—light chain of 42 cathode spots on the sur-
face of a Ti cathode of diameter 56 mms=1/60 s,

a b =69 A, V=24 V; b—diagram showing a link in the
chain consisting of a cathode spdt and a switching
g0 v % path L, with the average valu® =2.82 mm; c—
i\ oscilloscope trace of output voltage of Rogowski loop
L[ M ’ V“ arav in arc with Ti cathode| =92 A; d—the same in an arc
9 : i . i i with an Al cathode] =73 A.
! ] 00s ..__'—'I._.'_.__!
‘ 0 | h i i
1 ‘ -g0s e eee——
Qv -0V : i
0 qz Q4 Q6 ms (4 k] 40 13 20 25ms
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a § file and short lifetimg(Fig. 2a and Ref. 11 It is located on a
7n De0498mm 2 cold conductor from which an unusually dense electron cur-
' -2 rent flows into the crater. A thermal barrier is created be-
< tween the crater and the cathode as a result of this current.

Heat is transferred in the metal by the electronic and lattice
//AW/J/M conductior®® For Zn, Al, and Cu(for which the electrical
conductivity is 0>0.25¢,) electronic heat transfer pre-
~ dominates and their real thermal conductivity is higher than
At 9264 ; 3 o (Ref. 4. In metals with lowo (Fe, Ti, and Cy both mecha-

nisms are involved in heat transfer and the real thermal con-
ductivity increases with the ratio/ o (Ref. 4. Aimost all the

i
T
9 i
Cu 1 XL N— 3{ heatq leaves the crater through the bott@ysince its area is
Q
T

much greater than that of the side surfdcé-ig. 2b).
The density of the electron flux to the crater is
je=1/D? because of its planar profil@ig. 2a and Ref. )L

b The quxJ_e moves “forcibly” under the action of the power

supply source and transfers the heat fiyyback into the
crater (Fig. 2b), producing a thermionic valve effect. The
effect takes place over the periddwhen the crater area
increases to the maximum@?, i.e., as long as the electron
drift velocity exceeds the critical valué.=V..=J./(eny)
=0.009, 0.026, 0.259, 0.133, 0.092, and 0.307 m/s, respec-
) - tively. Here we findj.=] (see Ref. }, and the free electron
: b= ', je concentration in the appropriate metalrig=13.10x 10%,
INNPEER 18.06< 1078 8.45< 1078 17.0<10%8 22.64< 10?8 and
24.99x 10?8 m3 (Ref. 3. The valve retains in the crater
FIG. 2. Schematic of thermionic_ vaI_ve in cold cat.hode: a—average diameteéxactly that amount of energyrequired for the arc to burn
D and depth of cathode crater in highly conducting metals, current and arc . . Lo
voltage: Zn 48 A<16.7V, Al 52Ax36V, Cu 105Ax245Vv; b— for the timet. After depletion of the crater mass, switching
components of valvel—molten metal2—bottom of crater3—valve layer ~ Of the cathode spot within the hot circR is initiated (see
of heated but solid metadk—side surface of crateb—cold cathode metal; Ref. 1.
the quxq of hot electrongshown by the Iong arrowdransfers the kingtic The Valve iS not idea' and a fraction Of the arc power
energy of thgelectrons from the crafieto the cold cathod®; the opposite f=Q,/IV escapes to the cathode, whedg, is the heat
electr9n fluxJ, transfers ele_ctrlcal_ ene‘r‘gy from ’t'he arc power supply to thetransferred by the cooling water. This fractionfis 0.033
crater; the thermal energy is partially “blocked” in the crater as a result of o
the high flux densityd, . 0.182, 0.266, 0.412, 0.283, and 0.271 for Zn, Al, Cu, Fe, Ti,
and Cr cathodes, respectively.
Changes iD, t, andR are caused by the thermal con-
The output impedance of the |oop was 78.k dUCtiVity A andTb (see Ref. 1. With decreasing orTy, less
The cathode crater rhythm can be determined from théieat escapes to the cathode aig<<fy<fc,. As q de-
known dimensiond andh (Fig. 2a and Ref. land also  creases, the heat density which can be retained in the
from the rate of cathode sputterin§ which is 15.20 crater decreases and the diaméeis larger for low-melting
x1078, 4.05x107°%, 11.76x10°% 11571078, 4.42 metalsD;,>Dx>Dc,. Growth of the crater to largP re-
%1078, and 2.2 10~ ® kg/s for Zn, Al, Cu, Fe, Ti, and Cr quires a long timgrecall thatt,5>t,7;, and also the series
cathodes, respectively. The densijtyof these metals is for t3). Over the timet a large are&®? is heated around the
7150, 2700, 8930, 7880, 4540, and 7150 ky/mespec- crater and a new crater appears at a larger distRndeeing
tively, and the average crater mas$fis- pD?h=7.62 located on the cold metal where has a maximum(see
x10°8 0.32x1078, 0.49<10°8, 0.11x10°8, and 0.032 Fig. 2 in Ref. ). For Fe, Ti, and Cr these changes depend on
x 10 8 kg, respectively. The average period of the crater\/o.
rhythm is then t;=M/S=50.1x10"%4, 7.9x10 4, 4.2 The existence of a thermionic valve is limited by
X 1074, 3.5x10°4, 2.5x10° 4, and 1.1x 10 * s for the ap-  the timet during which the crater madd = pV can accumu-
propriate metal. Here it is assumed tiSai constant and the late thermal energyg which is transferred by the current
switching time of the spot can be neglected. to the crater volumé/ together with the electrical power
Thus, for titanium we havet;=6x10*s, t,=1.4 Q. The condition for the existence of a crat@=e/t
X10 % s, andtz3=2.5x10"*s. The similarity between the is then rewritten asj.EV=pVC(1—-f)/t. We take
values oft indicates that the process of crater nucleation andE=j./0o, p=nAm,, j.=enwe.; for a Ti cathode
disappearance on the cathode is regular. We shall determinge have C=C(T;{—T.)+C;+C,(T,—T;), where C,
the reason for this regularity. =515 Jkg'K ! and C,=700 Jkg ! K1 are the specific
The crater has a high temperatui®it probably below heats of the solid and liquid TC;=314 000 J/kg is the spe-
the boiling pointT, of the metal and also has a planar pro- cific heat of fusion of Ti,T.=300 K, T;=1881 K, andT

L
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=3560 K are the temperature of the cold cathode, the meltThe densityj, obtained as a result of this estimate is close to

ing point, and the boiling point of Ti, respectively=3.05

X1 O Im™t at T=T;, A=48u,t=(t;+t,+13)/3

=(6+1.4+2.5)x10 4/3=3.3x10 *s. We rewrite this
last inequality and we estimate the valuej gfor a titanium
cathode

m, o AC 1—f
e Vgt ( )
. 3.05¢<10° 48
0.092 3.3x10°*

je=

X [515% (1881—300) + 314 000
+700(3560- 1881 ](1—0.283
=7.96x10° A/m2

the experimental valug=3.33x10° Am~? for Ti (Ref. 1),
which suggests that a thermionic valve does exist, determin-
ing the rhythmt in a low-voltage cold-cathode vacuum arc.
The physical quantities used here were taken from Ref. 5.

IM. K. Marakhtanov and A. M. Marakhtanov, Pis’'ma Zh. Tekh. Fiz.
24(13), 14 (1998 [Tech. Phys. Lett24, 504 (1998].
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Investigation of the influence of the thermal prehistory of zinc and cadmium melts
on their crystallization

V. D. Aleksandrov and A. A. Barannikov
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Methods of thermal analysis were used to study how the temperature and hold time of zinc and
cadmium melts and their rate of cooling influence their crystallization. It was established

that zinc and cadmium melts exhibit no precrystallization supercooling. It was confirmed that
neither cooling at a rate between 0.001 and 8 K/s, nor heating Zn and Cd melts to
temperatures 200 K above the appropriate melting point, nor isothermal “annealing” for up to

4 h, nor using a mass between 50 mg and 50 g resulted in supercooling during
crystallization. The results are analyzed using a cluster model of the crystallization of Zn and Cd
melts based on the similarity between the crystal-chemical parameters of the solid and

liquid phases of these substances. 1898 American Institute of Physics.

[S1063-785(108)03207-9

Almost all simple substances show a tendency towardising a KSP-4 potentiometer Wita 1 mV scale. In some
precrystallization supercoolifg’ when their melts are cases, unshielded XA thermocouples inserted directly in the
cooled below the melting poiri, . However, no supercool- sample were used.
ing, AT™, during crystallization of solid zinc and cadmium Between 50 and 100 heating and cooling cycles were
samples has been reported in the literature. Data presenteddarried out on the same sample under the same experimental
Ref. 8 on the supercooling of Cd particles of between 4 anaonditions(at the same rate of cooling, for the same mass,
44 nm in aluminum alloys up te-60 K have no relevance to and so oin
solid materials, since particles of this size are a completely  The reliability of the results was confirmed by repeating
different substance and form the subject of special investigaa series of experiments many times for each sample. The
tions in small-particle physics. error of the temperature measurements was 0.15-0.20 K/s.

The lack of publications on supercooling in solid Zn and It was established that under all these experimental con-
Cd is fairly surprising, considering the ready availability of ditions, for all Zn and Cd samples, no precrystallization su-
these elements, their relatively low melting poi(#92.75 K percooling was observed regardless of mass, rate of cooling,
for Zn and 594.26 K for CH(Ref. 10, and their noncorro- crucible material, atmosphere, temperature, and isothermal
sive properties under normal conditions. hold time. The crystallization process exhibited equilibrium

Here we describe the results of a study of the influencdoehavior and took place at a crystallization temperature cor-
of the thermal prehistory of zinc and cadmium on their crys-responding to the melting point of the material and the su-
tallization using methods of ballistic thermal analy$ié. percooling AT =T, —T) was zero.

The samples were high-purity zinc and cadmium weigh- By way of examples, Figs. 1 and 2 show cooling ther-
ing 50 mg, 0.1, 1.0, 2.0, 6.0, and 50 g with 5 or 6 test beingnograms fo 1 g zinc and cadmium samples, respectively, at
made for each weight. The crucibles were made of alundumates of 0.3 K/s in air. In both cases, the preheating of the
and quartz. The tests were carried out in air, in a rare-gamelt was~ 35 K above the melting point of the appropriate
atmospheréargon, in a vacuum of up to-10"° Torr under  material. It can be seen that at temperat(fes crystalliza-
conditions of dynamic pumping in a vacuum station, and in aion plateau is observed without any initial supercooling.

“static” vacuum (~10"2 Torr) using a Stepanov ampoule. Preliminary isothermal holding of the melt for between
Different rates of cooling were used: 0.001, 0.02, 0.3, 1.01 min and 4 h atemperatures 10, 20, 50, and 100 K above
and 8.0 Ki/s. the melting point did not cause any supercooling.

Thermal cycling was carried out in a specially prepared  However, other substancésuch as Bi, Sb, Sn, Se, Te,
“gradient-free” resistance furnace over a temperature rangénSb, PbC}, H,O, and In—-Sb alloysalways exhibited pre-
covering the melting and crystallization range. A program-crystallization supercooling in our systefs.For compari-
mable controller allowed the thermal heating and coolingson Fig. 3 shows crystallization isotherms for bism(ithg)
cycles to be carried out in a particular regime. The lowerrecorded by us under similar crystallization conditions. It can
limit of the thermal cycles was kept constdat 50 K below be seen that bismuth exhibits the supercooling ~
T.) while the upper limit was varied at two degree intervals=21.4 K at a heating and cooling rate 6f0.25 K/s.
betweenT, and superheating by 200 K aboVg. The tem- An analysis of the crystallographic table of chemical
perature of the samples was mainly measured using alements shows that zinc and cadmium stand alone among
shielded XA thermocouple and was recorded on chart papéhe transition metals, and in fact among all the elements of
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Zn Bi

AT

FIG. 1. Crystallization thermogram for zinc showing no precrystallization
supercooling.

FIG. 3. Crystallization thermogram for bismuth showing precrystallization
supercooling.

the Periodic Table. First, Zn and Cd are at the end of this

;itii;nt?‘:a\secggnrzlg:e%E!e::]??ﬁezgnfleﬁgo?nzzﬁ:lcséﬁoﬁolidification the clusters readily combine to form a crystal
with an, an)émalously hpigh lattice pararr):etef ratio/&( so that crystallization takes place in equilibrium without su-
—1.8869 for Zn and 1.8859 for Gdnelts with the conser- percooling. That is to say, the crystallization of Zn and Cd

) . . takes place, as it were, at its own “seed&lusterg without
vation of short-range order. Zinc and cadmium possess the e . ; :

T : a specific incubation period. Substances which undergo
characteristics of covalent crystals which are formed by the

. . . g . Structural rearrangement in the liquid staseich as Sb, Bi,
sharing of six outer electrons with their six nearest nelghbor%n HO, and so ohand possess configurations of atoms in

in the layer. As a result of melting, the weaker bonds be- lusters, unlike crystaf$ exhibit hysteresis effects. Rear-
tween the layers are broken and these become structural un|

of the liquid phase in the form of flexible cluster conforma- r§ngement of the atoms back into a crystal as a result of

. X cooling belowT, requires an incubation period in a meta-
tions. The strong covalent b.onds between the atqms n thess? ble supercooled region. This is why the crystallization of
clusters are not broken at high temperatures, as is ewdenc%ja

e ese substances involves supercooling.
by x-ray structural analysé$,which indicate that when Zn P g

and Cd melts are superheated to 100-120 K abiquethe . To conclude, we postulate that the absence of supercool-
o . ing for Zn and Cd was probably well known to researchers.
structure of the liquid phase becomes close-packed with th

. o he results were not published possibly for two reasons: it
first coordination numbet-11.0—11.5 and does not undergo was either assumed that the absence of supercooling for
structural rearrangement.

- hese substances was not particularly noteworthy, i.e., a null
Thus, the cluster structure of the liquid phase of Zn andI P y y

S . . _result, or no explanation could be provided, particularly in
Cd is similar to the structure of the solid phase, and durlng1erms of the classical theories of nucleation and crystalliza-

tion.
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Qualitative analysis of the behavior of a Lorenz dynamic system based
on geometric concepts

V. V. Afanas’ev, Yu. E. Pol'skil, and V. S. Chernyavskil

A. N. Tupolev State Technical University, Kazan
(Submitted January 9, 1998
Pis'ma Zh. Tekh. Fiz24, 79-83(July 26, 1998

The behavior of a Lorenz dynamic system is analyzed qualitatively using geometric concepts.
This analytic approach can be applied to analyze a broad class of systems with dynamic
chaos. ©1998 American Institute of Physid$1063-785(18)03307-3

At present, the main method of studying complex non-wherek,, k,, k3, K4, ks, kg, andk; are constant coeffi-
linear dynamic systems with strange attractors is mathemateients. Depending on whether the mapping point lies inside
cal computer modeling. It is interesting to search for meth-or outside the surface
ods which could yield qualitative conclusions as to the ) ) )
behavior of a dynamic system without knowing its solution K1X"+Kay“+bksz" =Xy ks —kz) —xy(oky +rky+Ke)
and which could predict the time when the system becomes | k 7+ x(ok,—ksr)+y(ks— ok,) + kgbz=B
stochastic. One such method is the Mel'nikov method of
separatrix splitting, but this can only be applied to a limited(where B is a certain constant determined by the instanta-
class of dynamic systenddiVe propose an analytic approach neous values ok, y, andz), the motion of the mapping
which can be used to analyze the behavior of a wide range gfoint in the phase space relative to the family of surfaces
systems with dynamic chaos.

Our proposed approach involves representing a system
of n differential equations describing a nonlinear dynamicyries qualitatively, moving in the direction of increasiag
system in the form of a differential equation (B<0) or decreasing\ (B>0). The intersections of these

@) (x,a)=—Dy(x,a), (1) surfaces with the plane perpendicular to lha>_<is, projected

onto theY Z plane, have the form of quadratic curves. If we
wherex=(x,Xz,...,Xp) is the vector of the phase variables choose the coefficients to bg=1/o, k,=k3=1/r, ky=ks
of the system and=(a;,a,,...,ay) is the vector of the =k,;=0, andks=—2, Eq. (1) for the Lorenz systen(2)
system parameters. The functiofs, , determine the sur- becomes simplified and has the form
faces®,=A and®,=B in the phase space of the system. 5 5 0 5 A
The sign ofB can be used to determine how the mapping (X0 +y*/r+(z=2r)%/r)"=—2br(x*/br+y*/br
point of the dynamic system moves relative to the family of +(z—1)2r2—1). ()
surfaces®,=const (in the direction corresponding to in-
creasing or decreasing)). A set of different functionsb, ,  Equation(4) is valid for the Lorenz syster(®) and for other
can be obtained for the same dynamic system, which meargpes of nonlinear dynamic systems which can be reduced to
that the motion of the trajectory in the phase space of théhe form of Eq.(1) for the given choice ofb, ,, but with a
system as a whole can be assessed by means of a suitadifferent set of coefficient&; ,ks,... k7.

(kyx2+ koy2+ kgz?) 2+ kgx+ ksy + kgz+ k,= A= const

choice of® ,. It is known from the theory of differential equations that
We shall illustrate the proposed approach to investigate a relation of the typ€4) determines the region of asymptotic
Lorenz system: motion of the phase trajectory of a dynamic systeffhe

. . . functiond, in Eq. (4) is the generalized distangebetween
X=—oXxtoy; y=-y+rx—xz z=-bztxy, (2)  the mapping point with the instantaneous coordinates
fx,y,z) and the point with the coordinates (0,0)2 The
function®,=0 in Eq.(4) is an ellipsoid. Inside the ellipsoid
(®,<0) p increases while outsided(,>0) p decreases.
This implies that for any initial conditions, the asymptotic

wherer, o, andb are the parameters of the system. Equatio
(1) can be obtained for systefi2) as the sum of a linear
combination of equation§2) with a linear combination of
Egs.(2) multiplied byx, y, andz, respectively, as was done

in Ref. 2, p. 92: motion of the phase trajectory, including that in the presence
' of strange attractors, will take place in a bounded region of
{(kyX%+ Koy 2+ k3z?) 12+ Kgx+ kgy + Kgz+ K7} phase space. We shall estimate the boundaries of this region.

From Eq.(4) we obtain the maximunp,=b’%(b—1).
Forb>1 the region is an ellipsoid of the form

X2/ (NPmax0!1) 2+ Y2 (N Pmad®+ (2212 (Npman?= 1
5

=—{okyx2+koy?+bksz?— xy 2ks—ky)
—Xy(0'|(1+ rk2+ k6)+ k5XZ+X((Tk4_ k5l’)

+y(ks—ok,) +kgbz}, ©)
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|z phase coordinates,y,z. Since the value of the phase coor-
dinatez for a Lorenz system is positive because of the in-
equalities(6), the position of the mapping point of the sys-

R tem corresponds to the pointd; and M,. For a,=R (y
My M =0) the pointsM; and M, are the same. From the time
a; { (y=0), the phase trajectory must undergo a transition from

one state of unstable equilibrium to another over the time

_ At<T (where T=4x/\8c(r—1)—(o+r)? is the oscilla-

a Y tion period of the system which is determined in accordance
with Ref. 4). Thus, the proposed approach allows us to de-
termine analytically the onset of qualitative changes in the

M5 Ml/ behavior of a dynamic system and specifically shows that as

the system changes between unstable equilibrium states, the

sign of they coordinate changes first, followed by that of the

x coordinate. This sequence of change in the signs okthe

andy coordinates is confirmed by the experimental resilts.

FIG. 1. The possibility of determining the instant that qualitative

changes take place in the behavior of the system, allows us

to find the specific time intervals for efficient application of
with its center at the point having the coordinates (O;)p,2t  external controlling influences to the parameters of a Lorenz
follows from Eq. (5) that if strange attractors appear in the dynamic systerhto ensure the desired behavior.

Lorenz system, the values of the instantaneous phase coordi- The representatiofil) can also be used to analyze the

nates lie within boundaries defined by the inequalities behavior of other types of nonlinear dynamic systems with
N ey — strange attractor§Rassler system, Ruelle-Takens system,
byor/(b=1)<x<byer/(b=1), and so oh although this is outside the scope of the present
—bryl(b—1)sy<bry1/(b—1), paper.
From this analysis, we can draw the following conclu-
2r—bry1l(b—1)<z=<2r+bry1l/(b—1). (6) sions:

1. The differential representatiofl) is an effective
method of studying the behavior of dynamic systems with
strange attractors.

®1(x,y,2)=x*rlo—y*— 27, () 2. An analysis of the function®; , (4) allows us to

D,(x,y,2) =X2r —y2—bZ. ®) determine'the bounded volume of pha;e space in which the

phase trajectory of a Lorenz dynamic system undergoes
A change in the sign ob, , determined by the instantaneous gsymptotic motion.
coordinates,y,z changes the form of thé, , surfaces. For 3. An analysis of the intersections of tide, , surfaces
®,,>0 the surfaces are parted hyperboloids, ®1,=0  (7) and (8) of the Lorenz system can provide an analytic
they are cones, and fab, ,<<O they are unparted hyperbo- sybstantiation of the conditiory & 0) for the onset of a tran-
loids. For the instantaneous coordinateg, z the surfaces of  sjtion between regions of unstable equilibrium states and al-
constant®,;=A and®,=B in the planex=x=const corre- lows us to determine the boundaries of the times intervals for
spond to the cross sections these transitions in a dynamic system.

If we choose the coefficientg=r/o, ky=kz=-1,
kys=ks=ke=k;=0, @ , has the following form:

(y2+2))I(x’rle—A)=1 —circle,
V. V. Afanas'ev, Yu. E. Pol'ski and V. S. Chernyavski Pis'ma Zh.

v2I(x%r—B)+22/(x2r/Ib—B/b)=1 —ellipse. Tekh. Fiz.23(23), 40 (1997 [Tech. Phys. Let23, 917 (1997].
Strange Attractorsedited by Ya. G. Sinai and L. P. Shil'nikdin Rus-
When the instantaneous coordinatey,z vary, A and B sian], Mir, Moscow (1988.

; ; ; -3V. V. Nemytskii and V. V. StepanowQualitative Theory of Differential
vary as do the sizes of the circle and the ellipse, and their Equations(Princeton University Press, Princeton, N.J., I960uss. origi-

relative position. Forx=x we obtain a circle of radius  nal, Gostekhizdat, Moscow, 1947
R|;=x: ‘/y2+ 22 and an e||ipse with the Semiax@%;:)( 4V. V. Afanas’ev and Yu. E. Pol'skj Pis'ma Zh. Tekh. Fiz15(18), 86
_ W and az|;=X: v2/b+ 22 (see Fig. 1 The point (1989 [Sov. Tech. Phys. Lettl5, 741(1989)].

M; (i=1,4) corresponds to the instantaneous value of theranslated by R. M. Durham
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Electrodynamic acceleration of ultraheavy molecular ions
S. K. Sekatskit

Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow Province
(Submitted October 16, 1997
Pis'ma Zh. Tekh. Fiz24, 84—88(July 26, 1998

The design of an “electrodynamic accelerator” for ultraheavy molecular ions with masses of

order 16 Da is analyzed. It is shown that these ions can be efficiently accelerated to

energies of hundreds of kilo-electronvolts over lengths no greater than 20 cm by using a sequence
of voltage pulses with amplitudes of several kilovolts and microsecond durations. This
acceleration allows ultraheavy molecular ions to be efficiently recorded using conventional
secondary electron multipliers or multichannel plates. 1898 American Institute of Physics.
[S1063-785(108)03407-1

Time-of-flight mass spectrometry is now being successvelocity of such heavy ions; for example, the velocity of an
fully used in biochemical and medical research as a highlyon of massM=10° Da, accelerated to 10 kV, is only
sensitive, reliable, and relatively simple method of detectingl.4x 10° m/s, i.e., in 1us this ion only covers a distance of
biological molecules and their fragments. This particularlyl.4 mm. The system required to implement this principle of
applies to mass-spectrometric time-of-flight methods usinglectrodynamic acceleration is very compact and inexpen-
pulsed laser desorption/ionization of complex molecules irsive, allowing heavy ions to be accelerated to potentials of
specially selected matrixgglescribed in the English litera- hundreds of kilovolts over a length of 10-20 cm.
ture as matrix-assisted laser desorption/ionization, or The principle of electrodynamic acceleration is illus-
MALDI )* which can reliably detect relatively small frag- trated in Fig. 1, where the parameters are as follows: the first
ments of protein molecules and oligonucleotfdes well  two accelerating gaps have length3 mm, the next five
as very heavy molecules with masses up to 150 000 D&=5 mm, the following eight =7 mm, and the next eight
(Ref. 3. It has been suggested that this method will be alsd=9 mm. A sequence of rectangular pulses of amplitude
be very useful for solving fundamental problems such adJ=10 kV and duration=1 us are applied to the even elec-
unraveling the nucleotide sequence of DNRef. 4 which  trodes, as shown in Fig. 2H{U for time t, then O for timet,
requires, as do many other applications, the reliable detectioand —U for time t, and so oh The odd electrodes are
of molecules and their fragments with extremely highgrounded. It is suggested that either diaphragms or grid elec-
masses, up to fiDa and higher. trodes highly permeable to ions may be used. The corre-

However, studies of such heavy molecules present apsponding ion-optical effects of ion beam focusing and defo-
preciable difficulties, since the velocity they acquire at thecusing are not consideredhese clearly cannot be of any
potentials of a few or even tens of kilovolts used in typical significance because the ions pass through the grids at times
time-of-flight mass spectrometers is inadequate for detectiowhen the electrode potentials are 2efbhe operation of the
using conventional secondary electron multipliers and multi-accelerating system is analyzed for a pulsed source of heavy
channel plate8. The efficiency of detection of high-mass ions similar to that described in Refs. 2 and 3.
ions increases as their energy increases, the accelerating During the voltage pulse the ion is uniformly accelerated
potential of the mass spectrometéf However, increasing from the initial velocityv; tov; . ;=v;+eUtIM, covering a
this potential even to values of 30-50 kV, not to mentiondistances,=v;t+eUt?/2IM. A successful acceleration cycle
higher values, presents major problems for compact laboraequires the conditioh +s;<| to be satisfied, wherg is the
tory systems. It would seem that the types of detectors othatistance between the ion and the first electrode at the instant
than secondary electron multipliers or multichannel platespf application of the voltage pulse. Then, during the time
now being actively discussed and investigated to solve thithe ion propagates in the absence of the field, covering the
problem, such as cryogenic detectors operating at 0.4 K andistancesy=uv; ,1t. If the gap length satisfiels<|; +s;+ sy
calorimetric particle detectorsee Ref. 9 and the literature <2I, then after the application of a voltage pulse of opposite
cited thereifn cannot completely solve this problem becausepolarity, the ion again begins to be accelerated and we have
they are expensive and difficult to operate. lii1=l+s+so—1.

The present note is intended to draw attention to the fact The calculations show that ions of malsk,=10° Da,
that ions of such high mass can easily be accelerated “ele@ntering this system with an initial energy of 10 kV, are
trodynamically” by passing them through a set of accelerat-accelerated to a potential of 127.3 kV at the exitf(the
ing gaps having typical lengthsof the order of a few mil- distance between the ion entering the accelerator and the
limeters to which are applied high-voltage pulses havingnput electrode at the instant of application of the first volt-
amplitudesJ of a few kilovolts and durationsbetween one age pulsgis between 0 and 0.85 mm, which corresponds to
and a few microseconds. This is attributable to the lowa time width 6t of the order of 0.6us for the initial ion
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fo defector

FIG. 1. Diagram illustrating the concept of an electro-
dynamic accelerator for heavy molecular ions.

lus
+10k V s

-10kV

packet. In this case, there is a large margin for possible variaequired, the system can either be terminated after any num-
tion of the initial ion energypU and its mas$M; both these ber of accelerating gaps or the structure could be extended.
parameters can vary within a percentage of the initial value Thus, there is no doubt that the electrodynamic accelera-
and despite this, the incoming ion will still be acceleratedtion of very heavy molecular ions is possible in principle.
after passing through the accelerator. The energy acquired by ) .
the ion depends on its mass but these variations are small and N conclusion, the author would like to thank V. S.
are not significant. For this accelerator, for example, the entetokhov for useful discussions and interest in this work.
ergy varies between 126.6 keV ff=1.00M, and 127.9
keV for M=0.993M,. Note that if the probability? of de- M. Karas, D. Backmann, U. Bahr, and F. Hillenkampf, Int. J. Mass Spec-
tection of such an ion is estimated using the empirical for-_trom. lon Processes8, 53 (1987.
mula derived by Geno and MacFarl&rsince this formula Zg' ;25”91'959' L. Allman, and C. H. Chen, Rapid Commun. Mass Spectrom.
was obtained for ions of far lower mass than the cases, Tan(g’ N%'L Taranenko, S. L. Allmast al, Rapid Commun. Mass
M =10° Da considered here, its validity must be checked Spectroms, 727 (1994.
experimentally: P=1—exp(—7y), with y=2.58x 10 'm :R. C. Beavisand B. T. Chait, US Patent No. 5. 228, 644.
X exp(2.31x 10~ “v), wherem is the ion mass in daltons and Sén:irhfnr;sgtii;d PerSeptive Biosystems Inc., Framingham, (ptivate
its velocity v is in meters per second, we obtain the com- sy Rr.Ainbund and B. V. PolenoOpen Secondary Electron Multipliers
pletely satisfactory valu®=0.56. and Their Application[in Russiaf, Energoatomizdat, Moscow1981),

The proposed design was not specially optimized to ob-, 140 pp. _
tain the highest possible values 8f U, andSM but these R. J. Beuhler and L. Friedman, Int. J. Mass Spectrom. lon P2;s81
parameters may nevertheless be considered to be quite satigs. . Geno and R. D. MacFarlane, Int. J. Mass Spectrom. lon Processes
factory. The results of a more detailed analysis of the opera- 92, 195(1989.
tion of an electrodynamic accelerator, its optimization, and’D- Twerenbold, J. L. Vuilleumier, D. Gerbet al, Appl. Phys. Lett68,
also its possible usage as a mass spectrometer and mass filtSpO3 (1996
will be published separately. Depending on the acceleratiofiranslated by R. M. Durham
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Induced of Zeeman coherence in an ensemble of cesium atoms interacting
with a two-frequency (microwave +rf) magnetic field

N. A. Dovator

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted December 30, 1997
Pis'ma Zh. Tekh. Fiz24, 89—93(July 26, 1998

Interference between Zeeman states corresponding to the forbidden magnetic-dipole transition
AF=0, Amg=2 is reported in connection with the simultaneous interaction’&; 6

cesium atoms with a resonant microwave field and an rf field which varies at twice the Larmor
frequency and is directed perpendicular to a static magneticHigtd0.2 Oe.

© 1998 American Institute of PhysidsS1063-785(18)03507-1

Studies of coherence effects in the interaction between The experiment was carried out as follows. Resonant,
radiation and matter are now attracting increased interestircularly polarized pump radiation directed parallel to a
mainly because the coherent coupling of atomic states leadsatic magnetic fieldH,=0.2 Oe creates a nonequilibrium
to substantial changes in the macroscopic characteristics ofggopulation of éSl,z-cesium atomic levels. Microwave radia-
material. Such effects include “coherent populationtion from a 3 cmrange microwave oscillator is passed
trapping”* and “electromagnetically induced trans- through a waveguide and a rectangular horn antenna to a
parency.”? It should be noted that in these studies and ing|ass cell containing cesium vap@t room temperatuyeand
others concerned with interference effects in ensembles Witheon puffer gas. The orientation of the horn antenna is se-
optically oriented atom%;® the coherent coupling of the |ecteqd so that the direction of the magnetic induction vector

atomic states took place as a result of a two-photon PrOCe the microwave field forms an angle of 45° with that of the
in a three-level quantum system. In this case, each pair q1|0 field

interfering stategbetween which no direct transition took
place was coupled with a third state by interaction with one

T . strength components with the polarizatioms(H7) and =
of two resonant electromagnetic fields belonging to the sam?H ™). The frequency of the microwave field was tuned to the
frequency rangéoptical or microwave i/ 9 y

Here an experiment is described to observe coherencféequenCy of the (4.4)(3.3) hyperfine structure transition

between the4.4) and (4.2 Zeeman levels of 8,,, cesium which was monitored using ths, signal fpr .the optically
atoms (between which the direct magnetic-dipole transition®riented atom.§.The o-polarized rf magnetic f'?ldmg) was
AF=0, Amz=2 is forbidden under conditions of a three- generated using a Helmholtz coil whose axis was perpen-
photon coherent process induced using two variable maglicular to Ho. The frequency of the rf generator used to
netic fields whose frequencies differ substantialigicro- ~ Supply the coil was close to twice the Larmor frequency
wave and rf. fi=2fo=2y/27wH, (y/277=350 kHz/Oe). A transversgo
Figure 1a shows some of the ground-state levels of thélo) probe beam, linearly polarized in the direction orthogo-
cesium atoms which are coherently coupled as a result of theal toH,, was used to record the coherent superposition of
interaction of the microwave and rf magnetic fields with the(4.4) and(4.2) states which occurred in the experiments. The
ensemble of atoms. The apparatus is shown schematically imodulation of the absorption of the transverse light beam,

As a result, the microwave field had magnetic field

Fig. 1b. which occurs at the frequency of the rf field under conditions
F1 mF
lilq y 6 - 3{" FIG. 1. a—Diagram of ground-state levels of cesium
Hy__ . A atoms assumed in the analysis of interaction between
q. ! - 6 250 these atoms and a two-frequency (microwave
42 - ’L i magnetic field; b—block diagram of apparatus:
* 5 1,2—cesium spectral lamp,3—circular polarizer,
- 3 4—working cell, 5—Helmholtz coil, 6—f generator,
)tg i 7—microwave generator3—horn antenna9—linear
H1 Ho‘_s m polarizer, 10—band-pass amplifier, andl—photo-
diode.
-—
—t—
2
a L b
33 2
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a"‘ FIG. 2. Output voltage traces from band-pass amplifier ob-
tained by sweeping the rf field frequency with the micro-
wave field switched onH,;#0, P,,~10"* W) and off
(H;=0). The scale on the right-hand ordinate refers to the

0-2' caseH,=0. Curvesl-3 were obtained fotJ =20, 15, and
8 V, respectively, wher&J is the output voltage of the rf
generator.

kHz

rf,

of a three-photon coherent process and evidences the re- Among the characteristic features of the observed Zee-

quired Zeeman coherence, was detected using a photodiodegan coherence signal we must include the drop in its reso-

positioned at the exit window of the cebee Fig. 1h The nance frequency when we increased the amplitude of the rf

signal from the photodiode was then fed to a band-pass aniield. This frequency shift may arise because déhpolarized

plifier (fppa=2 fo, dppa= 10 kHz) and after amplitude detec- rf magnetic field used experimentally, whose frequency was

tion, was recorded by an automatic plotter. close to twice the Larmor frequency, is a nonresonant per-
The Zeeman coherence signal was recorded as a restwbation for each pair of neighboring Zeeman levlsth

nant variation in the modulated absorption of cesium vapoAF=0, Amz=1). It was shown in Ref. 7 that such a per-

as the frequency of the rf field was swept. Figure 2 showsurbation should reduce the magnetic resonance frequency

traces of this signal obtained for different rf magnetic fieldswhich can be seen clearly as the “collapse” of the Zeeman

(the coil constant iK =2.5x10"2 Oe/V). levels (dashed lines in Fig. JaAs a result, the resonant
The appearance of a coherence signal betweefdtde  frequency of the coherence sigrfagl=2 f, should also de-

and (4.2) Zeeman levels may be explained using the modetrease, as was observed in these experiments.

of a three-level quantum system interacting with two mono-

chromatic electromagnetic fields of different frequeitEig. 1B. D. Agap'ev, M. B. Gorny, B. G. Matisovet al, Usp. Fiz. Naukl63 1

1a). According to this model, thé4.4) level is coherently (1993 [Phys. Usp36, 763 (1993].

coupled with the(4.2) Ieyel.Via the third(3.3) level a; a 38.. 2 T/err}llsutlzzglsNT(Xjag%(J;tong;%Q;) A. Zhitnikov, Zh. IESp. Teor.

result of one-photon excitation of the (3:3X4.4) hyperfine Fiz. 72, 928 (1977 [Sov. Phys. JETR5, 484 (1977)].

structure transition using thel{ component of the micro-  “N. A. Dovator and R. A. Zhitnikov, Zh. Esp. Teor. Fiz.77, 505 (1979

wave field and wophoton exciaton of e (33(42)  [oor ST ETELIIOINL ¢ g e

ne|ghbqr|ng hyperfme-structure transition by a_lbsorptlon ofa Fiz. '72( 4), 1568 (1977 [éov. P%’ys.’ JETMS, 823 (1977)].' ' '

m-polarized microwave quantunHg) and the simultaneous s\ M. pomerantsev, V. M. Ryzhkov, and G. V. Skrots®hysical Prin-

emission of ar-polarized rf quantumH3). In this case, the  ciples of Quantum Magnetometfin Russiaf, Nauka, Moscow(1972,

conditions for excitation of the magnetic-dipole transitions ,448 PP

are satisfied 4 F =1, Amg=|1|) both in terms of energy and L. N. Novikov and A. G. Malyshev, JETP Letls, 89 (1972.

magnetic quantum number. Translated by R. M. Durham
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