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Conditions for the existence of backward surface magnetostatic waves
in a ferrite–insulator–metal structure

V. I. Zubkov and V. I. Shcheglov
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A theoretical analysis is made of the dispersion of surface magnetostatic waves~SMSWs! at
different frequencies propagating in ferrite–insulator–metal~FIM! structures magnetized by a
uniform magnetic field. It is established that depending on the ratio between the thicknesses
of the ferrite and insulating layers in FIM structures, backward SMSWs exist in different frequency
ranges and have different wave numbers and directions of propagation. The conditions for
which backward SMSWs may be observed directly in FIM structures are determined.
© 1998 American Institute of Physics.@S1063-7850~98!00107-4#
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Studies of the dispersion of forward and backward s
face magnetostatic waves~SMSWs! in ferrite–insulator–
metal ~FIM! structures are of great interest because of th
possible applications for analog processing of information
the microwave range~see Ref. 1 and the literature cite
therein!. The numerous studies on the dispersion of SMS
in FIM structures with specific parameters1–6 create the im-
pression that the problem of the existence of backward S
SWs in FIM structures has been well studied. However,
absence of direct experimental evidence of their existenc4–6

is incomprehensible. Some possible reasons for this are
gested below.

We shall consider an infinite FIM structure in theyz
plane, consisting of a ferrite film of thicknessd magnetized
to saturation and an ideal conducting metal layer, separ
by an insulating layer~in magnetostatics, a vacuum layer! of
thicknesss ~subsequently, this layer is simply denoted bys!.
Thex50 plane is the surface of the ferrite film closest to t
metal layer. The magnetizing fieldH0 is directed along thez
axis. In this FIM structure an SMSW propagates with t
frequencyv and wave vectork, whose group velocityvg is
directed at the angles ofw andc to they axis.

The dispersion relation for the SMSW in the FIM stru
ture is written in the form:7

@b22ma coth~akd!#1~b1222pn cosw!

3exp~22ks!50, ~1!

where a5@m21 sin2 w1cos2 w#1/2; b5(n22m21m)cos2 w
2m21; m511VH(VH

2 2V2)21; n5V(VH
2 2V2)21;

V5v(4puguM0)21; VH5H0(4pM0)21; 4pM0 is the
saturation magnetization of the ferrite film,g is the electron
gyromagnetic ratio, andp561. Only SMSWs propagating
in the x50 plane of the FIM structure (p51) can be both
forward and backward waves.1–3

The dispersion relation~1! is considered to be the dis
persion lawVs(k) for given parametersw, d, s, andVH and
is used to determine the type of SMSW~forward or
backward!.1–5 The form of the dispersion lawVs(k) depends
on the ratio betweend ands and does not vary qualitativel
4991063-7850/98/24(7)/3/$15.00
-

ir
n

s

-
e

g-

ed

with varying VH , whereas the anglew is considered to be a
free parameter which is defined by the antenna exciting
SMSW (w5w0) ~Refs. 1–6!. Below we determine the rela
tionship between the frequency range of existence, the w
numbers, and directions of propagation of backward S
SWs, and we show that the type of wave cannot be ac
rately determined merely using the dispersion law.

It is known1–3,5 that SMSWs exist in a frequency rang
between a lower limitV l and an upper limitVu(s,w) and in
a range of anglesw bounded by the ‘‘cutoff’’ angles
6wc(s). We then haveVu(`,0),Vu(s,w),Vu(0,0) and
wc(s),wc(0), whereVu(`,0) andVu(0,0) andwc(`) and
wc(0) are the upper frequencies and cutoff angles fo
SMSW in the ferrite film (s5`) and in the ferrite–meta
structure (s50):

V l5AVH~VH11!, ~2!

Vu~`,0!5VH10.5, ~3!

wc~`!5arccos$@V1AV22VH~VH11!#~VH11!21%,
~4!

Vu~0,0!5VH11, ~5!

wc~0!5arccosA@V22VH~VH11!#~VH11!21. ~6!

Figure 1 shows dispersion curvesVs(ky ,d) for a SMSW
in an FIM structure with different values ofs. It can be seen
that there are three types of curves. First, in the freque
range Vu(`,0),V,Vu(0,0) the functionsVs(kyd) for
SMSWs in an FIM structure with smalls (0,s<sb1) have
a maximum atkd5kmax,sd and tend toVu(`,0) for kd→`
~curves2 and3!. Each forward SMSW withk,kmax,s corre-
sponds to a backward SMSW withk in kmax,s,k,`. Second,
in the frequency rangeV l,V,Vu(`,0) the function
Vs(kyd) for an SMSW in a FIM structure with larges
(s>sb1) has a maximum and a minimum~curves4–7!. A
backward SMSW exists forsb1,s,sb2 and in the frequency
rangedV(s,0)!V l . The forward SMSWs have wave num
bersk in the ranges 0,k,kmax,s andkmin,s,k,` while the
backward SMSWs have wave numbers in the ran
© 1998 American Institute of Physics
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FIG. 1. Dispersion curvesVs(kyd) for SMSWs in an

FIM structure with differents for VH50.25 ~sb1'
4
3d and

sb2'2d!. Curves: 1—s50; 2—s5
1
3d; 3—s5d;

4—s51.467d; 5—s51.6d; 6—s51.733d;
7—s51.867d; 8—s52d; 9—s54d, and10—s5`. For
curves2 and6 the pointskmax,s8 , kmin,s8 , Vu(s,0), anddVs

are indicated.
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kmax,s,k,kmin,s ~curves4–7!. Third, the functionsVs(kyd)
for SMSWs in an FIM structure withsb2,s,` have a point
of inflection ~curve8!, and only forward SMSWs could exis
in such structures.

However, relation~1! defines the dispersion surfac
Vs(ky ,kz) ~ky andkz are the projections of the SMSW wav
vectork on they andx axes! and the dispersion lawVs(ky)
is its intersection with the planekz50 and does not give
complete information, which is obtained by additiona
studying its intersections with the planesV i5const(ky0kz),
i.e., the curveskz(ky) ~as for an SMSW in a ferrite film8,9!.
Figure 2 gives the curveskz(ky) for an SMSW wave with the
frequenciesV50.608, 0.695, 0.745, and 0.775 in an FI
structure with differents. In the ferrite film and the ferrite–
metal structure the curveskz(ky) resemble canonica
hyperbolas2,8,9 ~curves1 and4!. We denote these asqH(`)
for s5` andqH(0) for s50. The direction of propagation
of the SMSWs on theky0kz plane is given by a straight line
emerging from the origin at the anglew0 ~subsequently
called the line of direction; when discussing Fig. 2 we sh
draw this line mentally!. For uw0u,uwc,su this line intersects
qH(`) andqH(0) at a single point at which the projectio
of the group velocity on the direction of the phase veloc
shows that the SMSWs in the ferrite film and in the ferrite
metal structure are forward waves. In the FIM structure
line of direction intersects the curveskz(ky) at two or three
ll

e

points. If these are numbered according to increasingky ,
forward SMSWs exist at the first and third points with bac
ward SMSWs at the second.

It can be seen from the curveskz(ky) ~Fig. 2! that in FIM
structures with differents, backward SMSWs in differen
frequency ranges propagate in different ranges of variatio
the anglew and have different wave numbers.

We shall analyze SMSWs in FIM structures with smals
~the line of direction intersects thekz(ky) curves at two
points!. In the frequency range betweenVu(`,0) and
Vu(0,0) backward SMSWs exist for anglesw between
2wc(0) and1wc(0), since the curveskz(ky) resemble non-
canonical ellipses lying atky.0 ~dotted curve2! and the line
of direction can only intersect these foruw0u,uwc(0)u. In the
frequency range betweenV l and Vu(`,0) backward SM-
SWs exist in the range of anglesuwc(`)u,uw0u,uwc(0)u
since the curveskz(ky) are strictly increasing functions~solid
curves2 and3! situated betweenqH(0) andqH(`), and the
line of direction can only intersect them in this range
angles. The curveskz(ky) at the point with the lowest value
of ky ~ky, inf,s for kz50! are close toqH(0); ky, inf,s increases
with increasings.

We shall now analyze SMSWs in an FIM structure wi
large s ~the line of direction intersects the curveskz(ky) at
three points! where two forward and one backward SMS
exist. In an FIM structure withsb1,s,sb2 the curveskz(ky)
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FIG. 2. Curves of kz(ky) for SMSWs at frequencies
V50.695~solid curves!, 0.745~dashed curves!, and 0.775
~dotted curves! in an FIM structure with differents for
VH50.25. Solid and dotted curves:1—s50; 2—s5d;
3—s52d; 4—s54d; 5—s5`. Dashed curves:

1—s50; 2—s51.533d; 3—s5
5
3d; 4—s54d. At fre-

quenciesV50.695 and 0.745 curves5 differ little from
curves4. At V50.775 curves3–5 do not exist.
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either consist of two parts, one resembling an ellipse,
other resemblingqH(`) ~dashed curve3! or they are con-
tinuous curves, having a maximum~for ky5ky,max! and a
minimum ~for ky5ky,min! ~dashed curve2!. We then find
ky,max,ky,min,ky,inf,` for the curve qH(`). A backward
SMSW and a second forward SMSW exist for anglesw0

between 0° and6wc(`) in the frequency rangedV(s,w),
lying betweenV l and Vu(`,0); for s>sb1 this is around
Vu(`,0). In an FIM structure withsb2,s,` the curves
kz(ky) are increasing functions exhibiting weakly defin
convexity and concavity~curve3!. A backward SMSW and
a second forward SMSW exist in a narrow range of ang
uwc0u,uw0u,uwc(`)u, wherewc0 is the angle of inclination
of the line passing through the origin and the tip of the co
cavity. Their frequency range of existencedV(s,w) lies be-
tweenV l andVu(`,0) ~for s→`, aroundV l!.

On analyzing familiar experiments1,4–6! concerned ex-
clusively with the study of SMSWs propagating only f
w050, we see that the dispersion curves for the forw
SMSWs in an FIM structure show good agreement with
theoretical ones. No backward SMSWs are observed; th
attributed to their high propagation losses~as a result of their
low group velocity!.

However, the group velocity of backward SMSWs wi
w050 is comparable with that of the forward SMSWs~Fig.
1!. These backward SMSWs may be observed by us
narrow-band converters to excite SMSWs with high wa
numbers~Fig. 2! and then the only difficulties involved ar
measurements for smalls, although ways of surmounting
e
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-

d
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these difficulties are known.5,6 The group velocity of back-
ward SMSWs withuwc(`)u,u`0u,uwc(0)u is in fact lower
than that of the forward SMSWs. These backward SMS
may be observed ifuw0u'uwc(`)u holds and narrow-band
converters are used.

In our opinion, the only reason backward SMSWs we
not observed in Refs. 4 and 5 is because broad-band con
ers were used. In Ref. 6 backward SMSWs could have b
excited but their role was not identified because this was
the purpose of the study.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 96-02-17283a!.
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6V. I. Zubkov, É. G. Lokk, and V. I. Shcheglov, Radiotekh. Elektron.34,
1381 ~1989!.

7A. V. Vashkovski�, V. I. Zubkov, É. G. Lokk, and V. I. Shcheglov, Zh.
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Films of a-Si:H doped with erbium from the metalorganic compound Er „HFA…3*DME,
emitting at 1.54 mm
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For the first time standard low-temperature (,300 °C) plasma-enhanced chemical vapor
deposition technology has been used to obtaina-Si~Er!:H films emitting at 1.54mm at room
temperature. The fluorine-containing metalorganic compound Er~HFA!3*DME, exhibiting
enhanced volatility and fairly good thermal stability, was used for the first time as the Er source.
The establishment of photoconduction in the synthesized samples indicates that they are of
satisfactory electronic quality and potentially useful for developing light-emitting diodes at
1.54mm. © 1998 American Institute of Physics.@S1063-7850~98!00207-9#
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Materials based on erbium-doped silicon are attract
interest primarily because of their potential usefulness
developing silicon optoelectronic devices emitting in the 1
mm range which coincides with the range of minimum op
cal losses in fiber-optic communication lines. Films
erbium-doped amorphous hydrogenated silicon~a-Si:H! ex-
hibit an enhanced photoluminescence intensity at 1.54mm
relative to crystalline silicon together with weak therm
quenching.1,2 Two basic methods are used to introduce
into a-Si:H: 1! ion implantation3 and 2! magnetron sputter
ing of a mosaic erbium–silicon or erbium–graphite target
a silane atmosphere.1,4 In both cases, the synthesized film
demonstrated photoluminescence in the 1.54mm range both
at liquid-nitrogen and room temperatures. A disadvantag
this method is the high concentration of intrinsic defects
the films, which hinders their subsequent use for the de
opment of optoelectronics devices. In Refs. 5 and 6 Si~Er!
films were synthesized using plasma enhanced chemica
por deposition~PE CVD!, a modified plasma-chemical vapo
deposition technology which is usually used to obtaina-Si:H
films. Erbium was introduced into the film from metalo
ganic compounds during the PE CVD process
T5430 °C under cyclotron resonance conditions, which
sured epitaxial Si growth. In this case, the photolumin
cence at 1.54mm was recorded at liquid-helium temper
tures.

The aim of the present study was to obtaina-Si~Er!:H
films using standard low-temperature (,300 °C) PE CVD
technology7 usually used to produce individual layers a
multilayer ‘‘device-quality’’ a-Si:H structures for solar cells

Particular attention was paid to the choice of metal
ganic compound used to introduce the Er31 ions into the film
in a chemical environment suitable for converting erbiu
into an optically active center. It has been established4–6 that
O, N, and F impurities help to increase the 1.54mm emission
intensity in erbium-doped silicon. Moreover, a fluorid
neighborhood for the erbium leads to smaller lattice dist
tions compared with an oxygen one.8 We also note that like
hydrogen, fluorine is widely used in amorphous silicon film
5021063-7850/98/24(7)/2/$15.00
g
r

5

f

l
r

of

l-

a-

t
-
-

-

-

as a passivator for broken bonds,9 which helps to suppres
nonradiative recombination centers. In addition, the h
electronegativity of fluorine compared with nitrogen a
oxygen results in a stronger ligand field surrounding the E31

ion.
The metalorganic compounds most widely used to int

duce rare-earth elements into semiconducting materials
b-diketonate complexes having the composition ML3, where
M is a rare-earth metal, L5~CH3!3CC~O!CHC~O!C~CH3!3,
L5~CH3!3CC~O!CHC~O!~C3F7!, and so on.10,11 However,
unsolvated b-diketonates of rare-earth elements a
coordination-unsaturated compounds inclined to hydroly
and thermolysis. In order to avoid this, the coordination v
cancies must be blocked with suitable auxiliary ligand
Here, erbium was introduced from the comple
Er~HFA!3*DME ~Fig. 1!, specially synthesized using
technique described in Ref. 12, whe
HFA5CF3C~O!CHC~O!CF3 ~hexafluoracetylacetone! and
DME5CH3OCH2CH2OCH3 ~1.2-dimethoxyethane!. The
auxiliary ligand in this compound is selected so that it exp
coordinated water molecules from the complex which co
cause high-temperature hydrolysis and which is also ea
eliminated from the complex, without contaminating th
growing film with impurity phases. In Ref. 13 the use of su
compounds was demonstrated for the chemical vapor de
sition of MF3 films ~M5Nd, Eu, Er!. The Er~HFA!3*DME
complex is converted to the gas phase at fairly low tempe
ture (120– 140 °C). At temperatures of 320– 340 °C t
metalorganic compound undergoes gas-phase thermal d
ciation with the formation of an ErF3 film.13

Amorphousa-Si~Er!:H films were grown by rf dissocia-
tion of an argon–silane mixture in a glow discharge plasm
The parameters of the plasma-chemical process were as
lows: silane content in argon,10%; pressure, 0.1–0.2 T
frequency, 17 MHz; rf power, 0.03– 0.1 W/cm2; substrate
temperature, 200– 250 °C; and gas mixture flux, 5–10 sc

The erbium was introduced by sublimation
Er~HFA!3*DME powder. A 0.1 g weighed portion was place
© 1998 American Institute of Physics
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in a stainless steel boat positioned approximately 4 cm fr
the discharge gap where the substrate with the grow
a-Si:H film was placed. The rate of sublimation of the me
alorganic compound was varied by heating the boat from
to 200°. Fused quartz and crystalline silicon were emplo
as the substrates. The thickness of the films was determ
in situ by laser interferometry and was 2000–3000 Å
different samples. The films were annealed atT5300 °C at
normal pressure in a pure nitrogen flux~50 sccm! for 15 min.

The concentration of impurities in the film was dete
mined by SIMS and was 1019 cm23 for erbium,
231020 cm23 for fluorine, and 1020 cm23 for oxygen, with a
fairly uniform distribution over sample thickness. The co
ductivity of the films was at most 10210 S cm21 and the
photoconductivity was around 1027 S cm21.

The photoluminescence of the films was measured u
an automated KSVU-23 system. The detector was a co
germanium photodiode. The photoluminescence was exc
using the 4880 Å Ar1 laser line at 40 mW.

Photoluminescence spectra at room and liquid-nitro
temperatures are shown in Fig. 2. At low temperature
spectrum exhibits two bands. The first is a narrow line~full

FIG. 1. Er~HFA!3*DME complex:
a—auxiliary ligand DME5CH3OCH2CH2OCH3;
b—principal ligand HFA5CF3C~O!CHC~O!CF3.

FIG. 2. Photoluminescence spectra ofa-Si~Er!:H films at liquid-nitrogen~1!
and room~2! temperatures.
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width at half maximum'7 meV! centered atl51.54mm,
which is attributed to the4I13/2→4I15/2 intracenter transition
of the Er31 ion. At room temperature the line shows appr
ciable broadening in the short-wavelength direction and
intensity drops approximately fourfold. Measurements of
photoluminescence intensity as a function of the excitat
power showed that this dependence is linear up
'200 mW, and then the signal saturates. The second, b
band near 1mm reflects the well-known ‘‘tail–tail’’ transi-
tions in undopeda-Si:H ~Ref. 4!. However, the elongation o
this line in the long-wavelength direction may evidence t
presence of an appreciable concentration of oxygen in
samples.14 As was to be expected, this line undergoes stro
thermal quenching caused by a thermally activated transi
of nonequilibrium carriers to nonradiative states.

To sum up, standard low-temperature (,300 °C) PE
CVD technology has been used to obtaina-Si~Er!:H films
emitting in the 1.54mm range at room temperature.
fluorine-containing metalorganic compound Er~HFA!3*DME
possessing enhanced volatility and fairly good thermal s
bility was used for the first time as an Er source. This co
pound had been used previously13 to obtain films of pure
erbium fluoride. The observation of photoconduction in t
synthesized samples indicates that they are of satisfac
electronic quality and potentially useful for the developme
of 1.54mm light-emitting diodes.

This work was supported by the International Scientifi
Technical Program ‘‘Physics of Solid-State Nanostructure
~Project No. 96-1012!.
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The cathode crater in a low-voltage cold-cathode vacuum arc is planar. The area of the crater
and the density of the current flowing through it depend on the thermal and electrical
properties of the cathode metal. ©1998 American Institute of Physics.@S1063-7850~98!00307-3#
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Experiments were carried out to establish the dimensi
and shape of the craters left by a low-voltage cold-cath
vacuum arc. The density of the current flowing through
crater was determined for Zn, Al, Cu, Fe, Ti, and Cr ca
odes at voltages of 16.7–36 V and arc currents of 42–121
depending on the material. The experiments were carried
using the Bulat-6 industrial vacuum-arc evaporation sys
at an argon pressure of 0.04 Pa in the vacuum chamber.
cathodes were in the shape of truncated cones with bas
ameters of 56 and 60 mm and a height of 40 mm. The
burns on the surface of the smaller base, over which
cathode spot moves causing cathode sputtering. The opp
base was water-cooled and the inner wall of the vacu
chamber served as the anode.

The entire sputtered surface of the spent cathode
covered with craters. The outline of the crater was boun
by folds of solidified metal. Two groups of craters who
sizes differ by a factor of ten are clearly distinguishable. T
large cathode craters1 are distributed fairly sparsely while
the small cathode craters2 completely cover the sputtere
surface~Fig. 1!. For the measurements we used a NEOPH
21 microscope, Carl Zeiss, Jena~crater depth and3180 pho-
tographs!, an MIM-7 metallurgical microscope~depth and
diameter of craters!, and an MBS-9 laboratory microscop
~diameter and distance between craters!. Each dimension
quoted here is the average of 25–50 measurements.

The diameterD of the cathode crater is assumed to
0.5(Dmax1Dmin). The crater depthh was determined by fo-
cusing the microscope objective first onto the tips of
folds bounding the crater~Fig. 1a! and then onto the crate
floor ~Fig. 1b!. The crater depth was taken to be the diffe
ence between the readings of the micrometer used to m
the objective. The accuracy of the measurements ofh is
60.0025 mm. The true crater depth is less thanh because
the latter was measured from the tips of the folds, wh
protrude above the surface of the cathode. The average c
dimensions wereD50.498, 0.264, 0.173, 0.183, 0.169, a
0.087 mm andh50.043, 0.017, 0.0185, 0.0157, 0.0082, a
0.0059 mm for Zn, Al, Cu, Fe, Ti, and Cr cathodes, resp
tively. The average cathode crater is planar since the r
h/D50.048– 0.107 is obtained for these metals.

It was previously established1 that an arc moves over th
cathode by replacing old craters with new ones, the aver
crater lifetime being finite atT51026– 1023 s. It is also
known2 that the entire arc current flows through the crater
5041063-7850/98/24(7)/3/$15.00
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the cathode spot. The quantity of metal removed by the
depends on the electric charge passing through the cr
Thus, the volume of a planar crater should increase over t
T, mainly as a result of an increase in its area;D2. We
measure the diameterD left by the arc at the end of the

FIG. 1. Photomicrographs of the surface of an aluminum cathode, arc
age 36 V, arc current 52 A;1—cathode crater,2—small cathode crater;
objective focused onto the tips of the metal folds surrounding the crat1
~a!; objective focused onto the bottom of the cathode crater1 ~b!; the black
spots on the photographs correspond to protrusions at the cathode surfa
its unfocused image; the white spots correspond to indentations or the
tom of the crater and small craters.
© 1998 American Institute of Physics
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FIG. 2. Diagram of ‘‘switching-thermal circle’’ for
cold metal cathodes: with high thermal conductivi
l.100 ~a! and low thermal conductivity,l,100 ~b!;
the diameterD of the cathode crater and the distanceR
between neighboring craters vary, obeying an expli
dependence related to the thermal and electrical cha
teristics of the metal cathode.
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period T. Thus, the ratioj 5I /D2 is equal to the minimum
current density in the cathode crater if we neglect any va
tion of the arc currentI with time.

The current densityj for which a crater can still exist is
0.193109, 0.753109, 3.513109, 3.613109, 3.333109,
and 12.293109 A/m2, for Zn, Al, Cu, Fe, Ti, and Cr, respec
tively. These values agree with the current densities of
3109, 3.23109, and 1.53109 A/cm2, which were observed
in experiments using Ag, Cu, and Mo exploding wire
respectively.3

The maximum temperature of the cathode crater ba
exceeds the boiling pointTb of the metal. Assuming that th
current density of the thermionic emission from a boili
crater is j e51.23106Tb

2 exp$2ew/kTb%, then we havej e

51.331026 A/m2 for a Zn cathode andj e53.93107 A/m2

for a Ti cathode. Here Zn has the boiling poi
Tb51179 K and work functionw54.24 V, while Ti has
Tb53560 K andw53.95 V. Given the obvious inequalit
j e! j , the contribution of the thermionic emission from th
cathode to the arc current can be neglected for all these
als.

The average distance between the craters isR51.69,
1.13, 0.69, 1.90, 1.27, and 0.84 mm for Zn, Al, Cu, Fe,
and Cr, respectively. The ratio of this distance to the cra
diameter isR/D53.4– 10.4 for Zn–Fe, respectively. If th
-

.4

,

ly

et-

,
r

craters are positioned arbitrarily, separated by the same
tance R, we obtain a ‘‘switching-thermal circle’’ system
~Fig. 2!. Here the cathode craters are shown as small cir
of diameter D. We assume that after the arc has be
quenched at the hot point of a disappearing crater, it en
the switching part of the periodT. During the switching
time, the arc systematically reappears and is quenche
several small cathode craters whose position gradu
moves from the hot point of the disappearing crater to
cold boundary of the circleR. Here, at the cold surface of th
cathode, the crater again acquires the normal sizeD.

The displacement of the crater over the cathode
caused by the thermal and electrical properties of the c
ode. For Zn, Al, and Cu for whichl.100 W•m21

•K21, the
dimensionsD and R decrease as the cathode melting po
Tf , K and the thermal conductivityl increase~Fig. 2a!. For
Fe, Ti, and Cr we findl,100, and the dimensionsD andR
decrease as the ratio of the thermal and electrical conduc
ties l/s, W•V•K21, increases~Fig. 2b!.

Almost the entire mass of the cathode may flow into t
arc via a few large cathode craters. For example, the ave
crater on Ti has the massM5r•D2

•h54540
3(0.16931023)230.00823102350.1131028 kg, where
r54540 kg/m3 is the Ti density. The average rate of spu
tering of titanium in the arc was determined asS54.42
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31026 kg/s. If the rateS is constant in time, the massM
leaves the average crater in the timet5M /S52.531024 s,
which is approximately equal to the crater lifetimeT ~see
above!.

The physical quantities used were taken from Ref. 3
To sum up, in a low-voltage cold-cathode vacuum a

the cathode crater has a planar profile withh/D&0.1. The
crater disappears when the density of the current flow
through its cross section is (0.2– 12)3109 A/m2 ~Zn–Cr!.
The average crater diameter and the average distance
tween neighboring craters depend on the melting point,
c

g

be-
d

also on the thermal and electrical conductivities of the ca
ode metal.

1I. G. Kesaev,Cathode Processes in an Electric Arc@in Russian#, Nauka,
Moscow, p. 6, 144.

2F. H. Webb, H. H. Hilton, P. H. Levine, and A. V. Tollestrup,Exploding
Wires, Vol. 2, edited by W. G. Chace and H. K. Moore~Plenum Press,
New York, 1962!, p. 37–77.

3A. P. Babichev, N. A. Babushkina, A. M. Bratkovski� et al., in Handbook
of Physical Quantities, edited by I. S. Grigor’ev and E. Z. Me�likhova @in
Russian#, Énergoatomizdat, Moscow~1991!, 1232 pp.

Translated by R. M. Durham
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Spontaneous formation of arrays of three-dimensional islands in epitaxial layers
V. G. Dubrovski , G. É. Cirlin, D. A. Bauman, V. V. Kozachek, and V. V. Mareev

Institute for Analytical Instrumentation, Russian Academy of Sciences, St. Petersburg;
Institute of High-Performance Computations and Databases, St. Petersburg
~Submitted December 19, 1997!
Pis’ma Zh. Tekh. Fiz.24, 20–26~July 12, 1998!

An analysis is made of a theoretical model of the formation of three-dimensional nanometer-size
islands in molecular beam epitaxy. The kinetics of the self-organization processes are
described using a lattice gas model of the adsorbate with self-consistent allowance for lateral
interactions in the activation energies of the diffusion processes. It is shown that at
below-critical temperatures in a certain range of thicknesses, decay of the spatially uniform state
gives rise to arrays of three-dimensional nano-islands which do not participate in the
coalescence process after growth has ceased. The average size of the islands, their geometric
profile, and the spatial ordering depend strongly on the kinetic parameters of the model.
© 1998 American Institute of Physics.@S1063-7850~98!00407-8#
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Studies of nanostructure formation processes in mole
lar beam epitaxy~MBE! and its modifications are of consid
erable interest from the fundamental viewpoint as well
for practical applications in microelectronics an
optoelectronics.1 One of the most promising methods of o
taining nanostructures is their direct formation as a resul
surface self-organization effects in MBE growth. Requiri
no pretreatment or aftergrowth surface treatment,
method can produce systems of three-dimensio
dislocation-free, nanometer-size islands~quantum dots! at a
high surface density.2 With a suitable choice of growth con
ditions, a reduction in the spread of island sizes as wel
their spatial ordering are observed experimentally.3 Despite
the considerable success achieved in the equilibrium the
of nanostructure formation in heteroepitaxial systems4,5

Monte Carlo simulation,6,7 and continuum models of diffu
sion instabilities in MBE,6 the kinetic theory of self-
organization effects in MBE has not been adequately de
oped. In particular, very few microscopic models a
available to examine the relationship between the gro
kinetics and the surface morphology, or the temperature
pendence of the characteristics of these nanostructures.

Here we attempt to construct such a model by gene
izing the model of the dynamics of a nonideal thre
dimensional adsorbate.8 The proposed model is used to ma
a numerical analysis of self-organization effects in an epit
ial layer, which result in the formation of ordered arrays
three-dimensional nano-islands.

The lattice gas model is used to describe the gro
kinetics. The occupation numbers of the site (l ,R) in layer l
with the discrete coordinateR in the substrate planenl(R)
are 0 or 1. The occupation number averaged over all mic
scopic states at timet gives the probability of observing a
adatom at the site (l ,R)u l(R,t)5^nl(R)& t . The statistically
averaged probability that the local height of the surface
point R is l monolayers at timet is given by

p0~R,t !5
12u1~R,t !

11( l 52
` u l~R,t !

, ~1!
5071063-7850/98/24(7)/3/$15.00
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pl~R,t !5
u t~R,t !

11( l 52
` u l~R,t !

, l>1. ~2!

The three-dimensional surface of the epitaxial film is d
scribed by the function

h~R,t !5(
l 50

`

lpt~R,t !. ~3!

The system of nonlinear rate equations proposed in Ref. 8
u t(R,t) has the general form

]u l~R,t !

]t
5AD1M1P, ~4!

where the operatorsAD, M , and P describe adsorption–
desorption processes, two-dimensional diffusion within la
l , and interlayer transitions in the three-dimensional latti
We subsequently use the following explicit representatio
of the kinetic operators to make self-consistent allowance
the interaction between lattice gas particles

AD5a lJs~12u l !u l 212
u l

t l
a exp~2f l

au l !, ~5!

M5
1

ztl
D (

R8
~u l8 exp~2f l

Du l8!~12u l !u l 212u l

3exp~2f l
Du l !~12u l8!u l 218 !, ~6!

P5(
R8

F S u l 218

t l 21,l
exp~2f l 21

P u l 218 !1
u l 118

t l 11,l

3exp~2f l 11
P u l 118 ! D ~12u l !u l 212u l

3exp~2f l
Pu l !S ~12u l 218 !u l 228

t l ,l 21
1

~12u l 118 !u l8

t l ,l 11
D G ,

~7!
© 1998 American Institute of Physics
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whereu l8[u l(R8), u l[u l(R), the time dependence is omi
ted to simplify the notation, andu[1 and t0,15` in the
absence of particle exchange between the epitaxial layer
the substrate. Summation is performed over all nea
neighbors in the two-dimensional lattice. In Eqs.~5!–~7! J is
the particle flux density to the surface,s is the area of the
adsorption cell,a l is the coefficient of adsorption at the su
face of thel 21 layer, t l

a , t l
D , t l 21,l and t l ,l 21 are the char-

acteristic lifetimes of an absorbed particle in layerl , diffu-
sion in layerl , l 21→ l ~upward ‘‘jumping’’! and l→ l 21
~downward ‘‘sliding’’! interlayer transitions for zero coating
and z is the coordination number of the two-dimension
lattice. The binding energiesf l

a , f l
D , andf l

P expressed in
units ofkBT in self-consistent form allow for the influence o
lateral interactions at desorption activation barriers, tw
dimensional intralayer hopping diffusion, and interlay
transitions.8,9 The Langmuir factors (12u l(R))u l 21(R) im-
ply vacancy forbiddenness and overhanging layers, whic
a normal assumption in the theory of MBE growth.7 Expres-
sions~5!–~7! are given for a homogeneous planar substra

A numerical analysis was made for a cubic mesh ass
ing a fixed quantity of material at the surfaceAD50, i.e.,
after the end of growth in the absence of desorption~J50,
t l
a5`!. An analysis was made of the case of heteroepit

where the kinetic constants and interaction parameters w
assumed to be the same in all layers froml 52: t1

DÞt2
D

5t3
D5 . . . [t

*
D ; t12Þt215t235t325 . . . [t

*
↑↓ ; f1

PÞf2
P

5f3
P5 . . . [f

*
P ; f1

DÞf2
D5f3

D5 . . . [f
*
D . The initial

stateu l(0) with uniformly filled layers and thicknessh̄(0),
constant over the surface of the substrate and equal to
quantity of deposited material in one monolayer, was p
turbed by a biperiodic perturbation given by
nd
st

l

-
r

is

e.
-

y
re

he
r-

u l~x,y,t50!5u l~0!1g min~12u l~0!,u l~0!!

3sinS vx

2px

L D sinS vy

2py

L D . ~8!

The lattice periodL in the plane of the substrate, th
value of u l(0), and theperturbation amplitudeg were var-
ied. The perturbation frequenciesvx5vy for given L were
taken to be equal to the critical frequency at which t

ground state withh̄(0)5const becomes unstable in the line
approximation at below-critical temperature (f

*
D.4) ~Refs.

8 and 9!. The instability of the spatially periodic solution i
caused by anomalous diffusion in the spinoidal regio10

where particle attraction predominates over the usual di
sion because the diffusion flux is directed along the den
gradient of the lattice gas. Under these assumptions, the
tem of equations~4!–~7! for u l(R,t) was integrated numeri
cally at each time step with periodic boundary condition
Formulas~1!–~3! were then used to calculate the evolutio
of the surface morphology.

The results of the calculations show that forf
*
D>4.5,

regardless of the value off
*
P , the time ratiot

*
↑↓/t

*
D , and the

parameters of the first layer in the range of thickness betw
2 and 4 ML, the application of a weak critical-frequenc
perturbation causes the epitaxial layer to decay into a sys
of three-dimensional nano-islands. In this case, the geom
of the islands, their distribution over the surface of the su
strate, and the spatial ordering depend strongly on the crit
parameters. By varying the characteristicst1

D , t12, f1
D , and

f1
P , we can model the formation of arrays of islands by t

Volmer–Weber mechanism and by the Stranski–Krastan
of
FIG. 1. Surface morphology with an average thickness
2 ML, f

*
D55, f

*
P53, t

*
↑↓/t

*
D5800, and timet50.5t

*
↑↓ .

The numbers on the axes are in nanometers.
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FIG. 2. As in Fig. 1 fort52t
*
↑↓ ~quasi-steady-state surfac
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mechanism.3,5 Figures 1 and 2 show typical dynamic patter
of the formation of three-dimensional islands with the av
age thicknessh̄(0)52 ML. At the initial stage of decay, the
surface morphology resembles nonlinear density oscillatio
This is superseded by the formation of islands with clea
defined boundaries. The surface structure shown in Fig.
stable for times exceeding its characteristic formation time
order of magnitude. Thus, we can talk of the formation of
ensemble of islands which do not take part in the coa
cence process for a long time.5 It should be noted that as th
temperature increases (4<f

*
D<4.5) no islands with clearly

defined boundaries are formed. A spatially ordered str
ture clearly does not form at above-critical temperatu
(f

*
D,4).
To sum up, the proposed model can in principle descr

the dynamics of surface transformation for a fixed quan
of deposited material. The results show that in many ca
the influence of lateral interactions on the activation ene
of elementary diffusion processes at the surface can give
to stable arrays of three-dimensional nano-islands. The ki
ics of the diffusion processes and the interaction const
strongly influence the surface morphology. However,
theory must be generalized to describe surface s
organization effects directly during the MBE growth proce
to allow for adsorption and desorption, a two-compon
-

s.
y
is
n
n
s-

c-
s

e
y
s,
y
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ts
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flux, and also to make systematic allowance for the latt
mismatch in the microscopic growth model.
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Energy dissipation of mechanical oscillators induced by an electric field applied
to the surface of an oscillating body

N. A. Vishnyakova, M. L. Gorodetski , V. P. Mitrofanov, and K. V. Tokmakov

M. V. Lomonosov State University, Moscow
~Submitted April 16, 1997; resubmitted December 22, 1997!
Pis’ma Zh. Tekh. Fiz.24, 27–33~July 12, 1998!

Various factors influencing the damping of the torsional oscillations of a pendulum are
discussed. Damping caused by dissipative surface diffusion processes or charge transfer of surface
states is considered to be the most probable. ©1998 American Institute of Physics.
@S1063-7850~98!00507-2#
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The development of antennas to record gravitational
diation from cosmic sources has stimulated the fabrication
pendulum-type high-Q mechanical oscillators. It has be
noted in various experimental studies that one of the sou
of dissipation limiting the Q-factor of these systems is t
action of external electric fields on the oscillating body1,2

The aim of the present paper is to study the damping of
mechanical oscillations of an oscillator when an electric fi
is created between the conducting surface of the oscilla
body and the surface of a special electrode.

Most of the experiments were carried out using the p
dulum shown schematically in Fig. 1. An aluminum disk
cm in diameter and weighing around 100 g was suspen
by means of three 100mm diameter tungsten wires. Th
resonant frequency of the torsional oscillations of this p
dulum was around 1 Hz. The lower surface of the disk h
radial protrusions at 2 mm intervals. An electric field w
generated between the body of the pendulum and an e
trode positioned beneath the disk, parallel to it. The el
trodes were planar disks made of aluminum, brass, and
con. The gap between the electrode and the pendulum c
be varied between 0.2 and 2 mm. Torsional oscillations
the pendulum were excited by a resonant force generate
applying a periodic electric voltage to the auxiliary electro
and were recorded using a capacitive detector. The inse
losses were determined as the difference between the r
rocal Q factor of the pendulum oscillations measured w
and without the electric field. The measurements were m
in a special chamber in which either a controlled atmosph
or a vacuum was created.

The design of the pendulum and the electrode used
generate the field was dictated by the need to create a
electric field strength in the gap, without introducing a
appreciable extra rigidity in the oscillatory system. Th
eliminated any dissipation of the pendulum mechanical
ergy as a result of Joule losses to the resistance in the vo
supply circuit, induced by an electric current flowing in th
circuit as a result of a change in the capacitance between
field-generating electrode and the oscillating body. It a
eliminated any dissipation as a result of coupling betwe
the oscillator and the electrode, induced by the electric fie2

When an electric voltage was applied between the b
5101063-7850/98/24(7)/3/$15.00
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of the pendulum and the lower electrode, the oscillatio
exhibited increased damping. This effect occurred when
pendulum was situated in vacuum and in a room atmosph
In the second case, the damping was appreciably stron
We stress that these are not losses caused by gas fri
since the difference between the losses with and without
field was determined. Figure 2a gives the insertion los
Qe

21 as a function of the voltageU applied between the bod
of the pendulum and the lower electrode, separated by a
of 0.5 mm. The lower electrode was made ofp-type silicon
with a resistivity of 20V•cm. The curves were obtained fo
different gas environments. Curve1 was plotted using the
results of measurements made in a dry nitrogen atmosph
Within measurement error, this agrees with the similar
pendence measured in vacuum at a pressure of 1022 Torr.
Curve2 was obtained in a nitrogen atmosphere with a sm
quantity of water vapor while curve3 was obtained in a
room atmosphere with around 70% relative humidity. T
hysteresis clearly observed in the moist atmosphere sho
up less clearly in vacuum. Note that the character and m
nitude of the effect did not depend on the polarity of t
applied voltage. It is also interesting to note that if an
electric field with a frequency of 300 Hz or higher was a
plied between the pendulum and the lower plate, no ad
tional damping was observed within measurement error
was also established that the introduced damping does
remain constant after the electric field is switched off. T
nature of this change also depended on the state of the
bient atmosphere. Similar effects were observed for alu
num or brass lower electrodes. In this case, the effect
increased strongly with increasing atmospheric humidity,
this increase was between three and five times less than
for the silicon electrode under similar conditions.

Figure 2b gives the insertion lossesQe
21 caused by the

electric field as a function of the applied voltage when t
conducting coating of the pendulum and the electrode w
made of aluminum. The gap between the pendulum and
electrode was 2 mm. The pendulum was suspended by qu
threads and thus had a high intrinsic Q factor in the abse
of an electric field.1 The measurements were made
vacuum at a pressure of 1024 Torr. The experimental depen
© 1998 American Institute of Physics
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dence was accurately approximated by a quadratic func
~shown by the dashed curve in Fig. 2b!.

Another interesting effect deserves attention. In the
periments carried out at atmospheric pressure, additio
damping of the pendulum was also observed in the abse
of an external electric field, for example, if the field w
applied for some time and then switched off or when
humidity of the ambient atmosphere changed drastically,

In general, the damping observed for these pendulu
on application of an electric field can be attributed to vario
factors. For instance, the ponderomotive force acting on
pendulum alters the tension in the suspension wires. H
ever, our experimental investigations showed that a
change in the tension of the suspension wires in the abs
of a field barely influences the Q factor of the pendulum. T
absence of electric discharges in the interelectrode g
which could also introduce additional losses in the pendu
oscillations, was monitored by measuring the noise in
voltage supply circuit. Discharges were accompanied by
cess noise. The oscillations of the pendulum in an elec
field are accompanied by induced currents on the lower e
trode and the adjacent conducting surfaces. The dam
caused by these induced currents depends on the bulk r
tivity of the materials. Calculations showed that for the
materials ~silicon, aluminum, and brass! this damping is
much less than that observed in these experiments. In a
tion, these processes should also be observed when a
voltage is applied between the pendulum and the electr
but in this case no additional damping of the pendulum
cillations was observed.

An analysis of these results suggests that the dissipa
introduced into the mechanical oscillator by an electric fi
depends on the state of the surfaces of the oscillating b

FIG. 1. Schematic of pendulum and circuit used to apply the electric fi
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and the electrode between which the field is applied. I
known that the electrophysical state of the surface is de
mined to a considerable extent by the composition of
surrounding atmosphere and may vary substantially as a
sult of the adsorption of water molecules, for example.3 It
may be supposed that a possible mechanism for dissipa
of the oscillator energy is surface diffusion of adsorbed
oms caused by spatial variation of the electric field. In p
ticular, water molecules, having a high static dipole mome
can migrate under the action of a field gradient. In measu
ments of the electric-field-induced damping of the pendul
oscillations made in vacuum, diffusion processes at the
face make a smaller contribution to the dissipation. In t
case, however, another loss mechanism may be observed
result of the presence of localized surface states. The ele
field applied to the surface varies under the pendulum os
lations, causing carriers to be transferred from the bulk
surface states and back, or from some surface states to
ers.

Depending on the magnitude of the applied voltage,

.

FIG. 2. Electric-field-induced losses versus voltage applied between pe
lum and electrode: a—when the electrode plate is made of silicon.
measurements were made for various compositions of the ambient gas1—
dry nitrogen,2—nitrogen containing a small amount of water vapor,3—air
with '70% humidity; b—for an aluminum-coated pendulum and electro
at a pressure of'1024 Torr.
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thickness of the oxide layer, and the composition of the a
bient gas atmosphere, charge may be transferred to su
states under the action of the electric field by differe
mechanisms: diffusion, tunneling, and hopping. The imp
tant thing is that all these processes are dissipative in th
systems and are caused by oscillations of a body and are
accompanied by scattering of the oscillator elastic ene
Note that surface diffusion processes are observed when
surfaces are examined with a scanning tunneling microsc
where a strong electric field is created between the tip
the surface.4 One of the quantities characterizing these s
face processes is their relaxation time, which depends on
surface structure. For processes associated with slow su
states the relaxation time may be between tenths of a se
and minutes.5 When the electric field varies with a frequenc
around 1 Hz, which corresponds to the oscillation freque
of the pendulum, the surface states undergo relaxation. W
the external electric field varies at higher frequencies,
carriers do not have time to be transferred to other surf
states and thus the dissipation caused by these processe
creases. This can explain the absence of any mechanica
action of the pendulum to an rf field. We can merely pos
late that the change in the pendulum Q factor observed a
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switching off the external field is associated with the elect
fields formed during adsorption but this loss mechanism
mains unclear. Studies of the energy dissipation of mech
cal oscillations induced by an electric field may provide a
ditional information on the surface properties of a solid.
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Impact excitation of squeezed vibrational packets in molecules
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An analysis is made of vibrational packets created in molecules by collisions with fast protons.
Some characteristic features of the Raman light scattering spectrum are discussed for a
molecule with squeezed vibrational states. It is suggested that squeezed vibrational states in the
ground electronic state of a molecule may be used for isotope separation.
© 1998 American Institute of Physics.@S1063-7850~98!00607-7#
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Squeezed states of oscillators for an electromagn
field ~squeezed light! and for squeezed vibrations~squeezed
phonons! have recently attracted considerable attention.1,2 A
characteristic feature of the excitation of squeezed vib
tional states is that the rates of chemical reactions may
crease abruptly and exponentially~laser femtochemistry!.3,4

Most studies usually examine the preparation of squee
vibrational states in excited molecular states, for example
excitation of a molecular system with ultrashort laser puls
However, the creation of squeezed vibrational wave pac
in the ground electronic state would allow a new class
processes to be studied, which assume a super-Poisson
tribution of vibrational occupation numbers. The simple
example could be the spectrum of Raman light scattering
a molecule in the ground electronic state.

Here we propose a new method of preparing squee
vibrational states in the ground electronic state of a m
ecule, based on the excitation of molecular vibrations
collisions between molecules and fast protons. The imp
time t0 in these collisions is estimated using the formu
t05R0 /v, whereR0 is the characteristic distance at whic
impact takes place, of the order of 1 Å~Ref. 5!, v is the
proton velocity: forv;107 cm/s we havet0;1 fs. For vi-
brations with the energy\v;0.1 eV this implies that a
wave packet can be excited from ten vibrational states,
vt0!1. This case of inelastic collisions is the opposite
the case of slow adiabatic collisions for whichvt0@1, and
is well described using the familiar Landau–Teller theory.6 It
is natural to consider molecular vibrational states accura
described by the harmonic model and having fairly long li
times. Such molecules may include many of those studie
laser isotope separation wheretV;1029 s, \v;0.1 eV~see
Ref. 7, for example!.

To illustrate the fundamental relationships governing
excitation of squeezed vibrational packets, we shall us
simple one-dimensional model of the interaction potentia
a heavy classical particle with a molecule, which was p
posed in Refs. 8 and 9:

W~x,t !52F~ t !S 11l
x

R0
1

1

2
l2x2D . ~1!

Here we have
5131063-7850/98/24(7)/2/$15.00
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F~ t !5
mv2

2
cosh22

vt

2R0
; l5

ma

ma1mb
, ~2!

x is the deviation of the vibrational coordinate from the eq
librium position,m is the reduced oscillator mass of the im
pinging particle, andma andmb are the atomic masses in
diatomic molecule.

The Schro¨dinger time-dependent equation for an oscil
tor, taking account ofW(x,t), may be expressed in the form

c~x,t !5E
2`

1`

dx1E
2`

t

dt1G0~xtux1t1!W~x1 ,t1!c~x1 ,t1!.

~3!

Here G0(xtux1t1) is the Green’s function of the oscillator
We assume that the time behavior of the interaction poten
W(x,t) in the active regiont;t0 may be sufficiently accu-
rately approximated by a Gaussian pulse

F~ t !5
mv2

2
exp~2t2/4t0

2!. ~4!

We use the condition of collisional nonadiabaticity, i.e., t
approximation of short timest1 . We replacec(x1 ,t1) on the
right-hand side of Eq.~2! by c(x1 ,0). The wave function
c(x1,0) is an eigenfunction of the Hamiltonian:

H5Hosc1W~x1 ,0!. ~5!

Initially, the oscillator is assumed to be unexcited (\v
@kt) so that

c~x1,0!5
1

p1/4

1

Ad2
expF2

~x2j!2

2d2 G ,
j5

v2l

2dv2 ; d25
\

mV
; V25v21

mv2l2

2R0
2mab

. ~6!

The integrals in Eq.~6! can be calculated directly by
using the explicit form of the Green’s function of the osc
lator and the expression for the pulse~3!. To simplify the
calculations, we replace the narrow Gaussian pulse pro
(t0→0) with a delta function oft, which appreciably sim-
plifies the calculations. We give the result of integrating
© 1998 American Institute of Physics
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formula ~6! using the accurate expression for the Gree
function of the oscillator and the expression forc(x,0) ~5!,
which yields

uc~x,t !u25N exp@2~x2x0~ t !!2/s2~ t !#. ~7!

Here the following notation is introduced:

x0~ t !5j cosvt; s2~ t !5d2~cos2 vt1h sin2 vt !,

h5V/v5@11mv2l2/2R0
2mabv

2#1/2, ~8!

N is the normalization constant. The probability density o
tained for the squeezed state is characterized by the squ
ing parameterh which, in the particular case where the qu
dratic correctionl2 in the expansion of the potential~1! is
neglected, givesh51 and formula~7! describes a coheren
packet. Thus, forh.1 expression~7! describes a squeeze
wave packet with a super-Poisson distribution and the
persions2(t) greater than that of the coherent stated2.

Note that expression~7! may be obtained by accurate
solving the problem with the potential~1! if this potential is
used as the Po¨schl–Teller potential in the Schro¨dinger prob-
lem for the motion of a classical oscillator in this potential10

In this approach it is convenient to use a secondary qua
zation basis where the squeezed state is represented a
successive transformations of shear and rotation, acting
the vacuum state. The problem with the Po¨schl–Teller po-
tential is solved using a familiar procedure where the c
stants in the solution of this equation are related to
above-barrier reflection coefficient, as suggested by L.
Pitaevski�.10 The accuracy of this solution is the same as
solution~7! with fairly steep functionsF(t). It is easily con-
firmed that only this constraint on the functionF(t) gives a
class of super-Poisson solutions of the form~7!. We have
confined ourselves to the simplest calculations of the w
packet for the steep potentialF(t).

Experimental observations of a squeezed vibratio
packet are primarily based on the fact that the occupa
numbers of the oscillator obey a super-Poisson distribut
In analyses of the Raman spectrum of light scattering b
molecule, the ratio of the intensities of the blueI a

~anti-Stokes! and redI s ~Stokes! satellites of the scattere
light is determined by the conditioņ5I a /I s>n̄/(n̄11),
s

-
ez-
-

s-

ti-
two
on

-
e
.

e

e

l
n

n.
a

n̄5@exp(\v/kT)21#21, i.e., asymmetry is observed. Th
anti-Stokes component in the absence of squeezed stat
usually lower than the Stokes component. For coherent
squeezed states the intensitiesI a and I s are equal, so tha
¸;1. A more accurate analysis of the variation of the p
rameteŗ for various velocities of the proton beam incide
on the molecules to excite squeezed states will allow
squeezing parameter to be determined experimentally. S
the average occupation numbers vary with time~because of
the time dependence of the dispersion of the squeezed v
tion!, the ratio¸5I a /I s will also vary with time. In this case
unlike the method of two successive~short optical! pulses,
comprising a preparatory optical pulse and a readout opt
pulse, the squeezing parameter can be determined by
simpler technique described above and, which is particula
important, for vibrations in the ground electronic state. T
circumstance may be used in laser isotope separation s
the amplitudes of the squeezed vibrational states are fa
large and differ appreciably for molecular isotopes.
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Influence of the type of cathode on the dynamic characteristics of ionization waves
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Ryazan State Radio Engineering Academy
~Submitted October 31, 1997!
Pis’ma Zh. Tekh. Fiz.24, 39–42~July 12, 1998!

The influence of different types of cathodes on the dynamic characteristics of ionization waves is
determined experimentally. It is established that when the discharge is initiated by negative
pulses, the maximum wave propagation velocity is observed for a cold cathode while the maximum
peaking of the output pulse leading edge is observed for a heated cathode. The mechanism
for this effect is discussed. ©1998 American Institute of Physics.@S1063-7850~98!00707-1#
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Studies of the influence of different types of cathodes
the dynamic characteristics of wave breakdown of gas g
are of considerable theoretical and practical interest.
analysis of the scientific literature1,2 does not answer the
question as to how the emission from the surface of the e
trode influences the dynamic characteristics of the ioniza
waves~displacement velocity, formation time, current pul
peaking, and so on!. Moreover, many publications assert th
the type of cathode does not influence the properties of
ionization waves. However, our experimental investigatio
have shown that thermionic emission from the cathode p
some role in the formation of ‘‘slow’’ ionization waves whe
the propagation velocity lies in the range 106– 107 m/s. The
apparatus used for the experimental investigations is sh
schematically in Fig. 1. The distance between the ends of
electrodes was 270 mm and the diameter was 30 mm
achieve uniform experimental conditions, the investigatio
were carried out using a single prototype where an indire
heated oxide cathode4 functioned as the cold and the heat
cathode.

The measurements of the wave propagation velo
were made assuming that the current-recording detecto5
are separated by the distancesL1 and L3 from the volume
where the plasma forms~Fig. 1!, so that the propagation
velocity of the high-voltage pulse in these sections was ta
equal to the velocity of light and the propagation velocity
5151063-7850/98/24(7)/2/$15.00
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the ionization wave was determined using the formula

V5L2 /~ t22t12~L11L3!/c!,

wheret1 and t2 are the times of appearance of the signal
the first and second current detectors, respectively,c is the
velocity of light, andL1 , L2 , andL3 are distances as show
in Fig. 1.

Figures 2a and 2b give the propagation velocity of t
ionization wave as a function of the neon pressure for
prototype with different types of cathodes. The discha
was ignited by negative pulses from the cathode side wit
rate of rise of 531011 V/s.

A comparative analysis of these curves reveals that
ionization wave propagates at a higher velocity with a c
cathode than with a heated one. This behavior may be at
uted to the following factors. The propagation velocity of t
ionization wave is influenced by two interrelated process
impact and photoionization. The relative influence of the
factors on the ion formation mechanism depends on the fi
gas concentration. At low pressure, both processes pla
negligible role and the ionization wave has a low velocity.
rise in pressure increases the role of photoionization and
pact ionization. The maximum propagation velocity~Fig. 2!
corresponds to the optimum conditions for the formation
charged particles.
of
FIG. 1. Prototype to investigate dynamic characteristics
ionization waves:1—envelope,2—screen,3—anode,4—
cathode, 5—current shunts,6—high-voltage cable,7—
adjusting device,8—insulator,9—slit for visual observa-
tions, and10—cathode heater leads.
© 1998 American Institute of Physics
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FIG. 2. Propagation velocity of ionization wave versu
neon pressure for various types of cathodes: a—heated,
cold. Negative control pulsesdU/dt5531011 V/s: 1—13
kV; 2—11 kV; 3—9 kV.
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As the amplitude of the initiating pulses increases,
maximum of the wave propagation velocity shifts towa
higher pressures for both the cold and heated cathodes
increase in the amplitude of the voltage pulse applied to
gap leads to an increase in the energy acquired by the e
trons over the mean free path but at the same time, red
the probability of the gas atoms being ionized, which cau
a drop in the wave propagation velocity in the gap. Only
increase in pressure can reduce the mean free path for w
the electron ionization probability will have a maximum.

With a heated cathode it is considerably easier for e
trons to escape from the surface of the electrode, so tha
plasma forms more rapidly than with a cold cathode, whe
longer time is required to produce the same concentratio
charged particles. The presence of a heated cathode m
the plasma formation process more vigorous but the cha
particles begin to form at a lower electrode voltage, mak
the wave propagation velocity lower than that for a co
cathode~Fig. 2!.

The type of cathode also influences the shape of
current pulse. With a heated cathode, the output pulse sh
stronger peaking at a lower propagation velocity.

When the rate of rise of the initiating voltage was i
creased to 531012 V/s, the maximum propagation velocit
shifted to higher pressure and the differences in the prop
tion velocity of the ionization waves progressively decrea
e
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Changes in the cathode geometry~length, diameter, surface
area, configuration! did not alter the temporal and energ
characteristics of the ionization waves.

Formation of the discharge by positive pulses from t
anode side showed that the dynamic characteristics of
ionization waves do not depend on the nature of the sec
electrode, except for the leading edge duration of the cur
pulse and the voltage recorded in the cathode circuit. Wit
heated cathode the output pulse showed stronger pea
than for the cold cathode, although the propagation velo
was the same in both cases. Changes in the amplitude
slope of the applied voltage pulses altered the quantita
results, without changing the general behavior of the p
cesses.

Using these phenomena in plasma current switc
could improve their speed by several factors and increase
rate of rise of the anode current.3

1É. I. Asinovski�, L. M. Vasilyak, and V. V. Markovets, Teplofiz. Vys
Temp.21, 577 ~1983!.

2A. N. Lagar’kov and I. M. Rutkevich,Ionization Waves in Electrical
Breakdown of Gases, Springer-Verlag, New York~1994! @Russian orig.#
Nauka, Moscow~1989!, 206 pp.

3A. S. Arefiev and Yu. A. Yudaev, inProceedings of the Twelfth Interna
tional Conference on Gas Discharges and their Applications, Greifswald,
Germany, 1977, Vol. 2, p. 800.
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A study is made of a synergic model of superplastic deformation of ultrafine-grained materials at
high temperatures as a manifestation of collective modes of motion and self-organization in
a system of stimulated grain-boundary slip. The evolution of grain-boundary slip is accompanied
by the formation of a wavefront which separates two steady states of the system and leads
to the appearance of the experimentally observed ‘‘running neck’’ at the surface of the sample. The
synergic model is used to explain the scaling effect of superplasticity. ©1998 American
Institute of Physics.@S1063-7850~98!00807-6#
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The superplasticity of inorganic materials is of maj
practical significance and is observed as a result of the
velopment of a stable ultrafine-grained structure and de
mation in a certain range of temperature and strain rate~usu-
ally for grain sizes ds.10– 15mm, Ts.0.5– 0.6Tm ,

«̇p51023– 1021 s21! ~Refs. 1–3!. It has now been convinc
ingly established that three deformation micromechanis
are involved simultaneously in superplastic deformati
grain-boundary slip, intragranular dislocation glide, and d
fusion creep.1–4 Grain-boundary slip occurs in two forms5

intrinsic slip at the velocityV0 and slip stimulated by lattice
slip at the velocityVs , whereVs@V0 . It was established in
Ref. 6 that in superplasticity, collective modes appear in
motion of ensembles of grains. The aim of the present st
is to analyze the synergic model of superplastic deforma
as a manifestation of grain-boundary, self-oscillating, dis
pative structures.

The production of entropy in superplastic deformation
related to the rate of irreversible deformations: dissipat
processes and their contribution to the total deformation
the optimum range of strain rates~region II!, the contribu-
tions of grain-boundary slipgg , intragranular dislocation
glide gD , and dislocation creepgp are respectively given
by1,4 gg*0.8, gD&0.2, gp→0. From the point of view of
nonequilibrium thermodynamics and synergetics,7 the ap-
pearance of a temperature–rate range for the onset of su
plasticity is caused by a change in the dissipative proc
controlling the deformation: in region I the main process
are isolated dislocation glide and creep, in region II gra
boundary processes predominate, and in region III mult
dislocation glide is the dominant process.

On the basis of the physical model of superplastic de
mation proposed in Ref. 4, we shall analyze a polycrystal
material consisting of equiaxial grains of average sized,

deformed at the optimum rate«̇p ~region II!. The deforma-
tion is accomplished by grain-boundary defects of densityr1

and lattice dislocations of densityr2 . The action of the dis-
location glide produces stimulated grain-boundary slip w
the bulk densityr3 ~Fig. 1!. In superplastic deformation col
lective modes appear in the motion of ensembles of gra
5171063-7850/98/24(7)/3/$15.00
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when grain-boundary slip becomes a cooperative proces
corporating the grain-boundary slip of many grains. The
der parameters determining the behavior of the grain sys
in superplastic deformation will be collective, long
wavelength modes of grain-boundary slip. The controlli

parameters will be the strain rate«̇p and the temperatureT.

The defect interaction diagram has the formr1→
tg

r2�
t0

tD

r3

wheretg is the nucleation time for a lattice dislocation at th
boundary andtD is the dissociation time for a lattice dislo
cation at grain-boundary defects in the boundary.4 We write
the basic equations for the dislocation kinetics in the rel
ation time approximation in the form

FIG. 1. Diagram showing the evolution of micromechanisms responsible
superplastic deformation: r1—density of grain-boundary defects
r2—density of lattice dislocations, andr3—density of introduced grain-
boundary defects.
© 1998 American Institute of Physics



518 Tech. Phys. Lett. 24 (7), July 1998 A. K. Emaletdinov
FIG. 2. Density of grain-boundary defectsr3 /rc1 and strain rate

«̇p/ «̇0 as functions of distancex/DH in traveling neck.
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ṙ15A2r1 /tg1r2 /tD2kr2r31D1¹2r1 ,

ṙ252r2 /tD1r1 /tg ,

ṙ35~r* 2r3!/t01kr2r32cr21D2¹2r3 , ~1!

wheret0 is the annihilation time for grain-boundary defec
at sinks~such as grain boundary joins, and so on!, A is the
rate of nucleation of dislocations, andk andc are normaliza-
tion coefficients. Here it is assumed that the defect distri
tion exhibits substantial spatial nonuniformity, described
introducing the ‘‘diffusion term.’’ Within a single grain we
find r1 , r35const and gradients occur only when consid
ing neighboring grains. The rapid transfer of active deform
tion from some boundaries to neighboring ones~Fig. 1! is
accompanied by the formation of density gradientsr1 and
r3 , and the ‘‘diffusion’’ coefficients of the defect flux den
sities will be given byD1&d2/tD andD2&d2/tg . The ini-
tial conditions are (r10,0,0).

We shall analyze the system using bifurcation the
methods and Poincare´ maps.8 A search for the steady-stat
points of the system and their analysis using the lineari
system of equations~1! revealed that the following stead
states exist: two saddle-type points (At0 ,At0tD /tg,0) and
(rs1 ,rs2 ,rs3) for A.tg /KtDt0

2 and the unstable focus poin
(rF1 ,rF2 ,rF3) for r* .rc* . An analysis of the solutions o
the kinetic equations ~1!—space-time dissipative
structures—may be sought in the form of expansions a
Fourier series in terms of plane wavesr;(k exp(pt1ikx).
The characteristic equation of the system~1! has two types of
solutions: 1! a spatially homogeneous solution and 2! a pe-
riodic, self-oscillating solution~traveling neck regime1–3!.
Periodic solutions are generated according to the type
Hopf bifurcation. Thus, there exists a critical density of a
tivated grain-boundary slip boundaries when a se
oscillating regime is established in the system

rc* 5~ktDA2t0
2/tg

2!~11z!/~31z!, z52tg /Akt0
2tD .

The type of wave regime is analyzed using the meth
of multiscale expansions7 in terms of the small paramete
-
y

-
-

y

d

a

of
-
-

d

D1 /D2!1. Converting to slow variables in Eqs.~1!, we ob-
tain in the first approximation„t/t05t, j5x/(D2t0)1/2,
r5r3 /r* …

ṙ511Ar/~b01d0r* r!2a0r2cr
*
2 r21¹2r. ~2!

Equation~2! for the slow amplitude of the cooperativ
grain-boundary slip has three established steady-state po
Physically this means that the system is stable at the m
mum and maximum densities of grain-boundary defects
is unstable forrc2 . That is to say, a front or ‘‘neck’’ appear
in the system, separating the two steady statesrc1 andrc3 .
Solving Eq. ~2! in terms of the self-similar variablej5x
2Vt, whereV is the velocity of the front, with the boundar
conditionsrc2 , j→6`, rj850, r5rc1 , we obtain an im-
plicit expression for the defect distributionr in the form
j5*dr/F(r,a0 ,d0 ,r* ,c,k), whereF(z) is a given func-
tion. In the first approximation we have

r~j!&rc11~rc32rc1!/@11exp~2a0~rc32rc1!!j/V#.
~3!

The width of the front is determined in the first approxim
tion by DH.tgD2(rc32rc1)/r* (D1t0)1/2. Estimates ofV
and DH for superplastic deformation are of the ord
V.1021 cm/s andDH.1021 cm, which is similar to the
experimental data.1–3 A numerical solution of the system~1!
is shown in Fig. 2.

Dissipative structures can only form when the dime
sions of the nonequilibrium system~the sample! L exceed
certain critical values.7 For superplasticity, the minimum di
mensionLc is determined by the condition for the appea
ance of collective modes and self-organization in the sys
of stimulated grain-boundary slip and has the form

Lc5~F1~d0 , f 8~rc1!,g8~rc3!,V,tg!!1/2*~DH•V•tg!1/2,

where f (z) andg(z) are the right-hand sides of the syste
~1!, and F1(z) is a given function. An order-of-magnitud
estimate ofLc gives 102– 103 mm. In Ref. 6, a departure
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from superplastic deformation was in fact observed when
sample dimension was of the order of 60mm.
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Resolution of optically addressed liquid-crystal spatial light modulators
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Results are presented of calculations of the modulation transfer function of optically addressed,
liquid-crystal, spatial light modulators based on layered photoconductor–liquid crystal
structures, including surface-plasmon light modulators. Allowance is made for diffusive spreading
of carriers in the photoconductor and the propagation length of surface plasmons in the
layered structures. ©1998 American Institute of Physics.@S1063-7850~98!00907-0#
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Several models have been proposed to understand
constraints on the resolution of optically addressed spa
light modulators.1–11 It has been shown that in optically ad
dressed spatial light modulators based on photodetec
liquid crystal layered structures, the resolution is primar
determined by the thicknesses and dielectric constants o
photoconductor and liquid crystal layers. Theoretical and
perimental investigations1,4–6,10,13have also shown that, in
addition to the thickness of the liquid crystal layer, the re
lution is also influenced by the orientation of the molecu
in the liquid crystal layer and by its dielectric anisotrop
Allowance should also be made for diffusive spread
~and/or drift! of photoexcited carriers in the photoconduct
which drastically reduces the resolution of spatial lig
modulators. Direct allowance for the carrier diffusion leng
in the photoconductor in calculations of the resolution
optically addressed liquid-crystal spatial light modulato
was apparently proposed for the first time by one of
present authors in Ref. 7.

Here we present an expanded version of Ref. 7 in wh
we calculate the modulation transfer function of optica
addressed liquid-crystal spatial light modulators. In additi
in the surface plasmon calculations14,15we also allow for the
propagation length of the surface plasmons. It should
noted that a similar7 but slightly different version was als
proposed in Ref. 11 to allow for the diffusion spreadi
length of the carriers in the photosensor part of optica
addressed, liquid-crystal spatial light modulators.

An expression was derived in Ref. 12 for the modulati
transfer function of a light modulator formed by a two-lay
structure consisting of an isotropic dielectric~photoconduc-
tor! and a layer of dielectric anisotropic material, assumin
sinusoidal charge distribution at the interface between
two layers. For a photoconductor–liquid crystal structure
modulation transfer function depends mainly on the ra
SN /S0 , given by8,12,16

SN

S0
5

1

pn

«PS/dPS1«1 /dLC

«PS coth~pndPS!1A«1«2 coth~pnA«2 /«1dLC!
,

~1!

where dPS is the thickness of the photosensor,«PS is the
permittivity of the photosensor,dLC is the thickness of the
5201063-7850/98/24(7)/3/$15.00
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liquid crystal, «1 is the parallel permittivity of the liquid
crystal, and«2 is its perpendicular permittivity.

In their derivation of formula~1! the authors of Refs. 8
12, and 16 neglected diffusive spreading of carriers in
photoconductor layer, although they did not deny the imp
tance of this effect.

Diffusive spreading~and/or drift in the presence of a
electric field! of photocarriers in the photoconductor may
taken into account directly7 in calculations of the modulation
transfer function by multiplying the ratioSN /S0 by the
frequency-contrast characteristic of the photoconductor.17,18

In fact, the use of a photoconductor layer as one of
main elements in optically addressed light modulators
largely attributable to the capacity of a photoconductor w
a specific contrast to produce an image of the exciting ra
tion, as occurs in iconics for photographic materials17

Calculations18 show that the distribution of the nonequilib
rium carrier concentration in a photoconductor obeys
same cosinusoidal distribution as the excitation functi
However, the amplitude of the variation in the concentrat
differs from that of the excitation function by the facto
T(n,LD), which depends on the spatial frequencyn and the
diffusion wavelengthLD . Consequently, in the photocon
ductor the excitation function is converted into the spa
distribution function of the concentration with the frequenc
contrast characteristic

T~n,LD!51/~114p2n2LD
2 !. ~2!

In the presence of an electric field in the photoconduc
the carrier displacement length in the field19 should be taken
instead ofLD . In general, for a photoconductor layer in a
optically addressed spatial light modulator, this length d
pends on the voltageV across the photoconductor layer, th
intensity of the writing light, the degree of modulationm,
and also the spatial frequency.7

Figure 1 gives results of calculating the modulati
transfer function of an optically addressed spatial lig
modulator comprising a bismuth silicate–liquid crystal stru
ture from Ref. 16, neglecting and allowing for the diffusio
length~curves1 and2, respectively!. This clearly shows that
LD influences the resolution of the optically addressed spa
light modulator. Using the experimental data from Ref. 1
© 1998 American Institute of Physics
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we estimated the carrier spreading length in bismuth silic
to be 13.6mm, which agrees with the real value.20

The resolution of surface-plasmon liquid-crystal lig
modulators is also extremely interesting.14,15,21In this type of
spatial light modulator, in addition to allowing for the diffu
sive spreading of carriers in the photoconductor~correspond-
ing to the frequency-contrast characteristic of the photos
sor in an optically addressed spatial light modulator!, it is
also necessary to take into account21 the blurring of the ‘‘pic-
ture’’ written in the photoconductor as a result of the fin
propagation length LPS of the plasmons in the
photoconductor–liquid crystal layered structure. It is easy
imagine that the system for reading the image from an o
cally addressed spatial light modulator comprising
photoconductor–liquid crystal structure with surface pl
mon excitation14,15 is the second component of a gene
system for reproduction of an object, while the first is
system for writing the object in the photoconductor and th
in the photoconductor–liquid crystal structure. Then, in
cordance with iconics,17 for the entire surface-plasmon, op
tically addressed liquid-crystal spatial light modulator sy
tem, we can introduce the frequency-contrast character
determined by simply multiplying the characteristics of t
system components, and specifically the frequency-con
characteristic

T0~n!5T~n,LD!T~n,LSP!, ~3!

whereT(n,LSP) is similar to Eq.~2!, where the diffusion~or
spreading! lengthLD should be replaced by the surface pla
mon propagation length. Thus, to allow directly for both t
diffusion spreading length and the surface plasmon propa
tion length in calculations of the modulation transfer fun
tion of a surface-plasmon, optically addressed liquid-crys
spatial light modulator, expression~1! for SN /S0 must be
multiplied by T0(n) as given by Eq.~3!.

Figure 2 gives results of calculations of the modulati
transfer function of a surface-plasmon, optically address
liquid-crystal spatial light modulator with the layer param
eters taken from Ref. 14, allowing not only for the diffusio
length but also for the surface plasmon propagation lengt
is easy to see thatLSP limits the resolution of a surface
plasmon spatial light modulator. We used experimen

FIG. 1. Modulation transfer function of an optically addressed spatial li
modulator based on a bismuth silicate–liquid crystal structure16 with a
modulation coefficient of 1:1—LD50; 2—LD58 mm.
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curves of the modulation transfer function14 to calculate the
lengthsLSP for the two directions of propagation of the su
face plasmons studied in Ref. 14 and we obtained~for our
assumed carrier spreading length of 2mm in a layer of amor-
phous silicon! 8.2mm ~for n525 line/mm! and 16.9mm ~for
n513 line/mm!, respectively.

To conclude, direct allowance for the diffusive spreadi
of the carriers in the photosensor part of an optically a
dressed, liquid-crystal spatial light modulator can be ma
by introducing the frequency-contrast characteristic of
photoconductor into the expression for the modulation tra
fer function of the spatial light modulator. For surfac
plasmon, optically addressed, liquid-crystal spatial lig
modulators, the propagation length of the surface plasm
is taken into account by introducing the frequency-contr
characteristic of the plasmon image reading system at
same time as that of the photosensor.
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Reduction in the critical conditions for instability of a highly charged droplet moving
relative to a medium
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It is shown that as the flow velocity of an ideal liquid flowing around a charged perfectly
conducting droplet of ideal liquid increases, the critical self-charge of the droplet at which
instability occurs decreases rapidly. ©1998 American Institute of Physics.
@S1063-7850~98!01007-6#
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Charged droplets moving relative to some medium
encountered in a wide range of problems in technical ph
ics, geophysics, and technology.1–3 However, whereas a con
siderable number of investigations have examined
breakup of free-falling droplets in the atmosphere,4 problems
involving the laws governing the buildup of instability i
droplets with respect to their self-charge and with respec
a tangential discontinuity in the velocity field at the fre
surface of the droplet have not yet been addressed. Sinc
critical conditions for the instability of capillary waves at
charged liquid surface in the presence of a tangential velo
field do not depend on viscosity,5 we shall examine model
of ideal liquids to simplify the following reasoning.

We shall assume that an ideal incompressible dielec
medium having the densityr1 and permittivity« moves at a
constant velocityU relative to a spherical droplet of radiu
R, comprising an ideal, perfectly conducting liquid of de
sity r2 , carrying the chargeQ, wheres is the surface ten-
sion at the interface of the media. We shall find the criti
conditions for instability of capillary vibrations of the drople
under these conditions.

We shall solve the problem in a spherical coordin
system with its origin at the center of the droplet using
linear approximation with respect to a perturbationj(u,t) of
the free surface of the droplet caused by thermal capil
waves and having peak values of;1028 cm. The equation
for the free surface of the droplet has the formr (u,t)5R
1j(u,t).

The expression for the velocity field of the irrotation
liquid flow around the unperturbed droplet has the form6

V~r !52
R3

2r 3 @3n~U•n!2U#1U. ~1!

We shall assume that the wave motion in the droplet
in the surrounding medium is irrotational, with the harmon
velocity potentialsC1 ,C2 , and the electrostatic potentialF
satisfying the problem

DC i50; ~ i 51;2!; DF50;

r→`: ¹C15U; F→0;

r 50: ¹C250;
5231063-7850/98/24(7)/2/$15.00
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r 5R1j:
]j

]t
1

1

r 2

]C1

]u

]j

]u
5

]C1

]r
;

]j

]t
5

]C2

]r
;

2r1

]C1

]t
1r2

]C2

]t
2r1~¹C1!

22PQ1Ps50;

F5const;

Ps~j!52
s

R2 ~21DV!j;

PQ52
Q2

2p«R4 j1
Q2

4p«R4

3(
n

~n11!Yn~m!E
21

1

jYn~m!dm,

whereDV is the angular component of the Laplace opera
in spherical coordinates.

We shall seek the solution of this problem in the line
approximation with respect to the surface perturbationj ~as
was done for the similar problem of the Helmhol
instability6! in the form

C1~r ,t !5w1(
n

Anr 2~n11!Yn~m!exp~St!;

C2~r ,t !5(
n

Bnr nYn~m!exp~St!;

j~r ,t !5(
n

ZnYn~m!exp~St!.

Yn are spherical functions,An , Bn , and Zn are first-order
coefficients,w is the potential of the liquid velocity field~1!,
of zeroth order, and the quadratic term;(¹C1)

2 in the dy-
namic boundary conditions at the free surface of the liquid
retained because it containsw as a term.

This problem can easily be solved by convention
methods.5 In terms of dimensionless variables whereR51,
© 1998 American Institute of Physics
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s51, andr251, we obtain an infinite system of homog
neous algebraic equations for the amplitudes of the capil
vibrations of the droplet:

rU2KnZn222rUSLnZn211H S r

~n11!
1

1

nD
3S22rU2Mn1~n21!@n122W#J
3Zn2rUSInZn111rU2JnZn1250, ~2!

W[
Q2

4p«
; Mn[

9anan21

2n
1

9bnan11

2~n12!
;

Kn[
9anan21

2n
; Ln[

~9n16!an

2n~n11!
;

I n[
~9n112!bn

2~n11!~n12!
; Jn[

9bnbn11

2~n12!
; r[r1 /r2 ;

an[
n~n21!

A~2n21!~2n11!
; bn[

~n11!~n12!

A~2n11!~2n13!
.

A necessary and sufficient condition for the existence
a solution of this system is that the determinant compose
the coefficients of the unknown amplitudesZn should be
zero. This constraint yields a dispersion equation for
problem which, neglecting mode interaction, has the sim
form

Sn
25@n~n21!@W2n12#2nrU2Mn#S nr

~n11!
11D 21

.

~3!

The droplet becomes unstable whenS2
2 passes through

zero and becomes negative. If this condition is satisfied,
amplitude of the dominant mode begins to increase expon
tially with time, which leads to the successive excitation
the amplitudes of higher-order modes3 and the droplet de-
cays according to the law described in Ref. 7. It can be s
ry

f
of

e
le

e
n-
f

n

from Eq.~3! that as the velocity of the flow around the dro
let increases, the critical Rayleigh parameterW5W* for the
onset of instability decreases rapidly:

W* 542rU2M2 .

This observation justifies renewed efforts to construc
physical model for the initiation of a lightning discharg
based on the idea of ignition of a corona discharge nea
free-falling large melting hailstone in a thundercloud8–10

consistent with the real conditions obtained in a thund
cloud ~using measured values of the charges on hailsto
the intracloud electric field, and the falling velocity of th
hailstones!.

To conclude, we note that the ideal liquid approximati
used for the analysis does not restrict the generality of
result since the critical conditions for instability of a dropl
with respect to its self-charge do not depend on the visco
of the liquid.
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An investigation was made of the charge and conducting properties of layers of insulator
obtained by molecular layering in Si–Al2O3–Al structures. No charge trapping in the insulator is
observed at 77 K when depleting voltages are applied to the structure. ©1998 American
Institute of Physics.@S1063-7850~98!01107-0#
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As the variety of semiconductors used in microelectro
ics increases, there is a need to obtain high-quality insula
layers at relatively low temperatures to prevent degrada
of the semiconductor surface. Layers of Al2O3 synthesized
by molecular layering are potentially useful from this po
of view.1,2

The aim of the present paper is to make a complex st
of the electrophysical properties of metal–insulato
semiconductor~MIS! structures with an Al2O3 insulator ob-
tained by molecular layering, using the capacitance–volt
and current–voltage characteristics.

For the experiments we used KE´ F-5 n-Si ~111! wafers
and KDB-10 p-Si(100) wafers. Silicon was chosen as t
substrate because the characteristics of a silicon–insu
interface depend only weakly on the synthesis temperatur
the insulator. In addition, the pretreatment stage of the s
strate surface has been developed most thoroughly for
con. As a result, the MIS structure had a fairly high-qual
interface ~the surface state density wa
;531011 cm22 eV21! which allowed us to study the elec
trophysical properties of the insulator and their depende
on the synthesis conditions.3

The samples were synthesized in the temperature ra
Ts5150– 310 °C using trimethyl aluminum and nitric oxid
(NO2). Aluminum contacts of 0.24 mm2 were deposited by
thermal deposition in vacuum.

The spread of the insulator thickness measured usin
LÉF-3 ellipsometer over a 60 mm diameter substrate w
less than 2%. The results of an investigation of the transm
sion spectra of the films show that the band gap does
exceed 6 eV. The composition of the synthesized films fr
ESCA data corresponds to Al2O3 stoichiometry~the atomic
ratio of the elements is Al/O50.7!. Electron diffraction
analyses revealed that the films are amorphous.
electrical strength of a layer of thicknessd5100 nm was
7.5 MV/cm.

The current–voltage characteristics of these structu
were linear when plotted as logJ vs E1/2. The depth of a
Poole–Frenkel center is 0.4 eV but the conduction mec
nism cannot be identified specifically because of the sm
range of measurable current~three or four orders of magni
tude!. Layers of Al2O3 with Ts5150 °C have the highes
resistivity and breakdown field strength. The low-frequen
5251063-7850/98/24(7)/2/$15.00
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permittivity of the Al2O3 layers decreases with increasingTs

from 7.0 to 5.0.
For all the samples, the initial fixed chargeQFB

0 in the
insulator was negative and decreased as the synthesis
perature increased. The capacitance–voltage character
exhibit an injection type of hysteresis.

The experimental dependences of the chargeQFB

trapped during the action of the field, the integrated den
of surface states, and the hysteresis of the capacitan
voltage characteristic as a function of the polarizing fie
Ep5Vp /d ~Vp is the voltage applied to the metal electro
for 1 min! are complicated for Si–Al2O3–Al structures with
different parameters.

With a positive gate voltage, the negative charge in
insulator of n-Si structures increases with increasingVp

~Fig. 1a! as a result of trapping of electrons injected from t
semiconductor into the insulator.

Since structurally different materials may be formed
different temperaturesTs , the observed dependence ofQFB

on Ts for Vp.0 may be attributed to an increase in th
barrier for the electrons at the semiconductor–insulator c
tact asTs increases.

The behavior ofQFB(Ep) for Ep,0 is qualitatively dif-
ferent ~the polarity of the trapped charge is reversed as
field intensity increases! and depends strongly onTs . The
nonmonotonic behavior ofQFB(Ep) may be attributed to bi-
polar injection of carriers in the Al2O3.

Annealing the samples immediately after deposition
the insulator reduced the trapped charge.

The dependence ofQFB on the polarizing strengthEp

differs qualitatively at 300 and 77 K because forEp,0 and
T577 K the value of QFB varies very little down to
Ep;27 MV/cm, after which the initial negative charg
shows a slight decrease~Fig. 1b!. The absence of a negativ
charge buildup in then-type Si structure~as atT5300 K in
strong fieldsEp,0! can be attributed to the temperature d
pendence of the level of electron injection from the me
electrode into the insulator. As a result, at 77 K the inject
current is so small that over the polarization time, the el
trons captured by traps do not have time to create any ap
ciable charge. However, the low concentration of holes~mi-
nority carriers! and the longer times taken to form th
inversion layer inn-Si at this temperature, have the resu
© 1998 American Institute of Physics
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that no positive charge builds up forVp,0. This factor also
explains the absence of electron trapping in thep-Si struc-
ture at positive voltages~Fig. 2a!. An increase in the polar
ization time leads to a buildup of charge in the insulator~Fig.
2b!. At negative gate voltages, positive charge accumula
in this structure as a result of trapping of holes injected fr
the semiconductor into the insulator and atVp.0 and
T5300 K, the negative charge increases as a result of in
tion of electrons from the metal.

Thus, although traps are present in the bulk of the in
lator, at fairly low temperature no charge trapping is o
served in the insulator over a fairly long period~tens of min-
utes! at depleting polarizing voltages~up to breakdown
levels! as a result of the low level of carrier injection into th
insulator. This opens up additional possibilities for inves

FIG. 1. Trapped charge density versus field strength inn– Si–Al2O3–Al
structure atT5300 K ~a! and 77 K ~b!. Ts : 1—150 °C; 2—200 °C;
3—240 °C; 4—310 °C.
s

c-

-
-

-

gating insulating heterostructures obtained by molecular
ering ~insulating layers imbedded in the bulk of the Al2O3!
since the charge properties of these structures will only
determined by the characteristics of the embedded layers
their interfaces.

1V. B. Aleskovski and V. E. Drozd, Acta Polytech. Scand.195, 155~1990!.
2V. E. Drozd, A. P. Baraban, and I. O. Nikiforova, Appl. Surf. Sci.83, 583
~1994!.

3S. G. Sazonov, V. E. Drozd, Z. N. Zuluev, and O. E. Nikiforova,
Proceedings of the International Scientific-Technical Conferen
‘‘Dielectrics-97,’’ St. Petersburg, 1997@in Russian#, p. 66–68.

Translated by R. M. Durham

FIG. 2. Trapped charge density versus field strength~a! and polarization
time ~b! in p– Si–Al2O3–Al structure: 1—T577 K, QFB

0 521
31011 cm22; 2—T5300 K, QFB

0 52631011 cm22; 3—T577 K,
Vp530 V.
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Diffraction of low-energy electrons at a rippled surface
S. A. Knyazev and V. E. Korsukov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted November 28, 1997!
Pis’ma Zh. Tekh. Fiz.24, 64–69~July 12, 1998!

An analysis is made of a kinematic model of the scattering of low-energy electrons at a one-
dimensional periodic toothed structure simulating a rippled surface. Calculations of the
intensity profiles of the diffraction peaks are made for periodic systems of identical symmetrical
triangular teeth with a variable number of atoms on each generatrix of the tooth and
various angles of inclination of the generatrices to the horizontal. The main effect observed as a
result of scattering at a periodic toothed structure involves broadening or splitting of the
diffraction peaks compared with the diffraction patterns from a smooth chain of atoms.
© 1998 American Institute of Physics.@S1063-7850~98!01207-5#
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In low-energy electron diffraction analyses of the tran
formation of the surface structure of Ge~111! and mica dur-
ing stretching and bending of the crystals, we obser
broadening, which was quasireversible with loading, a
splitting of the peaks in the diffraction patterns.1,2 It was
shown by high-energy electron diffraction and scanning t
neling microscopy1,3 that under deformation, the single
crystal surface is transformed to the polycrystalline a
nanocrystalline state. This is accompanied by the appear
of a rough surface relief~protrusions and indentations o
varying scale are observed, ranging from atomic terrace
extended hillocks and indentations with depths between
and 1000 nm!. Thus, the process of mechanical loading
crystals may be viewed as involving the formation of sh
low sections with different orientations to one another, a
as one variant, the formation of a rippled surface structu
f

.
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t
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This gives rise to the problem of diffraction of low-energ
electrons at a periodic surface structure. The aim of
present study is to determine how the transition from
smooth to a rippled surface influences the intensity profile
the diffraction peaks on the low-energy diffraction pattern

For a rippled surface the diffraction conditions in th
direction of the grooves are the same as those for a pla
surface. Thus, diffraction at a rippled surface—the intens
of the electron scattering at this structure—may be simula
by the scattering at a one-dimensional atomic chain hav
the same profile as the rippled surface and the angular
tribution of the intensity need only be considered in the
rection of this chain. The intensity of the diffraction pea
was calculated using a kinematic approximation for a o
dimensional periodic toothed structure with triangular sy
metric teeth which gives
I 5U exp i ~2Nap/l~cosw sin~u!1sin w~cos~u!11!!!21

exp i ~2ap/l~cosw sin~u!1sin w~cos~u!11!!!21

1
exp i ~2~N21!ap/l~cosw sin~u!2sin w~cos~u!11!!!21

exp i ~2ap/l~cosw sin~u!2sin w~cos~u!11!!!21
21U2

3u~sin~2M ~N21!ap/l cosw sin~u!!/~sin 2~N21!ap/l cosw sin~u!!u2.
lly
his
om-
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The number of atomsN on one generatrix is the number o
scattering atoms,M is the number of teeth,a is the distance
between neighboring atoms,w is the angle of inclination of
the generatrix to the horizontal, andu is the scattering angle

Figure 1 shows how the angular dependence of the
tensity of the diffraction peaksI (u) changes in the transition
from a smooth horizontal chain of atoms~Fig. 1a! to a
toothed structure with few atoms per generatrix (N54) and
a comparatively large number of teeth (M520) ~Fig. 1b!,
and then to a structure with many atoms per genera
(N520) and few teeth (M54) ~Fig. 1c!. It can be seen tha
n-

ix

the transition to structures with more teeth substantia
changes the diffraction pattern. For the first structure, t
pattern is a set of isolated peaks and for the second, it c
prises a set of peaks split into various sub-peaks.

In order to explain the nature of the diffraction pea
observed for scattering at a toothed structure, we constru
a series ofI (u) graphs for various angles of inclination o
the tooth generatrices. For a small anglew(1°) the diffrac-
tion pattern forN54 andM520 contains peaks consiste
with the diffraction from a smooth horizontal chain. An in
crease in the number of atoms per generatrix to 20 sign
© 1998 American Institute of Physics
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FIG. 1. Angular distribution of the intensity for diffraction
at a one-dimensional chain,Er5120 eV, 1—electron
beam; a—horizontal atomic chainM3M580; b—toothed
structure, w56, N54, M520; c—toothed structure,
w56, N520, M54.
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cantly transforms the diffraction pattern: the peaks beco
split, their intensity drops appreciably, and the diffracti
pattern varies abruptly with the electron energy. As a re
of changing fromw56° to w513° ~N54, M520!, the
structure of the diffraction pattern becomes sparser, the
gular position of the diffractions peaks shifts, these pe
separate into individual groups, and their intensity varies r
idly with Ep . As the number of atoms per tooth generat
increases~N520, M54!, the peak corresponding to spec
e

lt

n-
s
-

lar reflection from the generatrices becomes more clearly
fined.

A series ofI (u) graphs was constructed as a function
the number of teeth. Figure 2 gives the diffraction patte
obtained for diffraction at one, two, and twenty tee
~N54, w56°, Ep5120 eV!. All the curves were normal-
ized relative to the structure with one tooth. The resu
clearly show that the diffraction structure is formed by sc
tering at one tooth and increasing the number of teeth in
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periodic structure to twenty merely reduces the angu
width of the diffraction peaks. Similar results were obtain
for other values ofN andw.

In order to identify the nature of the diffraction pea
formed by scattering at one tooth, we calculatedI (u) for
various numbers of atoms per generatrix. The calculati
showed that changingN from two to four appreciably alters
the diffraction pattern. An increase in the number of ato
on the generatrix (N510– 20– 50) leads to the formation o
a stable angular distribution of diffraction peaks. A compa

FIG. 2. Angular distribution of intensity for various numbers of teeth. A
the curves are normalized to one tooth.1—one tooth,2—two teeth, and
3—twenty teeth.
r

s

s

-

son between the angular position of these peaks and the
sition of the diffraction peaks from a smooth chain of atom
positioned at angles2w and1w to the horizontal~in accor-
dance with the generatrices of the tooth! showed that the
angular position of the peaks for diffraction at one tooth m
be ascribed to the~00!, ~10!, and ~01! peaks obtained by
diffraction from two smooth atomic chains inclined to th
horizontal at angles similar to the generatrices of the too

This set of calculations shows that even a simple o
dimensional kinematic model of electron scattering at
toothed surface predicts an appreciable transformation of
low-energy diffraction patterns from a rippled surface co
pared with those for a smooth surface. These changes ma
involve broadening and splitting of the diffraction peaks. F
toothed structures containing a considerable number of
oms per generatrix, the angular broadening of the peaks
be estimated as the angle of inclination of the tooth gene
trix to the horizontal. These results can be used to estim
the parameters of rippled structures formed as a result of
deformation of single crystals from the changes in the lo
energy electron diffraction patterns from the loaded surfa

1V. E. Korsukov, S. A. Knyazev, A. S. Luk’yanenkoet al., Fiz. Tverd.
Tela ~St. Petersburg! 38, 113 ~1996! @Phys. Solid State38, 60 ~1996!#.

2S. A. Knyazev, V. E. Korsukov, and B. A. Obidov, Fiz. Tverd. Te
~St. Petersburg! 36, 1315~1994! @Phys. Solid State36, 718 ~1994!#.

3S. N. Zhurkov, V. E. Korsukov, A. S. Luk’yanenko, B. A. Obidov, an
A. P. Smirnov, JETP Lett.51, 370 ~1990!.

Translated by R. M. Durham
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Criteria for the existence of generalized surface spin waves
S. V. Tarasenko

A. A. Galkin Physicotechnical Institute, Donetsk
~Submitted April 17, 1997; resubmitted February 25, 1998!
Pis’ma Zh. Tekh. Fiz.24, 70–75~July 12, 1998!

A criterion for the existence of generalized surface spin waves is proposed on the basis of an
analysis of the dipole-exchange surface spin dynamics of a tangentially magnetized,
semibounded, easy-axis antiferromagnet. ©1998 American Institute of Physics.
@S1063-7850~98!01307-X#
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For a normally magnetized, semibounded, easy-axis
romagnet~antiferromagnet! it was shown in Refs. 1 and 2
that hybridization of the magnetic dipole and exchan
mechanisms for dispersion of the magnetic vibrations i
bounded crystal may result in the formation of a dipo
exchange, generalized surface~quasi-surface! spin wave,
propagating along the boundary of the magnet, which is
achieved in the pure-exchange or in the magnetostatic
proximation. So far however, the criterion which the dipo
exchange dynamics of an unbounded magnet must satisf
a generalized surface spin wave to form at its boundary
mains unclear.

In the present paper an analysis is made of the condit
for the formation of dipole-exchange surface spin waves
semibounded easy-axis antiferromagnet (Cr2O3) and it is
shown for the first time that the criterion for the existence
a generalized surface spin wave may be the presence of
tions of maximum negative curvature on the isofrequen
surface of the normal spin vibrations of an unbounded m
net and their specific spatial orientation relative to the norm
to the surface of the magnet and a certain direction of pro
gation. By way of example, an analysis is made of a tw
sublattice~M1,2 is the sublattice magnetization,uM1u5uM2u
5M0! model of an easy-axis antiferromagnet~0Z is the easy
axis!. In this case, the density of the thermodynamic pot
tial W of the easy-axis antiferromagnet may be represen
in terms of the vectors of ferromagnetismm and antiferro-
magnetisml in the form

W5
d

2
m21

a

2
~“ l!22

b

2
l z
22M ~H1Hm!,

m5
M11M2

2M0
, l5

M12M2

2M0
, ~1!

where d, a, and b.0 are the constants of homogeneo
exchange, inhomogeneous exchange, and uniaxial an
ropy, respectively,HiOY is the external magnetic field an
Hm is the field induced by magnetic-dipole interaction. T
dipole exchange dynamics of this model of a magnetic m
dium is known to be described by a closed system of eq
tions consisting of the Landau–Lifshitz equations for t
vectorsm and l and the magnetostatics equations. Assum
that the easy-axis antiferromagnetic medium occupies
half-spacex,0 (niOX'H), this system of dynamic equa
5301063-7850/98/24(7)/3/$15.00
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tions should be supplemented by the corresponding boun
conditions. If the spins at the surface of the easy-axis a
ferromagnet are free~m̃, l̃ are small deviations of the vector
m and l from their equilibrium orientation!, the system of
boundary conditions which must be satisfied by a dipo
exchange surface spin wave localized at the interface
tween the magnetic and nonmagnetic media (x50) may be
represented in the form

]m̃

]x
5

] l̃

]x
50; Bmn5Bn; @Hmn#5@Hn#;

um̃u, fmu l̃ u→0 for x→2`;

f→0 for x→`, ~2!

whereBm , Hm , fm ~B,H,f! are respectively the magneti
induction vector, the magnetic field vector, and the mag
tostatic potential in a magnetic~nonmagnetic! medium. It is
well-known that in this model of an easy-axis antiferroma
net, neglecting the finite dimensions of a real magne
sample, the antiferromagnetic resonance spectrum consis
two branches which, according to their mode of excitation
the microwave field h, can be divided into a quasi
ferromagnetic mode (vF), linearly excited and withh'H,
and a quasi-antiferromagnetic mode (vAF) linearly related to
hiH. For simplicity and conciseness, we shall subseque
assume that the external fieldH is such that

vF@vAF . ~3!

In this case, the indirect coupling of these modes of an
bounded crystal via the magnetic-dipole interaction field c
be neglected and the surface dipole-exchange spin dyna
of a semibounded easy-axis antiferromagnetic can be in
tigated merely in terms of the quasi-antiferromagnetic mo
of the spin-wave excitation spectrum (u l̃ x,zu,um̃yu). Then the
corresponding characteristic equation determining the w
vector component of the magnetic vibrationsk(kx) normal to
the surface, as a function of the experimentally determin
frequenciesv, k' , andc ~cosc5ky /k' , k' is the wave vec-
tor component of the spin vibrations tangential to the int
face of the media!, may be expressed in the form
© 1998 American Institute of Physics
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kx
41Akx

21B50; A52k'
2 2

v22ṽ0
2

c2 ;

B5k'
2 S c2k'

2 1R̃2v21ṽ0
2

c2 D ;

R̃5v0
2ẽ; ṽ0

25v0
21 ẽc2k'

2 , ~4!

where R̃5v0
2ẽ; here ẽ5(4pM0 /HE)cos2 c and

v0
2'g2(2HEHA2HAH2/2HE); c25g22HE(12H2/

(2HE)2)aM0 , g is the gyromagnetic ratio,HE and HA are
the fields of intersublattice exchange and uniaxial anisotro
respectively, andHE@HA . Since relation~4! is a biquadratic
equation forkx , it can be confirmed that all possible mod
of dipole-exchange linear magnetic vibrations propagating
the plane of an easy-axis antiferromagnetic film in the lim
~3! are bipartial spin-wave excitations. Thus, the amplitu
structure of the small vibrations of the magnetostatic pot
tial fm ~for an easy-axis antiferromagnet! along the normal
to the interface is given in the form

fm5A1 exp~ ivt2q1x!1A2 exp~ ivt2q2x!,

q2[2kx
2 , ~5!

where A1,2 are arbitrary constants determined from t
boundary conditions

Formulas~4! and~5! can be used to classify the possib
modes propagating along the surface of an easy-axis an
romagnet withniOX as a function of their conditions o
localization near the interface between the magnetic and n
magnetic media, which are determined from Eq.~4! by the
character of the rootsqj

2 ( j 51,2) on the plane of the externa
parametersv andk' for givenc ~see Fig. 1!. It follows from
Eqs. ~4! and ~5! that in the region of existence of dipole
exchange surface spin waves~region I! or volume spin
waves~region II! on the plane of the parametersv, k' , and
c, the inequalitiesq1,2

2 .0 or q1,2
2 ,0, respectively, are satis

FIG. 1. Possible modes of dipole-exchange spin-wave excitations
bounded easy-axis antiferromagnet withniOX, HiOY, liOZ as a function
of the frequencyv and the wave vector component tangent to the magn

surfacek' : f 15ṽ0
21R̃1c2k'

2 , f 65ṽ0
262AR̃ck' ; ck* 5AR̃.
y,

n
t
e
-

r-

n-

fied. In the regions of existence of dipole-exchange gene
ized surface spin waves~region III! and evanescent surfac
spin waves ~region IV!, the conditions q1

25(q2
2)* and

q1
2.0, q2

2,0, respectively, hold~‘‘ * ’’ indicates complex
conjugation!. The condition for nontrivial solvability of the
system~2!, ~4!, and ~5! determines the implicit form of the
dispersion law for the exchange-dipole surface spin wa
propagating along the free boundary of an easy-axis ant
romagnet withH'n' l. In the long-wavelength limit with
the additional constraintc2g!R̃, this dispersion relation can
be obtained in the explicit form

v25ṽ0
21c2~k'

2 1g~k'!!; g~k'→0!→0;

g~k'!52k'A R̃

c21k'
2

2SAk'A R̃

c21k'
2 1

R̃

4c22
1

2
A R̃

c2D 2

. ~6!

Comparing formula~6! with the regions of existence of th
possible types of exchange-dipole modes of spin-wave e
tations shown in Fig. 1, it can be concluded that the surf
spin wave~6! for k'!k* is a generalized surface spin wav
Now for fixedc formula ~4! is used to analyze the change
the curvature of the isofrequency surfaceK(u)(cosu
5kx /k,k25kx

21k'
2) of the quasi-antiferromagnetic mode o

the spectrum of normal spin vibrations of an unbounded
tiferromagnet~4! as a function of the external parameterv.
For this purpose an analysis is made of the shape of the c
obtained by intersection of the isofrequency surface with
plane in which the vectorsn andk' lie. This analysis shows
that for v2,v0

21R̃(21 ẽ), u50,p in the direction of
propagation of the generalized surface spin wave being s
ied, sections with maximum negative curvatureK(u) form
on this curve:

K~u50,p!,0. ~7!

It is easily confirmed that for the dipole-exchange gene
ized surface spin waves studied in Refs. 1 and 2, a sim
relation is found between the conditions for the existence
a generalized surface spin wave and the sections of m
mum negative curvature on the curve obtained by inters
tion of the isofrequency surface of the normal spin vibrati
of an unbounded magnet with the plane in which the vect
n andk' lie. Thus, this criterion can be applied to specify t
conditions required for the formation of a generalized surfa
spin wave of the dipole-exchange or elasto-exchange typ
calculating the dipole-exchange~elasto-exchange! magnon
spectrum of an unbounded magnet.

We have so far considered the case withHyÞ0 in which
condition~3! is satisfied between the antiferromagnetic re
nance frequencies of an unbounded ferromagnet. We s
now assume that the condition opposite to~3! is satisfied
between the quasi-ferromagnetic and quasi-antiferrom
netic branches of the antiferromagnetic resonance spec
of this magnet, which is possible forHiOX( liOZ). The cal-
culations show that if the magnetic-dipole mechanism of
teraction between the quasi-ferromagnetic and qu
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antiferromagnetic modes of the spectrum of an easy-
antiferromagnet is neglected for the same relative orie
tions of the vectorsn,l,k' , the dipole-exchange generalize
surface spin wave determined above is as before the resu
the normal quasi-antiferromagnetic mode of an unboun
crystal being localized near the surface of the magnet. N
however, its spectrum~6! will lie at a higher frequency than
that of the quasi-ferromagnetic mode of antiferromagne
resonance and hence the surface spin wave~6! will now be
an evanescent generalized spin wave since it generates q
ferromagnetic bulk spin waves as it propagates. Thus,
pending on whether the low- or high-frequency mode of
is
a-

of
d
,

ic

asi-
e-
e

spectrum of normal bulk magnons of an unbounded mag
is localized, criterion~7! is the condition for the existence o
generalized surface spin waves or an evanescent genera
surface spin wave, respectively.

For a metallized magnetic surface or completely a
chored spins dipole-exchange generalized surface spin w
of this type do not occur.

1R. E. De Wames and T. J. Wolfram, J. Appl. Phys.41, 987 ~1970!.
2B. A. Ivanov, V. F. Lapchenko, and A. L. Sukstanski�, Fiz. Tverd. Tela
~Leningrad! 27, 173 ~1985! @Sov. Phys. Solid State27, 101 ~1985!#.

Translated by R. M. Durham
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Use of magnetic field screening by high-temperature superconducting films to switch
microwave signals

T. M. Burbaev, S. I. Krasnosvobodtsev, V. A. Kurbatov, N. P. Malakshinov,
V. S. Nozdrin, and N. A. Penin

P. N. Lebedev Physics Institute, Russian Academy of Sciences, Moscow
~Submitted September 18, 1997!
Pis’ma Zh. Tekh. Fiz.24, 76–81~July 12, 1998!

The efficiency with which YBCO films screen an alternating magnetic field near the
superconducting transition was measured. In the decimeter range measurements were made of
the characteristics of a switch whose operating principle was based on the change in the
screening of an alternating magnetic field by a superconducting transition. ©1998 American
Institute of Physics.@S1063-7850~98!01407-4#
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The use of a superconducting transition to switch mic
wave signals usually implies a device with thin superco
ducting bridges whose normal-state resistance is sufficie
high to ensure that the switching element has a high qua
factor and to facilitate current control of the switch.1 Never-
theless, the normal-state resistance of the bridges is gene
less than 1000V, which leads to appreciable (>20%) active
losses. This limits the switchable power and thus the rang
application of these switches. However, there is anot
method of using a superconducting transition to switch s
nals which can almost eliminate losses in the switching e
ment over a fairly wide frequency range; this involves us
the screening properties of a superconducting plate. In
case, the switching coefficient will be determined by the d
ference in the screening properties in the superconduc
and normal states. In the first case, the screening is
maximum while in the second, it is determined by the co
ductivity and by the signal frequency.

We first note that the screening of an electromagn
wave incident normally on a superconducting plate will
efficient in the normal state, even for very thin films wi
d,1000 Å. Here, the condition for weak absorption
d!(2/z0s0), wherez05377 V ands0 is the bulk conduc-
tivity of the sample at low frequencies. This condition cann
be satisfied for superconductors.

For the screening of an alternating magnetic field
rected perpendicular to the plane of a superconducting p
the situation is different.

The transmission of the magnetic field by the sample
the normal state is determined by the relation between
sample thickness and the depth of penetrat
dp5(2/mm0vs0)1/2. This difference is attributed to th
boundary conditions at the surface where, in this case,
magnetic field has an antinode while the electric field ha
node.2 The condition d!dp yields the inequality f
!(pd2z0

2«0)21, which determines the frequency rang
where the superconducting sample in the normal state wil
almost transparent to the alternating magnetic field. For
high-temperature superconducting films an estimate givef
!1.731013 Hz.
5331063-7850/98/24(7)/3/$15.00
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Our prototype switch consisted of a strip line fitted wi
magnetic coupling loops which was screened by a hi
temperature superconducting film. The switch is shown sc
matically in Fig. 1 which gives a block diagram of the me
suring apparatus. The device was designed to be inserted
portable helium Dewar. The temperature of the sample w
measured with a thermocouple. Measurements of the tr
mission coefficientKT5(S1 /S2) and the switching coeffi-
cient Ks5(KTN /KTS) were made in the frequency rang
0.01–300 MHz using SMV6.1 and SMV8.5 measuring d
tectors. HereS1 andS2 are the signals on entry to and at th
exit from the switching device andKTN and KTS are the
transmission coefficients in the normal and superconduc
state of the high-temperature superconducting film, resp
tively. The signal generator was either the built-in calibrati
oscillator of the measuring detector or, when higher pow
were required, a G4-37A generator.

Figure 1 shows the system used to measure the sw
ing coefficient with the switch controlled by current pulse
For measurements of the transmission coefficient, the sig
from the measuring detector4 was fed directly to theY input
of an automatic plotter7. Measurements of the transmissio
coefficient in the absence of the superconducting filmK0 and
with the coupling loop screened by copper foil of the sa
area as the high-temperature superconducting filmKCu at
frequencies>10 MHz, at which the depth of penetration o
the copper is substantially less than the thickness of the
showed that the maximum switching coefficientKSmax

5(K0 /KCu) is 12 dB. This value is determined by the desi
characteristics and is mainly limited by ‘‘leakage’’ of mag
netic field beneath the screen through the insulating s
strate, which is sandwiched between the superconduc
film and the coupling loop.

We investigated YBCO films 1500 Å thick fabricated b
laser deposition3 on strontium titanate substrates. In the fr
quency range used the electrical properties of the subs
influenced the results negligibly, no difference being o
served in the transmission coefficient with the film in t
normal state and without the film.
© 1998 American Institute of Physics
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Figure 2 gives temperature dependences of the rela
transmission coefficient measured at different frequenc
The absolute value ofKT increases with the square of th
frequency and at 100 MHz in the open~normal! state of the
superconducting screen is230 dB. Also plotted is the mea
sured dependence of the dc resistance of the film.

It can be seen that as the measurement frequency
creases, the onset of screening, caused by the appearan
the superconducting phase with decreasing temperatur
shifted toward higher temperatures. At the same time,
reduction in the dc resistance with decreasing tempera
begins at temperatures higher than that at which magn
field screening appears.

The dependences observed for different types of fi
exhibit different behavior of the screening curves at differ
frequencies. For YBCO films the slope of the magnetic fi
transmission increases with decreasing frequency, whe
for BiSrCaCuO films and single crystals, the dependen
are almost independent of frequency—the curves are sh
in temperature without any significant change in profile.4

FIG. 1. Schematic of apparatus:1—rf generator,2—switching device,
a—superconducting film with current contactsb, c—thermocouple,3—
control current pulse generator,4—measuring detector,5—oscilloscope,
6—dc microvoltmeter,7—automatic xy plotter, and8—synchronous pulse
voltmeter.

FIG. 2. Temperature dependences of the transmission coefficient at freq
cies:1—1 MHz, 2—30 MHz, 3—100 MHz,4—300 MHz,5—dc resistance
of film.
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Our ac measurements of the temperature dependenc
the electrical conductivity of the films revealed no significa
differences in the curves obtained at different measurem
frequencies, which could explain the magnetic field scre
ing results. We thus postulate that the observed freque
shift effect is attributable to the response time required
the alternating magnetic field to polarize the thermally e
cited vortices which form in quasi-two-dimension
superconductors5 and combine to form pairs rotating in op
posite directions at temperatures slightly below the superc
ducting transition.

Figure 3 gives the temperature dependence of
switching coefficient measured at a frequency of 100 M
for a YBCO film switch. Also plotted is the temperatur
dependence of the transmission coefficient at this freque
A comparison of the curves shows that the control curr
required for complete switching is 1.6 A at an operati
temperature of 87 K. Smaller control currents do not g
complete switching because of the finite width of the sup
conducting transition and the extremely large dimensions
the film, 10310 mm. At some expense in switching spee
the control signal power can be reduced in principle by c
trolling the temperature of the superconducting element.

To assess the operating capability of the switch at
evated signal powers, we used an inverse switching circu
which the signal was fed to the feedback loop and the co
ficient of transmission to the main line was measured. T
ensured the maximum magnetic flux through the superc
ducting film and a low absorbed power in the matched lo
connected to the main line. Measurements made at 400
revealed no substantial change in the temperature de
dence of the transmission coefficient when the signal po
was raised to 2 W, except for a small temperature shift of
curve, not exceeding 1 K, which was evidently caused by
sample being heated by the power dissipated in the load

These results show that the screening of an alterna
magnetic field by superconducting films may be of inter

en-

FIG. 3. Switching coefficient versus temperature at 100 MHz for con
currents:1—1.6 A, 2—0.8 A, 3—0.4 A, 4—0.2 A, 5—0.08 A. The dashed
curve gives the temperature dependence of the transmission coefficien
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for the practical development of superconducting switc
for elevated-power microwave signals.

This work was supported by the ‘‘Superconductivity
program, Project No. 96081.
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Theory of the thermoelastic generation of mechanical vibrations in internally stressed
solids by laser radiation

K. L. Muratikov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted February 25, 1998!
Pis’ma Zh. Tekh. Fiz.24, 82–88~July 12, 1998!

An investigation was made of the behavior of transient deformations in solids with internal
stresses exposed to time-modulated laser radiation. The nonlinear theory of thermoelasticity is used
to propose a model for the excitation of mechanical stresses which takes account of the
stress dependence of the thermoelastic coupling parameter. An expression is derived for the electric
signal recorded by a piezoelement when mechanical vibrations are generated in a uniformly
deformed sample. The results are compared with existing experimental data and show qualitative
agreement. ©1998 American Institute of Physics.@S1063-7850~98!01507-9#
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An interesting line of research into the thermoelastic
fect concerns the possible use of this effect to record
chanical stresses in solids.1–5 Various experimental data hav
now been obtained for metals1,4,5 and ceramics2,3,6 as confir-
mation of this possibility. However, the mechanism resp
sible for the influence of mechanical stresses on the resul
laser thermoelastic measurements has not been adequ
clarified. In Ref. 4, a model was proposed for the format
of the thermoelastic signal, where its dependence on the
chanical stresses was mainly attributed to the dependenc
the thermophysical parameters of the material on th
stresses. In Ref. 6, however, it was shown that in cerami
strong dependence of the thermoelastic signal on the res
stresses may be observed, even in the absence of any a
ciable changes in their thermophysical properties.

Thus, the present paper proposes a model for the for
tion of the thermoelastic signal generated by laser radia
in solids which is capable of explaining these characterist
An important difference is that this model assumes that
thermoelastic coupling coefficient depends on the mech
cal stresses. Such a dependence was noted previously fo
coefficient of thermal expansion7 and for the elastic
modulus.8 Since the coefficient of thermoelastic coupling
isotropic solids is the product of these quantities, it is imp
tant to include this dependence in the thermoelastic coup
coefficient.

The generation of mechanical vibrations by laser rad
tion in mechanically stressed solids is analyzed in terms
nonlinear mechanics with initial deformations.9 We shall as-
sume that the initial deformations are not small. Thus,
shall assume that the displacement vector of points in
solid is given in the form

u~r !5r1U~r !1Du~r !, ~1!

whereU~r ! describes the initial deformation andDu~r ! is the
displacement of the solid particles caused by the thermoe
tic deformations under action of the laser radiation.

The equation of motion for the elements of the solid
nonlinear mechanics10 can be expressed in the form
5361063-7850/98/24(7)/3/$15.00
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]Pik

]xk
5r0Düi , ~2!

where Pik5(]ui /]xm)tkm is the Pioli–Kirchhoff tensor,
tkm is the stress tensor which is related to the inter
energy density W of the solid by tkm5]W/]ukm ;
ukm5 1

2(]uk /]xm 1 ]um /]xk 1 ]ul /]xk]ul /]xm) is the de-
formation tensor, andr0 is the density of the solid in the
initial state.

The energy density of the deformed solid may be e
pressed as the sumW5W11W2 ~whereW1 is the mechani-
cal energy density andW2 is the energy density associate
with the thermoelastic deformations!. Here it is assumed tha
the solid is initially isotropic and its mechanical energy co
ponent is determined by the Murnaghan model.11 For the
thermoelastic energy density we shall assume by ana
with Ref. 7 that the thermoelastic coupling coefficient d
pends on the deformation tensor and this dependence is
ear. We shall also assume that the strainsDuik created as a
result of the action of laser radiation on the object are sm
Under these conditions, the thermoelastic energy den
may be expressed in the following form, to within line
terms inDuik

W252g0~d ik1bUik!Duik~T2T0!, ~3!

where g0 is the thermoelastic coupling coefficient for th
nondeformed solid,b is a coefficient which determines th
dependence of the thermoelastic coupling on the ini
strain, andT0 is the ambient temperature.

Note that forb50 equality~3! reduces to the usual ex
pression for the thermoelastic energy density of an isotro
solid. Expressions~2! and~3! can be used to obtain the equ
tion of motion for the displacement vector of the particles
a solid in which mechanical vibrations are excited by la
radiation as a result of the thermoelastic effect. Here
confine our analysis to a uniformly deformed solid with t
components of the initial deformation vector defined
Ui5A( i )xi ~A( i ) are constants characterizing uniform defo
mation in different directions!. We shall also assume that th
displacement vectorDu and the temperature fluctuationsDT
© 1998 American Institute of Physics
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in the solid are small quantities and we shall use these
linearize the equations of motion. Without going into t
details of the calculations, we give the final result for t
vector componentsDui . Using expressions~2! and ~3!, we
obtain the following equations

f k
~ i !

]2Dui

]xk]xk
1hk

~ i !
]2Duk

]xk]xi
5g~ i !

]DT

]xi
1r0Düi , ~4!

where f k
~ i !5F tkk

~0!1
~11A~ i !!2

2
~b1nUii 1nUkk!G ,

b52m1~2m2n!Upp ,

hk
~ i !5~11A~ i !!~11A~k!!

3Fcii 12mUkk1
1

2
~b1nUii 1nUkk!G ,

g~ i !5g0~11A~ i !!~11bUii !,

cii 5K2 2
3m12(l 2m1 n/2)Upp1(2m2n)Uii , tkk

(0) are the
components of the initial deformation tensor,K andm are the
bulk modulus and the shear modulus of the material, anl ,
n, andm are the Murnaghan constants.

Note that on the right-hand sides of the expressions
f k

( i ) , hk
( i ) , cii , andg( i ), summation is not performed over th

repeated indices. Equation~4! can be used to determine th
strain in a solid provided that the temperature distribut
created by the exciting laser radiation is known. Here
shall assume that the appearance of internal stresses
object does not cause appreciable changes in its the
physical parameters. A similar situation has been obser
experimentally in various ceramics.6 We shall also assum
that the surface of the sample is uniformly illuminated
laser radiation and the radiation is harmonically tim
modulated.

In addition to the temperature distribution, the bounda
conditions must also be defined to solve Eq.~4!, these being
determined by the method of recording the varying deform
tions in the object. Here we consider the case where th
deformations are recorded by a piezoelement connecte
the sample~see Fig. 1!. To determine the varying deforma

FIG. 1. Geometric configuration of sample and piezoelement:1—sample
and2—piezoelement.
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tions generated by the laser radiation, the boundary condi
on the upper surface of the sample may be considered t
defined at the free surface. At the interface between the
ject and the piezoelement, we use the condition for conti
ity of the normal component of the stress vector at the in
facez5 l . In addition, to simplify the problem, we adopt th
assumption made in nonlinear mechanics that the boun
conditions at a deformed surface may be replaced by thos
an undeformed surface.12

The requirement for continuity of the normal compone
at the sample–piezoelement interface allows us to find
signal recorded by the piezoelement. This involves determ
ing the component of the displacement vectorDu3(z,t)
~Refs. 4 and 5!. Assuming that the exciting laser radiation
harmonically modulated, we can express this componen
the form Du(z,t)5Du(z,v)eivt ~where v is the angular
modulation frequency!. Then, using Eq.~4! and the boundary
conditions specified forDu3(z,v) we obtain the following
result:

Du3~z,v!52
U3

~0!e2s l

cosQl
cosQz

1Fg0~11A~3!!~11bU33!

f 3
~3!1h3

~3! DTs1sU3
~0!G

3sin Q~z2 l !1U3
~0!e2sz, ~5!

where U3
(0)52@g0s(11A(3))(11bU33)/( f 3

(3)1h3
(3))s2

1r0v2#DTs , s5(11 i )Av/2¸, ¸ is the thermal diffusivity
of the sample,Q5Ar0v2/ f 3

(3)1h3
(3), andDTs is the ampli-

tude of the temperature fluctuations of the sample surfac
The mechanical and electrical characteristics of the

ezoelement are related by well-known equations.13 Then, us-
ing the condition for continuity of the normal stress comp
nent at the sample–piezoelement interface, we obtain
following expression for the voltageV(v) of the electric
signal at the output of the piezodetector:

V~v!52
«~T!l 1

C~ET!«~ST!1e~T!2 ~ f 3
~3!1h3

~3!!
]Du3

]z U
z5 l

, ~6!

whereC(ET), « (ST), ande(T) are the piezoelectric characte
istics determined as in Ref. 13.

Expression~6! can be used to determine the piezoelect
signal under fairly general conditions. However, the analy
is confined here to the case where the modulation freque
of the exciting radiation is not too high, so that the conditi
Ql!1 is satisfied. We shall also assume that the sampl
fairly thick in thermal terms, i.e.,s l !1. Then, using expres
sion ~6!, the signal from the piezodetector is obtained as



V~v!5 i
«~T!¸r0

3/2v2l 1
2

g0~11A~3!!~11bU33!DTs
3/2. ~7!
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C~ET!«~ST!1e~T! H ~11A~3!!S K1
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m D1@ t33
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Expression~7! can be used to analyze some general la
governing the behavior of the piezoelectric signal from o
jects with internal stresses. Here the analysis is confine
physical rather than geometric nonlinearities,9,12 i.e., we shall
assumeA(3)!1. According to the results presented in Ref.
the coefficientb is positive. Thus, the action of tensil
stresses helps to intensify the thermoelastic coupling in
sample while compressive stresses tend to reduce this
pling.

Experiments to excite mechanical vibrations in load
titanium rods using laser radiation were described in Ref
In accordance with expression~7!, an increase in the piezo
electric signal was recorded when mechanical vibrati
were excited by laser radiation in zones of tensile stres
while a reduction in this signal was observed in zones
compressive stresses. The influence of the internal stre
on the piezoelectric signal can be estimated using data on
coefficientb for metals.7 Thus, for the conditions reported i
Ref. 5, expression~7! shows that the stress dependence of
thermoelastic coupling coefficient may change the piezoe
tric signal by 10%.

This value is slightly lower than that obtained in Ref.
However, it should be borne in mind that for most metals
Murnaghan constants are negative. Then, in accordance
expression~7!, the dependence of the piezoelectric signal
the stresses, caused by mechanical nonlinearities, wil
similar to the dependence of the thermoelastic coupling
efficient. Under these conditions, the total change in the
ezoelectric signal will be slightly greater than that caus
only by the change in the thermoelastic coupling coefficie
Unfortunately it is difficult to obtain a more detailed estima
of the piezoelectric signal because no data on the Murnag
constant are available for titanium. Substantial changes in
piezoelectric signal as a result of internal stresses were
s
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recorded near the ends of cracks in titanium.3,6 These
changes are usually also a few tens of percent.

To sum up, this theory qualitatively explains the ma
characteristics of the generation of mechanical vibrations
laser radiation in internally stressed solids. However, bef
quantitative agreement can be achieved between theory
experiment, this model must be further developed to acco
more comprehensively for the behavior observed in th
experimental investigations.
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Anomalously high conductivity in a thin polyphthalidylidene biphenylene film
V. A. Zakrevski , A. N. Ionov, and A. N. Lachinov
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An anomalously high conductivity was observed for the first time in a thin film of
polyphthalidylidene biphenylene inserted between two metal electrodes with no electric field
applied but exposed to the action of a small uniaxial mechanical pressure. ©1998 American
Institute of Physics.@S1063-7850~98!01607-3#
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In recent years, various reports of high conductivity
polymer films have appeared~see Ref. 1 and the literatur
cited therein!, and these unexpected results have attracted
attention of researchers. However, no generally accepted
planation has yet been provided for these observations e
cially because of the~in our opinion! inadequate treatment o
the possible consequences which may result from the dif
ent experimental conditions. Thus, in the introductory par
this study we shall merely discuss some of the results
tained so far.

It was established in Ref. 2 that a thin (d>12-mm) film
of poly~3,39-phthalidylidene-4,49-biphenylylene! ~PPB!,1!

one of a promising class of polyphthalidylidene aryle
polymers, becomes highly conducting in a relatively lo
intensity electric field (E,103 V/cm) if a small
(P,105 Pa) uniaxial mechanical pressure is applied to
metal electrodes. It was shown in Ref. 3 that if the me
electrodes were in the superconducting state, the condu
ity of this sandwich structure was so high that the inst
ments recorded effectively zero resistance. This effect
also observed for oxidized polypropylene1,4 and polyimide
films.5

Key parameters in these polymer film switching effe
are the electric field strength and the electric current at wh
the conductivity of the material changes abruptly. These
rameters can determine the mechanism responsible for
highly conducting state in the polymer. For example, swit
ing of comparatively thick polyimide films (d;12 mm)
sandwiched between low-melting electrodes is accompa
by metallic dendrite intergrowth through the polymer film
an electric field close to breakdown (E;106 V/cm) if there
is no special limitation on the breakdown current betwe
the electrodes.6 In this case, the polymer will clearly b
shunted by the metal bridge. It was shown in Refs. 4 an
that polymer films 3–5mm thick are switched to the highly
conducting state in a relatively low-intensity electric fie
(E,103 V/cm). When the breakdown current was limited
10–100mA, no solid metallic dendrite formed, but the pre
ence of electrode material in the form of isolated microp
ticles in the polymer matrix could not be ruled out. In th
case, the anomalously high conductivity could be attribu
to a conducting channel with a modified polymer who
structure differed from that of the initial polymer.
5391063-7850/98/24(7)/2/$15.00
he
x-

pe-

r-
f

b-

-

e
l
iv-
-
s

h
a-
he
-

ed

n

5

-

d

The aim of the present study was specifically to obt
new experimental data on the conditions for the formation
a highly conducting state and to discuss possible reason
the appearance of conducting channels in the film. Exp
ments were first carried out to study the properties of t
polyphthalidylidene biphenylene films exposed to the act
of uniaxial pressure in the absence of an external elec
field.

The polymer sample was a PPB film;1 mm thick. The
electrodes were made of tin and had a diameter of 15 m
The PPB film was deposited from a cyclohexane solut
directly onto the polished surface of one of the tin electrod
by centrifuging. The film was then placed in a drying cabin
for 60 min at 100 °C to remove the cyclohexanone solve
The second tin electrode was lightly clamped to the polym
film.

The formation of the conducting state in this sandwi
structure was recorded as follows. The electrodes were c
nected to a digital voltmeter with a fairly high input resi
tance (Rv.108 V). In the insulating state, when the resi
tance of the sandwich structureRs (Rs.1014 V) exceeded
the input resistance of the voltmeterRv , the voltmeter dis-
play recorded a small fluctuating noise voltage, no grea
than a few millivolts, caused by external induction in th
voltmeter input circuit. As the pressure was raised to
threshold level (;104 Pa), the structure changed from ins
lating to conducting, as a result of whichRs became lower
than Rv . The signal induced at the input to the voltmet
then disappeared and the voltmeter displayed zero volta

An attempt was then made to measure the resistanc
the film. The sandwich structure in which the conducti
state was only produced by external mechanical pressure
placed in a helium cryostat. After the conducting state h
been attained at room temperature and during cooling of
helium cryostat to liquid nitrogen temperature, the me
electrodes of the sandwich structure were shorted to el
nate induction of static electricity from external uncontro
lable sources of electromagnetic radiation. At temperatu
between 4.2 and 300 K the resistance of this sandwich st
ture remained constant at;0.04V. A current of 100mA,
set by the large load resistance, was selected to measur
temperature dependence of the resistance below 4.2 K
© 1998 American Institute of Physics
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FIG. 1. Resistance of an Sn–PPB–Sn structure ver
temperature under an external uniaxial pressure
;104 Pa.
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the voltage drop was measured with the voltmeter at
sandwich structure.

Figure 1 gives the temperature dependence of the re
tance of a tin–PPB–tin sandwich structure. It is known t
tin becomes superconducting forTc>3.7 K. Thus, at tem-
peraturesT,3.7 K the resistance in the electrodes can
neglected and all the measured resistance will be determ
exclusively by the conducting polymer channel. It can
seen from the figure that forT<3.7 K the resistance drop
sharply and forT,3.6 K is less than 0.001V, which is the
resolution limit of this apparatus.

The highly conducting state in the sandwich structure
obtained under experimental conditions when there is
doubt that no electrode material is present in the polym
film. Thus, the highly conducting state is an intrinsic phy
cal property of the metal–PPB film–metal sandwich str
ture.

The highly conducting state presupposes that there
high concentration of free carriers with a fairly high mob
ity. In this case, the carriers are injected into the polym
from the electrodes.

Electrification of polymers on contact with meta
~charge transport across the interface! is a well-known phe-
nomenon studied by various authors.7–9 It is assumed tha
electrons entering the polymer are trapped by deep lo
states situated near the Fermi level of the metal.9 The deep
levels are associated with molecular fragments~atomic
groups! with a high positive electron affinity, such as en
groups, side radicals, or impurities. According to estima
made in Ref. 9, these local deep levels are separated from
vacuum level by approximately 4 eV. This value is similar
the work function of a polycrystalline metal whose surface
coated with a layer of adsorbate~more accurately, it is simi-
lar to the lowest work function of the spotty surface of
metal from which contaminants have not been removed! and
as a result, conditions are created for the injection of e
trons into the polymer. Fairly high concentrations of cent
with a high electron affinity are evidently only achieved
small volumes. This is why the anomalously high conduct
ity being discussed can only be observed with short distan
e

is-
t

e
ed
e
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between the electrodes, as is found in our case, where
thickness of the film was less than 1mm.

Pressure must be applied to the electrodes to ach
reliable mechanical contact between the metal and the p
mer ~or the contact area must be increased!. This condition
must be satisfied for efficient transport of electrons from
metal to the polymer.

At present, there is no rigorous theoretical model wh
could explain the high conductivity in polyphthalidyliden
biphenylene. A possible mechanism for electron transp
could involve resonant~activation-free! tunneling between
nearest localized states. These low-energy states form ch
with linear dimensions of order 1mm. However, in this ap-
proach the conductivity in the chain may be very high b
still finite.

1!In Ref. 2 this polymer is called polydiphenylenephthalide. The pres
name complies with the international classification—poly~3,39-
phthalidylidene-4,49-biphenylylene!—and more accurately describes th
polymer structure.
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A study is made of a mechanism for the occurrence of a noise-induced kinetic transition
in a thin amorphous semiconductor wafer. ©1998 American Institute of Physics.
@S1063-7850~98!01707-8#
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The appearance of new steady states in nonequilibr
open systems in response to external multiplicative nois
one of the most dramatic effects in self-organizing system1

However, the number of real physical systems in which t
effect occurs is fairly limited and it is therefore relevant
search for such objects~see Ref. 2 for one of the most rece
examples!. Here we propose a model for the occurrence o
noise-induced kinetic transition in a thin amorphous se
conductor wafer.

Experimental and theoretical investigations show tha
most amorphous semiconductors the fundamental absorp
edge may be described by a simple power law.3 For some
semiconductors in the energy range above the expone
tail ~GeTe, As2Te3, As2Se3, or As2S3) or for amorphous sili-
con which has no exponential absorption edge, the spe
dependence of the absorption coefficient is described by
formula

a~v!5B~\v2E0!2/\v, ~1!

where the values of the parametersB andE0 are determined
experimentally. This expression is similar to that for the a
sorption coefficient for indirect transitions in crystallin
semiconductors. The renormalized value of the band gap4

Eg* 5Eg~12bn! ~2!

implies that the light beam is of sufficiently high intensity f
the lower states of the energy troughs to be filled more r
idly than they decay.

The influence of interelectron interaction on the electr
energy spectrum in a nondegenerate semiconductor has
studied on many occasions. The simplest phenomenolog
form of this dependence has been selected here.

It is also implicit that the light intensity is so high tha
the concentrations of photogenerated electrons and h
considerably exceed their equilibrium values~which implies
n'p). If the sample thickness is small compared w
(B\v)21, we can write the equation for the generatio
recombination kinetics in the form

dn

dt
5naJ2an2, ~3!

wheren is the quantum yield,J is the photon flux density
anda is the coefficient of interband recombination~radiative
5411063-7850/98/24(7)/2/$15.00
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or nonradiative!. The form of the absorption coefficient~1!
with allowance for Eq.~2! ensures positive feedback i
Eq. ~3!.

It is convenient to introduce the dimensionless variab

h5bn, u5b21at, D5~\v2E0!/E0
21 ,

b5a21b2nBE0
2J~\v!21.

Then, in accordance with Eqs.~3! and ~1!, we have

dh

du
5b~D1h!22h2. ~4!

Equation~4! has two steady-state solutions, unstable a
stable, which correspond to a soft regime of bistability in t
nonequilibrium carrier distribution. Note that in the model
direct allowed transitions the corresponding generati
recombination equation may have three roots near the
sorption threshold. A similar situation was considered
crystalline semiconductors in Ref. 5. The indeterminate l
of coherence of the light is described by the processb(t)
5b1sj(t), where the external noisej(t) is characterized
by very fast fluctuations compared with the characteris
evolution time of the systemt5b/a ~quasi-white noise!.

In terms of generalized functions, Gaussian white no
is the derivative of a Wiener process so that Eq.~4! is trans-
formed to give the Stratonovich stochastic differential eq
tion which may be made to correspond to the Fokker–Pla
equation which determines the evolution of the transit
probability p(h,uuh8,u8)

]p~h,uuh8!

]u
52

]

]h
@b~D1h!22h2

1s2~D1h!3#p~h,uuh8!

1
s2b2

2

]2

]h2 $D1h%4p~h,uuh8!. ~5!

The phenomena described by Eq.~5! take place on two
time scales: the fast time scale is associated with inve
relaxation to the local minimum after the perturbation, wh
the slow scale is associated with a transition from the me
stable minimum to the global minimum. The steady-st
distribution in the stationary process has the form
© 1998 American Institute of Physics
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ps~h!5N$b~D1h!2%21

3expS 2
2

s2 E
0

h

@b$D1U%22U2#@D1U#24dUD .

~6!

The constantN is determined from the normalizatio
condition. The solution~6! may be assigned a potential for
since its maxima correspond to stable steady states an
minima correspond to unstable ones. We shall use
‘‘probability’’ potential, after writing the steady-state prob
ability density in the form

ps5N exp@22V~h!/s2#, ~7!

where

V~h!52F E
0

h

@b$D1U%22U2#@D1U#24dU

2
s2

2
ln@~D1h!2#G . ~8!

The extrema of the steady-state probability density
easily obtained from the equation

~b2s2D!D21~2b23s2D!Dh1~b2123s2D!h22s2h350,
~9!
its
e

e

which has three solutions~two stable and one unstable!. For
s→0 there are only two of these solutions and they
exactly the same as the steady-state solutions of the dete
nate equation~4!. Even unusually fast completely rando
fluctuations of the control parameters substantially cha
the macroscopic behavior of the nonlinear dynamic sys
~3!: they give rise to additional steady states. Under the
tion of fast external noise, the system is converted from
soft to a hard~hysteresis! regime with a multivalued distri-
bution of optically generated carriers in the thin semico
ducting wafer. Estimates show that a laser radiation inten
of 100 W/cm is required for the experimental observation
light absorption hysteresis in these materials for wafers
the order of 100–1000 Å thick and in this case, the param
ric fluctuations are less than 0.01–0.1 of the value.
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A theoretical method is proposed for accurate reconstruction of the spectrum using bounded sets
of discrete values of the spectrum intensities. The method is based on a well known
measurement theorem from optics. This method was used to solve the corresponding integral
equation to eliminate instrumental distortions and to accurately reconstruct the spectra
using the appropriate discrete values. ©1998 American Institute of Physics.
@S1063-7850~98!01807-2#
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INTRODUCTION

Methods of obtaining x-ray spectra, Mo¨ssbauer spectra
and also theoretical methods of analyzing experimental d
have been dealt with fairly extensively in the literature.1–4

Since spectral lines reflect the distribution of electrons o
the energy levels of crystal atoms and molecules, the hig
possible resolution is required. In analyses of experime
data, curves are approximated by summing power se
with the result that the experimental points are smooth
However, certain difficult problems must be overcome
improve the resolution. The aim of the present paper is
propose a theoretical method of accurately reconstructing
spectrum from bounded sets of discrete values of the s
trum intensities. The method is based on the measurem
theorem well known in optics.5 We propose a formula fo
complete reconstruction of the spectra assuming that
wave trains have a finite duration. This formula was appl
to solve the corresponding integral equation to eliminate
strumental distortions when these are described by a dis
sion distribution. We obtained a formula for accurate rec
struction of the spectra and present an example of suit
processed experimental curves.

THEORETICAL BASIS OF THE METHOD

It is known that for a specific class of functions, know
as functions of bounded spectral width, the functions can
completely reconstructed from sets of discrete values if
constraint is imposed that the interval between these disc
values does not exceed a certain value. By functionsg(x) of
bounded spectral width, we have in mind functions who
Fourier transforms are only nonzero in a finite region
space 2B. This statement is known as the Kotel’nikov the
rem, according to which

g~x!5 (
k52`

`

gS k

2BD sin p@2Bx2k#

p@2Bx2k#
, ~1!

i.e., the functiong(x) can be completely reconstructed fro
its corresponding discrete values.

Regardless of their physical nature, the wave paths h
a finite duration 2B. Let us assume that the time dependen
5431063-7850/98/24(7)/2/$15.00
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of the train amplitude is described by the functionf (t). The
Fourier transformF(v) will then be the wave amplitude in
the frequency space andJ(v)5uE(v)u2 its spectral inten-
sity.

It then follows thatJ(v) is a function of bounded spec
tral width and hence can be reconstructed from sets of
discrete values. We used this idea for a complete reconst
tion of Mössbauer spectra recorded at our Institute. Figur
shows the experimental curve and the theoretical curve
constructed using formula~1!. In this case the shortest inte
val between the experimental points was taken as 1/2B.

In the usual methods of treating experimental data~such
as the power series method!, the experimental curves ar
approximated by certain analytic functions. Depending
the accuracy of the approximation, only some of the exp
mental points lie on this analytic curve and these points
smoothed. When the spectrum is reconstructed by
method described above, all the experimental points lie
actly on the curveg(x), as can be seen from Fig. 1.

FIG. 1. Experimental curve of the Mo¨ssbauer spectrum~circles! and the
corresponding theoretical reconstruction~triangles!.
© 1998 American Institute of Physics
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To eliminate instrumental distortions and reconstruct
accurate form of the spectrumI (v), we need to solve the
integral equation

J~v!5E
2`

`

I ~x!
dx

pVF11S v2x

V D 2G , ~2!

where V is the half-width of the instrumental distortio
curve.

Bearing in mind formula~1!, we apply the convolution
theorem for Fourier transformation to Eq.~2!. Since we have

sin p@2Bv2k#

p@2Bv2k#
5E

2`

`

rect P exp@212pP~2Bv2k!#dp,

~3!

where
c
-

rib
re

t
ise
te

re
in
c

e

rect P5

1 2
1

2
,P,

1

2

0 P.
1

2
, P,2

1

2
,

the Fourier transform of the dispersion distribution has
zeros.6 From formula~2! we obtain

I ~w!5 (
k52`

` E
2`

`

dqE
2`

`

dP rect P exp@ i2pqw

12pVuqu112pPk#JS k

2BD d~2BP1q!, ~4!

whered(x) is the Dirac delta function.
After various transformations, formula~4! becomes
I ~w!5 (
k52`

`

JS k

2BD F ~8pBw24pk18pVB!exp 2pVB sin~2pBw2pk!28pVB

~4pBw22pk!21~4pVB!2 G . ~5!
.

9

It is easily observed that whenV50, i.e., when the de-
vice does not distort the spectrum, the expansion~5! is iden-
tical to expansion~1!.

Thus, expansion~5! can be used to reconstruct the exa
form of the spectrumI (w) from the experimentally deter
mined corresponding discrete values.

With the proposed method, we can accurately desc
the experimental curves by analytic expressions and the
avoid smoothing of the experimental points.

When the proposed method is used in spectroscopy,
problem of reducing the goniometer pitch does not ar
since the reconstruction is equivalent to using goniome
with infinitely small pitch.

The proposed method is saves a lot of time compa
with the conventional experimental methods of record
spectra and the distortions introduced by the apparatus
be eliminated to produce accurate spectra.
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A theoretical analysis is made of the nonlinear stage of instability evolution in a monostable
active medium described by a ‘‘reaction–diffusion’’ type equation. The boundary of that region of
the medium in which instability develops propagates at constant velocity. Group-theoretical
analysis of the problem yields an analytic expression for the propagation velocity of this boundary.
The results may be important for the analysis of instability evolution in a wide range of
active media. ©1998 American Institute of Physics.@S1063-7850~98!01907-7#
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A wide range of highly nonequilibrium physical system
~active media! are described by a nonlinear ‘‘reaction
diffusion’’ equation

]u

]t
5Du1 f ~u!, ~1!

whereD5]2/]2x1]2/]2y1]2/]2z, andu may be the tem-
perature of the medium, the reagent concentration, the e
tric field, and so on, depending on the nature of the diss
tive process~see Ref. 1 and the literature cited therein!. To
be specific, let us takeu to be the temperature. The nonline
stage of instability evolution in these systems is complet
determined by the form of the source functionf (u). For
example, for bistable systems~Fig. 1, curve1! the transition
between the two stable states of the mediumu(x,y,z,t)
5u1 andu(x,y,z,t)5u3 is accomplished by the propagatio
of a switching autowave. In the one-dimensional case,
asymptotic behavior of this waveu(x,t)5u(x2ut) is char-
acterized by its constant propagation velocityu ~Ref. 1!.
Methods for approximate calculation of the wave veloc
and its dependence on the parameters of the problem
now been studied in fairly great detail.2,3

In many situations, however, the system loses its bi
bility ~such as when the dissipation depends strongly on t
perature, the differential conductivity increases abruptly, a
so on1–3!. The qualitative form of the dependencef (u) for
this case is shown in Fig. 1~curve2!. When the temperature
u exceeds the thresholdu2 in a certain region of the medium
the system undergoes unbounded self-heating. This circ
stance is responsible for the particular instability evolution
a monostable medium. The nonlinear wavefrontu(x,y,z,t)
separating the ‘‘hot’’ and ‘‘cold’’ regions is constructed a
follows. The temperatureu in the cold region is equal tou1 ,
whereas that in the hot region increases without bound. T
the evolution of instability in this case is the result of tw
parallel processes: expulsion of the cold region by the
and a rapid increase in the temperature of the hot region

We shall first consider the one-dimensional caseD
51). Equation~1! has no self-similar solution of the trave
ing autowave typeu(x,t)5u(x2ut) because of the un
bounded increase in the temperature of the hot reg
5451063-7850/98/24(7)/2/$15.00
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u(x,t).u2 . However, for a wide range of monostable acti
media numerical simulation has shown that despite the ti
dependent behavior of the temperatureu(x,t) in the hot re-
gion, the front propagates at a constant velocityu, as shown
in Fig. 2 ~Refs. 4–6!. Thus, the distributionu(x,t) in the
cold tail of the front has the formu(x,t)5u(x2ut) and in a
system moving together with the wave, asymptoticallyu
>u1) satisfies the equation

d2u

dx2 1u
du

dx
1 f ~u!50. ~2!

In fairly general form the nonlinear source functionf (u)
may be given as5

f ~u!5aum~un2b!, ~3!

wherem, n, a, b are arbitrary positive values andb5u2
n .

The absence of a self-similar solution means that the velo
u cannot be determined as an eigenvalue of Eq.~2! with the
boundary conditionsdu/dx50 at x56` using standard
methods from the theory of finite-amplitude autowa
propagation.1–3 in this case, group-theoretical concepts7,8 can
be applied to find the value ofu. We assume that the expo
nentsm andn are fixed and thata andb are control param-
eters of the problem. Equations~2! and~3! are then invariant
with respect to the transformation group of the variables

x5L2px8, u5Lqu8, u5Lpu8,

a5L2p1~12m2n!qa8, b5Lnqb8, ~4!

which comprise a group of expansions with the scale fac
L. The exponents of the scale factors of the expansion
determined by the condition of invariance with respect to
transformation~4!, given by ~2! and ~3!, so that the new
~primed! variables satisfy the same equations~2! and ~3!.
This has the result that the expansion group~4! contains free
parametersL, p, andq which may have arbitrary values.

It is clear from physical reasoning that the velocityu in
Eqs. ~2! and ~3! is a function only ofa andb: u5F(a,b).
This relation should be invariant with respect to the gro
transformation~4!, i.e., u85F(a8,b8) ~Ref. 9!. We shall
© 1998 American Institute of Physics
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seek a solution in the formu } arbs ~Ref. 10!, where the
exponentsr ands are to be determined. We then have

u/arbs5Lp~2r 21!1q[ns1~12m2n!r ]u8/a8rb8s, ~5!

and from the condition of invarianceu/arbs5u8/a8rb8s we
obtain p(2r 21)1q@ns1(12m2n)r #50. On account of
the arbitrariness ofp and q in the transformation~4!, we
obtain single-valued expressions for the exponents:r 51/2,
s5(m1n21)/2n. Thus, for the velocityu we have

u } a1/2b~m1n21!/2n. ~6!

The coefficient of proportionality of the order of unity in Eq
~6! cannot be obtained using group concepts. Numer
calculations4,5 or additional reasoning6 are required to deter
mine this.

In the symmetric two-dimensional (D52, r 5(x2

1y2)1/2) and three-dimensional (D53, r 5(x21y21z2)1/2)

FIG. 1. Characteristic dependence of the nonlinear source functionf (u) on
u in the bistable~curve1! and monostable~curve2! cases.

FIG. 2. Schematic showing the evolution of the wavefront profile in
monostable active medium.4–6 The curves are separated by different tim
intervals.
al

cases, the self-similarity is approximate:u(r ,t)>u(r 2ut)
and for r @1 we obtain for the wavefront velocitydr/dt
5u2(D21)/r ~Refs. 1 and 2!. The curvature of the wave
front slows the wave which yields a logarithmic correction
the uniform propagation of the frontr >ut2u21(D
21)ln t. Thus, a group-theoretical analysis of Eqs.~1! and
~3! can be used to obtain the functional dependence ofu on
the control parameters for any dimensions of the problem

To conclude, we note that these characteristics of
evolution of instability in a monostable active medium sho
similarities to so-called ‘‘blowup regimes.’’ These regime
are observed in problems involving nonlinear active me
where the specific heat and heat release depend strong
temperature,11 which are described by

uk
]u

]t
5¹~u l¹u!1 f ~u!. ~7!

By applying the procedure described above to Eqs.~3! and
~7!, we obtain for the wavefront velocity

u } a1/2b~m1n1 l 22k21!/2n. ~8!

However, when using this result, one should bear in m
that the ‘‘blowup regime’’ may exhibit an explosive buildu
of instability when the temperature of the medium goes
infinity within a finite time (m1n2k21.0) ~Ref. 11!.

The author is grateful to N. A. Buznikov for useful dis
cussions of the results.
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Influence of the specific input energy on the characteristics of a nuclear-pumped
Ar/Xe laser

M. V. Bokhovko, A. P. Budnik, I. V. Dobrovol’skaya, V. N. Kononov, and O. E. Kononov

Russian State Science Center—Physics and Power Institute, Obninsk
~Submitted January 14, 1998!
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Results are presented of experiments and model calculations on the pumping of a 1.73mm
Ar/Xe laser with235U fission fragments over a wide range of specific powers. An analysis is made
of the mechanism for quenching of the lasing at high specific input energies.
© 1998 American Institute of Physics.@S1063-7850~98!02007-2#
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It has been suggested that the He/Ar/Xe mixture
which the best power characteristics~efficiency, output
power! have been achieved so far, should be used as
active medium in a power prototype of a large laser faci
pumped by pulses from a nuclear reactor.1 In this case, the
specific pump energy of the uranium-235 fission fragme
in the laser unit will be around 1 kJ l21 and the postulated
laser output power may be a few tens of kilojoules, depe
ing on the maximum specific output energy of the act
medium. The specific output energy of an Ar/Xe las
achieved so far is;1 J l21 and is determined by the quenc
ing of the lasing as the specific input energy increases. T
characteristic of a laser utilizing the 5d– 6p transitions of the
Xe atom has been investigated experimentally and theo
cally by various authors.2–4 However, the energy overload
ing mechanism of this laser and possible methods of
mounting this problem have not yet been fully clarified.5,6

Here we report the first investigation of the energy ch
acteristics of a cw Ar/Xe laser carried out in order to stu
the mechanisms for quenching the lasing over a wide ra
of specific nuclear pump powers~between 0.3 and
3 kW cm23!. The kinetic processes in an Ar/Xe laser a
modeled numerically to interpret the experimental results

The experiments were carried out using the BARS
two-region pulsed reactor, which can deliver a thermal n
tron flux density of up to 231017 cm22 s21 on the surface of
the laser cell with a neutron pulse duration of 200ms. The
inner surface of the laser cell was coated with a thin laye
uranium-235 with a total weight of 1 g. The 550 cm3 laser
cell had antireflection-coated optical windows and was fil
with a 200:1 Ar/Xe mixture at a pressure of 380 Torr. T
cavity was formed by two dielectric mirrors. The 1.73mm
laser radiation was directed into an IMO-2N calorimeter
cated within the reactor confinement and some was fed
the experimental hall where it was recorded using germ
nium photodetectors and a digital storage oscilloscope.7 The
thermal neutron pulse was recorded using vacuum fis
chambers8 and the fluence was measured by the activation
gold foils. These data were used to calculate the spe
input energy and the pump power for the uranium-235
sion fragments. The experiments were carried out with
laser cell in three different positions relative to the act
5471063-7850/98/24(7)/2/$15.00
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zones of the reactor. The peak flux density of the therm
neutrons on the surface of the cell was between 2.431016

and 231017 cm22 s21, the maximum thermal neutron flu
ence was 531013 cm22, and the specific pump power for th
fission fragments was 3 kW cm23. The maximum laser ra-
diation energy recorded experimentally was 0.49 J and c
responded to a specific output energy of 0.9 J l21 and a spe-
cific power of 5.5 kW l21.

The kinetic processes in an Ar/Xe laser pumped by
sion fragments were modeled mathematically to identify
mechanism for quenching of the lasing. The kinetic mo
was constructed using data given in Refs. 9 and 10 and t
into account 46 components involved in 389 reactions a
radiative transitions. The modeling assumed that the elec
energy distribution function deviated from Maxwellian, th
change in the temperature of the medium was calculated
ing the pump pulse, and the temperature dependence o
reaction rate constants and the stimulated emission cross
tion was taken into account. The pump pulse power, and
parameters of the cavity and the medium were defined
cording to the experimental conditions.

Figure 1 gives oscilloscope traces of the pump and 1
mm laser radiation pulses obtained in experiments with th
specific input energies, and also shows the results of
mathematical modeling. For an input energy of 0.1 J cm23

energy overloading of the Ar/Xe laser shows up as a lim
tion of the experimentally observed output power at aroun
kW when the input energy reaches;20 mJ cm23. In this
case, the laser efficiency in terms of deposited energy
1.5%. The output power and efficiency calculated using
kinetic model are twice the experimental values and no
preciable energy overloading occurs. An increase in the s
cific input energy to 0.17 J cm23 substantially shortens th
laser pulse~from 300 to 80ms!, approximately halves the
peak power, and reduces the efficiency to 531022%. The
calculated results also reveal energy overloading in the fo
of quenching of the lasing and its duration shows go
agreement with that observed experimentally. No pow
limitation is observed in this case and the efficiency is
duced approximately threefold, to 0.8%. When the spec
input energy is increased further to 0.7 J cm23, this trend is
still observed. Thus, in broad terms, the experimentally
© 1998 American Institute of Physics



s
-
h
e
e
d

ig

nal
the

te of
ly
es-

Xe
of
er
he
he
hing
10,

ific
ay
re-

ega-
uc-
in

n-

ko,

.

,
k

ys.

s

548 Tech. Phys. Lett. 24 (7), July 1998 Bokhovko et al.
served energy overloading of a nuclear-pumped Ar/Xe la
utilizing the 1.73mm Xe-atom transition is fairly well repro
duced by the kinetic model used for the calculations. T
discrepancy between the experimental and calculated thr
old and peak power may arise from the incomplete agr
ment between the real cavity parameters and those use
the calculations.

An analysis of the kinetic processes showed that at h

FIG. 1. Oscilloscope traces of pump~a, W cm23! and laser radiation pulse
~b, W! and calculated results~c, W! for three specific input energies:1—
0.1 J cm23, 2—0.17 J cm23, and3—0.7 J cm23.
er

e
sh-
e-
for

h

pump power quenching of the lasing is caused by collisio
processes involving electrons and not by an increase in
temperature of the gaseous medium. In this case, the ra
filling of Xe atoms in the upper active level drops sharp
because of an increase in the electron concentration and
pecially their average energy, since the highly excited
atoms, formed as a result of dissociative recombination
ArXe ions, are predominantly ionized by electrons rath
than quenched by Ar atoms accompanied by filling of t
upper active level. This ultimately results in quenching of t
lasing. In contrast to the proposed mechanism, the quenc
of the lasing at low pump powers is attributed, as in Ref.
to simple mixing of the laser levels by electrons.

To sum up, these results show that the maximum spec
output power of a fission-fragment-pumped Ar/Xe laser m
be enhanced by incorporating molecular gas additives to
duce the electron temperature and possibly also electron
tive gases to reduce their concentration. However, a red
tion in the initial temperature of the gas mixture proposed
Ref. 11 is not effective.

This work was supported by the Russian Fund for Fu
damental Research, Grant No. 96-02-16922.
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Use of a microconductor with natural ferromagnetic resonance
for radio-absorbing materials

S. A. Baranov

T. G. Shevchenko Dnestr State University, Tiraspol
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Thin radio-absorbing screens with an attenuation of 30 dB at frequencies of
8–10 GHz were fabricated using a composite with microconductor sections.
© 1998 American Institute of Physics.@S1063-7850~98!02107-7#
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The existence of natural ferromagnetic resonance
amorphous microconductors in the frequency ran
;1 – 10 GHz~Refs. 1–7! has opened up the possibility o
developing broad-band radio-absorbing materials. T
present work treats the radio-absorbing properties of pla
thin ~no more than 2 mm thick! samples made of rubbe
~KLTGS grade! filled with sections of microconductor~mi-
crowire dipoles!. The radio-absorbing properties were inve
tigated in the range 8–10 GHz. Note that the best res
were obtained for dipoles 1–3 mm long with a core diame
2r c;1 – 3mm.

The curve giving the frequency dependence of the
tenuation is the same as the magnetic permeability curv
the natural ferromagnetic resonance, except that its h
width is greater~see Fig. 1!. Measurements of the attenuatio
factor were made using the method described in Ref. 8
the magnetic permeabilities were calculated by a met
similar to that used in Ref. 6. The maximum attenuat
exceeded 30 dB~a sheet of rubber without dipoles exhibi
very low attenuation, no greater than 2 dB!.

The investigations were made using FeBSiMnC allo
having natural ferromagnetic resonance in the range 8
Hz with a half-width of;1 – 1.5 GHz and a magnetic pe
meabilitymeff;102. In a certain range of dipole lengths~1–3

FIG. 1. Dispersion of the magnetic permeability of an amorphous microw
~left-hand ordinate! and attenuation factor for this amorphous microwire
a function of the field frequency~right-hand ordinate!. The relative measure
ment error was less than 10% for the frequency and less than 20% fo
magnetic permeability. The spread of the attenuation factor measurem
was65 dB.
5491063-7850/98/24(7)/2/$15.00
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mm! absorption resonances were observed in the compo
as a result of the dipole lengthl being comparable toleff/2,
whereleff is the effective wavelength of the absorbed field
the composite~i.e., geometric resonance!.

A disadvantage of amorphous materials based on m
alloys compared with ferrites is their high electrical condu
tivity. This prevents the dipole concentration in the compo
ite from being increased substantially. The samples inve
gated contained no more than 5–8 g of microwire per 10
rubber so that the absorption can only be of dipole natur

It has also been established experimentally that str
inductive coupling exists between the dipoles,4 which can be
estimated by introducing the inductive impedance,9

Y;mm0l lnF2l

r c
G , ~1!

and its ratio to the resistanceR,

Y/R;r c
2/d2, ~2!

whered is the skin layer depth.
A reduction of r c compared withd may increase the

absorption coefficient, since it creates the possibility of
creasing the dipole concentration. Note that the width of
composite curve may be increased by using the dispersio
the magnetic susceptibility, which can extend the geome
resonance.

To sum up, the following conclusions can be draw
Microwire has been used to fabricate composites in the fo
of planar radio-absorbing screens less than 2 mm thick wh
can operate efficiently in the range 8–11 GHz of practi
interest. The use of thinner microwire can improve the ch
acteristics of the screens by increasing the density of abs
ing dipoles without increasing the effective conductivity
the sample. However, the fabrication of microwire with cor
thinner than 1mm presents technological difficulties.
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Thermal flicker noise in dissipative pre-melting processes in crystalline materials
L. A. Bityutskaya and G. D. Seleznev

Voronezh State University
~Submitted January 12, 1998!
Pis’ma Zh. Tekh. Fiz.24, 24–27~July 26, 1998!

An analysis is made of thermal fluctuations on the premelting exothermics of materials with
different types of chemical bond~KCl, Ge, Sb, and Cu!. Statistical and spectral parameters of the
thermal fluctuations are introduced. It is shown that for these materials under certain
conditions the thermal fluctuations may be identified as two-level thermal flicker noise.
© 1998 American Institute of Physics.@S1063-7850~98!02207-1#
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Flicker noise, known for more than half a century, h
recently attracted an upsurge of attention amo
researchers1–4 because of the increasing interest being sho
in problems of irreversibility, nonlinearity, and sel
organization in which the fundamental role of flicker noise
becoming increasingly evident. Initially recorded as elec
cal noise in electronic and semiconductor devices~p–n
junctions, transistors, metal–semiconductor contacts!,3,4

flicker noise was later observed in an extremely dive
range of processes, ranging from fluctuations of the me
brane potential of a living cell to music.1,2

In Refs. 5–8 a special method of digital differential the
mal analysis in a dynamic mode at heating rates greater
1 K/min with the pass band of the recorded signals cont
lable up to 1 Hz was used to observe transient dissipa
processes which appeared as sharp-edged thermal p
against whose background were observed low-freque
fluctuations of the temperatureDT. These fluctuations are
preserved and amplified by being held isothermally in
excitation region. The nature and parameters of the obse
noise has not been studied.

The aim of the present paper is to make a spectral an
sis of the thermal fluctuations of the premelting isotherms
crystalline materials with different types of chemical bond
Cu, Sb, Ge, and KCl. The analysis was made using d
obtained in Refs. 5–8, consisting of a set of readings from
differential thermocouple used to record the temperature
ference between the sample and a standard, expressed in
lidegrees Kelvin. The characteristic isothermal holding tim
was 30 min and the number of readings 1000–1500.
variance of the macroscopic thermal fluctuations for t
groups of materials considerably exceeded the varianc
5511063-7850/98/24(7)/2/$15.00
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the instrumental noise, which was 0.13~see Table I!. This
means that the observed instability can be considered
manifestation of the dynamic nature of the transie
processes.9

The isothermal fluctuations were investigated by digi
thermal analysis with the data processed by a special
gram using the Welch periodogram method.10

It should be noted that in spectral analyses of rand
processes4,10 the results are represented as frequency dep
dences of the spectral power densityS. The spectral power
density is the energy characteristic of a random proces
and in the calculations, the expression forS should contain
the square of the amplitudes of its spectral compone
However, the thermal fluctuations considered here are es
tially a thermal energy release process, and in this case
spectral density, denoted asS* , should contain an expressio
linear in the absolute values of the amplitude.

For all the materials, the spectrum consisted of two s
tions A andB approximated by straight lines for which th
absolute values of the slopes satisfyaA.1, aB,1 and the
critical frequency at which the slope changes isf cr ~see Fig.
1 and Table I!. We draw attention to the fact that the ratio
the parametersaB /aA for Cu and Sb metals is close to 0.
whereas for the semiconductor Ge and ionic crystal KCl i
close to 0.5. The presence of two sections in the spect
suggests that the physical process generating the the
fluctuations has two levels of the same nature.

A linear log–log dependence of the spectral power d
sity on frequency is typical of the fluctuation process kno
as flicker noise.4 The existence of two approximately rect
linear sectionsA and B observed on the spectra of all th
materials studied suggests that the thermal fluctuation
TABLE I.

Material

Isothermal
holding

temperature, °C Variance

Spectral
characteristics

aA aB aB /aA f cr , Hz

Cu 1047 3.56 1.25 0.38 0.30 0.085
Ge 949 2.94 1.02 0.5 0.50 0.056
Sb 584 0.78 1.4 0.42 0.30 0.042
KCl 762 2.47 1.1 0.52 0.47 0.115
© 1998 American Institute of Physics



n
e
x

al
de-
the
ters
tral

wn
ay

o
tra

552 Tech. Phys. Lett. 24 (7), July 1998 L. A. Bityutskaya and G. D. Seleznev
regions of excitation at the premelting stage of crystalli
materials may be identified as two-level thermal flick
noise. Two levels of flicker noise were also observed in e
periments to study electric current fluctuations11 but unlike

FIG. 1. Fluctuations of the heat release during isothermal premelting
copper: a—thermogram during holding at 1047 °C, b—relative spec
power density of the fluctuations log10(S* /Smax* ) versus the relative fre-
quency log10( f / f max), where f max andSmax* are maxima.
e
r
-

the thermal fluctuations, the relationshipaA,aB was found
in this case.

Since the characteristics that identify isothermal therm
fluctuations at the premelting stage as flicker noise are in
pendent of the type of chemical bond, this indicates that
phenomenon is universal. At the same time, the parame
of these fluctuations introduced—the variance, the spec
density characteristicsaA andaB , and the critical frequency
f cr—while preserving the general features, have their o
characteristic values under given conditions and thus m
serve as typical indications of the particular material.
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Distribution laws for microplastic deformations
V. V. Ostashev and O. D. Shevchenko
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Calculations and construction of bispectra are used to show that the deviation of the probability
density of microplastic deformations from a normal distribution law is a measure of the
evolution of synchronization effects and a measure of the completeness of the relaxation processes
determining the plasticity of the material. ©1998 American Institute of Physics.
@S1063-7850~98!02307-6#
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The oscillating nature of plastic deformations at loc
structural levels may be described by the parameters of la
oscillatory processes~amplitude, frequency, phase!, while
the interaction of deformation defects on different scale le
els is represented by the superposition and overlap of rand
quantities with different distribution laws.1 The probability
density distribution of microplastic deformations under th
conditions of a factor experiment depends on the load para
eters. For samples having maximum strength characterist
this distribution is close to normal over the entire range
deformations in translational and rotational modes. F
samples exhibiting maximum plasticity an estimate of th
distribution law using the Pearson criterion suggests that
hypothesis put forward in Ref. 1 is unreliable. The distrib
tion begins to deviate from normal for the rotational mod
vz and then embraces the translational modesgxy and«xx .

We conjecture that random microdeformations obey
normal law as long as they predominate among the ma
factors responsible for inhomogeneity of the microplastic d
formation field. One such factor at the wave interaction lev
is synchronization, which reduces the dispersion of the gro
velocity of the deformation defects and thus causes the e
lution of macrorotations.2,3

The measure of the nonlinearity of the interactions
microplastic deformations and the contribution of synchron

FIG. 1. Calculated bispectra for samples: a—with maximum strength a
b—with maximum plasticity.
5531063-7850/98/24(7)/1/$15.00
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zation was estimated by calculating the bispectra~see Fig. 1!.
The bispectrum reflects the Fourier transformation of
centered third-order correlation function

B~ f 1 , f 2!5S 1

2p D 2E E
2`

`

R~t1 ,t2!

3exp@2 i ~ f 1t11 f 2t2!#dt1dt2 ,

where R(t1 ,t2)5^x(t)x(t1t1)x(t1t2)& is a third-order
correlation function averaged over the ensemble. For a p
cess with a normal distribution law the third moment~asym-
metry! is zero. In this case, we have^x3(t)&5R(0,0)50 and
thus B(1,2)50. The bispectrum therefore shows how t
deviations of the process from Gaussian are ‘‘expande
over frequency, i.e., occur as a result of various frequen
obtained under phase matching conditionsf 11 f 21 f 350.

In general, the model of a polycrystalline deformab
material at the statistical interaction stage is a system
which each level may be represented by linear and nonlin
components, and thus the distribution law of the microplas
deformations approaches normal to the extent that linearit
present at a given structural level. Quite clearly, the dev
tion from normal may be defined as a measure of the ev
tion of synchronization processes and as a measure of
relaxation processes. Accordingly, a deformable mate
shows a specific combination of strength and plasticity ch
acteristics.

1V. V. Ostashev and O. D. Shevchenko, Abstracts of Papers present
the 32nd Seminar ‘‘Topical Strength Problems,’’ St. Petersburg, 1996@in
Russian#, pp. 35–36.

2Yu. I. Meshcheryakov,New Methods in the Physics and Mechanics
Deformable Solids@in Russian#, Tomsk~1990!, pp. 33–43.

3C. L. Nikias and M. R. Raghuver, Proc. IEEE75, 869 ~1987!.

Translated by R. M. Durhamd
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Time evolution of three-crystal x-ray spectra during fluorination
of a Pt/LaF 3 /Si structure

A. A. Nefedov, S. E. Sbitnev, and S. S. Fanchenko

‘‘Kurchatov Institute’’ Russian Science Center, Moscow
~Submitted January 8, 1998!
Pis’ma Zh. Tekh. Fiz.24, 31–34~July 26, 1998!

A qualitative change was observed in the three-crystal x-ray spectra during fluorination of a
Pt/LaF3/Si structure. This may be attributed to smoothing of the surface of the platinum film, most
likely as a result of the formation of platinum tetrafluoride which may undergo partial
volatilization or partial dissociation with the sublimation of platinum. ©1998 American Institute
of Physics.@S1063-7850~98!02407-0#
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A metal–ionic conductor–semiconductor structure w
a solid LaF3 electrolyte as the below-gate layer is a prom
ing sensor to determine concentrations of toxic gases suc
fluorine and hydrogen fluoride in the atmosphere.1,2 The
crystalline perfection of the interfaces and the quantitat
characteristics of the surface roughness of these struc
may be determined by analyzing spectra3,4 obtained by three-
crystal x-ray spectroscopy~TXS!.5 This technique involves
measuring the intensity of an x-ray flux reflected succ
sively by all three crystals~a crystal monochromator, th
sample, and a crystal analyzer! as a function of the angle o
rotation of the crystal analyzeru3 for a fixed angle of devia-
tion a of the crystal from the exact Bragg angle. The rocki
curve usually consists of three peaks: a principal peak
pseudopeak, and a diffuse peak. The principal peak is ca
by diffraction reflection from the crystal being studied, t
pseudopeak characterizes the diffraction reflection cu
from the crystal monochromator, and the diffuse peak is
signed to scattering of x-rays from defects in the crys
structure of the sample.

Three-crystal x-ray spectroscopy was used in Ref. 6
study the characteristics of a Pt/LaF3/Si sensor in air. It was
shown that the thickness of the LaF3/Si interface at which
distortion of the silicon crystal structure was observed
not exceed 0.5 nm and the characteristic roughness of
platinum film on the surface of the lanthanum trifluoride w
of the same order as the average thickness of this film, wh
was estimated as 40 nm. The possibility of carrying out T
experiments in a controlled gaseous medium7 makes this
method extremely promising for studies of the kinetics
gas–surface interaction processes and especially for refi
the mechanisms of the electrochemical reactions which
place at the three-phase interface of a metal–io
conductor–semiconductor sensor with an active gas med
Here we present the first results of a TXS study of
Pt/LaF3/Si structure during fluorination.

Films of LaF3 were grown on the~111! surface of a
silicon single crystal by high-vacuum thermal vapor-pha
deposition at a substrate temperature of 550 °C and the p
num film was deposited by magnetron sputtering in an ar
plasma. For a sensor with high sensitivity the gas/Pt/L3
5541063-7850/98/24(7)/2/$15.00
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interface should be three-phase which was achieved by
cessive annealing in air at 350 °C. The sample was place
a hermetically sealed chamber which had gas inlet and ou
tubes, and x-ray transparent windows. The chamber was
tached to the sample holder of a standard three-crystal s
trometer, after which one tube was connected to a pu
which created a vacuum of 20 Torr in the chamber and
second tube was connected to a chamber containing cry
line XeF2 powder. This substance is highly volatile at roo
temperature and has a partial pressure of gaseous xeno
fluoride of around 2.5 Torr. Xenon difluoride has simil
reaction properties to fluorine and this suggests that the fl
rination of platinum by xenon difluoride with the formatio
of barely volatile platinum tetrafluoride is similar to the r
action with pure fluorine. The presence of water vapor in
chamber~the humidity was not monitored in this exper
ment! may substantially accelerate the formation of platinu
tetrafluoride, even at room temperature. The use of X2

instead of pure fluorine considerably simplified the appara
and as a result we were able to measure the TXS spectin
situ during fluorination of the Pt/LaF3/Si structure.

A series of TXS experiments was carried out at a fix
angle of deviation of the samplea51009 from the exact
Bragg angle~for silicon uB514.22°! at intervals of around
10 min, after XeF2 was admitted to the chamber. The me
surements were made using CuKa radiation at the wave-
length l51.54 Å. The experimental results are plotted
Fig. 1. It can be seen that the diffuse peak~3! decreases and
almost completely disappears with time while the princip
peak ~1! increases in amplitude and becomes increasin
narrow. It should be noted that whereas this peak is alm
indistinguishable from the background of the diffuse peak
the initial curves, for fairly large angles of deviation of th
samplea this principal peak is clearly discernible, as w
confirmed in another series of experiments.6 Nevertheless,
this substantial change in the profile of the principal peak
accompanied by no change in its area, which indicates
no changes take place at the silicon–lanthanum trifluor
interface~the thickness of this interface is of the order of 0
nm!. The high intensity of the diffuse peak may be attribut
to scattering of x-rays at inhomogeneous of the LaF3/Si in-
© 1998 American Institute of Physics
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FIG. 1. Intensity of x-ray flux reflected successively fro
three crystals as a function of the angle of rotationu3 of the
crystal analyzer obtainedin situ during fluorination:1—
principal peak,2—pseudopeak,3—diffuse peak~angle of
deflection of samplea51009, t—time after admission of
XeF2 to chamber, the curves were taken at 10 min int
vals!.
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terface induced by stresses in the LaF3 which were either
created by the annealing of the platinum film or as a resul
the buildup of nonuniform electric charge at the three-ph
gas/Pt/LaF3 interface. The high intensity of the pseudope
compared with the principal one is caused by small-an
scattering of the wave incident on the inhomogeneous p
num film.4 Thus, the decrease in the diffuse peak and
narrowing of the principal peak may indicate that the rou
platinum surface becomes smoothed to specular during
experiment, which lasted around 3 h. This smoothing of
platinum surface is most likely caused by the formation
platinum tetrafluoride, which may partially volatilize an
partially dissociate with the sublimation of platinum. Me
surements of the TXS spectra after prolonged~two weeks!
holding in air showed that the spectral profile does not
dergo any further change, which indicates that this proces
irreversible. The form of these spectra is almost the sam
f
e

le
ti-
e
h
he
e
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-
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the TXS spectra obtained in another series of measurem
for LaF3/Si structures without the upper platinum layer bo
before and after fluorination under similar conditions~these
spectra showed little variation in the course of fluorinatio!.

1S. Krause, W. Moritz, and I. Grohmann, Sens. Mater.9, 191 ~1992!.
2W. Moritz, S. Krause, A. A. Vasilievet al., Sens. Mater.24–25, 194
~1995!.

3A. M. Afanas’ev, M. V. Koval’chuk, É. F. Lobanovichet al., Kristal-
lografiya26, 28 ~1981! @Sov. J. Crystallogr.26, 13 ~1981!#.

4P. A. Aleksandrov, A. M. Afanas’ev, and M. K. Melkonyan, Krista
lografiya26, 1275~1981! @Sov. J. Crystallogr.26, 725 ~1981!#.
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~in press! ~1998!.
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14~5!, 453 ~1988! @Sov. Tech. Phys. Lett.14, 203 ~1988!#.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 7 JULY 1998
Phase instability and nonlinear effects in a mechanically synthesized FeB
nanocrystalline alloy
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Institute of Metal Physics, Ural Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted January 13, 1998!
Pis’ma Zh. Tekh. Fiz.24, 35–40~July 26, 1998!

Results are presented of investigations of the processes taking place during the mechanical
formation of FeB alloy. It was observed that there are critical rates of introduction of damage and
defect concentrations above which the system becomes unstable and two branches of
nonequilibrium steady states appear. During grinding, transitions of a cyclic nature are observed
between these states. It is noted that the evolution of the system is determined by the
dynamics of the fluctuations and in this sense, the mechanical synthesis reaction may be
unpredictable. It is established that the powder grinding process and mechanical formation of an
alloy from atomic components cannot be treated on a purely mechanical or
mechanochemical basis. They must be viewed as part of the general problem of nonlinear
dynamic systems far from thermodynamic equilibrium. ©1998 American Institute of Physics.
@S1063-7850~98!02507-5#
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In mechanical alloy formation, the system continuou
absorbs energy, some of which is dissipated in irrevers
processes. Nonthermal processes also take place, su
chemical or topological disordering as a result of succes
substituting collisions. The frequency of these element
events is proportional to the rate of introduction of dama
and is substantially higher than that under thermal equi
rium conditions. In consequence, systems exposed to
chanical action may be treated as dissipative systems
from equilibrium, the theory of which has attracted particu
attention over the last two decades.1,2 Systems far from equi-
librium may undergo nonequilibrium phase transitions~i.e.,
transitions between nonequilibrium states! when the control-
ling parameters pass through certain critical values. Here
investigate the processes of synthesis and breakup of a
in a FeB system as a function of the energy saturation of
alloy formation process and study how nonequilibrium sta
form in this system.

A mixture of Fe and B powder was treated mechanica
in a Pulverizette centrifugal planetary mill. The degree
action was varied according to the ratio of the mass of
grinding balls (mb) to the powder mass (mp), A5mb /mp

and also by the speed of rotation of the mill and the tre
ment time. Two standard regimes were used to form an a
of the FeB powder. In the high-speed treatment regi
~HST!, the speeds of rotation of the mill platform and th
container were 450 and 850 rpm, respectively, while for
low-speed treatment~LST! these speeds were 200 and 3
rpm, respectively. The structural phase state of the FeB p
der was investigated by Mo¨ssbauer spectroscopy at vario
stages of the mechanical treatment. Nuclear gamma ray s
tra of the FeB powder were obtained at 300 K using a57Co
source in a Cr matrix using a spectrometer and a reson
scintillation detector. A computer program was used for
5561063-7850/98/24(7)/3/$15.00
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model calculations and to reconstruct the density funct
P(H).3

The progress of mechanochemical reactions in a mixt
of elemental Fe and B components is determined by
composition and by the mechanical treatment condition4

Here, we investigate for the first time the alloy formatio
process in a mixture of iron and boron powders having
nominal composition Fe160 at.% B after high-speed trea
ment for 45 h with the ratioA513 ~13 HST!. The results of
the model calculations of the Mo¨ssbauer spectra are pre
sented in Table I. The parameters obtained are simila
those given in Refs. 5 and 6 for nanocrystalline iron. T
ratio of the subspectraS1 /S251 indicates that57Fe resonant
nuclei localized along grain boundaries make a signific
contribution. For this area ratio, the density of the bounda
may be 1018– 1021 cm23. It is known that the dispersion pro
cess has an appreciable influence on the mobility of the
oms. It was shown in Ref. 7 that the coefficient of intr
granular diffusionD of boron in iron at 110 °C isD52.6
310219 m2/s. In the nanocrystalline state, the diffusion c
efficient increases toD52.631015 m2/s and is comparable
with the value ofD along the grain boundaries. Thus, a
analysis of the nuclear gamma ray spectrum suggests tha

TABLE I. Calculated experimental spectrum of mechanically synthesi
Fe160 at.% B alloy after high-speed treatment for 45 h in a planetary m
~13 HST!.

Parameters of nuclear
gamma spectrum Subspectrum 1 Subspectrum 2

I .S., mm/s 0.292 0.266
G, mm/s 0.38 1.46
H, kOe 235 233
S, % 48 52

I .S.—isomeric shift relative to Fe;G—width of 1.6 lines of the nuclear
gamma spectrum;H—hyperfine field;S—relative area of the subspectra.
© 1998 American Institute of Physics
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FIG. 1. Average hyperfine field̂Hhf& of mechanically syn-
thesized nanocrystalline Fe160 at.% B alloy samples as a
function of the grinding time in the 50 LST regime. Th
arrow indicates the bifurcation point B~splitting! where the
branch splits into two nonequilibrium states. The dash
curve shows the transitions between these two states.
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initial state of the synthesized Fe160 at.% B alloy is charac-
terized by high diffusion mobility of the boron atoms. Th
absence ofa-Fe lines in the spectrum and the presence o
sextet with a field corresponding to Fe67B33 indicates that an
appreciable fraction of the boron in the sample is in the f
state, forming no chemical bond with Fe atoms.

In order to investigate phase transitions and the bo
dissolution process, the initial synthesized Fe160 at.% B
powder was then subjected to further low-speed mechan
treatment withA550 ~50 LST!. This regime was used to
reduce the local heating temperature of the powder parti
and the formation of Fe2B and FeB intermetallides.

The efficiency of the alloy formation process, pha
transitions, and the concentrations of the components in
phases at the different stages of mechanical treatment ma
assessed from the dependence of^Hhf& on the average boron
concentration in the sample.8 Figure 1 gives the average hy
perfine field ^Hhf& obtained by reconstructing the functio
P(H) from the experimental nuclear gamma ray spectra
the samples plotted as a function of the grinding time. It c
be seen that the dependence is nonmonotonic. After a ce
time ~110 h! the value of̂ Hhf& increases abruptly as a resu
of the decomposition of the initial synthesized nanocrys
line Fe133 at.% B solid solution with the release of eleme
tal Fe and B. An increase in the mechanical treatment t
causes further dissolution of the boron with the formation
a near-equatomic phase in the amorphous state. Treat
above 400 h causes a phase transition in Fe50B50 regions to
form an Fe66B33 solid solution with the release of B and F
i.e., the process observed at the initial stages of grindin
repeated. Figure 2 gives a three-dimensional representa
of the distribution function of the hyperfine fieldP(H) as a
function of the mechanical treatment time for the 50 LS
regime. The redistribution of the peaks corresponding to
Fe2B (Fe66B33), Fe, FeB (Fe50B50) concentrations illustrate
the nonequilibrium phase transitions in the system.

We postulate that the increase in the internal energy w
increasing deformation and increasing work expended
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caused by the formation of lattice defects. An increase in
treatment time of the nanocrystalline alloy in the less ener
stressed regime~50 LST! has the result that the rate of defe
formation is higher than their rate of relaxation because
the reduced local heating temperature of the sample. T
leads to intensive mixing of atoms of different species a
abruptly increases the rate of mass transfer. In the in
nanocrystalline alloy and also after a short grinding tim
(.110 h) a single state is established~Fe66B33 solid solu-
tion! exhibiting asymptotic stability, since in this region th
system is capable of suppressing internal fluctuations or

FIG. 2. Three-dimensional representation of the hyperfine field distribu
function P(H) as a function of the mechanical treatment timet in the
planetary mill in the 50 LST regime. The redistribution of the peaks of
corresponding concentrations illustrates the phase transitions betwee
two nonequilibrium states.
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ternal perturbations. For this reason, this branch of state
called the thermodynamic branch.1 After a certain critical
concentration of lattice defects is reached the crystal st
ture of the treated material becomes unstable, since the
tuations or small external perturbations are not suppres
The system departs from the standard state and is conv
to a state far from thermodynamic equilibrium. The instab
ity in the nonlinear region far from equilibrium is observe
as splitting~bifurcation, indicated by the arrow in Fig. 1! of
the thermodynamic branch into two branches of nonequi
rium steady states. The solution is determined randoml
the instant of instability via the fluctuation dynamics, and
this sense is unpredictable. The stabilization of some part
lar fluctuation determines the evolution of the system. T
means that even as a result of small perturbations caused
example, by some change in the treatment regime or
is

c-
c-
d.

ted
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s
for
e

presence of oxides,9 the alloy formation reaction may tak
place by different methods.

1G. Nicolis and I. Prigogine,Self Organization in Nonequilibrium System
~Wiley, New York, 1977!.

2A. S. Balankin, Synergetics of a Deformable Solid@in Russian#, MO
SSSR, Moscow~1991!, 358 pp.

3V. I. Nikolaev and V. S. Rusakov,Mössbauer Investigations of Ferrites
@in Russian#, Moscow State University Press, Moscow~1985!, pp. 21–44.

4J. S. Benjamin, Met. Sci. Forum88–90, 1 ~1992!.
5U. Herr, J. Jing, R. Birringer, U. Gonser, and H. Gleiter, Appl. Phys. Le
50, 472 ~1987!.
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A description is given of a semiphenomenological theory which yields an expression for the
velocity of a phase transition wave in a condensed medium exposed to a strong electric field. The
proposed theory may be applied to analyze an electron avalanche breakdown wave or a
melting ~evaporation! wave formed in a material under the action of an electric discharge.
© 1998 American Institute of Physics.@S1063-7850~98!02607-X#
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The action of strong electromagnetic fields on conden
media may result in the following types of phase transitio
1! melting and ~or! evaporation as a result of electr
breakdown of solid~or liquid! weakly conducting media an
electrical explosion of conductors and 2! insulator–
semiconductor or semiconductor–metal transitions as a
sult of electric discharges in insulators and high-resistiv
semiconductors, which under certain conditions propagat
waves.1–6

An analysis will be made of phase transition waves p
cesses involving the propagation of local regions of stro
electromagnetic field variation where some phase transi
takes place.

Let us determine the propagation velocity of a pha
transition wave. We write the general one-dimensional c
tinuity equation describing the change in some physical ch
acteristic of the mediumf ~such as the internal energy«,
electrical conductivitys, carrier concentrationn, or density
r! as a result of a phase transition which takes place un
the action of a strong electric field. Denoting the rate
change of the parameterf by w5w(E) (E is the electric
field strength! and the flow velocity of the medium byv, we
then have

] f

]t
6v

] f

]r
5w. ~1!

We shall assume that the characteristic size of the regio
field uniformity in which the characteristicf changes
abruptly is d. By means of the change of variablesz5r
6ut, whereu is the wave propagation velocity, we obtain

u>
wd

D f
6v, ~2!

whereD f 5u f max2f0u, f 0 is the initial distribution.
If the flow of the medium is ‘‘opposite’’ to the phas

transition wave, there exists a threshold field strengthE* at
which the phase transition wave can propagate. This thr
old value E* is determined from the conditionu.0, i.e.,
w(E* )d/D f 2v.0.

1. In ultrafast electrical explosions of conductors, t
current distribution becomes highly nonuniform as a resul
the formation and explosion of the skin layer. The charac
5591063-7850/98/24(7)/2/$15.00
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istic size of the region of current density nonuniformityj is
equal to the width of the skin layerd j5(0.5msv)21/2,
wherem is the magnetic permeability andv is the frequency
of the current fluctuation.7 The mechanism of wave displace
ment involves expulsion of the current from the skin layer
which the electrical conductivity drops sharply when t
metal is heated by the high-density current. The rate of
ergy release is determined from the Joule heating
w(E)5sE2/r, and formula~2! then yields an expression t
estimate the velocity of the so-called current wave3 through
the conductor

u>
sE2d

rD«
, ~3!

whereD« is the change in the internal energy of the metal
the skin layer andv50 since the layer in which the curren
wave propagates is cold.

2. In weakly nonuniform electrical explosions of con
ductors, such as the so-called fast regimes, all the chara
istics of a cylindrical conductor in either the solid and liqu
states are uniform except for the magnetic pressure. Since
boiling point depends weakly on pressure, volume expans
cannot take place even with uniform heating. Thus,
propagation of evaporation in the form of a phase transit
wave moving from the outer boundary to the axis of t
conductor is caused by the nonuniformity of the pressurep.
The width of the evaporation wavefront in this case is giv
by

dp5
l

cP~0!

dP

dTb

a2

2r
, ~4!

wherel is the latent heat of evaporation,c is the specific
heat of the liquid metal,P(0) is the pressure on the condu
tor axis,dP/dTb is the change in pressure and boiling po
along the liquid–gas phase equilibrium curve,a is the radius
of the conductor, andr is the instantaneous position of th
wavefront.

Since the temperature of the conductor is uniform bef
the onset of boiling, the change of the specific internal
ergy at the front of the phase transition wave isD«5l and
the velocity of this wave is given by
© 1998 American Institute of Physics
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u>
sE2dp

rl
2v. ~5!

3. We shall now consider the phase transition wa
generated in the electrical breakdown of weakly conduct
media, as a result of melting and~or! evaporation of the
material which causes gas bubbles. An electric discha
takes place in this gas within a time much shorter than
needed to form the bubbles and results in the generation
plasma at the front of the phase transition wave. The wi
of the front dE is determined by the geometry of the di
charge gap and the plasma channel. In this case, the pr
gation velocity of the phase transition wave can be estima
from

u>
sE2dE

rD«
1v, ~6!

whereD« is the change in the specific energy of the mater
4. The propagation of plasma channels in insulators

semiconductors at supersonic velocities exceeding the ca
drift velocities indicates that the processes taking place in
streamer discharge are of a wave nature. The motion of
streamer in the interelectrode gap constitutes an ioniza
wave at whose front the carrier concentration changes
stantially byDn5nmax2n0>nmax5(«w0/(em))1/2 in a strong
electric field~when the ionization rate is considerably high
than the recombination velocity!.8 Expression~2! for the ve-
locity of the ionization wave then has the form6

u>
w0dE

nmax
1v, ~7!

where w05w(Emax) is the rate of generation of electron
s
g

e
at
f a
h

pa-
d

l.
d
ier
e

he
n
b-

hole pairs~as a result of tunneling, impact ionization, th
Frenkel effect, or photoionization! andv is the electron ve-
locity.

To sum up, the similarity between the electrical exp
sion of conductors and the electrical breakdown of insulat
and semiconductors can be attributed to their being cau
by the same mechanism: a phase transition wave at wh
front the electrical conductivity changes considerably, falli
sharply in the electrical explosion of conductors and incre
ing by several orders of magnitude in electrical breakdow
For the same geometry and times of action of the elec
magnetic field, the phase transition waves formed in c
densed media have common relationships and spectr
propagation velocities—supersonic and subsonic
depending on the field strength and the type of medium.
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Optical properties of the polarized Dirac vacuum
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An investigation is made of the propagation of laser radiation through the Dirac vacuum
polarized by a strong electric field. Calculations are made of the refractive index of the vacuum
and the angle of rotation of the plane of polarization of the radiation. The possibility of
measuring strong electric fields is assessed. ©1998 American Institute of Physics.
@S1063-7850~98!02707-4#
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The optical properties of free electron beams~Ref. 1,
Sections 13 and 48! can be used to study their internal stru
ture. We note that, according to Dirac,2 the vacuum is a se
of free electrons filling all possible negative-energy leve
Here it is shown that the optical properties of the Dir
vacuum can be used to study~especially to measure th
strengths of! very strong fieldsE0,Ecr5m2c3/e\51.3
31016 V/cm ~in the opposite caseE0.Ecr breakdown of the
vacuum occurs!. Let us assume that the Dirac vacuum
polarized by a strong static electric fieldE0 and elliptically
polarized laser radiation passes through this region:

E1x5E1 sin~vt2kz!, E1y5E2 cos~vt2kz!. ~1!

We shall describe this system using the Heisenberg–E
Lagrangian2 expanded as a series to the fourth order w
respect to the field,

L85R@~E22H2!217~EH!2#.

Here we haveR5a/360p2Ecr
2 , a5e2/\c, E5E01E1 , and

H5H1 . Note that this Lagrangian is suitable for describi
static and variable fields if the frequency of the latter satis
the conditionv!mc2/\ ~Ref. 3!. Let us now calculate the
polarizationP5]L8/]E and the magnetizationI5]L8/]H
of the Dirac vacuum. Then collecting in the currentj
5c curl I1]P/]t those terms oscillating at the frequencyv
and substituting these into the Maxwell equation, we find
tensors of the permittivity and magnetic permeability of t
Dirac vacuum,

« i j 5~118pRE0
2!d i j 116pRE0iE0 j ,

m i j 5~128pRE0
2!d i j 156pRE0iE0 j ~2!

~note that in the calculations we neglected the influence
the Dirac vacuum on the fieldE0!. In order to simplify the
following analysis, we assume that the fieldE0 is directed
along thex axis. In this case, the equations for thex andy
projections of the field are separated

]2Ex,y

]z2 2
1

c2

]2Ex,y

]t2 5
4p

c

] j x,y

]t
,

where j x54RE0
2]Ex /]t, j y514RE0

2]Ey /]t. Obviously, the
5611063-7850/98/24(7)/1/$15.00
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laser radiation linearly polarized along thex andy axes has
different refractive indices

ni5118pRE0
2 , n'51128pRE0

2 . ~3!

If the laser radiation is elliptically polarized~1!, under the
action of the fieldE0 its axes will be turned through th
angle

w5
1

2
arctanF 2d

d221
sinS a

9

E0
2

Ecr
2

z

l D G . ~4!

Herez is the size of the field interaction zone,d5E2 /E1 is
the ratio of the major axes of the ellipse, andl52pc/v is
the wavelength of the laser radiation. Clearly, by measur
the refractive indices~3! or the angle of rotation~4!, we can
uniquely determine the strength of the static electric fi
E0 . Note that these results are also valid for a variable fi
E0(t) if its characteristic fluctuation time is shorter than t
interaction time of the fieldst5z/c.

Let us assume that an electric field having the stren
E051.331015 V/cm ~or E050.1Ecr) is localized in a region
whose size is of the ordera. Let us also suppose that th
wavelength of the laser radiation isl5a/10 and the ratio of
the major axes of its polarization ellipse isd51.1. In this
case, the angle of rotation of the plane of the ellipse~4! is
w54.231024 rad. Note that the angle of rotationw de-
creases rapidly with decreasing field strengthE0 . If E0

51.331014 V/cm ~or E050.01Ecr!, we obtain w54.2
31026 rad.

This work was supported by the International Scienti
and Technical Center, Grant No. A-87.
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Electron energy balance in an ionization-unstable plasma in a magnetogasdynamic
channel

R. V. Vasil’eva, E. A. D’yakonova, A. V. Erofeev, and T. A. Lapushkina

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 20, 1998!
Pis’ma Zh. Tekh. Fiz.24, 48–53~July 26, 1998!

An experimental investigation was made of the evolution of ionization instability in a model of a
disk-shaped Faraday magnetogasdynamic channel connected to a shock tube in a pure rare
gas~xenon! with an alkaline additive. The main components of the average electron energy balance
were determined: the Joule heating power, the average rate of energy transport of the heavy
component by elastic collisions, and the average rate of energy lost through ionization. It was
found that the electron energy defect which includes losses not taken into account, increases
abruptly at supercritical values of the magnetic induction and accounts for approximately half of
the Joule heating power. It is concluded that some of the electron energy is transferred to
pulsations. ©1998 American Institute of Physics.@S1063-7850~98!02807-9#
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One of the fundamental problems of ionization-unsta
magnetogasdynamic~MGD! fluxes is the electron energ
balance, which has mainly been studied using a rare gas
an easily ionized alkali metal additive as the working m
dium. Under the conditions of MGD channels, the degree
ionization of the additives is in equilibrium with the electro
temperature and the selective heating of the electrons is
termined by the fact that the Joule heating power is equa
the average rate of energy transport of the heavy compo
in elastic collisions.1 In this model, all the characteristic
associated with the formation of plasma inhomogeneities
reduced to the fact that the effective plasma conductiv
seff , which determines the Joule heating, is less than
average valuês&. Using the relationseff5^s&beff(v/^n&)21

~Ref. 1! to determine the degree of separation of the temp
ture of the light and heavy plasma components, we propo
formula similar to the Kerrebrok formula:

K S Te

T
21D L 5

gM2

3d
beff^b&~12Ky!2, ~1!

where g5cp /cn , M is the Mach number of the flow
beff ,^b& are the effective and the average Hall paramet
d51 is the inelastic loss factor, andKy is the load factor.
However, an analysis made in Ref. 1 shows that this form
is not valid in all experiments. Some of the Joule energy m
well be converted to pulsations, and here we propose to
termine this fraction of the energy.

For this study a pure rare gas without alkali additives
used as the active medium under conditions when the ion
tion in the MGD channel is nonequilibrium. Thus, the inela
tic energy losses to ionization of the gas must be taken
account in the electron energy balance. However, the p
lem still remains: does the Joule heating reduce to the a
age energy dissipated in the elastic and inelastic losses.

The experiment was carried out using a disk-shaped
aday MGD channel connected to a shock tube withKy→0,
Ky'0.1. The apparatus and the measurement method
5621063-7850/98/24(7)/3/$15.00
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described in Refs. 2–5. The duration of the flow was 400ms.
The experiments were carried out using xenon, the M
number of the shock wave front in the shock tube was 6
and the initial pressure was 26 Torr with weak MGD inte
action. The Mach number of the flow in the disk channel w
2–3, the Hall parameter was 1–3, and the degree of ion
tion of the gas 1024– 1023. Measurements were made of th
effective plasma conductivity, the local values of the cond
tivity, the Hall parameter, and the electron densities and te
peratures at various radii. Measurements were also mad
the flow velocity and gas pressure. The atomic densities
temperatures were reconstructed by comparing the exp
mental and calculated data.

The electron energy balance is compiled for a volume
gas some distance from the entrance to the channel so th
is in a region of weakly varying gasdynamic parameters. I
assumed that the evolving plasma inhomogeneities do
perturb the gasdynamic flow. The experiments showed
the average Hall current and the average perturbation of
azimuthal field are zero. The estimates also showed that
energy losses caused by the emission and excitation of a
and also associated with the variation of the average elec
temperature are low compared with the energy dissipate
ionization. Under these assumptions, the electron energy
ance has the following form:

seff~uB!2~12Ky!25
3me

ma
k^ne&^n&~^Te&2T!

1S Ei1
5

2
k^Te& D ^Dn&

Dt
1DW,

~2!

where Ei is the ionization potential. The ionization rate
determined from the increment of the electron density at t
radii r 157 cm, r 2510 cm, Dt5(r 22r 1)/u, ^Dn&5^ne2

&
2^ne1

&1^ne1
&(na2

2na1
)/na1

. In the section r 2–r 1 the
plasma flow parameters vary negligibly, and thus the aver
© 1998 American Institute of Physics
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values of the plasma parameters for this section are use
determine the elastic losses. The values ofseff were also
measured for this section. The average energy transport
is defined as ^n&5na^ce&^Qa&(11^ne&/na^Qi&/^Qa&),
where^Qa& and^Qi& are the energy transport cross sectio
for the atoms and ions, which are determined for^Te&. The
electron energy defectDW includes the additional electro
losses neglected in the energy balance. Figure 1 gives
components of the energy balance for subcritical and su
critical values of the magnetic field. The Joule heating slo
at maximum magnetic induction because the stream sl
appreciably as a result of the action of the ponderomo
force. The elastic energy losses increase because the ele
density is greater and because the energy transport rat
creases with electron temperature. The inelastic ene
losses increase since the ionization rate increases with
creasing field.

Figure 2a gives the energy defect relative to the Jo
heating power. The values ofDW/Wj for subcritical mag-
netic fields are taken as a basis for comparison. The obse
difference ofDW/Wj from zero in this region is within ex-
perimental error. The relative error in the determination
DW/Wj when these values are compared for different m
netic inductions is less than 20%. The slight decrease
served atB51 T is evidently caused by a reduction in th
Joule heating. The fluctuations of the electron density sho
in Fig. 2b reveal correlations between the fluctuations a

FIG. 1. Joule heating powerWj ~1!, elastic energy lossesW2 ~2!, and energy
dissipated in ionizationW3 ~3! for various magnetic inductions;Bcr is the
critical magnetic field.
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the energy defect. The indicated range of critical magne
field values can be explained by the fact that the occurre
of fluctuations in a fixed cross section depends on the m
netic induction and on the time taken for the evolution
ionization instability. Since a longer lifetime is required fo
the plasma volume to attain larger distances, the lower
value of the magnetic induction, the larger the radius bef
the onset of instability. As the instability while the plasm
volume moves fromr 1 to r 2 , the fluctuations grow. It can be
seen from Fig. 2 that an energy defect appears when
inhomogeneities form and increases as the fluctuations in
electron density increase.

Thus, in fully developed ionization instability, the ele
tron energy defect caused by structuring of the plasma
counts for approximately half the Joule heating power. T
indicates that not only does the growth of the instability p
duce characteristic features in the current flow but vario
paths of electron energy losses in pulsations probably
exist. However, a more comprehensive model of ionizat
turbulence is required to determine these losses.

FIG. 2. a—Relative electron energy defect for various magnetic fields;
fluctuations of the electron density at two radii for various magnetic ind
tions. The numbers on the curves are the values ofr in centimeters.
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Electron energy in exoelectronic emission from a ferroelectric
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An analysis is made of the change in the potential in the plane of a grid electrode on the surface
of a ferroelectric caused by exoelectronic emission under the influence of a pulsed electric
field. The potential is calculated by means of integral equations from electrostatics. An estimate
is made of the possible initial energies of electrons leaving the surface of the ferroelectric.
© 1998 American Institute of Physics.@S1063-7850~98!02907-3#
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Exoelectronic emission from the surface of ferroelectr
has recently been studied to gain a deeper understandin
the physical properties of these materials and also wit
view to using these materials to develop highly efficie
pulsed emitters for vacuum devices.1,2 In this last case, the
ferroelectric is exposed to a pulsed electric field. Howev
the mechanism responsible for the high initial energies of
emitted electrons~up to a few kilo-electronvolts! has not
been discussed in the literature, even though the sprea
the initial velocities is the limiting factor in the application o
these emitters. Here we examine a model to estimate
order-of-magnitude energy of the emitted electrons.

In the steady state, surface polarizing charges
screened by free charges distributed along the surface o
ferroelectric. When a fairly strong polarization-reversi
electric field is abruptly applied, the polarizing charges va
rapidly, whereas the free charges do not vary significan
during polarization reversal since the emitted charge
counts for a small fraction of the polarizing charge and
conductivity of the ferroelectric is low. A change in the tot
surface charge alters its potential, which determines the
ergy of the emitted electrons.

In the usual experimental setup to observe exoelectro
emission, a grounded conducting film electrode in the fo
of a grid is deposited on the emitting surface of a ferroel
tric wafer and an external electric field which reverses
polarization of the ferroelectric is generated by applying
pulsed voltage to a solid conducting electrode on the o
surface of the wafer. We shall assume that the wafer is
order of magnitude thicker than the width of the slits in t
conducting grid and that in calculations of the potential d
tribution in the plane of the grid, created by the charg
distributed in this plane, the influence of the solid electro
can be neglected. Since the purpose of these calculatio
to estimate the order-of-magnitude potential at the slit,
simplicity we shall consider a single slit between two co
ducting half-planes located on the surface of a semi-infin
ferroelectric.

The problem of the potential distribution created by u
compensated surface charges formed at the slit after p
ization reversal of the ferroelectric induced by an exter
electric field is difficult to solve in a general formulatio
because of the nonlinear dielectric properties of the fe
5651063-7850/98/24(7)/2/$15.00
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electric. We shall confine our analysis to the limiting case
an external electric field so strong that the spontaneous
larization is completely oriented in the direction of the ele
tric field and the dielectric properties of the ferroelectric a
determined by two polarization mechanisms, which we sh
assume to be linear. Disregarding the existing anisotropy~the
difference between the permittivity measured parallel to
direction of spontaneous polarization and that measure
the perpendicular direction! we describe the dielectric by th
scalar relative permittivity«.

We position the origin of the Cartesian coordinate s
tem at the center of a slit of width 2a, with thez axis parallel
to the slit, thex axis perpendicular to the slit parallel to th
conducting half-planes, and they axis running from the
ferroelectric into vacuum. The problem involves determini
the potential within the slitf(x) (uxu<a, y50) assuming
that the charge density distributions(x) (uxu,a) within the
slit is known and that the electrode potential is zero, i
f(x)50 (uxu.a). Since in this problem charges are on
present at the planar interface of the two dielectrics, the
tential and the electric field may be sought in a homogene
medium with the equivalent relative permittivity«e5(«
11)/2>«/2. It is convenient to introduce the electric fie
component in the slit planeE5Ey(x) as the unknown, for
which electrostatics methods using Fourier transformati3

yield the singular integral equation

p21E
2a

1a

E~x1!~x12x!21dx15s~x!/~2«e«0!, ~1!

where«058.8531021 F/m is the permittivity of free space
Assuming that the functions(x) is even andE(x) is

odd, the solution of Eq.~1! is written as follows:4

E~x!52~2p«e«0~a22x2!1/2!21E
2a

1a

~a22x1
2!1/2s~x1!

3~x12x!21dx1 . ~2!

In relations~1! and ~2! the integrals are understood in th
sense of the principal value. The value of the integral
obtained by integratingE(x):

f~x!5~2p«e«0!.
© 1998 American Institute of Physics
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E
2a

1a

s~x1!ln~~a22xx11~~a22x2!~a22x1
2!!1/2!/

~aux2x1u!!dx1 . ~3!

In order to estimate the potential, we assume that
surface charge densitys(x) is constant and we set this equ
to the spontaneous polarizationPs . We then find

f~x!5Ps /~2«0«e!~a2x2!1/2. ~4!

The maximum energy of the emitted electrons is o
tained using the highest value of the potentialfmax attained
at the center of the slit (x50)

fmax5Psa/~2«e«0!. ~5!

Taking the values for barium titanate ferroelectricsPs

50.25 C/m2, a51024 m, and «51000, we obtainfmax

52.8 kV, which is of the same order of magnitude as
experimental results.1

The potential distribution within the slit can also be ca
culated in the other limiting case of a weak external fie
when the ferroelectric can be described in the linear appr
mation of the scalar permittivity,«@1. Taking the externa
field in the ferroelectric at some distance from the slit to
perpendicular to the surface of the ferroelectric and unifo
with the strengthE0 , and using the method which was a
plied to derive relations~1! and ~2!, we find

f~x!50.5E~«21!/~«11!~a22x2!, ~6!

i.e., in this approximation regardless of the specific value
the relative permittivity of the ferroelectric, we obtain
e

-

e

i-

e

f

fmax>E0a/2. ~7!

On the basis of equalities~5! and ~7!, which were ob-
tained for the limiting cases of strong and weak polarizatio
reversing fields, we can predict in general that the maxim
energy of the emitted electrons will increase with increas
slit width. Note that the assumption used in the model, t
the external electric field at some distance from the slit
uniform with the constant strengthE0 , presupposes that a
the width of the slit increases, the thickness of the ferroel
tric wafer and the amplitude of the polarization-reversi
voltage pulse increase proportionately. We also postu
that the increase in this energy with increasing polarizati
reversing field should be slower in strong fields.

To sum up, these calculations of the potential distrib
tion at the surface of a ferroelectric in the plane of a g
electrode have yielded estimates of the possible initial en
gies of the electrons leaving the surface of the ferroelectric
a result of exoelectronic emission under the action o
pulsed electric field.
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Part 131, 3098~1992!.

3I. N. Sneddon,Fourier Transforms~McGraw-Hill, New York, 1951, re-
printed Dover, New York, 1995; IL, Moscow 1995!.

4F. G. Tricomi, Integral Equations~Interscience, New York, 1957; IL,
Moscow, 1960!.
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Lasing in submonolayer InAs/AlGaAs structures without external optical confinement
B. V. Volovik, A. F. Tsatsul’nikov, N. N. Ledentsov, M. V. Maksimov, A. V. Sakharov,
A. Yu. Egorov, A. E. Zhukov, A. R. Kovsh, V. M. Ustinov, P. S. Kop’ev, Zh. I. Alferov,
I. É. Kozin, M. V. Belousov, and D. Bimberg

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg;
Institute of Physics, St. Petersburg State University, Petrodvorets;
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Structures having a set of planes with submonolayer InAs inclusions in an AlGaAs matrix were
fabricated and studied. Lasing was observed as a result of optical excitation. It is shown
that lasing takes place via the ground state of excitons localized at InAs islands and may be
achieved without external optical confinement of the active region by wide-gap layers
of lower refractive index. The low threshold excitation density shows that these structures may
be used to develop low-threshold injection lasers in the visible range, exciton waveguides,
and self-contained microcavities. ©1998 American Institute of Physics.
@S1063-7850~98!03007-9#
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INTRODUCTION

Studies of growth processes in an InAs–GaAs sys
have shown that the depositing submonolayer InAs coat
leads to the spontaneous formation of an array of isla
around one monolayer high with a characteristic width
around 4 nm and small dispersion of the late
dimensions.1,2 It is deduced from Refs. 3–5 that submon
layer structures possess unique optical properties. An ap
ciable increase in the exciton binding energy was obser
as a result of lateral quantization.3 In addition, a high lumi-
nescence efficiency and high exciton oscillator strength w
observed even for an InAs layer of ultrasmall avera
thickness.4 Lifting of the momentum selection rules was al
demonstrated.5 Later it was shown that in II–VI structure
with CdSe/ZnMgSSe submonolayers the localization of
citons at islands and lifting of the momentum selection ru
allows lasing to be achieved via the exciton ground state
submonolayer superlattices.6 Lasing was achieved in struc
tures without optical confinement by wide-gap layers
lower refractive index as a result of modulation of the refra
tive index near the exciton resonance.7

So far, no similar effects have been reported in III–
systems where the low electron mass makes the exciton
calization energy at submonolayer islands extremely
~less than 50 eV for InAs submonolayers in GaAs4!. We
proposed and fabricated structures with InAs submonola
islands in an AlGaAs matrix in which lasing was achieved
structures without external optical confinement as a resu
an increase in the exciton localization energy in the islan
Lasing is observed at low optical excitation densities wh
opens up extensive prospects for using this effect in vis
lasers to improve the optical confinement, in excit
waveguides, and self-contained microcavities, i.e., vertic
emitting lasers, where modulation of the refractive ind
near the exciton resonance region in the quantum dot all
self-contained tuning of the cavity mode and the gain profi
5671063-7850/98/24(7)/3/$15.00
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EXPERIMENT

The structures were grown by molecular beam epita
on semi-insulating GaAs~100! substrates in a RIBER 32P
system with a solid-state As source under standard co
tions of As enrichment. The structure studied in detail h
was fabricated by growing a 0.3mm thick GaAs buffer layer
on the substrate, followed by a 0.7mm thick Al0.32Ga0.68As
layer, and a thin~10 nm! Al0.4Ga0.6As carrier-confinement
layer. Another Al0.32Ga0.68As ~20 nm! layer was then fol-
lowed by growth of the active region which consisted of
ultrathin GaAs quantum wells 1 nm thick with 0.5 ML InA
deposited at the center of each. The wells were separate
Al0.32Ga0.68As barriers 50 Å thick. A Al0.32Ga0.68As layer
100 nm thick and a thin~10 nm! Al0.4Ga0.6As were then
grown. The growth temperature was 600 °C, but dur
growth of the active region the temperature was reduced
485 °C to avoid segregation and re-evaporation of In ato
from the surface.

Luminescence was excited by an Ar1 laser (l
5514.5 nm, P5500 W/cm2), a pulsed nitrogen laser (l
5337 nm, pulse power 1 MW/cm2), and a halogen lamp
whose light was passed through a monochromator. The
minescence signal was recorded using a cooled photom
plier.

RESULTS AND DISCUSSION

Figure 1 shows spectra of the photoluminescence, lu
nescence excitation, and optical reflection from this sam
It can be seen that at low levels of excitation with a phot
energy higher than the Al0.32Ga0.68As band gap, the spectrum
contains a single peak which is attributed to radiative reco
bination of excitons localized at InAs islands. Note that th
peak is shifted appreciably in the long-wavelength direct
relative to the energy of the optical transition predicted fo
GaAs quantum well 1 nm thick. This indicates that the ex
© 1998 American Institute of Physics
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tons are strongly localized at InAs islands. The photolum
nescence excitation spectrum has two characteristic fea
denoted as QD1 and QW. Note that these lines exactly m
the exciton characteristics observed in the reflection sp
trum, although that associated with QW is substantially l
broadened. The position of the QD1 and QW characteris
in the luminescence excitation spectrum remains constan
the detection energy varies. We attribute these characteri
to states caused by excitons localized at InAs islands
exciton states in the ultranarrow GaAs quantum well~QW!.
This interpretation is quite consistent with the spectral po
tion of the peaks and their half-width. The photolumine
cence spectrum obtained for resonant excitation with a p
ton energy below the quantum-well band gap reveals
lines, one~QD2, 1.729 eV! shifted substantially in the long
wavelength direction compared with QD1 and another p
at 1.750 eV, close in energy to QD1~Fig. 2a!. Under low-
density nonresonant excitation, the QD1 line is less e
ciently excited, evidently because carriers with a high m
mentum in the plane of the GaAs quantum well are m
efficiently trapped at islands with a high localization ener
~QD2!. However, at high excitation densities the QD1 li
always predominates in the spectrum~Fig. 2b!. Similar ef-
fects were also noted in submonolayer CdSe/Zn
structures.8

As the excitation density is increased further, the line
shifted to a position close to QD1 in the reflection spectr
~Fig. 2b!. In this case, the QD1 peak continues to domin
in the photoluminescence spectrum and the QD1 state
not saturate which evidences their high density. At high
citation densities a stimulated emission line is observed fr
the end of the cavity.

FIG. 1. Photoluminescence, luminescence excitation, and optical refle
spectra of this structure.
i-
res
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A cavity of lengthL51 mm was cut to investigate las
ing. Figure 3a gives the integrated luminescence intensit
a function of the excitation density. It can be seen that
800 W/cm2, the intensity increases sharply, evidently b
cause of the onset of stimulated emission at a photon en
of 1.750 eV~Fig. 3b!. Note that for injection pumping, the
threshold density of 800 W/cm2 corresponds to a threshol
current of ;200 A/cm2, which is the upper limit for the
threshold current because of the unknown fraction of carr
lost from the surface as a result of the surface nature of
nitrogen laser excitation. Thus, structures with InAs/AlGa
submonolayers can be used to develop low-threshold in
tion lasers in the visible range even without external opti
confinement~the average difference in the Al compositio
between the submonolayer superlattice and the confining
ers is only 5%!. The structure is shown schematically in th
inset to Fig. 3c.

Figure 3c gives the temperature dependence of
threshold excitation density. It can be seen that from;70 K
the threshold density increases exponentially and by appr
mating the dependence using the formulaP5P0

3exp(T/T0) we can determineT0530 K. This behavior of
the threshold density can be attributed to the thermal em
sion of carriers from islands. We observed lasing up to 1
K. The thermal stability of the emission may be improved
increasing the localization energy which can be achieved
using wider-gap confining layers or by using vertically co
related island growth.9

on

FIG. 2. a—Photoluminescence spectra for various excitation energies,
cated near the spectra. The position of the lines QD1~reflection! and QW is
taken from the optical reflection spectrum; b—photoluminescence spe
for various excitation densities. The luminescence was excited by an1

laser. The dashed lines give the representation the spectrum as two Ga
curves.
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CONCLUSIONS

We have demonstrated lasing in optically pumped str
tures formed by submonolayer InAs inclusions in an AlGa

FIG. 3. a—Integrated photoluminescence intensity from end versus ex
tion density; b—photoluminescence spectra from end for various excita
densities shown on the spectra. The position of the QD1 and QW line
taken from the optical reflection spectrum; c—temperature dependenc
threshold excitation density. The value ofT0 was obtained using the ap
proximationP5P0 exp(T/T0). The structure is shown in the inset.
-
s

matrix without external optical confinement. The lasing o
curs at low excitation densities, which makes these structu
promising for the development of low-threshold injection l
sers in the visible range, exciton waveguides, and s
contained microcavities.
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Thermionic valve effect and cathode crater rhythm in a low-voltage cold-cathode
vacuum arc

M. K. Marakhtanov and A. M. Marakhtanov

N. E. Bauman State Technical University, Moscow
~Submitted November 6, 1997!
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A vacuum arc with a cold cathode burns rhythmically. The period of the rhythm is determined
by a thermionic valve effect which occurs between the hot crater and the cold cathode as
a result of the brief retention of the heat in the crater by the oppositely propagating electron flux.
© 1998 American Institute of Physics.@S1063-7850~98!03107-3#
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The experiments were carried out using the Bula
vacuum-arc evaporation system and were described
Ref. 1.

The rhythmic nature of cathode craters can be seen f
a photograph of the cathode where the motion of the cath
spot is imaged as a chain of light~Fig. 1a!. The number of
links in the chain is proportional to the exposure time. Ea
link consists of a cathode spotDs from luminescence aroun
a craterD, and a switching path of lengthL and width d
~Figs. 1b and 2a!. The path probably consists of spots
smaller diameterd burning around small cathode craters1

Since the links of the chain possess approximately the s
brightness, we can assume that the average period o
rhythm t15t/N is also the same for all the links, wheret is
the frame exposure time andN is the number of links in a
particular frame. The average periodt15631024 s was de-
termined from 16 photographs of a Ti cathode in an arc
5701063-7850/98/24(7)/3/$15.00
6
in

m
de

h

e
he

f

voltageV524 V and currentI 567– 72 A, using black and
white film ~200 ASA!, an exposure time of 1/30– 1/500 s
and a Zenit camera without any light filter.

The rhythm can be identified on the oscilloscope tra
in Figs. 1c and 1d. It has been established2 that any appear-
ance of a cathode spot at a new site is preceded by its
appearance at an old site. The arc current should cha
abruptly between these events, inducing voltage surges in
Rogowski loop. The time between the voltage minima on
oscilloscope traces of the loop can then be taken to be e
to the period of the cathode spot rhythm. The average pe
is t251.431024 s for a Ti cathode atI 592 A ~Fig. 1c! and
t252.931023 s for an Al cathode atI 573 A ~Fig. 1d!. The
Rogowski loop was mounted on an 8 mm diameter cond
tor near the cathode. The coil consisted of 270 turns o
ferrite ring of 16 mm diameter and 334 mm cross section
er
r-

p

FIG. 1. Experimental illustration of a cathode crat
rhythm: a—light chain of 42 cathode spots on the su
face of a Ti cathode of diameter 56 mm,t51/60 s,
I 569 A, V524 V; b—diagram showing a link in the
chain consisting of a cathode spotDs and a switching
path L, with the average valueDs52.82 mm; c—
oscilloscope trace of output voltage of Rogowski loo
in arc with Ti cathode,I 592 A; d—the same in an arc
with an Al cathode,I 573 A.
© 1998 American Institute of Physics
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The output impedance of the loop was 75 kV.
The cathode crater rhythm can be determined from

known dimensionsD and h ~Fig. 2a and Ref. 1! and also
from the rate of cathode sputteringS which is 15.20
31026, 4.0531026, 11.7631026, 11.5731026, 4.42
31026, and 2.2731026 kg/s for Zn, Al, Cu, Fe, Ti, and Cr
cathodes, respectively. The densityr of these metals is
7150, 2700, 8930, 7880, 4540, and 7150 kg/m3, respec-
tively, and the average crater mass isM5rD2h57.62
31028, 0.3231028, 0.4931028, 0.1131028, and 0.032
31028 kg, respectively. The average period of the cra
rhythm is then t35M /S550.131024, 7.931024, 4.2
31024, 3.531024, 2.531024, and 1.131024 s for the ap-
propriate metal. Here it is assumed thatS is constant and the
switching time of the spot can be neglected.

Thus, for titanium we havet15631024 s, t251.4
31024 s, andt352.531024 s. The similarity between the
values oft indicates that the process of crater nucleation a
disappearance on the cathode is regular. We shall deter
the reason for this regularity.

The crater has a high temperature~but probably below
the boiling pointTb of the metal! and also has a planar pro

FIG. 2. Schematic of thermionic valve in cold cathode: a—average diam
D and depthh of cathode crater in highly conducting metals, current and
voltage: Zn 48 A316.7 V, Al 52 A336 V, Cu 105 A324.5 V; b—
components of valve:1—molten metal,2—bottom of crater,3—valve layer
of heated but solid metal,4—side surface of crater,5—cold cathode metal;

the flux q̄ of hot electrons~shown by the long arrows! transfers the kinetic
energy of the electrons from the crater1 to the cold cathode5; the opposite

electron fluxJ̄e transfers electrical energy from the arc power supply to
crater; the thermal energy is partially ‘‘blocked’’ in the crater as a resul

the high flux densityJ̄e .
e

r

d
ine

file and short lifetime~Fig. 2a and Ref. 1!. It is located on a
cold conductor from which an unusually dense electron c
rent flows into the crater. A thermal barrier is created b
tween the crater and the cathode as a result of this curr
Heat is transferred in the metal by the electronic and lat
conduction.3,4 For Zn, Al, and Cu~for which the electrical
conductivity is s.0.25sCu) electronic heat transfer pre
dominates and their real thermal conductivity is higher th
s ~Ref. 4!. In metals with lows ~Fe, Ti, and Cr! both mecha-
nisms are involved in heat transfer and the real thermal c
ductivity increases with the ratiol/s ~Ref. 4!. Almost all the

heatq̄ leaves the crater through the bottom2, since its area is
much greater than that of the side surface4 ~Fig. 2b!.

The density of the electron flux to the crater
j e.I /D2 because of its planar profile~Fig. 2a and Ref. 1!.

The flux J̄e moves ‘‘forcibly’’ under the action of the powe

supply source and transfers the heat fluxq̄ back into the
crater ~Fig. 2b!, producing a thermionic valve effect. Th
effect takes place over the periodt when the crater area
increases to the maximumD2, i.e., as long as the electro
drift velocity exceeds the critical valueVe>Vec5Je /(ene)
50.009, 0.026, 0.259, 0.133, 0.092, and 0.307 m/s, res
tively. Here we findj e5 j ~see Ref. 1!, and the free electron
concentration in the appropriate metal isne513.1031028,
18.0631028, 8.4531028, 17.031028, 22.6431028, and
24.9931028 m23 ~Ref. 3!. The valve retains in the crate
exactly that amount of energy« required for the arc to burn
for the timet. After depletion of the crater mass, switchin
of the cathode spot within the hot circleR is initiated ~see
Ref. 1!.

The valve is not ideal and a fraction of the arc pow
f 5Qw /IV escapes to the cathode, whereQw is the heat
transferred by the cooling water. This fraction isf 50.033,
0.182, 0.266, 0.412, 0.283, and 0.271 for Zn, Al, Cu, Fe,
and Cr cathodes, respectively.

Changes inD, t, andR are caused by the thermal con
ductivity l andTb ~see Ref. 1!. With decreasingl or Tb , less
heat escapes to the cathode andf Zn, f Al, f Cu. As q de-
creases, the heat densityj e which can be retained in the
crater decreases and the diameterD is larger for low-melting
metalsDZn.DAl.DCu. Growth of the crater to largeD re-
quires a long time~recall thatt2Al.t2Ti , and also the series
for t3). Over the timet a large areaR2 is heated around the
crater and a new crater appears at a larger distanceR, being
located on the cold metal wheres has a maximum~see
Fig. 2 in Ref. 1!. For Fe, Ti, and Cr these changes depend
l/s.

The existence of a thermionic valve is limited b
the timet during which the crater massM5rV can accumu-
late thermal energy« which is transferred by the currentj
to the crater volumeV together with the electrical powe
Q. The condition for the existence of a craterQ>«/t
is then rewritten as j eEV>rVC(12 f )/t. We take
E5 j e /s, r5nAmp , j e5enevec ; for a Ti cathode
we have C5C1(Tf2Tc)1Cf1C2(Tb2Tf), where C1

5515 J kg21 K21 and C2.700 J kg21 K21 are the specific
heats of the solid and liquid Ti,Cf5314 000 J/kg is the spe
cific heat of fusion of Ti,Tc5300 K, Tf51881 K, andT
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53560 K are the temperature of the cold cathode, the m
ing point, and the boiling point of Ti, respectively,s.3.05
3105 V21 m21 at T'Tf , A548 u, t5(t11t21t3)/3
5(611.412.5)31024/353.331024 s. We rewrite this
last inequality and we estimate the value ofj e for a titanium
cathode

j e>
mp

e

s

Vec

A

t
C~12 f !

51028
3.053105

0.092

48

3.331024

3@5153~18812300!1314 000

1700~356021881!#~120.283!

57.963109 A/m2.
lt-The densityj e obtained as a result of this estimate is close
the experimental valuej 53.333109 Am22 for Ti ~Ref. 1!,
which suggests that a thermionic valve does exist, determ
ing the rhythmt in a low-voltage cold-cathode vacuum ar
The physical quantities used here were taken from Ref.
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Investigation of the influence of the thermal prehistory of zinc and cadmium melts
on their crystallization

V. D. Aleksandrov and A. A. Barannikov

Donbass State Academy of Building and Architecture
~Submitted January 15, 1998!
Pis’ma Zh. Tekh. Fiz.24, 73–78~July 26, 1998!

Methods of thermal analysis were used to study how the temperature and hold time of zinc and
cadmium melts and their rate of cooling influence their crystallization. It was established
that zinc and cadmium melts exhibit no precrystallization supercooling. It was confirmed that
neither cooling at a rate between 0.001 and 8 K/s, nor heating Zn and Cd melts to
temperatures 200 K above the appropriate melting point, nor isothermal ‘‘annealing’’ for up to
4 h, nor using a mass between 50 mg and 50 g resulted in supercooling during
crystallization. The results are analyzed using a cluster model of the crystallization of Zn and Cd
melts based on the similarity between the crystal-chemical parameters of the solid and
liquid phases of these substances. ©1998 American Institute of Physics.
@S1063-7850~98!03207-8#
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Almost all simple substances show a tendency tow
precrystallization supercooling1–7 when their melts are
cooled below the melting pointTL . However, no supercool
ing, DT2, during crystallization of solid zinc and cadmium
samples has been reported in the literature. Data present
Ref. 8 on the supercooling of Cd particles of between 4 a
44 nm in aluminum alloys up to;60 K have no relevance to
solid materials, since particles of this size are a comple
different substance and form the subject of special invest
tions in small-particle physics.9

The lack of publications on supercooling in solid Zn a
Cd is fairly surprising, considering the ready availability
these elements, their relatively low melting points~692.75 K
for Zn and 594.26 K for Cd! ~Ref. 10!, and their noncorro-
sive properties under normal conditions.

Here we describe the results of a study of the influe
of the thermal prehistory of zinc and cadmium on their cr
tallization using methods of ballistic thermal analysis.3–7

The samples were high-purity zinc and cadmium weig
ing 50 mg, 0.1, 1.0, 2.0, 6.0, and 50 g with 5 or 6 test be
made for each weight. The crucibles were made of alund
and quartz. The tests were carried out in air, in a rare-
atmosphere~argon!, in a vacuum of up to;1025 Torr under
conditions of dynamic pumping in a vacuum station, and i
‘‘static’’ vacuum (;1023 Torr) using a Stepanov ampoule
Different rates of cooling were used: 0.001, 0.02, 0.3, 1
and 8.0 K/s.

Thermal cycling was carried out in a specially prepar
‘‘gradient-free’’ resistance furnace over a temperature ra
covering the melting and crystallization range. A progra
mable controller allowed the thermal heating and cool
cycles to be carried out in a particular regime. The low
limit of the thermal cycles was kept constant~at 50 K below
TL) while the upper limit was varied at two degree interva
betweenTL and superheating by 200 K aboveTL . The tem-
perature of the samples was mainly measured usin
shielded XA thermocouple and was recorded on chart pa
5731063-7850/98/24(7)/2/$15.00
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using a KSP-4 potentiometer with a 1 mV scale. In some
cases, unshielded XA thermocouples inserted directly in
sample were used.

Between 50 and 100 heating and cooling cycles w
carried out on the same sample under the same experim
conditions~at the same rate of cooling, for the same ma
and so on!.

The reliability of the results was confirmed by repeati
a series of experiments many times for each sample.
error of the temperature measurements was 0.15–0.20 K

It was established that under all these experimental c
ditions, for all Zn and Cd samples, no precrystallization s
percooling was observed regardless of mass, rate of coo
crucible material, atmosphere, temperature, and isother
hold time. The crystallization process exhibited equilibriu
behavior and took place at a crystallization temperature c
responding to the melting point of the material and the
percooling (DT25TL2T) was zero.

By way of examples, Figs. 1 and 2 show cooling the
mograms for 1 g zinc and cadmium samples, respectively,
rates of 0.3 K/s in air. In both cases, the preheating of
melt was;35 K above the melting point of the appropria
material. It can be seen that at temperaturesTL a crystalliza-
tion plateau is observed without any initial supercooling.

Preliminary isothermal holding of the melt for betwee
1 min and 4 h attemperatures 10, 20, 50, and 100 K abo
the melting point did not cause any supercooling.

However, other substances~such as Bi, Sb, Sn, Se, Te
InSb, PbCl2, H2O, and In–Sb alloys! always exhibited pre-
crystallization supercooling in our systems.3–7 For compari-
son Fig. 3 shows crystallization isotherms for bismuth~1 g!
recorded by us under similar crystallization conditions. It c
be seen that bismuth exhibits the supercoolingDT2

521.4 K at a heating and cooling rate of;0.25 K/s.
An analysis of the crystallographic table of chemic

elements11 shows that zinc and cadmium stand alone amo
the transition metals, and in fact among all the elements
© 1998 American Institute of Physics
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the Periodic Table. First, Zn and Cd are at the end of
series and have completely filled 3d and 4d electron shells.
Second, they are isomorphous and the only hcp modifica
with an anomalously high lattice parameter ratio (c/a
51.8869 for Zn and 1.8859 for Cd! melts with the conser-
vation of short-range order. Zinc and cadmium possess
characteristics of covalent crystals which are formed by
sharing of six outer electrons with their six nearest neighb
in the layer. As a result of melting, the weaker bonds
tween the layers are broken and these become structural
of the liquid phase in the form of flexible cluster conform
tions. The strong covalent bonds between the atoms in th
clusters are not broken at high temperatures, as is evide
by x-ray structural analyses,12 which indicate that when Zn
and Cd melts are superheated to 100–120 K aboveTL , the
structure of the liquid phase becomes close-packed with
first coordination number;11.0– 11.5 and does not underg
structural rearrangement.

Thus, the cluster structure of the liquid phase of Zn a
Cd is similar to the structure of the solid phase, and dur

FIG. 1. Crystallization thermogram for zinc showing no precrystallizat
supercooling.

FIG. 2. Crystallization thermogram for cadmium showing no precrystalli
tion supercooling.
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solidification the clusters readily combine to form a crys
so that crystallization takes place in equilibrium without s
percooling. That is to say, the crystallization of Zn and C
takes place, as it were, at its own ‘‘seeds’’~clusters! without
a specific incubation period. Substances which unde
structural rearrangement in the liquid state~such as Sb, Bi,
Sn, H2O, and so on! and possess configurations of atoms
clusters, unlike crystals,12 exhibit hysteresis effects. Rea
rangement of the atoms back into a crystal as a resul
cooling belowTL requires an incubation period in a met
stable supercooled region. This is why the crystallization
these substances involves supercooling.

To conclude, we postulate that the absence of superc
ing for Zn and Cd was probably well known to researche
The results were not published possibly for two reasons
was either assumed that the absence of supercooling
these substances was not particularly noteworthy, i.e., a
result, or no explanation could be provided, particularly
terms of the classical theories of nucleation and crystalli
tion.

1V. I. Danilov, Liquid Metals and Their Solidification@in Russian#, State
Scientific-Technical Publishers of Literature on Ferrous and Non-Ferr
Metallurgy, Moscow~1962!, 434 pp.

2B. Chalmers,Solidification Theory@in Russian#, Metallurgiya, Moscow
~1968!, 288 pp.

3V. I. Petrenko and V. D. Aleksandrov, Pis’ma Zh. Tekh. Fiz.9~22!, 1354
~1983! @Tech. Phys. Lett.9, 582 ~1983!#.

4V. D. Aleksandrov and V. I. Petrenko, Rasplavy2~5!, 29 ~1988!.
5V. D. Aleksandrov and V. I. Petrenko, Rasplavy No. 3, 83~1992!.
6V. D. Aleksandrov, Neorg. Mater.28, 709 ~1992!.
7V. D. Aleksandrov and V. I. Petrenko, Rasplavy No. 3, 85~1993!.
8B. A. Muller and J. H. Perepezko, Metall. Trans. A18, 1143~1987!.
9Yu. I. Petrov,Physics of Small Particles@in Russian#, Nauka, Moscow
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10Properties of Elements, Handbook Edition, edited by M. E. Drits@in Rus-
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FIG. 3. Crystallization thermogram for bismuth showing precrystallizat
supercooling.
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Qualitative analysis of the behavior of a Lorenz dynamic system based
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The behavior of a Lorenz dynamic system is analyzed qualitatively using geometric concepts.
This analytic approach can be applied to analyze a broad class of systems with dynamic
chaos. ©1998 American Institute of Physics.@S1063-7850~98!03307-2#
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At present, the main method of studying complex no
linear dynamic systems with strange attractors is mathem
cal computer modeling. It is interesting to search for me
ods which could yield qualitative conclusions as to t
behavior of a dynamic system without knowing its soluti
and which could predict the time when the system becom
stochastic. One such method is the Mel’nikov method
separatrix splitting, but this can only be applied to a limit
class of dynamic systems.1 We propose an analytic approac
which can be used to analyze the behavior of a wide rang
systems with dynamic chaos.

Our proposed approach involves representing a sys
of n differential equations describing a nonlinear dynam
system in the form of a differential equation

F18~x,a!52F2~x,a!, ~1!

wherex5(x1 ,x2 ,...,xn) is the vector of the phase variable
of the system anda5(a1 ,a2 ,...,aN) is the vector of the
system parameters. The functionsF1,2 determine the sur-
facesF15A and F25B in the phase space of the syste
The sign ofB can be used to determine how the mapp
point of the dynamic system moves relative to the family
surfacesF15const ~in the direction corresponding to in
creasing or decreasingA). A set of different functionsF1,2

can be obtained for the same dynamic system, which me
that the motion of the trajectory in the phase space of
system as a whole can be assessed by means of a su
choice ofF1,2.

We shall illustrate the proposed approach to investiga
Lorenz system:

ẋ52sx1sy; ẏ52y1rx2xz; ż52bz1xy, ~2!

wherer , s, andb are the parameters of the system. Equat
~1! can be obtained for system~2! as the sum of a linea
combination of equations~2! with a linear combination of
Eqs.~2! multiplied byx, y, andz, respectively, as was don
in Ref. 2, p. 92:

$~k1x21k2y21k3z2!/21k4x1k5y1k6z1k7%8

52$sk1x21k2y21bk3z22xyz~k32k2!

2xy~sk11rk21k6!1k5xz1x~sk42k5r !

1y~k52sk4!1k6bz%, ~3!
5751063-7850/98/24(7)/2/$15.00
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wherek1 , k2 , k3 , k4 , k5 , k6 , and k7 are constant coeffi-
cients. Depending on whether the mapping point lies ins
or outside the surface

sk1x21k2y21bk3z22xyz~k32k2!2xy~sk11rk21k6!

1k5xz1x~sk42k5r !1y~k52sk4!1k6bz5B

~where B is a certain constant determined by the instan
neous values ofx, y, and z), the motion of the mapping
point in the phase space relative to the family of surface

~k1x21k2y21k3z2!/21k4x1k5y1k6z1k75A5const

varies qualitatively, moving in the direction of increasingA
(B,0) or decreasingA (B.0). The intersections of thes
surfaces with the plane perpendicular to theX axis, projected
onto theYZ plane, have the form of quadratic curves. If w
choose the coefficients to bek151/s, k25k351/r , k45k5

5k750, and k6522, Eq. ~1! for the Lorenz system~2!
becomes simplified and has the form

~x2/s1y2/r 1~z22r !2/r !8522br~x2/br1y2/br2

1~z2r !2/r 221!. ~4!

Equation~4! is valid for the Lorenz system~2! and for other
types of nonlinear dynamic systems which can be reduce
the form of Eq.~1! for the given choice ofF1,2, but with a
different set of coefficientsk1 ,k2 ,...,k7 .

It is known from the theory of differential equations th
a relation of the type~4! determines the region of asymptot
motion of the phase trajectory of a dynamic system.3 The
function F1 in Eq. ~4! is the generalized distancer between
the mapping point with the instantaneous coordina
(x,y,z) and the point with the coordinates (0,0,2r ). The
functionF250 in Eq.~4! is an ellipsoid. Inside the ellipsoid
(F2,0) r increases while outside (F2.0) r decreases.
This implies that for any initial conditions, the asymptot
motion of the phase trajectory, including that in the prese
of strange attractors, will take place in a bounded region
phase space. We shall estimate the boundaries of this re
From Eq. ~4! we obtain the maximumrmax5b2r2/(b21).
For b.1 the region is an ellipsoid of the form

x2/~Armaxs/r !21y2/~Armax!
21~z22r !2/~Armax!

251
~5!
© 1998 American Institute of Physics
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with its center at the point having the coordinates (0,0,2r ). It
follows from Eq. ~5! that if strange attractors appear in th
Lorenz system, the values of the instantaneous phase co
nates lie within boundaries defined by the inequalities

2bAsr /~b21!<x<bAsr /~b21!,

2brA1/~b21!<y<brA1/~b21!,

2r 2brA1/~b21!<z<2r 1brA1/~b21!. ~6!

If we choose the coefficientsk15r /s, k25k3521,
k45k55k65k750, F1,2 has the following form:

F1~x,y,z!5x2r /s2y22z2, ~7!

F2~x,y,z!5x2r 2y22bz2. ~8!

A change in the sign ofF1,2 determined by the instantaneou
coordinatesx,y,z changes the form of theF1,2 surfaces. For
F1,2.0 the surfaces are parted hyperboloids, forF1,250
they are cones, and forF1,2,0 they are unparted hyperbo
loids. For the instantaneous coordinatesx,y,z the surfaces of
constantF15A andF25B in the planex5 x̄5const corre-
spond to the cross sections

~ ȳ21 z̄2!/~ x̄2r /s2A!51 —circle,

ȳ2/~ x̄2r 2B!1 z̄2/~ x̄2r /b2B/b!51 —ellipse.

When the instantaneous coordinatesx,y,z vary, A and B
vary as do the sizes of the circle and the ellipse, and t
relative position. Forx̄5x we obtain a circle of radius
Ru x̄5x5Ay21z2 and an ellipse with the semiaxesayu x̄5x

5Ay21bz2 and azu x̄5x5Ay2/b1z2 ~see Fig. 1!. The point
Mi ( i 51,4) corresponds to the instantaneous value of

FIG. 1.
di-

ir

e

phase coordinatesx,y,z. Since the value of the phase coo
dinatez for a Lorenz system is positive because of the
equalities~6!, the position of the mapping point of the sy
tem corresponds to the pointsM1 and M2 . For az5R (y
50) the pointsM1 and M2 are the same. From the tim
(y50), the phase trajectory must undergo a transition fr
one state of unstable equilibrium to another over the ti
Dt<T ~where T54p/A8s(r 21)2(s1r )2 is the oscilla-
tion period of the system which is determined in accorda
with Ref. 4!. Thus, the proposed approach allows us to
termine analytically the onset of qualitative changes in
behavior of a dynamic system and specifically shows tha
the system changes between unstable equilibrium states
sign of they coordinate changes first, followed by that of th
x coordinate. This sequence of change in the signs of thx
andy coordinates is confirmed by the experimental resul2

The possibility of determining the instant that qualitati
changes take place in the behavior of the system, allow
to find the specific time intervals for efficient application
external controlling influences to the parameters of a Lor
dynamic system4 to ensure the desired behavior.

The representation~1! can also be used to analyze th
behavior of other types of nonlinear dynamic systems w
strange attractors~Rössler system, Ruelle–Takens syste
and so on! although this is outside the scope of the pres
paper.

From this analysis, we can draw the following concl
sions:

1. The differential representation~1! is an effective
method of studying the behavior of dynamic systems w
strange attractors.

2. An analysis of the functionsF1,2 ~4! allows us to
determine the bounded volume of phase space in which
phase trajectory of a Lorenz dynamic system underg
asymptotic motion.

3. An analysis of the intersections of theF1,2 surfaces
~7! and ~8! of the Lorenz system can provide an analy
substantiation of the condition (y50) for the onset of a tran-
sition between regions of unstable equilibrium states and
lows us to determine the boundaries of the times intervals
these transitions in a dynamic system.

1V. V. Afanas’ev, Yu. E. Pol’ski�, and V. S. Chernyavski�, Pis’ma Zh.
Tekh. Fiz.23~23!, 40 ~1997! @Tech. Phys. Lett.23, 917 ~1997!#.

2Strange Attractors, edited by Ya. G. Sinai and L. P. Shil’nikov@in Rus-
sian#, Mir, Moscow ~1988!.

3V. V. Nemytskii and V. V. Stepanov,Qualitative Theory of Differential
Equations~Princeton University Press, Princeton, N.J., 1960! @Russ. origi-
nal, Gostekhizdat, Moscow, 1947#

4V. V. Afanas’ev and Yu. E. Pol’ski�, Pis’ma Zh. Tekh. Fiz.15~18!, 86
~1989! @Sov. Tech. Phys. Lett.15, 741 ~1989!#.
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The design of an ‘‘electrodynamic accelerator’’ for ultraheavy molecular ions with masses of
order 106 Da is analyzed. It is shown that these ions can be efficiently accelerated to
energies of hundreds of kilo-electronvolts over lengths no greater than 20 cm by using a sequence
of voltage pulses with amplitudes of several kilovolts and microsecond durations. This
acceleration allows ultraheavy molecular ions to be efficiently recorded using conventional
secondary electron multipliers or multichannel plates. ©1998 American Institute of Physics.
@S1063-7850~98!03407-7#
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Time-of-flight mass spectrometry is now being succe
fully used in biochemical and medical research as a hig
sensitive, reliable, and relatively simple method of detect
biological molecules and their fragments. This particula
applies to mass-spectrometric time-of-flight methods us
pulsed laser desorption/ionization of complex molecules
specially selected matrixes~described in the English litera
ture as matrix-assisted laser desorption/ionization,
MALDI !1 which can reliably detect relatively small frag
ments of protein molecules and oligonucleotides2 as well
as very heavy molecules with masses up to 150 000
~Ref. 3!. It has been suggested that this method will be a
be very useful for solving fundamental problems such
unraveling the nucleotide sequence of DNA~Ref. 4! which
requires, as do many other applications, the reliable detec
of molecules and their fragments with extremely hi
masses, up to 106 Da and higher.5

However, studies of such heavy molecules present
preciable difficulties, since the velocity they acquire at t
potentials of a few or even tens of kilovolts used in typic
time-of-flight mass spectrometers is inadequate for detec
using conventional secondary electron multipliers and mu
channel plates.6 The efficiency of detection of high-mas
ions increases as their energy increases~i.e., the accelerating
potential of the mass spectrometer!.7,8 However, increasing
this potential even to values of 30–50 kV, not to menti
higher values, presents major problems for compact lab
tory systems. It would seem that the types of detectors o
than secondary electron multipliers or multichannel plat
now being actively discussed and investigated to solve
problem, such as cryogenic detectors operating at 0.4 K
calorimetric particle detectors~see Ref. 9 and the literatur
cited therein! cannot completely solve this problem becau
they are expensive and difficult to operate.

The present note is intended to draw attention to the
that ions of such high mass can easily be accelerated ‘‘e
trodynamically’’ by passing them through a set of acceler
ing gaps having typical lengthsl of the order of a few mil-
limeters to which are applied high-voltage pulses hav
amplitudesU of a few kilovolts and durationst between one
and a few microseconds. This is attributable to the l
5771063-7850/98/24(7)/2/$15.00
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velocity of such heavy ions; for example, the velocity of
ion of mass M5106 Da, accelerated to 10 kV, is onl
1.43103 m/s, i.e., in 1ms this ion only covers a distance o
1.4 mm. The system required to implement this principle
electrodynamic acceleration is very compact and inexp
sive, allowing heavy ions to be accelerated to potentials
hundreds of kilovolts over a length of 10–20 cm.

The principle of electrodynamic acceleration is illu
trated in Fig. 1, where the parameters are as follows: the
two accelerating gaps have lengthl 53 mm, the next five
l 55 mm, the following eightl 57 mm, and the next eigh
l 59 mm. A sequence of rectangular pulses of amplitu
U510 kV and durationt51 ms are applied to the even elec
trodes, as shown in Fig. 1 (1U for time t, then 0 for timet,
and 2U for time t, and so on!. The odd electrodes ar
grounded. It is suggested that either diaphragms or grid e
trodes highly permeable to ions may be used. The co
sponding ion-optical effects of ion beam focusing and de
cusing are not considered~these clearly cannot be of an
significance because the ions pass through the grids at t
when the electrode potentials are zero!. The operation of the
accelerating system is analyzed for a pulsed source of he
ions similar to that described in Refs. 2 and 3.

During the voltage pulse the ion is uniformly accelerat
from the initial velocityv i to v i 115v i1eUt/ lM , covering a
distancesi5v i t1eUt2/2lM . A successful acceleration cycl
requires the conditionl i1si, l to be satisfied, wherel i is the
distance between the ion and the first electrode at the ins
of application of the voltage pulse. Then, during the timet
the ion propagates in the absence of the field, covering
distances05v i 11t. If the gap length satisfiesl , l i1si1s0

,2l , then after the application of a voltage pulse of oppos
polarity, the ion again begins to be accelerated and we h
l i 115 l i1si1s02 l .

The calculations show that ions of massM05106 Da,
entering this system with an initial energy of 10 kV, a
accelerated to a potential of 127.3 kV at the exit ifl 0 ~the
distance between the ion entering the accelerator and
input electrode at the instant of application of the first vo
age pulse! is between 0 and 0.85 mm, which corresponds
a time width dt of the order of 0.6ms for the initial ion
© 1998 American Institute of Physics
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FIG. 1. Diagram illustrating the concept of an electr
dynamic accelerator for heavy molecular ions.
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packet. In this case, there is a large margin for possible va
tion of the initial ion energydU and its massdM ; both these
parameters can vary within a percentage of the initial va
and despite this, the incoming ion will still be accelerat
after passing through the accelerator. The energy acquire
the ion depends on its mass but these variations are smal
are not significant. For this accelerator, for example, the
ergy varies between 126.6 keV forM51.007M0 and 127.9
keV for M50.993M0 . Note that if the probabilityP of de-
tection of such an ion is estimated using the empirical f
mula derived by Geno and MacFarlane8 ~since this formula
was obtained for ions of far lower mass than the c
M5106 Da considered here, its validity must be check
experimentally!: P512exp(2g), with g52.5831027m
3exp(2.3131024v), wherem is the ion mass in daltons an
its velocity v is in meters per second, we obtain the co
pletely satisfactory valueP50.56.

The proposed design was not specially optimized to
tain the highest possible values ofdt, dU, anddM but these
parameters may nevertheless be considered to be quite
factory. The results of a more detailed analysis of the ope
tion of an electrodynamic accelerator, its optimization, a
also its possible usage as a mass spectrometer and mass
will be published separately. Depending on the accelera
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required, the system can either be terminated after any n
ber of accelerating gaps or the structure could be extend

Thus, there is no doubt that the electrodynamic accele
tion of very heavy molecular ions is possible in principle.

In conclusion, the author would like to thank V. S
Letokhov for useful discussions and interest in this work.
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Interference between Zeeman states corresponding to the forbidden magnetic-dipole transition
DF50, DmF52 is reported in connection with the simultaneous interaction of 62S1/2

cesium atoms with a resonant microwave field and an rf field which varies at twice the Larmor
frequency and is directed perpendicular to a static magnetic fieldH050.2 Oe.
© 1998 American Institute of Physics.@S1063-7850~98!03507-1#
ee
e
a
o

on
-
in

wi

ce
ir
k
ne
m

n

on
-
a

th
f t
he
lly

nt,
a

-
d

to a

se-
tor
e

ld

he
n

en-
to
cy

o-
of

he
m,
ns
Studies of coherence effects in the interaction betw
radiation and matter are now attracting increased inter
mainly because the coherent coupling of atomic states le
to substantial changes in the macroscopic characteristics
material. Such effects include ‘‘coherent populati
trapping’’ 1 and ‘‘electromagnetically induced trans
parency.’’2 It should be noted that in these studies and
others concerned with interference effects in ensembles
optically oriented atoms,3–5 the coherent coupling of the
atomic states took place as a result of a two-photon pro
in a three-level quantum system. In this case, each pa
interfering states~between which no direct transition too
place! was coupled with a third state by interaction with o
of two resonant electromagnetic fields belonging to the sa
frequency range~optical or microwave!.

Here an experiment is described to observe cohere
between the~4.4! and ~4.2! Zeeman levels of 62S1/2 cesium
atoms~between which the direct magnetic-dipole transiti
DF50, DmF52 is forbidden! under conditions of a three
photon coherent process induced using two variable m
netic fields whose frequencies differ substantially~micro-
wave and rf!.

Figure 1a shows some of the ground-state levels of
cesium atoms which are coherently coupled as a result o
interaction of the microwave and rf magnetic fields with t
ensemble of atoms. The apparatus is shown schematica
Fig. 1b.
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The experiment was carried out as follows. Resona
circularly polarized pump radiation directed parallel to
static magnetic fieldH0.0.2 Oe creates a nonequilibrium
population of 62S1/2-cesium atomic levels. Microwave radia
tion from a 3 cm range microwave oscillator is passe
through a waveguide and a rectangular horn antenna
glass cell containing cesium vapor~at room temperature! and
neon buffer gas. The orientation of the horn antenna is
lected so that the direction of the magnetic induction vec
of the microwave field forms an angle of 45° with that of th
H0 field.

As a result, the microwave field had magnetic fie
strength components with the polarizationss (H1

s) and p
(H1

p). The frequency of the microwave field was tuned to t
frequency of the (4.4)↔(3.3) hyperfine structure transitio
which was monitored using theSz signal for the optically
oriented atoms.6 Thes-polarized rf magnetic field (H2

s) was
generated using a Helmholtz coil whose axis was perp
dicular to H0 . The frequency of the rf generator used
supply the coil was close to twice the Larmor frequen
f rf52 f 0[2g/2pH0 (g/2p5350 kHz/Oe). A transverse~to
H0) probe beam, linearly polarized in the direction orthog
nal to H0 , was used to record the coherent superposition
~4.4! and~4.2! states which occurred in the experiments. T
modulation of the absorption of the transverse light bea
which occurs at the frequency of the rf field under conditio
m
en

s:
FIG. 1. a—Diagram of ground-state levels of cesiu
atoms assumed in the analysis of interaction betwe
these atoms and a two-frequency (microwave1rf)
magnetic field; b—block diagram of apparatu
1,2—cesium spectral lamp,3—circular polarizer,
4—working cell, 5—Helmholtz coil, 6—rf generator,
7—microwave generator,8—horn antenna,9—linear
polarizer, 10—band-pass amplifier, and11—photo-
diode.
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FIG. 2. Output voltage traces from band-pass amplifier o
tained by sweeping the rf field frequency with the micr
wave field switched on (H1Þ0, Pmw;1021 W) and off
(H150). The scale on the right-hand ordinate refers to t
caseH150. Curves1–3 were obtained forU520, 15, and
8 V, respectively, whereU is the output voltage of the rf
generator.
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of a three-photon coherent process and evidences the
quired Zeeman coherence, was detected using a photod
positioned at the exit window of the cell~see Fig. 1b!. The
signal from the photodiode was then fed to a band-pass
plifier ( f bpa52 f 0 , dbpa510 kHz) and after amplitude detec
tion, was recorded by an automatic plotter.

The Zeeman coherence signal was recorded as a r
nant variation in the modulated absorption of cesium va
as the frequency of the rf field was swept. Figure 2 sho
traces of this signal obtained for different rf magnetic fie
~the coil constant isK52.531023 Oe/V).

The appearance of a coherence signal between the~4.4!
and ~4.2! Zeeman levels may be explained using the mo
of a three-level quantum system interacting with two mon
chromatic electromagnetic fields of different frequency~Fig.
1a!. According to this model, the~4.4! level is coherently
coupled with the~4.2! level via the third~3.3! level as a
result of one-photon excitation of the (3.3)↔(4.4) hyperfine
structure transition using theH1

s component of the micro-
wave field and two-photon excitation of the (3.3)↔(4.2)
neighboring hyperfine-structure transition by absorption o
p-polarized microwave quantum (H1

p) and the simultaneou
emission of as-polarized rf quantum (H2

s). In this case, the
conditions for excitation of the magnetic-dipole transitio
are satisfied (DF51, DmF5u1u) both in terms of energy and
magnetic quantum number.
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Among the characteristic features of the observed Z
man coherence signal we must include the drop in its re
nance frequency when we increased the amplitude of th
field. This frequency shift may arise because thes-polarized
rf magnetic field used experimentally, whose frequency w
close to twice the Larmor frequency, is a nonresonant p
turbation for each pair of neighboring Zeeman levels~with
DF50, DmF51). It was shown in Ref. 7 that such a pe
turbation should reduce the magnetic resonance freque
which can be seen clearly as the ‘‘collapse’’ of the Zeem
levels ~dashed lines in Fig. 1a!. As a result, the resonan
frequency of the coherence signalf res52 f 0 should also de-
crease, as was observed in these experiments.
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