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The regions of stability of coherent Josephson oscillation in a chain of Josephson tunnel
junctions with nonlocal electrodynamic coupling were studied by means of a numerical simulation
of the dynamics of this structure using the Wertheimer macroscopic theory of Josephson
junctions. The possibility of using these systems to develop generators of narrow-band
electromagnetic radiation at frequencies of 1 THz is discussed19@8 American

Institute of Physicg.S1063-785(018)00108-9

INTRODUCTION of an investigation of the stability of the coherent Josephson
oscillation in this type of one-dimensional structure are pre-
The use of synchronous multi-element Josephson strugented here.
tures instead of single Josephson elements offers great prom-

ise for the development of phased generators of narrow-bangecioN OF STABILITY OF THE COHERENT STATE

electromagnetic radiation in the submillimeter and near- . ) )
infrared wavelength ranges. Analytic results obtained for weak electrodynamic cou-

Two main requirements can now be formulated forpling between Josephson elements in the cell of a one-

promising types of Josephson multi-element Synchronougimensional structure indicate that in-phase oscillation oc-
structures from the practical viewpoint} strong interaction curs only when the imaginary part of the conductahcef

between the Josephson elements which would ensure ma}Ee coupling circuit is inductive and the region of stability of

mum stability of the coherent state over any spread of elethe coherent state with respect to differences in the critical

ment parameters, and bigh-frequency coherent oscillations Icurrents IS fpr:)portlonal tl.o Im. at thehoscl[lrllatlpn frzquenc’y% th
(of order 1 THz or higher Theoretical analyses of multi- h cases of strong coupling, 1.€., when the impedance of the

element Josephson structures are extremely involved, so ansl_ectrodynamm coupling circuit is low, the impedance of the

lytic estimates have been obtained for single cells of thes osephson e_Iemer_1t |tsel_f must also be taken Into _account.
structures only in the limit of weak electrodynamic coupling _hus, numencal simulations of the dynaml_cs B thls_one-

between Josephson elements and in the absence of any mmensmnal structure showed that the maximum region of
trinsic  capacitancé. However, various numerical

calculationd have indicated that if the Josephson elements *I

have a finite intrinsic capacitance, where the McCumber pa-
rameterBE(Ze/ﬁ)IcRﬁC has values close to 1 { is the

critical current,Ry is the normal-state resistance, a@dis

the capacitange stronger interaction takes place between A L R
these elements. Rejecting these data, the authors of Ref. 3

analyzed cells with strong electrodynamic coupling between j

Josephson elements with~1 by means of a numerical 2 L R

simulation of their dynamics using an extremely simple re-
sistive model of the Josephson elements. A subsequent, more
detailed study of these structures revealed that in chains with
nonlocal electrodynamic coupling between the Josephson el-
ements(Fig. 1) stronger interaction may take place at dis-
placement currents<I ¢ (return branch of the hysteresis part

of the current—voltage characterigtior values of the
McCumber parameter3~10. These conditions can be
achieved in nonshunted niobium Josephson tunnel elements
with a critical current density,~3—5 kA/cn? for which the

area of the Josephson junctiorSs- 10 um?. This motivated i ;
us to make a numerical simulation of the dynamics of aFIG. 1. Series chain of Josephson tunnel elements withRBmonlocal

similar chain of Josephson tunnel e_:lements using a MOrGiectrodynamic coupling circuit. The dotted line encloses a single cell of the
accurate model based on the Wertheimer thédHge results  structure.
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FIG. 2. Current—voltage characteristics of a single tunnel eler@nta
tunnel element shunted by &L circuit with r=0.7,1=0.5 (b), and of
elements in a single cell of a chain with=0.7, 1=0.5 and the critical
current differenceAl.=30% (c). The voltageV is normalized to the gap
voltageV, .

stability of the coherent state for a finite impedance of the
coupling circuit comparable with the impedance of the Jo-
sephson element occurs foe=R/Ry~0.7, I=L/L;~0.5,
whereLJ:[(Ze/ﬁ)lc]*l is the characteristic inductance of
the Josephson junctiohin this case, the Josephson elements
undergo fairly strong frequency-dependent shunting by the
circuit impedancez,=ZRy=r +jwl, where » is the fre-
qguency{) normalized to the characteristic frequency of the
Josephson junctiof).=(2e/%)IcRy, and this shows up
most clearly at dc currerisee the current—voltage character-
istics of the Josephson elements in Fig. 2

The regions of existence of coherent Josephson oscilla-
tion in a single cell formed by two Josephson elements as a
function of w andAic=(lc1—1¢c2)/(Ic1t+1c,) are shown in
Fig. 3 for =10 and various parameters of the coupling

Aica

0.55

03

0,1

circuit r andt. The coherent state shows maximum stability FIG. 4. a — Maximum permissible difference in the critical currents of the
against the spread of critical currents between the Josephsdpsephson elements = (Icy—Ic2)/(IcatIc2) for the coherent state of a

elements in the plasma frequency rangg=8"%~0.3. In
this range, even for large differencAsc, the interaction of

two-junction cell as a function of the paramegerfor r=0.7 andl =0.5,
calculated using the Wertheimer modsblid curve and the resistive model
(dashed curve b — amplitude of the cell voltage oscillations as a function

the Josephson junctions is characterized by large-amplituds frequency for =0.7,1=0.5, and various values of the paramefer
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currents through the outermost inductances of the coupling The fabrication technology for niobium Josephson tun-
circuit and a relatively small-amplitude current through thenel functions has now reached the stage where we can pro-
central inductance. For the chain as a whole, this situatioduce junctions with3~6—-10 (S~10 um?) with a techno-
corresponds to nonlocal interaction between the Josephsdogical spread of critical currents and critical current density
elements. At higher frequencies, local interaction betweefic~3-5 Alcnt (Vc~0.5—1 mV) within a single substrate
the Josephson elements predominates, this being charactér-a fairly narrow rangeAl-~6—-10% (Ref. 5. It is thus

ized by a substantially larger-amplitude current through thequite realistic to use this type of one-dimensional Josephson
central inductance for the same value\@t . In this range, structure to develop a generator of narrow-band electromag-
the coherent state exhibits maximum stability to the criticalnetic radiation tunable by a factor of three or four at frequen-
current spread at oscillation frequencies-2—3w), . cies up to 1 THz.

In the resistive model the dependence of the maximum  This work was partly financed under the State Program
permissible critical current differenckic of the Josephson “Topical Trends in the Physics of Condensed Media”
junctions in a cell on the McCumber parameter has a gentlyProject No. 98051 and the “Integration” Scientific-
sloping maximum aB~5—-16. The microscopic Wertheimer Educational CentefProject No. 461
model gives a narrower extremum @t=5-7 (Fig. 43. Al-
though for3>10-15 the differencéic may be some tens  1a k_jain, K. K. Likharev, J. E. Lukens, and J. E. Sauvageau, Phys. Rep.
of percent in this last case, the amplitude of the synchronous109, 309 (1984.
oscillation within the region of synchronization decreaseszH-'G- Meyer and W. Krech, J. Appl. Phy88, 2868(1990. _
rapidly with increasingd and oscillation frequency (Fig. él D. Mashtakova, V. K. Kornev, and G. A. Ovsyannikov, Radiotekh.

; ektron.40, 1735(1995.
4b). It should also be noted that the phase difference of the: k. Likharev, Dynamics of Josephson Junctions and Circé@ordon
Josephson oscillation within the synchronization range de- and Breach, New York, 1986; Nauka, Moscow, 1985
pends onAic and varies between 0 fakic=0 and /3 at 5S. Han, A. H. Worsham, and J. E. Lukens, IEEE Trans. Appl. Supercond.
the boundary of this range. In this case, the amplitude sum- > 2489(1993.
mation factor varies between 1 and 0.5. Translated by R. M. Durham
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Modeling of the kinetics of plastic deformation of polycrystals using Markov chains
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Discrete Markov chains are used to model the kinetics of microplastic deformations in
polycrystalline copper as a multilevel hierarchical process. The quantitative contribution of each
structural level to the average deformation is determined.1998 American Institute of
Physics[S1063-785(18)00208-0

The present paper develops the concepts of polycrystal 1
deformation processes using a statistical multilevel interpre-
tation. The deformable material being studi®dO coppey
is considered as a multilevel hierarchical sysfeifhe task

of the investigations is as follows: Pa; Ps; P33 O

— to determine the boundaries of the ranges of work of Pa Paz Paz Puag
the material on the structural level being analyzed; where we haveP;;=1, P;,=P13=P1,=0, Py3=P,,=P3,
— to determine the quantitative contribution of each=0 from the definition of the self-avoiding and absorbing

|
|
P=| Py | P 0O O
|
|

structural level to the average deformation; states’

— establish a correlation between the statistical and We give the transition matrix in the canonical form
physical models. I 0

Following the procedure used in Ref. 2, the microplastic P= ( R Q)'

deformations over the lengtk (translationals,,, vy, and H b O d ibes the behavior of th ol
rotationalw,) may be described as a function of the average e submatrbQ describes the behavior of the material in a

. . . set of self-avoiding states. The submatRxonly includes
macroscopic deformation of the sampleby certain random e . "
) . elements characterizing the transition from self-avoiding
functions f; ;(x/e;); i=1,2,3 and analyzed on three struc-

states to the absorbing state. The variation of the elements of

tural levels: the submatrixQ as a function of the conditions of a factor
i=2 — cooperative processes at the level of an enexperiment allows us to determine the characteristics of the

semble of grains; absorbing chain directly in terms of the fundamental matrix:
i=3 — intergranular plastic deformations; N=(1-Q) .

i=4 — intragranular plastic deformations. L
Each element of the fundamental matrix implies an

The index 1 denotes the structural level associated withyyerage number of times the process reaches a given self-
the evolution of the average macroscopic deformation of th%voiding state, and the sum of the values a|ong the rows
sample as a whole.

The idea of describing the kinetics of plastic
deformations in terms of Markov processes is based on
the assumption that the microplastic deformation increments
at each structural level are statistically independent. An in-
vestigation of the autocorrelation functions fgy,, vy, and
w, confirms that the process is Markovian to varying
degree$.

In accordance with the classification of Markov chains,
the state of the material at level 1 can be defined as absorb-
ing, while that at levels 2, 3, and 4 is defined as
self-avoiding® The work of the material during the deforma-
tion process may be described by a Markov chain with four
states and is represented by a signal graph of the S&des
Fig. D).

The transition matrix for the four-state model is given
by: FIG. 1. Signal graph of states of a deformed polycrystalline material.
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TABLE I.
Matrix
Deformation N 3
1.154 0 0 1.154
0.073 0.588 1.063 0 1.651
0.425 0.049 1.01 1.475
1.266 0 0 1.266
0.054 0.202 1.016 0 1.218
0.466 0.113 1.016 1.595

characterizes the entire contribution of each level to the av-

V. V. Ostashev and O. D. Shevchenko 585

deformation in the appropriate modes on the different scale
levels. Comparing, for example, the coefficients
1.266>1.218 for the rotational modes, we can say that the
rotational mechanism comes into operation at the grain
group level, which agrees well with studies of
superplasticit§ where it was shown that one of the mecha-
nisms responsible for superplasticity is a system of displace-
ment of nonadjacent grains. The inequality 1691475 of

the coefficients for shear deformations suggests the preferen-
tial evolution of noncrystallographic slip embracing several
grains.

V. E. Panin, Yu. V. Grinyaev, V. |. DanilovStructural Levels of Plastic

Deformation and Damaggin Russiai, Nauka, Novosibirsk(1990,

erage deformation of the material. Table I gives an example 555 pp,
of the calculations of the fundamental matrices for a sample?v. v. Ostashev, and O. D. Shevchenko, Abstracts of Papers presented at
with maximum plasticity for the rotational and shear compo- the 32nd Seminar on Topical Strength Problems, St. Petersburg,[it996

nents.

Russian, pp. 35-36.
3J. G. Kemeny and J. L. SnelFinite Markov Chains(Van Nostrand,

A” the samples_, partiCU|ar|Y_ at t_he stage of strpng defor- princeton, N.J., 1960, reprinted Springer-Verlag, New York, 1976: Nauka,
mations, show various anomalies in the calculations of the Moscow, 1970, 346 pp

contribution of the scale levels to the macroscopic deforma-'O- A. Kaibyshev,Plasticity and Superplasticity of Metalin Russiar,

tion. The coefficient denoted by, may be regarded as the

Metallurgiya, Moscow(1975, 279 pp.

degree of inclusion of the physical mechanisms of plasticrranslated by R. M. Durham
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The concept of an analytic signal is used to show that the stochastic synchronization of bistable
systems corresponds to locking of the instantaneous phase of the oscillations in complete
agreement with the classical theory of phase synchronization19@8 American Institute of
Physics[S1063-785(18)00308-3

The fundamental phenomenon of forced and mutual synef the distribution function, interact in stochastic
chronization of self-oscillatory systefnwas observed quite synchronizatior?:®
recently and has been studied in systems with deterministic The aim of the present paper is to describe the synchro-
chaog° and time-scale-controlled noiée® If the phase nization of stochastic bistable systems under stochastic reso-
space of a chaotic system has a direction in which one of theance conditions in terms of phase synchronization theory.
Lyapunov exponents is zero, the concept of instantaneoukhe resulting complexity in the determination of the instan-
phasé can be introduced and the frequency locking effecttaneous phase of a stochastic signal can be overcome by
can be investigated using methods of phase synchronizatid#sing the concept of an analytic sigtal” which is widely
theory. Another class is represented by nonlinear systensed in radiophysic8'° and in signal processing thedfy.
which in principle cannot possess natural deterministic fre-This method was successfully used to study phase synchro-
quencies. Their dynamics depends strongly on the noise irftization of chaotic systerﬁ’s.
tensity which controls the characteristic time scales of the ~BY an analytic signak(t) we understand the complex
system. function z(t)=s(t)_+|sH(t):a(t)e'¢(t), where the function

A typical model in this class is a stochastic bistable sysS#(t) IS the Hilbert transform of the initial signal
tem which describes the motion of a Brownian particle in aS(1):Sn(1)=1/m[Z..s(7)d7/(t—7) (the integral is taken in
two-well potential. The characteristic time scale for this € Sense of the Cauchy principal valughe instantaneous
model is represented by the average time to escape from tf@Plitude a(t) and phase¢(t) of the signal s(t) are

potential well(the Cramers tim&). Stochastic bistable sys- uniquely determined using the expressions given above. We
ecall that for synchronizable noisy self-oscillatory systems,

tems perturbed by a wgak penod,c sys_tem haye recently agﬁe dynamics of the phase differente is described by the
tracted close attention in connection with studies of the sto- T . .
chastic resonance effett!? The response of the system to a universal stochastic differential equation
weak periodic -perturbation is.amplifieq sub;tantially and Ad=5—e sin(Ag)+&(1), )
reaches a maximum at an optimum noise lefrelthe sto-
chastic resonance regimén the limit of a small-amplitude where the mismatch parame®@is determined by the differ-
periodic force, the spontaneous resonance is described usiegce between the natural frequency of the self-excited oscil-
linear response theofy:'* lator and the frequency of the forder the difference be-
However, as the signal amplitude increagast still re-  tween the natural frequencies of the mutually synchronized
mains low compared with the potential barfiethe sponta- 0scillators, € is the nonlinearity parameter, arggt) is the
neous resonance acquires features of an external synchroﬁpise sourcé! This stochastic differential equation describes
zation effect, which are recorded from the changes in thérownian motion in the potential V(A¢)=—5A¢
structure of the probability density of the residence times of~ € C0s@¢). In the absence of noise, synchronization occurs
the system in metastable stafesdoreover, the average When d<e holds: the phase difference tends to the fixed
switching frequency is locked in a wide range of noise in-Valué A¢o=arcsin@e)+2azrj. However, when the noise is

tensity and regions of synchronization similar to Arnold {aken into account, the phase difference ot e will fluc-
tongues appear on the “noise intensity—signal amplitude”tuate for a long time in accordance with the motion inside the

plane® Synchronization under stochastic resonance condiPotential welisV(A ¢) and will occasionally jump between
wells, changing abruptly by 2 (Ref. 21).

tions is accompanied by ordering of the output signal from he b delto ] : hasti .
the bistable system which is recorded from the decrease in The base model to investigate stochastic resonance Is an

the Shannon entropyln coupled stochastic bistable SystemsoverQamped stochastic system perturbed by the periodic
mutual synchronization of noise-induced switching processe ree.
is observed:*® In this situation the system has absolutely no  : 3 ,

X=ax—X>+2D&(t) + A sin(wt), 2
deterministic time scales. Unlike the classical synchroniza- & wt) @
tion of self-oscillatory systems having deterministic where £(t) is the Gaussian white noise, the parameder
natural frequencies, global time scales, defined as momentietermines the noise intensity, and the paramateafeter-

1063-7850/98/24(8)/4/$15.00 586 © 1998 American Institute of Physics
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mines the depth of the symmetric potential weifsour case  mean frequencf)=(¢) of the stochastic procesgt) was
a=5). In the absence of a periodic signal and with weakdetermined. The mean switching frequency of the bistable
noise, the characteristic time scale of the system is detesystem was also calculatéd.

mined by the Cramers velocity or the average frequency of  Figures 1a and 1b show the phase difference as a func-
departure from the metastable st#fte:Qo=(a/\27)  tion of time for various noise intensities for the case

X exp(—a?/4D). In the course of a numerical simulation of =4.0, »w=0.01. These results demonstrate the fundamental
the stochastic differential equatiof2) calculations were (difference between the dynamics of the phase difference for
made of the instantaneous phase difference of the bistablgarious noise intensities. Curvein Fig. 1a corresponds to
oscillator and the periodic signalé(t) = ¢(t) — wt, and the  the case where the phases of the signal and the stochastic
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y1=pay;—Yi+ y(y,—y1) + V2D &y (1),

Yo=ayo—Ya+ ¥(Y1—Y2) + V2D (1), ©)

where ¢, and &, are statistically independent sources of
white Gaussian noise of intensify, p is the mismatch pa-
rameter, andy is the coupling parameter. As the coupling
parameter increases, locking of the switching frequencies is
observed in the subsystems, i.e., synchronization of the
switching between metastable states of the subsystéra.
shall show that mutual phase locking, i.e., locking of the
instantaneous switching phases of the subsystems will occur
in the system3). Figure 2a gives the time dependence of the
phase difference of the partial subsystems for various values
of the coupling parameter and the mismatch parameter. It
can be seen that two qualitatively different situations occur
here: the phase difference is bounded in time when the
switching processes are synchronizedrvel) and increases
when no synchronization occufsurves2 and3). Figure 2b
gives the difference between the average frequencies
AQ=0Q,—Q, as a function of the mismatch between the
subsystems, confirming that a mutual stochastic synchroniza-
tion effect occurs. As the coupling between the subsystems
increases, regions of mismatch parameters appear for which
the average frequencies of the subsystems are almost the
same(curve 3).

To conclude, these results convincingly demonstrate that
external and mutual stochastic synchronization does occur in
the switching of bistable systems and can be exhaustively
described in terms of classical phase synchronization theory.

The authors would like to thank M. G. Rosenblum for

FIG. 2. a — Time dependence of the phase difference for various couplingjiscussions of the analytic signal method.

parameters and mismatch parameters2.5, A=0.96 (curve 1), y=1.5,
A=1.2, A=0.8 (curves2 and 3, respectively, b — dependence of the

This work was partly supported by the Russian State

difference between the mean frequencie® on the mismatch parameter COmMmMittee for Higher EducatiofGrant No. 95-0-8.3-66
p=a;/a, for various values of the coupling parameter between the sub-and the Russo-German Grant DFG and RFFI 436 RUS 113/
systems:y=1 (curvel), y=3 (curve?2), andy=4.2 (curve3).
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Spontaneous emission has been observed for the first time as a result of interband transitions of
holes and electrons between size-quantization levels in vertically coupled quantum dots

and also as a result of transitions from quantum-well states to a quantum-dot level. The spectral
range of the emission was in the far-infrared={10—20xm). The long-wavelength

emission was only recorded simultaneously with short-wavelength interband emission
(A=0.94 um) in InGaAs/AlGaAs quantum-dot laser structures at above-threshold currents.

© 1998 American Institute of Physids$S1063-785(08)00408-X|

INTRODUCTION The near-infrared stimulated emission was recorded us-

Intersubband transitions of carriers in quantum wells"d_an FD8K photodiode. The long-wavelengtfiar-

. X infrared emission was observed using Ge) and S{B)
have already been used to develop various devices such BRotodetectors having an approximate range of sensitivit
far-infrared (.>>10 um) detectors and modulato(Ref. 1), P 9 P 9 y

. A=5-29um at temperatures close to liquid helium tempera-
quantum cascadend fountair lasers. The development of : ~
. . ; ture. The short-wavelengtfmear-infraredA=0.94 um) ra-
methods of growing structures with self-organized quantum,._. ; .
. . Do o diation was cut out using InSb and Ge filters. The spectral
dots is opening up new possibilities for fabricating far-

. range of the far-infrared radiation was determined more ac-

infrared devices. So far, however, optical interlevel tran5|-curately using Baf NaCl, and KBr filters. The radiation

tions in quantum dots have not been studied, except for cases : . L
of photoinduced absorption of far-infrared radiation by inter-" &> observed in the pulsed mode with current and radiation
level transitions of holes and electrons in self—organizedDUISe lengths of 200 ns.
InAs/GaAs quantum dots.

Here we report the first observations of spontaneou
emission in InGaAs/AlGaAs quantum-dot laser structures aEESULTS AND DISCUSSION
a result of “level-level” and “quantum-well states— Figure 1 gives dependences of the photodetector signals
quantum-dot level” transitions of holes and electrons infor the near-infrared stimulated emission=£0.94 um) and
quantum dots. Far-infrared radiation was recorded only tothe far-infrared spontaneous emission from the quantum-dot
gether with short-wavelengtmear-infrareglinterband emis- laser structure. It was established by using the filter array
sion (hv=gq, A=0.94um) at currents near the lasing that the far-infrared radiation is concentrated in the range
threshold (>1,). An investigation of the spontaneous emis- 10—-20um. We note that the dependence of the far-infrared
sion is the first step in the development of a far-infrared lasespontaneous emission intensity on the laser current exhibits
utilizing interlevel transitions of hole@lectrongin quantum  threshold behavior, where the threshold current is close to
dots. the threshold y, for near-infrared emission. At low tempera-
tures this threshold was 0.33 A, which is approximately half
I at room temperature, and far-infrared emission can only
be recorded together with near-infrared emission

The samples were laser structures with layers of verti{A=0.94 um). Note that far-infrared emission has not been
cally coupled quantum dots described in Ref. 5. The lasedetected in similar structures without near-infrared emission.
active region was formed by ten AlGa, gsAs layers with The appearance of spontaneous emission may be ex-
self-organized Ip:Ga, sAs quantum dots. The layer thick- plained with reference to the transition diagram in Fig. 2.
ness of 5 nm was comparable with the sipeigh of the  Calculation§ made for pyramidal InAs/GaAs quantum dots
guantum dots perpendicular to the layers so that the quantumith a characteristic linear base dimension of 8—12 nm indi-
dots were vertically coupled. When the distance between theate that these have of@00) electron level and thre@®00),
cavity mirrors was approximately 11Q8m, the threshold |100), and|001) hole levels. When electror(&oles are in-
current density J;, at T=300 K was approximately jected into the AlGaAs layer, they are trapped for times of
290 Alcnt (threshold current,,=0.6 A). The lasing wave- the order of a few picoseconds in states in the wetting
length was around 0.94m. layer® and then undergo a transition to an elect(bole)

SAMPLES AND EXPERIMENTAL METHOD
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level in the quantum dot. Holes may also undetd60 the 190 meV range. The absorption of light by the holes
—|000) and|001—|000) interlevel transitions in the quan- saturated at an exciting light intensity around 100 W/cm
tum dot. Transitions from upper to lower states may be acwhich implies that the hole levels in the InAs/GaAs quantum
companied by the emission of phonérisor the emission of ~ dot are filled. Assuming that the level pattern and processes
a photon in the range 10—20m, or (at high carrier concen- in a system of coupled InGaAs/AlGaAs quantum dots are
trationg they may be accompanied by Auger-type similar, we can predict that the levels in InGaAs/AlGaAs
processed’ According to Ref. 7, the time taken for a transi- quantum dots are filled at the same optical intensity. At
tion between the excited and ground state of holes is apthreshold currents | ,=0.3 A(Jy=140 A/cn?) approxi-
proximately 40 pgRef. 8 gives tens of picosecondin Ref.  mately twice as many electron—hole pairs are generated
4 the optical excitation of electron—hole pairs resulted in thecompared with those generated by exciting light of intensity
observation of absorption peaks for transitions between holg”=100 W/cn?. In this case, the ground states of the quan-
levels in the quantum dot in the 115 meV range and electrotum dot are filled and hole@lectrons from excited states of
transitions from the quantum dot level to the continuum inthe quantum dot or quantum-well stat@sg. 2) cannot un-
dergo optical transitions to these states. Such transitions only
occur under conditions where interband near-infrared radia-

AlGaAs Wetting InGaAs /M€ tion is generated, which partially depletes the ground states.
layer QD Thus, spontaneous far-infrared emission appears, its intensity
-/ © being proportional to the number of carriers in the excited
statesN., and the probability that the ground states are free.
A hveg The numberN,, depends linearly on the current and the
10005 probability of filling of the lower states decreases after emis-
sion has occurred and the lower levels have been depleted by

the stimulated emission. As the intensity of the near-infrared
emission (or the current increases, an increasingly large

number of quantum dots of different size become involved in
1000> the emission. This is evidenced, for example, by the different

<
)

~ hv,
[~ e

4
p differential quantum efficiencynp”=dJyr/dl at different
1100>, 1001> hvga L .
PN temperatureg (#” increases a3 increases from low tem-
| @ \/\ﬁm peratures to 300 K For these reasons, the intensity of the
& far-infrared emissionJg g may increase more rapidly than

FIG. 2. Diagram of optical transitions of electrons and holes between sizelinear, as is confirmed experimentally. Our results indicate
quantization levels of InGaAs/AlGaAs quantum dots_and between _states ithat for|>1 th we haveJElRoc 12.

the AlGaAs Iayer.an'd levels of the quantum dots, which lead to far-infrared As the current through the structure increases, the depen-
spontaneous emission. The unexcitgdound levels of the electrons and v .

holes are depleted as a result of the induced near-infrared interband emid€NceJgr(1) becomes slowerJg 1), possibly as a result
sion. of ejection of holes(electron$ from the upper states by
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high-power stimulated emission and intensified Augerquantum dotgtens of picosecongl€ompared with the simi-
processes? lar lifetime for quantum wellsaround 1 py suggests that

We also observed far-infrared emission from quantum-population inversion of holes or electrons may be achieved
well Ing ,Ga gAs/GaAs laser structures. The threshold cur-under conditions of interband emissiéwhere the ground
rent for the onset of interband near-infrared emission wagevels of the quantum dot are depleted by this emigsionl
approximately 0.25 A. The emission was approximately ara far-infrared laser may be developed using interlevel carrier
order of magnitude weaker and did not exhibit threshold betransitions in the quantum dot.
havior. Calculations made for JpGa, gAs/GaAs quantum This work was partially supported by the Russian Fund
wells of width L,=7 nm indicate that for electrons in the for Fundamental Research, Grant No. 96-02-17404,
guantum well there are two size-quantization levels betweefNTAS-RFBR, Grant 00615i96, by the Ministry of Science
which the energy gap is,— ;=108 meV, and for the holes and Technology, under the Program “Physics of Solid-State
there are three levels having the energieg(HH,) Nanostructures” Grant No. 96-1029, and also by the Federal
=12 meV, e,(HH,)=45meV, and e3(LH;)=79 meV. Specific Program “Integration,” Grant No. 75.
Transitions between size-quantization subbands of electrons
and holes in the quantum well may also give emission in the
rangeh =10-20um. The numb_er of carriers in the excited intersubband Transitions in Quantum Wekslited by E. Rosencher and
statesupper subbandss proportional to the current through g Levine, NATO ASI Series, Ser. B Physics, Vol. 288lenum Press.
the structure. The loweiground subbands always have un- New York, 1992.
filled states to which holegor electrony are transferred. .J Faist F. Capasso, D. L. Sivet al, Science264, 553(1994.
Thus, the intensity of the far-infrared emission is approxi- O-Lafaye Gauthier, S. Sauvage, P. Bo.ucam"& Appl. Phys. Lett.70,

! 3197(1997); in Proceedings of Symposium on “Nanostructures: Physics

mately proportional to the currenly,z=1, and has no thresh-  and Technology, St. Petersburg, 1997, pp. 567—570.
old, as is observed experimentally. However, it should beS. Sauvage, P. Boucaud, F. H. Julienal, Appl. Phys. Lett.71, 2785
n.Oted that th.e carrer Ilfetlme n quantum-well eXCIted.Statessf\;ll.g\gl?ll\/laximov, Yu. M. Shernyakov, N. N. Ledents@t al, in Proceed-
given by various authors is between fractions of a picosec- ings of Symposium on “Nanostructures: Physics and Technology,”
ond and 1 ps, which is more than an order of magnitude st. Petersburg, 1997, pp. 202—205.
lower than that for the quantum dot. Therefore, the intensityel\qégwndmann, O. Stier, and D. Bimberg, Phys. Rev.58 11 969
of the far-infrared emission for quantum-well structures 7% H?iiz, M. Veit, N. N. Ledentsoet al, Phys. Rev. 56, 10 435(1997)
should be lower than that for quantum dot structures. In factsy . Ledentsov, inThe Physics of Semiconductorgol. 1, edited
it was observed experimentally th#; is approximately an by M. Scheffler and R. Zimmermar(orld Scientific, Singapore 1996

order of magnitude lower for quantum wells than for quan- Pp- 19-26. , , _
tum dots M. J. Steer, D. J. Mowbray, M. S. Skolnickt al, in The Physics of

. SemiconductorsVol. 2, edited by M. Scheffler and R. Zimmermann
To sum up, spontaneous emission has been observed fo{world Scientific, Singapore 1996pp. 1389-1392.

the first time as a result of carrier transitions between level&’J. H. H. Sandmann, G. von Plessen, J. Feld®iaal, Program and Ab-

in quantum dots under conditions where interband short- stracts of the 10th International Conference on Nonequilibrium Carrier
" . Dynamics in Semiconductors, Berlin, 1997, Report MoD3.

wavelength emission occurs in quantum-dot laser structures.

The long excited-state lifetime of electrons and holes inTranslated by R. M. Durham
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Formation of optoelectronic structures based on InAsSb/InAsSbP solid solutions
E. A. Grebenshchikova, A. M. Litvak, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
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An etchant having the composition HCI/CyHF/H,O is proposed for fabricating optoelectronic
devices(lasers, light-emitting diodes, and photodiodbased on InAs solid solutions for

the 3—5um spectral range. It is shown that the proposed etchant ensures isotropic rates of etching
of InAs and GalnAsSh, InAsSPbP, and InAsSb solid solutions of varying composition. An
example is given of the use of this etchant to produce high-power light-emitting diodes for the
3.3um spectral range. €1998 American Institute of Physids$1063-785(08)00508-4

The last decade has seen rapid progress in the developnd solid solutions based on tHi@alnAsSb, InAsSbP, and
ment of optoelectronic devices for the 3uBn spectral InAsSDH.

range using InAs solid solutioh$as a result of the increased For the etching experiments we usedype InAs[100],
use of these devices for ecological monitoring and control ofGaSb [100] InSb [100] and structures with GalnAsSb,
various technological processes. INAsSbP, and InAsSb epitaxial layers of different composi-

The properties of optoelectronic devices depend vergion. An H-383 positive photoresist was used for the photo-
strongly on the method of fabricating the optoelectronic elelithography. The thickness of the resistive layer was taken to
ment. The most widely used methods at present are chemicBf 1.5um. Our stated aim was satisfied by using an etchant
techniques combined with photolithography, in which ahaving the composition HCI/CrJHF/H,0. These compo-
given profile is formed on the surface of the grown epitaxialnents are contained independently in various types of
structure. etchantg However, the role of hydrochloric acid is altered in

The numerous publications available in the literatureth® combination of components being discussed. In all the
usually describe the formation of optoelectronics devices usgtchants used previously, hydrochloric acid created an acidic

ing chemical etchants for wide-gap solid solutions based off’€dium. In our etchant the hydrochloric acid participates in
GaAs(Ref. 4, GaSh(Refs. 4 and ¥, and InP(Ref. 4). How- the reaction(2) to give a strong oxidant (2&} Cl,) which

ever, the number of publications on etchants for narrow-ga an produce a high rate of redox reactions at the surface of

InAs materials is very limited. The authors of Ref. 4 describe he s%mmc(;ntdugtor. Accordllnr? EEO chemical theBEyt;.:hlng 'Z
an etchant for the treatment of InAs consisting of nitric, hy-cOnSI ered o be a normal heterogeneous reaction and con-

drofluoric, and acetic acids. Disadvantages of the propose%equemly’ the entire etching process is divided into five

etchant include, first, that it is impossible to treat muItiIayerS.tages: diffusion of the reagent toward the surface, adsorp-

S .tion of the reagent, surface chemical reaction, desorption of
heterostructures containing InAs and four-component soli ; . e :
. . he interaction products, and diffusion of reaction products
solutions based on this, such as,fBa ,As, ,Sh, and

. away from the surface.
InAS:.*X*V?%DX’ be;:ause fo: the d|ff?r3!;; ratets of the rgglox Since each of the etchant reagents should undergo this
reaction at the surtace ot 1ayers ot dilierent composi Ion’sequence, the kinetics of the entire process may be very com-
which leads to the formation of a stepped mesa. Second, t

. , . , . icated. The entire process is determined by the slowest
active release of nitrogen oxides during etching has the resu Eontrolling) stage. At moderate temperatures, etching is

that the surface is partially blocked by gas bubbles and unz,ngjied by the chemical interaction stage, less frequently
deretched islands form at these sites, producing a rough susy the diffusion. At high temperatures, the etching kinetics is
face. ) _ usually determined by the diffusion rate. The presence of
The aim of the present study is to develop a new methoghyqrochloric acid creates conditions for the rapid oxidation
of producing a smooth, polished mesa structure surface fregs the solid solution components so that layers of a four-
from lateral projections, cracks, and other irregularities incomponent solid solution having different chemical compo-
order to avoid stresses at the surface of the latent mesa aggions can be etched at the same rate, producing a high-
reduce the surface leakage current. Such a mesastructure sy(rality mesa. The hydrochloric acid performs two functions:
face is required to achieve high quality in the subsequeni creates an acidic medium and forms an active @idant
stages of photolithographgapplication of the photoresjst (at the instant when a Eradical is released The high oxi-
and also for the deposition of dielectric coatings and thedizing properties of the free €lradical are responsible for
formation of Ohmic contacts. the high density of etching centers and can produce a pol-
To solve this problem, we developed an etchant forished mesa surface.
forming a mesa on the surface of an InAs optoelectronic ~ We shall analyze the redox reactions taking place in this
structure which can ensure isotropic rates of etching of InAgarticular etchant:

1063-7850/98/24(8)/3/$15.00 593 © 1998 American Institute of Physics
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FIG. 2. Peak optical power of light-emitting diod& €3.3 um) as a func-
tion of current. The inset shows the current—voltage characteristic of a
forward- (a) and reverse-biaseh) diode.

the etching rate is limited by diffusion processes rather than
by redox processes, giving the same rates of etching of layers
containing InAs and multicomponent solid solutions based
on this: In_,GaSh/As;,, where x<0.20, y<0.35, and
InAs; _,,ShyP,, where x<0.32, y<0.15. Oxidation is
FIG. 1. a— Rate of etching of binary compounds in etchant as a function oysua”y _accompanled by the formatlon.Of bar.ely soluble (.)X-
CrO; content. The range of concentrations in which a polished surface ca||1deS which m_USt be converted to S_Olu“on using comple)_(mg
be obtained is indicated by the two vertical linds— photograph of a agents. In this etchant, HF functions as the complexing
cleaved mesa section of an InAsSbP/InAsSb/InAsSbP/InAs heterostructurggent.
Figure 1a gives the etching rate of binary compounds in
HCI/CrO;/HF/H,O etchant as a function of the Cy@on-
tent. It can be seen that the binary compounds discussed can
have a polished surface when the etching rates are similar
H,Cr,0;+ 12HCk=2CrCk+ 3Cl,+ 7H,0. (20 and remain almost constant. This range of etching rates be-
tween 7 and 1@:m/min is obtained with between 1 and 2
4- parts by volume of chromium trioxide.
Table | gives data on the etching rates of InAs solid
solutions using the this etchant.
InAs+ 3Cl,+ 3H,0& H;AsO;+ InCl;+ 3HCI, (3 It can be seen from Table | that the etching rate of the
four-component solid solutions differs little from that of
InAs and is almost independent of the composition of the
InAs+ H,Cr,0,+9HCl=HzAsO;+ 2CrCh+InCl, solid solution, as is confirmed by a photografffig. 1b
+AH.0 @ optained using an electron mic_roscope. This sugges'Fs that
2% this etchant can be used to obtain a smooth mesa profile and
As 3 As™3. An additional process is also possible, a polished surface for a structure containing layers of solid
deeper oxidation to AS: Asog3+ oxidant (C§O7’2; solutions of different stoichiometric composition and can
CIZ)—AsOf. As a result of the presence of a powerful oxi- thereby reduce the surface leakage currents and increase the
dant, which results in deeper oxidation of the componentshreakdown voltage of diodes containing InAs and solid so-

2CrG;+ HzOﬁHZCrZOﬂ:)ZHJ“-I—CrZO;Z, (1)

Thus, the solution contains two strong oxidants,@r? and
Cl,. For InAs we shall analyze the oxidation of the soli
solution components:

As 3 As™3 (oxidizes to oxidation state- 3)
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TABLE I. ers of different composition at the same rate to produce a

Composition of structure Etching ratem/min h!gh-qual.lt)./ me;a and ppens Up. possibilities for developing
highly efficient light-emitting devices for the 3—&m spec-

InAs 6.9 tral range containing InAs and multicomponent solid solu-

Gay, 080 9AS0. 7750 23 6.9 tions based on this.

Gay 14Ng.86ASs1Sky 10 7.0

Gay.14N0.6AS0.775M 23 71

Iny 0ASo 685kh 1270 20 7.0 Lyu. P. Yakovlev, A. A. Popov, V. V. Sherstnev, A. N. Imenkov, T. N.

Danilova, and O. G. Ershov, iRroceedings of the Third European Con-
ference on Optical Chemical Sensors and Biosensousich, Switzer-
land, 1996, p. 10.

2A. A. Popov, M. V. Stepanov, V. V. Sherstnev, and Yu. P. Yakovlev,
lutions based on this. A similar etchant was used to fabricate Pisma Zh. Tekh. Fiz.2321), 24 (1997 [Tech. Phys. Lett21, 828

A . . (1997].
“ght emitting and phOtOdIOde$CIrCUIar mesa and lasers 3D. O. Gorelik, and L. A. Konopel’koMonitoring of Atmospheric Pollu-

(mesas_tripeSfor the 7\_:3—5,4”" spectral range. To illus-  tion and Sources of Emission, Aero-Analytic MeasurerfienRussias),
trate this structure, Fig. 2 gives the current—voltage charac- Moscow (1992, p. 289.
teristic of a light-emitting diode at room temperature and *Compound Semiconductor¥ol. 1, Preparation of Ill-V. Compounds
also gives the output powei 3.3 um) as a function of igg';%’“;’gt;m r*;'iy\év",'\%iscgnw al”ga?' L. Goerin@Reinhold, New York,
current. T_hese structures can be useq to fabricate emittersya A Uga, Introduction to Semiconductor Chemistfin Russia
with the highest output powers yet achieved. Moscow (1975, p. 276.
To sum up, an etchant having the composition ®N. L. Glinka, General Chemistryin Russiaf, Leningrad(1985, p. 635.
! 7J. Electrochem. Soc. Solid State Sci. Techd@3 2565 (1986.
HCI/ICrO;/HF/H,O has been proposed to make structures - Electrochem. Soc. Solid State Sci. Techddf3 2565(1986

based on InAsSb/InNAsSbP solid solutions. This can etch lay¥ranslated by R. M. Durham
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INAsSb light-emitting diodes for the detection of CO > (N=4.3 um)
A. A. Popov, M. V. Stepanov, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted January 15, 1998
Pis'ma Zh. Tekh. Fiz24, 34—-41(August 12, 1998

The main characteristics of room-temperature light-emitting diodes4.3 um) based on
INASSbP/INAsSb/INAsSSbP 111-V semiconductor heterostructures with a variable-gap buffer layer
are reported. An optical powdt=0.85 mW was achieved with a pulse length-e6 us

and 1 kHz repetition frequency. Conditions for maximizing the power of the light-emitting diodes
are indicated. An example is given of the use of these diodes to detect carbon dioxide using
the 4.3um fundamental absorption band. €98 American Institute of Physics.
[S1063-785(18)00608-9

Gas analyzers based on spectral methods of detection in A
the 4.0—4.8.m wavelength range are attractive for the rapid a
analysis of CO and COcontent in industrial and domestic
applications. These analyzers may be fabricated using semi- N - InAsSbP 2um
conducting light-emitting diode¢LEDs) based on InAsSb
compounds as radiation sourceklowever, the fabrication - AR i

of LED structures by epitaxial methods on InAs substrates at P - INAsSbP 2um
wavelengths greater than 3u8n encounters specific
difficulties>* This is because epitaxy cannot be used to pro- p - INnAsSb 4pm \

duce layers with a lattice mismatcta/a greater than 0.5%,
whereas the fabrication of InAsSh layers with a band gap
corresponding to emission wavelengths greater than.t8
requires large lattice mismatches between the semiconduc-
tors. Although LEDs using CdHgTe semiconductaran be
fabricated for the 4um range’ heterostructures using [l1-V
antimonide compounds are more attractive because of their
better thermal conductivity. Such diodes have been fabri-
cated by various methods. One approach was demonstrated
in Ref. 2 where 4.2um LEDs were constructed using b
InAsSb epitaxial layers grown on a GaSb substrate. Another
method involving growing an InAsSbP/InNAsSb/InAsSb/
INASSbP heterostructure with a variable-gap INAsSbP emit-
ter layer on a substrafe.

The present paper is a continuation of our previous stud-
ies of InAs long-wavelength light-emitting structure3he
aim is to report the main characteristics of INnAsSbP/InAsSb/
INAsSbP LEDs using an InAsSb variable-gap buffer layer
and emitting in the 4.3um range at room temperature. It will
be shown that optimizing the power supply to the LEDs can
increase their optical power by more than an order of mag-
nitude, and an example is given of the practical use of such u
an LED for the detection of COin the 4.3um spectral . i i i
range. 3,0 35 4.0 4.5 5.0 55

The LEDs were formed by an InAsSbE/InAsSb/InAsS_bP Wavelength A, pm
double heterostructur@-ig. 13 grown by liquid-phase epi-
taxy on an InA¢100 substrate with a variable gap—8% FIG. 1. a — Diagram of double heterostructure studied consisting of an
InAsSb buffer layer. We reported the epitaxy technology ininAs substrate with an InAsSb variable-gap buffer layer. Its flat band dia-
an earlier study.The intermediate layer wasm thick and ~ 9ram is shown on the right-hand sjde— spectrum of absorption of LED

. . _radiation by carbon dioxide at atmospheric pressure recorded using a pulsed

was doped to the substrate level. The InAsSb active regio§pply at room temperature. The FWHM of the emission spectrum is
was 2um thick, was not specially doped, and had a naturab.8 «m and the injection current is 0.5 A.

Band gap Energ;, eV

1063-7850/98/24(8)/3/$15.00 596 © 1998 American Institute of Physics
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FIG. 2. Peak power of LED at room temperature as a function of repetition frequency for a fixed pulsertedd@tjas (a) and as a function of pulse length
at a fixed repetition frequencl=1 kHz (b). The highest peak power is achieved for a pulse length of less then 5

impurity concentration. The wide-gap InAsSbP confiningcombination in the bulk of the active medium, which is con-
layers were grown with a phosphorus content of 18—20%sistent with the conclusions reached in previous stutifes.
and were doped with Sn and Zn to concentrations ofFigure 1b shows the LED spectrum when the radiation is
(5-7)x10"® cm™® and (1-2)<10"® cm™3 for the n- and  passed through a non-hermetically sealed monochromator. In
p-type layers, respectively. The antimony content in thethis case, the spectrum shows a dip corresponding to the
intermediate layer and the active region was 6-8% anthtegrated absorption spectrum of a group of closely spaced
12-13%, respectively. In this case, the mismatch of the in(;o2 absorption lines X~ 4.23—4.29um). The absorption
termediate layer relative to the InAs substrate was aroundpectrum corresponds to the carbon dioxide content in the air
0.5% and that for the active region was around 0.9%. 4t atmospheric pressure and a 2 m monochromator base. The
Standard photolithography and deep chemical etchingyesence of fairly high-intensity, closely spaced absorption
were used to form a 500500um square mesdarea |ines overlapping the width of the LED spectrum means that

_ 3 L
$=25x10"%cn?) on the epitaxial structure. The LED o getection sensitivity can be enhanced by recording the
crystal was indium soldered to a standard TO-18 case. um signal

parabolic reflector mounted on the case was used to narrow In the quasi-cw regime, the dependence of the optical

the angular distribution of the radiation to 10-12 deg. The . .
overall dimensions of the LED with the reflector were 9 mmoutput power of the LED on the current deviated from linear

in diameter and 5.5 mm in length (at 1=100 mA) and tended to saturate at currents of
The spectral characteristics of the LEDs were investi—N200 mA (P~20 uW). This was most likely attributable

gated using a synchronous detection system incorporating éﬂ the strong influence of Joule heating on the nonradiative

MDR-12 monachromator and a cooled InAs photodiode Withrecombination processes in narrow-gap semiconductors.
a pass band of up to 10 MHz. The optical power was re_'I'hus, the most interesting measurements were those made

corded using an IMO-2M device. All the measurements weré/Sing @ pulsed supply with a low repetition rate. _
made at room temperatur@ £ 300 K). The dc current sup- Detailed investigations were made using pulsed pumping

plied to the LED was limited to 200 mA. Pulses of 1.2 A at currents exceeding 200 mA. The maximum modulation
amplitude and 5-5@s length were used to supply the frequency was determined by the response time of the LEDs
LEDs at high currents. which was estimated from the total rise and decay time of the
The emission spectrum of the LED contained a singleemission when the pump current was switched. At room
emission band with a peak at=4.3 um at room tempera- temperature this was aroune50—100 ns. Thus, in our mea-
ture. The full width at half-maximum(FWHM) was surements the modulation frequency was limited to the fre-
~0.8 um. It should be noted that this value corresponds tajuency range below 10 MHz. However, this frequency band
~2.5—-3 kT and is typical of the electroluminescence of InAsis attractive for most applications since it allows modulation
compounds. The position of the LED emission peak did nosat frequencies within the pass band of typical near-infrared
depend on the injection current. The spectral and energghotodetectors.
characteristics broadly corresponded to quasi-interband re- Measurements were made as a function of repetition fre-
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guency and pulse length in order to investigate the currenivere fabricated using a variable-gap InAsSb buffer layer

regimes giving the maximum pulse power. which allowed us to obtain LEDs with a maximum emission
Figure 2a shows the LED output power as a function ofwavelength of 4.3:m on an InAs substrate. It is shown that
current at various pulse repetition frequencieb=(— by optimizing the power supply, the optical power of these

30 kHz) for a fixed pulse lengthr& 10 us). At a repetition  LEDs can be increased by more than an order of magnitude.

frequency of 1 kHz the output power depends almost linearl\5ince 4.3um radiation sources are promising, especially for

on the current up td=1200 mA. With increasing repetition applications in gas analysis, we have given an example of a

frequency, the dependence deviates appreciably from lineaarbon dioxide absorption spectrum recorded using these di-

for =10 kHz and atf=30 kHz it begins to saturate at odes.

600 mA (Fig. 29. This work was supported by the European Commission
Figure 2b gives the output power as a function of currentunder the auspices of the INCO-Copernicus Program.

for various pulse lengthsr&5—-60us) at a fixed repetition

frequency €=1kHz). Whereas for pulse lengths of less . S Rothman, R. R. Gamache, R. H. Tipping, C. P. Rinsland, M. A.

than 10us, the dependence is actually linear up to currents i_mcl‘,tgi d?ﬁaif“s'f'T\_/'Miesg?:LDé_“’;E‘\SK ;ﬁ d"\é'_ Z'_aggt'h(’:j_cglﬂﬁfesygzz_

of 1200 mA, for longer pulsesr& 20 us), the output power o5 Radiat. Trans#8, 469 (1992.

increases more slowly with current and has a lower absolutéy. Mao and A. Krier, Opt. Mater, 55 (1996.

value for longer pulse lengths. 3N. P. Esina, N. V. Zotova, B. A. Matveev, N. N. Stus’, and G. N.
The maximum optical power was 08mMWlat1.2 A Talalakin, Pis'ma Zh. Tekh. FiZ, 391 (1983 [Sov. Tech. Phys. Let®,
) ) ! 167 (1983].

7=5us, f=1 kH_Z- It should be noted that this value ex- 45 N Baranov, A. N. Imenkov, O. P. Kapranchik, V. V. Negreskul, A. G.
ceeds the optical output power of HQCdTe LEDs, Chernyavski V. V. Sherstnev, and Yu. P. Yakovlev, Pis'ma Zh. Tekh.
~0.048 mWw, for which high pump currents cannot be used5/'i'Z-A16'(316)v 42 &19305[“30“ TeCh\-/P\f/‘ySS-hLetﬁG: 618(1(1930]- o vakou

. : . . A. Popov, . V. epanov, V. V. erstnev, an u. P. Yakoviev,
because of the high series resistanée-80 (1) (Ref. 6. Pis'ma zh. Tekh. Fiz23(21) 24 (1997 [Tech. Phys. Let23, 828(1997)].
The power achieved here is also higher than the LED powerg. Hagji, J. Bleuse, N. Magnea, and J. L. Pautrat, Appl. Phys. Baft.
reported in Ref. 4. 2591(1995.
LEDs using INAsSbP/InAsSb/InAsSbP semiconductor het- " K- Khim- 12, 1957(1994.

erostructures with an emission peak at 41&. These LEDS Translated by R. M. Durham
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Influence of tip vibration on the probability of surface modification by a voltage pulse
in a scanning tunneling microscope

G. G. Vladimirov, A. V. Drozdov, and V. D. Molchunov

Institute of Physics, St. Petersburg State University
(Submitted March 17, 1998
Pis’'ma zZh. Tekh. Fiz24, 42—46(August 12, 1998

An investigation was made of the probability of modification of a gold surface by a voltage
pulse in a scanning tunneling microscope in the presence of harmonic vibrations of the tip. The
dependence of the modification probability on the pulse amplitude revealed a substantial

shift of the threshold voltage and a corresponding broadening of the transition section. These
results confirm the assumption that the modification probability may undergo a smooth

transition from zero to maximum as a result of mechanical vibrations of the tip.

© 1998 American Institute of PhysidsS1063-785(08)00708-3

One of the promising methods of modifying the surfacethat the largest contribution to the current is made when the
in scanning tunneling microscod®TM) involves the action tip is at the minimum distance from the surface of the
of a voltage pulse on the surface. Studies have shown that sample. However, a substantial shift of the threshold voltage
this case, the formation of inhomogeneities is a probabilistiovith a corresponding broadening of the transition region are
process. The probabilitP becomes nonzero when the pulse observed, this behavior becoming more pronounced as the
amplitude exceeds a certain vallk, after which P in-  amplitude of the tip vibrations increases.
creases and reaches saturation whér Uy, holds. The In Refs. 3 and 4 we proposed a model of surface modi-
value of U,— Uy, is quite appreciable and may exceed 1 v fication in which we assumed that the process is initiated by

We are of the opinion that the smooth variationf heating of the tip by the energyreleased by electron emis-
may be caused by vibration of the tip relative to the sub-Sion as a result of the Nottingham effect. It can be assumed

strate. Thus, we investigated the influence of vibration on théhat up to a certain value af this is balanced by the radia-
shape of the dependenggU). tion and heat conduction losses of the tip. Beyond a certain

The investigations were carried out using a conventionafitical values. the apex undergoes avalanche-like heating,
design of STM(Ref. 1). The method of preparing the tung- causing thermal expansion and reducing the tunneling gap.
sten tip and the gold film samples was the same as that usg’(yns_mcreases t_he tur_mel currer_n and th_erefore causes further
in Ref. 2. An image of the surface was obtained using E;1eat|ng of the tlp until contact is establlshgd. Quite clearly,
direct current of 1 nA with a bias voltage of 0.1 V between £¢ should be uniquely related to the tunneling gapnd the

the tip and the sample. The width of the feedback pass ban\é‘)lt"’lg.eu between the tip and the sampl_e. This implies that
was ~5 kHz. The surface was modified by isolateqs at a given voltage there must be a certain critical §apf

positive electrical pulses from a G5-54 generator. The feed—S< Se holds at the time of g_pph_catlon of the pulse, the sur-
o . face should undergo modification. We assume that the tip
back used to keep the current constant during imaging of the S . .
tndergoes harmonic vibrations about a certain average posi-

Yion Sy (Fig. 2). For simplicity we shall also assume that the

a Gt3'1f18 QCOUSUC ger:etrato;_\r/]ve:ce supplied :cotzrtlhxe;mpo;i . length of the modifying pulse is negligible compared with
nent of a piezomanipulator. the frequency of the Torced Vig, period of the tip vibrations. Then the time within a single
brations, 20 kHz, was selected so that it exceeded the fee

, eriod of the vibrations during which the tip is located at
bgck pass band and was not a m.ult|ple O,f the natur istances for which surface modification may take place can
vibration frequency {50 kHz) of the piezomanipulator. be determined from the following relation:

It has been observed on several occasions that when a

voltage pulse acts on a gold surface, hillocks of 10—20 nm 2 -5,
diameter and 2—3 nm high are formed. Figure 1la shows the t= P arccos AS
modification probability for various amplitudes of the forced
vibrations of the tip. Each point on the curves was obtainegyhere AS is the amplitude of the vibrations and is the
from thirty modification attempts. cyclic frequency.
The existence of forced vibrations does not alter the  Under these assumptions, the modification probability

modification probability at saturation. It can also be seen thahas the simple formP=t/T, whereT is the period of the tip
the voltageU, at which P becomes nonzero varies negligi- vibration.

bly. This behavior is evidently attributable to the fact that the Quite clearly,e . should be linearly related to the critical
average distance between the tip and the sample must Bgecific power released by electron emission:

greater in the presence of vibrations. This is caused by the

exponential dependence of the tunnel current on distance, so W.=j.eN/e,

1063-7850/98/24(8)/2/$15.00 599 © 1998 American Institute of Physics
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FIG. 2. Model of tip motion in the presence of harmonic vibrations.

Fig 1b. We feel that they show reasonable qualitative agree-
ment with the experimental curves.

When making such a comparison, we must bear in mind
that for forced vibrations, natural unsynchronized vibrations

FIG. 1. Probability of the modification of a gold surface versus the strength@re superposed on the vibrations induced by the external

of the modifying pulse a — experimental curves withoutl) and with
forced vibrations of amplitude 0.03 n(@) and 0.04 nn(3); b — theoretical
curves for harmonic vibration amplitudes of 0.01 iiiy, 0.04 nm(2), and

0.05 nm(3).

wherej is the emission current density anq is the average

source. In addition, in our case the length of the modifying
voltage pulse was not optimized, since it was only a few
times smaller that the period of the natural vibrations of the
tip.

Thus, these results confirm the assumption that the
smooth transition of the modification probability from zero

energy released by electron emission as a result of the Nofy maximum may be caused by mechanical vibrations of the
tingham effect. Sinc&) does not exceed the work functionin tin Consequently, neithdd, nor Uy, is a true characteristic
the range of interest, in the following calculations we usedgf the process, and both are strongly influenced by the tech-

expressions obtained for a trapezoidal potential batrler.

this case, we have:

In W.=3In

S
—AOU[¢3’2—(¢—U)3’2]+const,

whereA,=0.683 eV 2. A~ 1. For this analysis the value of
U, should correspond t8,= S;— A S and assuming that
is known, we can construct the dependenBétl) having

S 2= (—U)Y?

nical characteristics of the equipment used.
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Influence of the parameters of a pulsed electron beam on the removal of nitrogen
oxides from flue gases

G. V. Denisov, D. L. Kuznetsov, Yu. N. Novoselov, and R. M. Tkachenko

Institute of Electrophysics, Ural Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted February 23, 1998
Pis’'ma zZh. Tekh. Fiz24, 47-50(August 12, 1998

Results are presented of an experimental investigation of the oxidation of small quantities of
nitrogen oxides in air irradiated by a pulsed electron beam. It is shown that the impurity removal
process is strongly influenced by the pulse length and current density of the electron beam.

It is noted that an adequate model is needed to describe the plasma-chemical oxidation processes
of nitrogen oxides involving charged and excited particles. 1898 American Institute of
Physics[S1063-785(18)00808-9

Toxic oxides of nitrogen (N may be removed from Figure 1 gives results of measurementsyadinde when
the flue gases of thermal power plants by ionizing thesghe mixture was irradiated by an electron beam having a
gases using electron beams or pulsed dischdrg@he ac- current density of 0.%10 3 A/cm? and various pulse
tion of the discharge or beam electrons leads to the formatiolengthsr. Each point corresponds to a series of 300 irradia-
of free radicals such as O, OH, andtDin the ionized moist tion pulses. It can be seen that an increase in the pulse length
gas which react with oxides of nitrogen to form nitric acid. 7 reduces the degree of purification and increases the energy
The addition of ammonia initiates the formation of WD,  needed to remove a single toxic molecules. The dependences
ammonia salts in solid powder form which can be trappedPf these quantities on the beam current density are similar
using various types of filtes® We showed in an earlier (Fig. 2. The curves plotted in Fig. 2 were obtained for the
study* using oxides of sulfur that the use of pulsed electrons@me pulse length of 32s with each point corresponding to
beams with optimized parameters can appreciably reduce, p3P0 irradiation pulses. The minimum energy consumption
several factors, the energy expended in the removal of i these experiments was 3—4 eV per molecule and corre-
single toxic molecule. sponded to '_[he sh(_)rtest pu_lse Igngth and the lowest beam

Here we report results of experimental investigations ofcurrent density attainable with this experimental setup.
the influence of the electron beam pulse length and current Various authors have investigated the oxidation of ox-
density on the removal of nitrogen oxides from a model mix-d€S Of sulfur and nitrogen in ionized flue gases using cw
ture. The experiments were carried out using a system Simgleptron beamssee, for example, Refs. 6)—.8|'hese_|nvest|- i
lar to that used in Ref. 4, which incorporated a plasma—gatlons were gsed to d_evelopamodgl of the phyS|c.ochem|caI
cathode electron accelerator generating a radially divergin rocesses which explains the experimental results in terms of

beam and a 170 L cylindrical plasma chemical reactor. The free radical mechanism for the oxidation of NO and,NO

accelerator produced an electron beam having a half—heigr'lafcuve forms of oxygen such as O and Play an important

pulse length between 32 and 28, an electron energy of fole in these processes.
. We used the models developed for cw electron beams to
280-300 keV, and a current density betweerxal® 2 and Y veop W

. . make a numerical analysis of the thirty main reactions result-
1.2x10 3 A/cm?. The beam cross section at the exit from Y y

the foil was 1.44 m?.
The quantity of nitrogen oxide molecules removed in a

series of pulses and also the energy deposited in the gas br,% - &
the electron beam were determined experimentally. These eV/mol
data were used to calculate the degree of purification of the 3¢ | 40
mixture » and the energy expended in the removal of a 30
single toxic molecules. The values ofp ande were calcu-

lated as in Ref. 4. A model mixture containing 10% oxygen, 201 20
87% nitrogen, 3% water vapor, and 1000 ppm nitrogen ox-

ides (1000 impurity molecules per #0nolecules of the main 10 { L 10

gag was irradiated. The impurity concentrations were mea-

sured using conductometric and chromatographic methods a

in Ref. 4. The measurement error was less than 1%. The ' ) '
electron beam energy absorbed by the gas was determineu 30 60 0 7 ps

experimentally by a standard technique using film dosimg, 1. influence of electron beam duration on the degree of purification
eters. (1) and the energy consumptien(2).

1063-7850/98/24(8)/2/$15.00 601 © 1998 American Institute of Physics
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10 %-10 s (Refs. 6=9. In our case, reactions with time

n% L £, constants of 10°—~10 % s probably play an important role,
eV/mol reducing the concentration of active oxidizing particles.
40 - 2 - 40 These reactions may include ion—ion recombination reac-
tions between negative oxygen ions which participate in the
30 - - 30 removal of nitrogen oxides, and positive; Gand N; ions.
1 © The time constants of these reactions at atmospheric pressure
20 r 20 in ionized air are microseconds and tens of microsecdhds.
10 - o L 10 Thus, the dependence of the characteristics of the puri-
fication processes on the pulsed electron beam parameters
indicates that there is a need to develop a model of the

¥ L) L] L]

0.2 04 06 08 10 J, 163Ncm’ plasma-chemical processes which, unlike existing models,
could adequately describe the oxidation of nitrogen oxides in
pulsed ionized air by taking into account reactions between
charged and excited patrticles.

This work as carried out as part of Project No. 271 of the

ing in the removal of nitrogen oxides from ionized air. It was INtérnational Scientific Technical Center.
found that the existing models cannot describe our experi-
mental results even qualitatively. In particular, the existing )
[T ; : . _E. L. Neau, IEEE Trans. Plasma S22, 2 (1994.
model indicates that an increase in the dt_Jratlon of the eIecZA' A Valuev, A. S. Kaklyugin, G. ENormanet al, Teplofiz. Vys. Temp.
tron beam should be accompanied by an increase in the cong gg5(1990.
centration of oxygen atoms and ozone molecules, which vig-3s. Masuda, Pure Appl. Cher60, 727 (1989.
orously oxidize NO. Thus, an increase in the degree of’D. L. Kuznetsov, G. A. Mesyats, and Yu. N. Novoselov, Teplofiz. Vys.
purification should be observed as the pulse length increasegler&p'gfr'e?;f\flggam Kovalchuk. Yu. E. Krendel et al. Prib. Tekh
The opposite behavior was recorded experimentallyve 1 Eksp. No. 1, 1671987 B B '
in Fig. 1): an increase in the pulse length from 32 to&0 0. Tokunaga and N. Suzuki, Radiat. Phys. Chés).145(1984.
reduces the degree of purification from 35% to 8% for 300 ;J- C. Person and D. O. Ham, Radiat. Phys. Chgin1 (1988.
irradiation pulses F. Busi, M. D’Angelantonio, O. Mulazzani, and O. Tuberini, Radiat. Phys.
o ... Chem.31, 101(1988.

_We draw attention to t_he fact t.hfit the degree of purifi- °r. atkinson, D. L. Baulch, R. A. Cox, R. F. Hampson, J. A. Kerr,
cation, and thus the quantity of oxidized NO molecules, re- and J. Troe, J. Phys. Chem. Ref. Dag 881 (1989.
sponds to changes in the duration of the ionizing irradiatioan- S. W._MasseyNegative longCambridge University Press, Cambridge,
in the microsecond range. Typical time constants for chemi- 1576 Mir. Moscow, 1979, 754 pp
cal reactions involving free radicals are of the orderTranslated by R. M. Durham

FIG. 2. Influence of electron beam current density on the degree of purifi
cation % (1) and the energy consumptian(2).
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Numerical simulation of the oscillation line width in synchronous multi-element
Josephson structures

V. K. Kornev and A. V. Arzumanov

M. V. Lomonosov State University, Moscow
(Submitted January 8, 1998
Pis’'ma zZh. Tekh. Fiz24, 52—-59(August 12, 1998

A method of simulating the dynamics of systems with Josephson junctions with allowance for
thermal fluctuations is developed using the PSCAN program package followed by

calculation of the Josephson oscillation spectrum using an autoregression method. An investigation
is made of the synchronous Josephson oscillation line width in several types of Josephson
structures. ©1998 American Institute of Physid$$1063-785(18)00908-2

SIMULATION OF NOISE form of a continuous broken ling=ig. 1b whose peaks have
i ) ) . the same repetition period but their heights being a random
A numerical simulation of the dynamics of analog and yantity. This type of noise signal is preferable from the

digital Josephson devices is one of the most effective methsyint of view of the numerical simulation techniques. The
ods of studying these nonlinear systems. Analyses of a wholg,ise signal spectrum calculated numerically fof=4

range of problems, including studies of the Josephson 0scily 13-4 andT_=1.17, which corresponds to the noise factor
lation line width, involve simulating processes to take aC-, = 75(0)=2.3x 10 %, is shown by the solid curve in

count of thermal or quantum fluctuations. One of the MOSEjq 1¢. Here and subsequently we shall use the normalized
effective and well-known program packages for the numeriyime r=t0.  the normalized frequenay=Q/Q., the nor-
[} [}

cal simulation of the dynamics of systems with Josephson ;lized currenti =1/1,, and the voltagev=V/V,. The
junctions is PSCANdeveloped in the Cryoelectronics Labo- maximum integration step in units afT,,, was limited
ratory of the Faculty of Physics at Moscow State University.;
Its high efficacy is based on integrating a system of differ-
ential equations with respect to time with a variable step.

A pseudorandom number generator is required to definga_cULATION OF THE OSCILLATION SPECTRUM
the fluctuating components of the current through each Jo- i i
sephson element when simulating the dynamics of Josephson AS 18 Well known, calculations of the spectrum by clas-
systems. In order to obtain a white noise spectrum by acces§ical methods require a computation time proportional to
ing the generator at each integration time step, it would b&M10%:M1, whereM is the number of measurements of the
necessary to minimize the step and this would substantially
reduce the effectiveness of the PSCAN package. Thus, we 0.1l

simulated the fluctuations using a series of rectangular pulses

of random amplitude and a fixed duration equal to the rep- §
etition periodT and greater than the maximum variable in- 0.0
tegration stepA T4« (Fig. 18. In this case, the noise spec-

trum shown by the dotted curve in Fig. 1c is approximately
described by the following expression: 0.1}

S(Q)=(2m) 0T sin(wQT/Q,). (1)

L3

Taking the periodr to be fairly small, we can obtain a
guasiwhite noise spectrum up to frequenci@sexceeding
the characteristic Josephson frequen€y,=(2e/h)V,,
whereV.=1cRy is the characteristic voltage of the Joseph-

—
l
o

Spectrum density (x10%)

son junction. The spectral density of this noise at low fre- 0.3
quenciesQ~0 is determined by the dispersiar? of the
pulse amplitudes: 0. e

S(0)~a?T/(27). 2 Frequency o

. . . - FIG. 1. Two types of current noise componéatand(b) and their spectra
.SUbsequem_lya the noise signal will be mOdIerd by I'€-(c). The dotted line gives the signal spectrum farand the solid line gives
placing the series of rectangular pulses by a signal in thenat for (b).

1063-7850/98/24(8)/3/$15.00 603 © 1998 American Institute of Physics



604 Tech. Phys. Lett. 24 (8), August 1998
125
%* 100}
-3 75k
501
251
72]
0

Frequency o

Counts,
corresponding to
white noise

u(n)

V. K. Kornev and A. V.

Processing
data counts

> x(n]

Arzumanov

FIG. 2. a— Spectrum of Josephson oscillatid®),@v) for a single Josephson eleméfitst harmonig, where the solid curve gives the real spectral oscillation

line calculated using the autoregression method and the dashed and dotted curves give the results of calculating this spectral line using the classical method

with M = 10° measurements ari¢i=256 andk = 128 averaging intervals, respectively. The noise factar=i®2 X 10~ %; b — autoregression filter of ordé.

signal being studied with a fixed stefT,m, within each
spectrum will be determined by the steéyplg,,, and the
RAM can process up tdl ~10° measurements without re-
quiring disk memory. However, this value bf is too small

Josephson elemenffFig. 2a, while synchronous multi-

narrowing of the oscillation line proportional td or N2

a result of accesses to permanent memory .

mining the parameters of a linear filter of orderwhich

averaging interval anil, is the number of these intervals. would convert white noise into the required sigtee block

In this case, the upper limiting frequency of the calculateddiagram in Fig. 2 In this case, the combination of filter
parameters can be used to calculate the spectral characteristic
spectral resolution depends on the total number of measur@f the signal being analyzed and an increas® ienhances

mentsM ~KM ;. Modern personal computers with 64 MB the spectral resolution.
We established that the Josephson oscillation spectrum

of a single Josephson junction can be reliably calculated over
to resolve the Josephson oscillation line even for a uniaxiak Wide range ofP values betweerP=100 andP=2000,
above which “overresolution” of the spectral line is ob-
element structures o Josephson junctions can demonstrateserved forM = 10° as a result of the appearance of a nonex-
istent fine structure. The total time required to calculate the
(Ref. 2. A further increase in the number of measurements
M causes a catastrophic increase in the computation time as

1000

Recent years have seen the development of so-called au-

toregression methods of spectral anafysishich have
proved highly effective in the analysis of many types of pro-

cess spectra. The high efficiency of these methods for Jo-

sephson systems allows the required spectral resol(fiith

for single Josephson elements and for multi-element syn-

chronous structur¢go be obtained using onlyl ~10° mea-

surements. The basic idea of these methods involves deter-

- €

¥l

A B

FIG. 3. One-dimensional Josephson chains “A” and “B” and single cell
“C” of a two-dimensional Josephson structure.
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FIG. 4. a — Spectral linéfirst harmoni¢ of synchronous Josephson oscil-
lation in chain “B” of N Josephson elements. The solid curve corresponds
to N=1, dotted curve —N=2, and dashed curve N=4. In the last two
cases, the critical current of one Josephson element differed from the others
by Al.=1% and the noise factor ig=2x 104, b — spectral line width of
synchronous Josephson oscillation in a single cell of chain {Bdnsisting

of two elementsversus the critical current difference . for two frequen-
ciesw=0.3(dashed curveandw= 0.6 (dotted curve, and also in the single

cell “C” for w=0.9 (solid curve.
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TABLE |. Spectral line width and amplitude of spectral compon&ptor
chain “B” of N Josephson elements.
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TABLE lIl. Spectral line width and amplitude of spectral compon&ntor
a single Josephson element and a four-junction interferonfeedr “C” )

with the signal taken from one arm of the interferometer and from one of the

N 1 2 4 Josephson elements of this cell.
—4 —4 — 4
Aw 6.2xX 10 2.5x10 1.4x10 Single 2 1
A, 15 145 890
Aw 1.3x10°8 7.5x10°° 7.5x10°°
A, 105 6560 1690

spectral characteristics of Josephson structures using the au-
toregression method is comparable with the time taken to
calculate their current—voltage characteristics using th

PSCAN package. %) with a local RL electrodynamic coupling circuit: no nar-

rowing of the oscillation line with increasing numbgrisob-
served in this structurésee the data presented in Tablg
Finally, for the four-junction interferometefstructure
“C" ) consisting of a single cell of a two-dimensional Jo-
The methods of simulating fluctuations and calculatingsephson structurethe oscillation line was narrower by a
the spectra proposed above were used for a preliminarfactor of sixteen, i.e.N?, than that of a single Josephson
analysis of the Josephson oscillation line width in synchroelement(see Table Il). Figure 4b gives the synchronous
nous multi-element structurg&ig. 3) which were investi- oscillation line width as a function of the differencl .
gated previously neglecting the influence of thermalbetween the critical currents of the Josephson elements in the
fluctuations®® In particular, it was shown earlier that the two-junction cell of the linear structure “B” and in the four-
most promising one-dimensional structure among those stugunction interferometer. It can be seen that in the last case,
ied is the “B” chain (Fig. 3) of Josephson tunnel junctions the oscillation line width is almost the same within the entire
with a nonlocalRL electrodynamic coupling circuit. In this synchronization range, whereas for the chain the line width
structure synchronous oscillation is conserved over a widincreases slightly near the boundary of the synchronization

OSCILLATION LINE WIDTH IN MULTI-ELEMENT
SYNCHRONOUS STRUCTURES

range of spreads of the critical currentsof the Josephson
elements, which can be 50-60% for valugs=(2e/

ﬁ)ICRﬁ,C~1O of the McCumber parameter characterizing

the intrinsic capacitance of a Josephson
and coupling circuit parameters=(2e/%)lcL~0.5 and
r=R/Ry=0.7 (Ref. 5.

region (with increasingAl. and with increasing oscillation
frequency.
This work was partially financed by the State Program

elementTopical Trends in the Physics of Condensed Media”

(Project No. 9805Land by the “Integration” Educational
Scientific CentelProject No. 461

The calculations show that the synchronous oscillation
line width in this chain olN Josephson elements decreases in

proportionate toN (Fig. 4a and Table)l However, a com-
pletely unexpected result was obtained for chain “£Fig.

TABLE II. Spectral line width and amplitude of spectral compon&ntor
chain “A” of N Josephson elements.

N 3 4 5
Aw 2.1x10°° 2.1x10°° 2.4x107°
A, 7960 14550 19100

1S, V. Polonskyet al, in Extended Abstracts of the Third International
Superconductive Electronics Conferer¢®EC’'91), 1991, pp. 160-163.

2A. K. Jain, K. K. Likharev, J. E. Lukens, and J. E. Sauvageau, Phys. Rep.
109 309 (1984.

3S. L. Marple, Jr.Digital Spectral Analysis with Application€rentice-
Hall, Englewood Cliffs, N. J., 1987; Mir, Moscow, 1990

4A. D. Mashtakov, V. K. Kornev, and G. A. Ovsyannikov, Radiotekh.
Elektron.40, 1735(1995.

5V. K. Kornev, A. V. Arsumanov, A. D. Mashtakov, and G. A. Ovsyanni-
kov, IEEE Trans. Appl. Supercond, 3111(1997.

Translated by R. M. Durham
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Theory of excitation of irregular waveguides
V. |. Koroza

Scientific-Research Institute of Pulse Technology, Moscow
(Submitted July 3, 1997
Pis'ma Zh. Tekh. Fiz24, 60-63(August 12, 1998

A variational method is proposed to study the excitation of waveguides by arbitrarily time-
dependent sources, which is suitable for irregular waveguides19@8 American Institute of
Physics[S1063-785(18)01008-§

Theories of the excitation of waveguides by and at ther surface satisfies the condition
monochromatit? and then by arbitrarily time-depend@nt
sources can be applied to specially shaped waveguides which
allow the coordinates to be “split” in the direction of propa-
gation. This limits the range of validity of these methods.
Here we present equations for excitation by arbitrarily time-The boundary conditio5) is equivalent to the condition at
dependent sources which are suitable for irregulathe boundary of an ideal conductor correct to within the
waveguides. steady-state term.

For the calculations we shall use the functional Thus, determining a set of solutions of the boundary-

value electrodynamics problefd)—(5) with allowance for
the nonunigueness associated with the openness ofrthe
g X(r)[curl H—(4a/c)j-curl Hy] surface in conditior(5) and the nonuniqueness of the initial
conditions reduces to the variational probléa(3) for the
functional (1). The nonuniqueness is eliminated by subse-
w(r) , : o .
- —2(0’;H/O’at).(o7Ho/gt) dQ, ) quently selg_ctlng the solution sat|s_fy|ng the necessary addi-
c tional conditions from the set obtained.
We write

=0. 5

rem

41
CUI’|H-—])-I’1
c

J(H,Ho,i)=fﬂ

which depends on three vector functions: the magnetic and
auxiliary field strengthd4(r,t) andHg(r,t) and the current
densityj(r,t). Each of these is a function of four indepen-
dent variableqthe timet and three spatial coordinate}.

The range of integration o in Eq. (1) is the interior of a
segment of a four-dimensional cylinder with the interygl
<t<ty+T as the generatrixt§ and T are fixed and with ) . ) }
the directrix being the boundary of the segment of thehere{e(r, ,2); is a set of basis vector functions in the
waveguiding system along the rectilinedr axis (z,<z waveguide cross sectioi®§z) with thg planes perpendicular
<2,), which consists of an ideally conducting lateral surfacet® the Z axis. Each of these functions depends on the
IT and two plane cross sectioféz) orthogonal to the axis coordinates | in the cross sectionS(z) and on the corre-

H(r,H=2 &(r.,2fi(z1),

Ho(r,)=2 &(r, ,2)gi(z,t), (6)

and intersecting it at=2o(S(2o)) andz=2,(S(z,)). sponding values af as a parameter. _
The steady-state condition After substituting expressio6) into the functional(1)
as a result of conditiofi2) and the conditions
Phgd(H.Ho.1)=0 @ 591(2.t0) = 3gi(2.to+ T) = 60(20.1) = 5421, =0,
for the variation oveHy(r,t) with “fixed ends” corresponding to Eq3), we obtain a system of differential
equations to determingf;(z,t)}, which may be written in
SHo(r,tg)=SH(r to+T)= 5Ho(f|z:zolt) vector form as follows:
= 6Ho(r|,=,,1)=0 ®) J s of . . N - °f
72 82 5, TR ~Q"(2) 7, ~P@I-T(2)
is equivalent to the choice of a fixed value Hf(r,t) in
condition (2), which within ) satisfies the condition _ i A—p @
Jz '
w PH  Axw _ q i functi ith
curl(e~eurl H)+ = — = — curl(e~4), (4) HereG(z), Q(2), P(z), andT(z) are matrix functions wit
292 C the elements

1063-7850/98/24(8)/2/$15.00 606 © 1998 American Institute of Physics
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Gmn:fJ 8_1(Z><em)'(zo><en)d5,

S(2)

an:ff 871(20-%Xcur|en)ds,
S(2)

Pmn:f j & Y(curl e,-curl ,)dS,
S(2)

1
Tmnzg f fﬂ%'endsy (8)
S(2)

Q7(2) is the transpose d(z); p=p(z,t) andA=A\(z,t) are
column vectors with the components

4 )
Pi(Z,t)=TJ’ Jsfl(f)l'CU” gds,
S(z)

Ni(zt) = 4T7TJ f e 1(r)j-xeds.

S(2)
The dimensions of the square matrices in Ef. and the
columnsf(z,t)=(f1,f5,....fn)", p(z,t), andA(z,t) are the
same, being equal to the numb¢rof terms contained in the
sums(6) (the total for each of these sujrend corresponding
to the number of modes taken into account.

©)
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Cartesian system wherAd(z)>0 is the layer thickness
excited by the current

j(r,t)y=qvé(x—vt)8(z),v=vx%0v>0 (10)

using the approximation of the single-mode TEM model for
which &(r, ,z)=y°. The current(10) is produced by a fila-
ment moving uniformly with the linear charge densityTo
determinef(z,t) from the corresponding row of the vector
equation(7), we have

97?

—(4mlc)qud'(z), t<A(2)lv,
= 11
0, t>A(2)/v. (D
In this case integration ovals in the calculations of8) and
(9) was reduced to integration ovelix between the limits
[0,A(2)]. For slowly varyingA(z) we have for the required
solution(11) in the adiabatic approximation

f(z,t)=—si nzxﬂ
TS RA (D)
1, (Veulc)|zl<t<(Veulc)|z|+(Aq/v),

X
0, t<(Veulc)|z] or t>(Jeulc)|z|+(Aglr),

which is consistent with the concept of two stepped pulses
being formed in the layer, having the widtty,=A(0) and

The vector equatioli7) extends the method of coupled traveling at the same velocitie®/\eu but in opposite di-
strings for nonsteady-state free oscillation in irregularrections along th& axis. In this case, as the pulses propa-
waveguide$ to a study of their excitation by an arbitrarily gate, their amplitudes vary as[A(z)] Y2
time-dependent source and corresponds to a strict electro-
dynamic approach. Note that numerical experiments with!ya. N. Fel'd, Zh. Tekh. Fiz17 1471(194%.

Eqg. (7), but for free oscillations under nonsteady-state L. A. Vainshtén, Zh. Tekh. Fiz23 654 (1953.

conditions using finite-difference methods, reveal that hig
accuracy is attainable in the calculations.

h 3V. V. Borisov, Nonsteady-State Fields in Waveguidgs Russian,

Leningrad State University Press, Leningid®91), 156 pp.
4V. 1. Koroza, Pis'ma Zh. Tekh. Fi22(21), 6 (1996 [Tech. Phys. Let22,

Here we confine ourselves to an approximate analysis 01; 865 (1996)]. _
an example of the simplest type of irregular system — a V. I. Koroza and V. E. Kondrashov, Pis’'ma Zh. Tekh. F22(17), 91

planar layer with a homogeneous medium bounded by two

ideally conducting surfaces=0 andx=A(z) (in an XY Z

(1996 [Tech. Phys. Lett22, 947 (1996)].

Translated by by R. M. Durham
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Ultrasound-stimulated degradation—relaxation effects in gallium phosphide
light-emitting p—n structures

A. N. Gontaruk, D. V. Korbutyak, E. V. Korbut, V. F. Machulin, Ya. M. Olikh,
and V. P. Tartachnik

Institute of Semiconductor Physics, Ukraine National Academy of Sciences, Kiev
(Submitted February 10, 1998
Pis'ma Zh. Tekh. Fiz24, 64—68(August 12, 1998

An investigation was made of the processes taking place in gallium phosphide light-emitting
diodes exposed to ultrasound treatment. It was observed that the luminescence intensity of the
diodes decreases monotonically in the field of an ultrasound wave. After the action of the
ultrasound has ceased, the radiative recombination intensity gradually recovers. The degradation
effects occur as a result of the destructive effect of the ultrasound on bound excitons and

the formation of nonequilibrium dislocation pileups at room temperature 1988 American

Institute of Physicg.S1063-785(18)01108-3

The propagation of high-intensity ultrasound in a crystalcharacteristics of the luminescence brightn@ssthe range
is usually accompanied by changes in the semiconductd00—-850um, T=300 K) and also of the oscillations of the
properties, such as the photosensitivity, electrical conductiviuminescence intensity at 77 K.
ity, radiative recombination intensity, and noise character- It was observed that when the ultrasound is switched
istics1~* The energy of the ultrasound wave can also be usedn, the luminescence brightness drops instantaneously by
specifically to improve the parameters of semiconducto5—-10% accompanied by an increase of the current through
electronics devices such as transistors, optrons, anthe p—n junction. The nature of the changes indicates that a
heterojunctions:’ high-intensity ultrasound wave has a destructive influence on

Here we report results of an investigation of the graduathe exciton field in the crystal. An increase in the duration of
reduction in the luminescence intensity of a gallium phos-the ultrasound treatment produces a further, slower, drop in
phide (GaP light-emitting diode exposed to the action of an the emission intensitydegradation of the diodewith the
ultrasound wave and the subsequent monotonic increase working current remaining consta(fig. 1), which indicates
the brightness of the luminescence after the acoustic load halsat a different mechanism of brightness degradation is ini-
been switched off. tiated (appears If the ultrasound exposure time is not espe-

We used red GaP light-emitting diodéss-prepared and cially long (<1 h), the luminescence recovery period is com-
after exposure to 8 y-radiation,® =10"—10 rad), whose parable with the quenching time.
dominant emission component corresponded to recombina- The application of successive degradation-recovery
tion of an exciton bound at a Zn—-O pai=1.8 eV). The cycles of ultrasound treatment to a diode containing
ultrasound treatment was carried out at 77 and 300 K. Theadiation-induced structural damagé € 10° rad) leads to
power of the ultrasound wave was 1 W/t frequencies partial recovery of the emissivity. Ultrasound treatment of a
of 3—5MHz. Measurements were made of the spectrateverse-biased GaP structure whose spectrum contains mi-

Ja.u Jau !
1

100 05 - FIG. 1. Emission intensity of GaP light-emitting diode versus
! treatment time {=4.75 MHz, W=1 W/cn?) for two succes-
Y sive cycles of ultrasound treatment. Cundeand2 correspond
1 f\ 3 . O R o to degradation of the electroluminescence intensity; cures
‘1 > 30 60 &8 and 4 correspond to relaxation of the emission intensity after
50 ] % S '\ L the ultrasound has ceased. The arrows indicate the times when
* /. f\‘ ‘ the ultrasound is switched dmpward arrow and off (down-
V2 4. ward arrow. Inset: low-frequency oscillations of the lumines-
X | \ / cence at 77 K.

0 ) 100 . 200 00 t, min
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influence of dislocations set in motion by the ultrasound
wave and acting as powerful fields of nonradiative recombi-
nation. In a sample which has been treated with ultrasound
for 30 min, the concentration of these dislocations, calcu-
lated as in Ref. 8, is close tp~10" cm 2. At such high
dislocation densities, dislocation network pileups may occur,
which were observed in Ref. 8 as “dark spots” and “dark
lines.”

In gallium phosphide at room temperature, these forma-
tions are fairly mobile, so after the ultrasonic load has been
removed the degradation process is replaced by relaxation to
the initial state. At low temperaturég7 K) these dislocation
pileups form mobile dislocation packets moving slowly
through the sample and acting as sources of current and lu-
minescence brightness oscillations at frequencies of a few
hundredths of a hertdig. 1, inset.

The narrow lines resembling flickering observed on the
spectral dependence of the luminescence for the ultrasound-
treated crystalFig. 2b are reminiscent of the acoustolumi-
nescence flashes described in the literatukehigh disloca-

. . . tion densities the sample very likely contains unstable
065 07 075 . . . .
regions of internal mechanical stresses which are capable of
¢ acting as sources of local emission.

The “improving” influence of an ultrasound wave on
irradiated devices and on the intensity of the microplasma
luminescence is to a considerable extent attributable to the
gettering action of the mobile dislocations. By acting as an
effective sink for the simplest structural dam&dg@as they
move through the crystal, these dislocations can absorb both
initial and irradiation-induced point defects.

It has thus been established as a result of these investi-
gations that an acoustic wave has a destructive influence on
FIG. 2. Spectral distribution of the electroluminescence intensity of a Galbound excitons in GaP crystals. The influence of ultrasound
diode a — emission spectrum of initial sample — spectrum of sample  treatment on gallium phosphide at room temperature leads to
after ultrasound treatment for 6 h in operating regities current through  the formation of thermodynamic nonequi”brium pi|eups of
the p—n junction wasl =20 mA); ¢ — spectrum recorded 10 min after the qari_spot dislocations which reduce the electroluminescence
previous measurement. . . . .

intensity. The luminescence recovers within a few tens of
minutes after the ultrasound treatment has ceased. During the
relaxation time short-lived narrow emission lines appear in
croplasma luminescence, reduces its intensity. A significarihie spectrum caused by the existence of unstable zones of
feature of ultrasound-degraded crystals is that their lumineghechanical stresses created previously by the ultrasound
cence is unstable over the entire spectral range:I(hg  treatment.
curve reveals isolated narrow lines which can alter their po- The mobile dislocations have a gettering effect on
sition during a subsequent measureni&ig. 2). These local radiation-induced point defects and the decay products of
“flashes” are only typical of diodes which have been sub-complex damage.
jected to a comparatively high dose of ultrasound treatment ~ This work was partially supported by the Ukraine Fund
(exposure for several hours for Fundamental Research, Project No. 2.5.1/55.

A possible mechanism for the evolution of these
degradation—relaxation effects in this particular case may be
the capture of carriers by long-lived tra%)sk-.lowever, our 1A, P. Zdebski, N. V. Mironyuk, S. S. Ostapenket al, Fiz. Tekh. Polu-

preliminary experiments revealed that prolonged ultrasound provodn.20, 1861 (1986 [Sov. Phys. Semicon®0, 1167 (1986)].
treatment of Hall GaP samples did not produce any signifi-zl. V. Ostrovski, Acoustoluminescence and Crystal DefdatsRussiar,

cant changes in the carrier concentration. Thus, as has al;Vishcha Shkola, Kiev1993, p. 223.

dv b d. the d . h diati bi . A. P. Zdebski, M. K. Shankman, A. N. Anniyazowet al, Fiz. Tverd.
ready been noted, the drop In the radiative recombination ey, eningrad 29, 1135(1987) [Sov. Phys. Solid State9, 648(1987].

intensity is caused by decay of bound excitons in an ultra-*ya. M. Olikh and Yu. N. Shavlyuk, Fiz. Tverd. Tel&t. Petersbung3s,
sound field as a result of the forced vibrations of disloca- 3365(1393 [kl;hyS- Solid Shtat@& 1835(1996r3- ) | A
; ; ; : : ; A. P. Zdebski, V. L. Korchnaya, T. V. Torchinskayat al., Pis'ma Zh.
tions. This effect is .partu.:ularly noticeable at the instant Tekh. Fiz.12(1), 76 (1986 [Sov. Tech. Phys. Lettl2, 31 (1986)].

when the ultrasound is switched on. As the ultrasound treatsg vy, grailovski, A. P. Zdebski, G. I. Semenovaet al, Pisma Zh.

ment continues, the dominant effect becomes the destructiveTekh. Fiz.13, 1310(1987 [Sov. Tech. Phys. Letil3, 547 (1987)].
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Luneberg lens formed from cubes: geometric-optics calculations
A. V. Golubyatnikov and B. Z. Katsenelenbaum

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow;
N. E Bauman State Technical University, Moscow
(Submitted January 30, 1998

Pis’'ma Zh. Tekh. Fiz24, 69-72(August 12, 1998

An analysis is made of the focusing by a spherical Luneberg lens composed of discrete dielectric
cubes with different permittivities. Geometric-optics calculations are used to determine the
degree of focusing of rays by a lens consisting of 2600 cubes. It is shown that the degree of
focusing is considerably inferior to that obtained for a continuous distributian of

© 1998 American Institute of Physids$1063-785(018)01208-7

1. A Luneberg lens consists of an inhomogeneous disuperscriptN is omitted, i.e., the integer$,m,n, such that
electric sphere in which the permittivigyis a function of the | —1/2<x,<|+1/2, m—1/2<y,<m+1/2, andn—1/2<z,
distanceR from the centerg =2—R?a? (a is the radius of <n+ 1/2. The ray equation before the next refraction has the
the spherg Calculations made using the geometric-opticsform x=xXq+ agt, y=Yo+ Bot, Z=Zy+ y,t, Wheret=0. We
approximation show that when a beam of parallel rays ighen find the roots of the six equatioffaces of the cubgs
incident on this sphere, they all converge at a single pointx=1—-1/2, x=1+1/2,y=m—1/2,y=m+1/2,z=n—-1/2,z
the focus. Here we analyze a lens with a discrete distribution=n+ 1/2, which can be solved independently together with
of ¢, formed by homogeneous cubes, in each of whidlas  the ray equation. The smallest positive roaif these equa-
the value which should be found at its center. The faces ofions gives the coordinate of the next point and this value of
the cubes form three systems of parallel planes. A parallel, multiplied by = for this particular cube, gives the optical
beam of rays with the same amplitudes and phases is incpath of the ray therein. The direction cosines,3;,v; in
dent on the lens. The path of each ray is traced to the focahe next cube are obtained from three equations. One of these
plane and three numbers are determined: the distance frof obvious: a2+ 85+ y3=1. The other two depend on the
the focus, the phase, and the amplitude. In these calculatiofigce at which refraction has taken place and the cube in
the number of ray# was on the order of f0and incidence which the ray is found. If, for instance, the value bf
of the beam in~10 directions was considered. corresponds to the first of the six equations, the new cube

We take the side of a cube to be unity. They, andz  has the numbet—1m,n and the normal to the boundary
coordinates of the center of each cube are intebars and  has the direction cosineg1,0,0. Then the second
n. The value ofe for the cube labeledl(m,n) is & , ,=2 equation is y;80— B1v,=0, and the third is simp,

- (|24;m2j nz)2/I02 for 12+m?+n?<p? ande;mn=1 for  =sin g\(e| mn)/(€1—1mm). Where the angleg; ande, are
I“+m®+n“>p®. Here we have writtep=a—1/2. We took  determinedin our examplg by the fact that cog,=ag and
that 2a=17 and the lens contained 2600 cubes. a;=cosg,. If the angle ¢, is so large that it satisfies

The direction of the beam is defined by three nonpositivqsin @|>1, i.e., total internal reflection takes place, two
numbersag, Bo, and yo (ag+ B3+ v5=1) which are the angles are retained at this stage of the iterative process and
cosines of the angles with the y, andz axes. The angle the cosine of the third changes sign.
with the z axis is the smallest,yo|=|aq|, | vo|=|Bol, and All the coordinates of the points of refraction obtained
Yo=cosu. We assumedyo=p3, almost everywhere; this are successively substituted into the left-hand side of the fo-
constraint had no influence on the result. The apghearied  ¢a| plane equation. When the result first becomes positive,
betweenu=0° (| yo=1|) andu=55° (|, |=1/V3). Atthe e must return to the preceding point and solve the ray equa-
entry planeagx+ Boy+ yoz+a=0, the Nth (N<M) ray tion with the focal plane equatiafbut not with the equations
has the coordinatex) , yy, andzy. We need to find its for the cube faces In this way we obtain the coordinate of
parameters on the focal planagx+ Boy+ voz—a=0. Inor-  the ray on the focal plane. The sum of all the optical paths
der to ensure that the ray is incident on the lens, the condidncluding the last segmengives the optical path of the ray.
tion (x§)2+ (yy)?+ (z))?><2a® must be satisfied. On the In these calculations the polarization of the ray was not
X,y plane the projections of these points should form ainvestigated and the square of the amplitude of the transmit-
square grid with sided/\[yo|, whered is the side of the ted ray was multiplied by the half-sum of the squares of the
square grid formed by the rays on the entry plane. We asFresnel coefficients for both polarizations. The square of the
sumed thatl=1/2; four rays are incident on each cube. amplitude on the focal plane is the product of these factors in

2. The points where thith ray intersects with the faces all the iterations. In cases of glancing incidence, less energy
of the cubes are successively determined by an iterativemay enter the refracted ray than the reflected ray. In this
method using the following scheme. We first determine thecase, in one variant of the program, the path of the reflected
number of the cube in which the poirt, yq, z, lies (the  ray is then traced.

1063-7850/98/24(8)/2/$15.00 611 © 1998 American Institute of Physics
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Some rays leave the lens almost parallel to the focal
plane and their motion outside the lens is described by nu- -
merous iterations. The smallest number of iterations is obvi- ssp
ously 2a. The program discarded a ray which had not
reached the focal plane aftea6terations. .

3. If u=0 (the beam is normal to the two faces of the 45 ™
cubes, the rays do not undergo refractions, no focusing oc- 4
curs, and the distribution of the rays on the focal plane is the
same as that on the entry plane. For smal(i.e., when 1
—|y0/<1) the discrete lens does not differ so appreciably s}
from the continuous one, but focusing will be considerably
weaker; the same will be found for-4|ag|<1 and 1
—|Bol<1. However, when the direction of the beam is ran- 2
dom, the probability of the angle between the beam and the i ) , . . .

$

351

25}¢

edges being small will be of ordeju?, and even foru e 10 % . » 40 %0 %0
~1/10 these “bad” directions will only account for around
6%. FIG. 1.

Nevertheless, the calculations have shown that even for

the “rough” division which has been analyzed g2 17),

the discreteness still leads to appreciably weaker focusinﬁgt'renetnh(?rgyI rr(]aacbhl?v% th: rfoc;:”il 1pla:§rf 2found within the
We shall give some of the results. 9o S plane beween ra andr=2.

. . . Another characteristic is the dispersion of the optical
One of the characteristics of the focusing action of a lens ) : S
path length: for a continuous lens this is zero. For rays whose

formed by cubes is the distancebetween the focus and the yistance from the focus is less than 1, this dispersicaass
point of intersection, averaged over all the rays which have,nq if the distance from the focus is less tre@, the dis-
intersected the focal plane. For a continuous ter® would  persion is~1.
be obtainedgeometric-optics calculatiopsFor =0, i.e., These examplegand more detailed results not reported
in the absence of refraction, we obtair2a/3, which for  here show that if the number of cubes is approximately
a=8.5 givesr =5.7. Figure 1 gives_as a function ofu for ~ 2000-3000, the focusing of the lens is appreciably inferior to
two versions of the programi: — in which the path of that that for a continuous distribution of. With this discretiza-
refracted or reflected ray carrying the greater energy is traceldon the e jump at the faces is of ordeke =0.1, which is
subsequently for glancing incidenc®;— the path of the clearly too large.
refracted ray is always tracddxcept for cases of total inter- Note that the number of rayd is proportional tea” and
nal reflection. Version1 more accurately reproduces the ray the number of iterations for each ray is proportionaateo
propagation process. The valuerdfor moderateu is of the f[hat the nyg)rnber of operations in this method increases as
order of 1-2. This value must be compared with the diffrac-"€ (Ae) "
tion radius of the focal spot having the order(Ref. 1).

The focusing quality is also characterized by the energylA. V. Golubyatnikov and B. Z. Katsenelenbaum, Radiotekh. Elek@n.
distribution on the focal plane. For instance, if the beam No. 12(1997.
forms equal angles (55°) with all three axes, 0.24 of theTranslated by R. M. Durham
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Investigation of the thermal stability of picosecond gallium arsenide dynistor switches
K. V. Evstigneev, V. I. Korol'’kov, and A. V. Rozhkov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted March 2, 1998
Pis'ma Zh. Tekh. Fiz24, 73-78(August 12, 1998

The operation of GaAs*—p—i—n®—p™ dynistor structures has been demonstrated

experimentally under conditions of reversible avalanche breakdown at temperatures up to 200 °C
with switching times remaining under 140 ps. A numerical simulation refined the influence

of various parameters of the semiconductor on the temperature dependence of the switching
characteristics. ©1998 American Institute of Physids$$1063-785(08)01308-1

Among well-known powerful, high-speed, picoseconddefects with two levels in the lower half of the band gap and
switches, those operating on the principle of switching usinga concentration of (0.5—-2)10™ cm™2 (Ref. 1). At room
a delayed impact ionization wave belong to a special clasgsemperature the maximum forward dc voltage before break-
These semiconductor switches usually do not have a steadgown was 600—800 V. The coefficient of positive feedback
stateS-shaped current—voltage characteristic and function irbetween the emitter junctions was less than 1 at voltages up
a regime with reversible dynamic breakdown of a high-to breakdown. The working area of the device was 0.5mm
voltage p—n junction. Dynamic breakdown is accompanied The main switching parameters of the devices were mea-
by a nonuniform distribution of current over area with the sured when these operated as current pulse sharpening de-
formation of filaments of high-current density and an ensuvices. The sharpened pulse had an amplitude of 400 V at 50
ing appreciable rise in temperature near then junction. ) load with a 0.3 ns rise time and a temporal stability better
Both these factors impose severe constraints on the operatiigan 30 ps. This pulse was applied with a fixed bias to a
characteristics of silicon-based structures. Thus, the resul&0 Q) line and the dynistor being investigated was connected
of investigating structures fabricated using different, wider-in a gap. A matched load was connected to the other end of
gap materials are attracting particular interest. the line. At room temperature fast switching was observed at

We investigated the thermal stability of high-voltage bias voltages from 90 V almost up to the static breakdown
switches using an™ —p—i—n°—p* GaAs dynistor structure. voltage. The transition time to the conducting state was
The central, high-voltage, linear-gradiepti—n® junction  around 100 ps with a delay of 0.1-0.4 ns relative to the input
was grown by liquid-phase epitaxy. The junction was formedpulse (Fig. 1).
by varying the concentration of background donor and ac- As expected, this switch exhibited substantially better
ceptor impurities. These structures typically exhibit antisitethermal stability than known silicon picosecond switches, for
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121 N
450V |
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300V
200V
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f: FIG. 1. Oscilloscope traces of current through peaking
sk J dynistor at various bias voltages.
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ot J
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which the operating temperature limit was at most 100 °C.  Note that the instability of the switching delay tingé-
However, heating the gallium arsenide dynistors to 200 °Ger) was almost independent of temperature and was 30 ps
merely increased the switching delay and caused a sligtfor most temperatures and bias voltages. Exceptions were the
drop in the current amplitude. Figure 2a gives temperaturéowest values of the fixed bias close to the lower threshold of
dependences of the switching delay relative to the sharpendte sharpening regime and the highest values close to the
pulse which clearly shows that this parameter typically in-static switching voltage, where the instability increased to
creases with increasing temperature and decreasing bias volt20—150 ps. This behavior of the temporal instability in the
age. The rise time of the sharpened pulse also incréages boundary regions is generally typical of gallium arsenide
10-15% with heating(Fig. 2b. This figure clearly shows diodée® and thyristo? structures.

that the switching process slows appreciably with increasing In order to explain the switching pattern of this device,
temperature at a bias voltage of 150 V. This can be explainedle made a numerical simulation of the breakdown of the
by the fact that the minimum fixed bias to ensure sharpeningpase regions. We used a diogei—n° structure similar to
was less than 90V at room temperature but approachetthe base regions of our dynistor as a model. The simulation
130-150V at 200 °C. took into account drift, diffusion, recombination and thermal
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generation(in the simplest band—band representagtiand  stant. The change in the form of the current pulse through the
impact ionization. The dynamics of the processes were dedevice was merely a result of the temperature dependence of

scribed by the system of continuity equations the impact ionization coefficients. A reduction in the mobili-
(dE  4m ties and (_jiffu_sion coefficie_nt.s has little influence_on _the ex-
= —[I—e(jp—in] ternal switching characteristics. The constant switching time

t € can be explained by the fact that in the TRAPATT regime

p 9 #p the rate of current rise through the device is mainly a func-
i r(p,n)+g(E,p,n)— ﬁ—x[pv o(E) ]+ DpP, tion of the parameters of the external circuit and the geomet-
ric dimensions of the device. An increase in the switching
dn J 9%n delay results from an increase in the threshold field needed
gt rpn+g(E.p.n)— &[nvn(E)]—'—Dnﬁ! for breakdown. An increase in the threshold field is caused

\

by a decrease in the coefficients of impact ionization, which
whereE is the electric field strengthl is the density of the may also be responsible for increased losses in the switched
total current through the device determined by the externadtate.
circuit and by the geometry of the instrumental structyige, To sum up, the results of an experimental investigation
andj, are the particle current densities, and, andg are  and numerical simulation indicate that gallium arsenide
the rates of thermal generation, recombination, and impaalynistor peaking devices operate successfully at elevated
ionization, respectively. A fairly elaborate approximation temperature. The results of the simulation suggest that the
given in Ref. 4 was used as the impact ionization coefficientchanges in the dynamic parameters are merely caused by the

The assumption that the conductance of the highthermal dependence of the impact ionization coefficients.
resistivity region was uniformly modulated over area did notChanges in the carrier transport coefficients had no signifi-
produce quantitative agreement between the calculated amdnt influence up to 200 °C.
experimental time dependences of the current through the In conclusion, the authors would like to thank S. V.
device. However, theoretical analysis of the stability of im-Shendergfor numerous discussions and useful comments on
pact ionization waves ip—p junctions indicates that the the experimental part of this work.
assumption of uniform breakdown is rather unrealistic. In
this particular device, the Wave. IS transvers_ely unstisle 1Yu. M. Zadiranov, V. I. Korol’kov, S. I. Ponomarest al, Zh. Tekh. Fiz.
though to a lesser extent than in an abrppt-i—n™ struc- 57, 771(1987 [Sov. Phys. Tech. Phy82, 466 (1987].
ture) and the breakdown should be local. By fitting to the 2zh. I. Alferov, I. V. Grekhov, V. M. Efanowet al, Pis'ma Zh. Tekh. Fiz.
experimental results, it was established that approximately3\1/3yI 123303,1&?/7)A[SgV-PTSEEC-”ZKz IAet\%g'R ‘éiilii?/Sz;]-dA V. Sulatanos
0.25 of the gntlre area of_the central junction is transferred 10 hicma zh. Tekh. Fiz18(10), 26 (1'99'2) [Sov. Tech. Phys: Lett8 311
the conducting state, which was also assumed in the simula-(199].
tion. 4Hin-Fai Chau and D. Pavlidis, J. Appl. Phy&2, 531(1992.

The numerical calculations indicate that as the tempera-SA- M..MinarskiT and P. V. Rodin, Fiz. Tekh. Poluprovodsil, 432(1997)

. S . . [Semiconductor81, 366 (1997)].

ture rises, the switching delay of the dynistor should increase
(Fig. 23 while the switching time should remain almost con- Translated by R. M. Durham
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Nanostructure and radiation resistance of carbon stripper foils
A. V. Vasin, V. G. Vysotskil, and L. A. Matveeva

Institute of Semiconductor Physics, Ukraine National Academy of Sciences, Kiev
(Submitted February 17, 1998
Pis'ma Zh. Tekh. Fiz24, 79-84(August 12, 1998

Raman light scattering has been used to analyze the short-range order structure of carbon stripper
foils. It has been shown that the radiation resistance of the foils depends strongly on their
nanostructure. It was observed that under the action of a 2 MeV hydrogen ion beam, soot-like foils
have a considerably longer life than foils with a graphite-like nanostructure.

© 1998 American Institute of PhysidsS1063-785(18)01408-§

Self-supporting amorphous carbon foils 25-100 nminfluenced by irradiation. Typical spectra are shown in Fig. 1
thick are used in charge-transfer electrostatic acceleratofer one type of foil and in Fig. 2 for a different type. The
(tandemg to “strip” negatively charged ions. lons undergo Raman spectrum of the type-I foils before irradiatifig. 1,
more efficient charge transfer in carbon strippers comparedurvel) has a well-defined band near 1580 chand a weak
with gas targets, which enhances the energy of the positivbut broad band near 1350 crh After exposure to a dose of
ions at the accelerator exit. However, the radiation resistance 10'® cm™?2, the relative intensity of the 1350 crh band
of carbon foils is a problem. increases and the half-width of the 1580 cmband de-

It has been establishtd that damage to stripper foils creasesFig. 1, curve).
exposed to ion beams is caused by their graphitization and The Raman spectrum of an unirradiated section of
by the formation of stresses in the irradiation zone. Foilstype-Il foil (Fig. 2, curvel) consists of a high-intensity,
deposited by vacuum thermal techniques usually have thfairly narrow line v=1370 cmi ! and two weak bands near
texture of graphite-like clusters with basal plarie82) par- 1450 and 1580 cimt. Even when these foils were exposed to
allel to the substrate. As a result of radiation defects in thex dose of 18 cm !, the spectra showed no fundamental
graphitized zones, the foils exhibit “swelling” perpendicular changegFig. 2, curve2), which reflects the radiation resis-
to their plane and compression along the surfaéeThis  tance of this structure. To explain these results, we shall
leads to the formation and buildup of mechanical stresses iexamine the published data.
the stripper, which are accompanied by cracking, rendering The first-order Raman scattering spectrum of ordered
further operation of the accelerator impossible. The operatgraphite consists of a single line at a frequency of around
ing life of carbon foils can be improved appreciably by using1580 cni! known as theG-line (“graphitic”). In finely
ion-plasma methods of depositibfi.However, these meth- crystalline graphite with disordered regions 6f30 nm, an
ods require complex and expensive equipment. additional line is observed near 1355 chwhich is usually

The aim of the present paper was to study the nanostruealled theD-line (“disordered”).®’ This band corresponds
ture and radiation resistance of carbon stripper foils obtainetb the phonon density-of-states peak in solid graphite at the
by a spark method.Pointed graphite rods were heated by edge of the Brillouin zone and is observed as a result of the
~50 A current pulses at a working pressure of i®a. The  weakening of the selection rule for the wave vector in disor-
foils were deposited on glass precoated with a soluble suldered structures. The ratlg /15 of the intensities of th®
layer of sodium chloride around 150 nm thick. The foils and G bands depends nonmonotonically on the size of the
were then removed from the substrates in distilled water andraphite nanocrystallites. As these decrease in size in disor-
mounted on copper mandrels which were placed in thelered graphite, the ratig, /| ; increases since the fraction of
charge-transfer drum of theG@-10 accelerator at the Insti- phonons far from the center of the Brillouin zone increases
tute of Nuclear ReseardfiKiev). The foils were studied un- in the scattering process. However, below a certain threshold
der various irradiation doses (610" cm 2) of 2MeV (<10 nm) the relative intensity of th® band begins to
hydrogen ions at a beam current density ofd&/cm?. decreasé This is attributed to a decrease in the phonon den-

The nanostructure of the foils was investigated using Rasity of states corresponding to the graphite crystal lattice in a
man light scattering. Raman spectra for irradiated and unirstrongly disordered system. In the Raman spectra of a dia-
radiated sections of the foils extracted from the chargemond crystal the only active line is=1332cm®. The
transfer drum were measured using a DFS-24highest-intensity lines in the spectra of the fullerengsand
spectrophotometer with an EE136 photomultiplier in the C,, are those at frequencies of 1470 chrand 1570 cm?,
photon counting mode. The spectra were excited using theespectively’: '

514.5 nm argon laser line. A comparison between these results and the published

The results of the investigations showed that foils ob-data indicates that the unirradiated type-I foils have a well-
tained under apparently the same deposition conditions hawiefined G-band and a weakD-band. Irradiation causes
completely different Raman spectra and are quite differentlygraphitization even at a dose of*¥@m~?2 which is observed

1063-7850/98/24(8)/2/$15.00 616 © 1998 American Institute of Physics



Tech. Phys. Lett. 24 (8), August 1998 Vasin et al. 617

gl d : I
2[ ] 2 ]
°l 1. M ]
S

2 ] | ]
[ z T 1
cl w |
3 ] z ]
3l I

| 2 - : 2 i
1000 1200 1400 1600 1800 1200 1400 1600

Raman shift, cm” Raman shift, cmi”

FIG. 1. Raman spectra of type-l carbon foils:— unirradiated section,  FiG, 2, Raman spectra of type-Il carbon foils— unirradiated section,

2 — section irradiated by a dose of ‘f@m™?. 2 — section irradiated by a dose of 4@m2.

component, and so ¢ris mainly responsible for the nano-

similar change in the Raman spectra after type-I unirradiategtructure of the foils. Further research in this direction is
foils had been thermally annealed in vacuum at 800 °C. required to ascertain this. However, it has been conclusively
The weakly defined 1580 cit G-line in type-Il foils established that, in principle, the radiation resistance of car-

suggests that these have a low content of three-dimensional}Pn Stripper foils may be improved substantially without us-
ordered graphite-like regions. The 1370cm and N9 complex and expensive technologies.

1450 cm'! lines identified for these foils were also observed | _

in fullerene-containing sodt’® However, the highest- v N S: Tait Nucl Instrum, Methods84 203 (1981.

!n u o g : ! - g 2@G. Dollinger and P. Maier-Komor, Nucl. Instrum. Methods Phys. Res. A
intensity lines of the gy and Gy molecules (1470 cm' and 282, 223(1989.

1570 cm 1) did not appear in our foils. 3G. Dollinger, P. Maier-Komor, and A. Mitwalsky, Nucl. Instrum. Methods

o : .1 Phys. Res. A303 79 (1997).
The most surprising rgsult |s.that even at eXtremely hlgh“G. Dollinger, C. M. Frey, and P. Maier-Komor, Nucl. Instrum. Methods
doses(an order of magnitude higher than those for type-I ppys res 34 167 (1993.
foils), no signs of graphitization are detected in type-Il foils. 5G. N. Kozeratskaya, N. F. Onoshko, and V. A. Stepanerioon,
Thermal annealing of unirradiated type-Il foils in vacuum at Silicon, and Carbon Targets for Nuclear ResearBeprint No. Klyal—
800 °C also produced no significant Changes in the SpeCtra_87—50[|n Russian, Kiev Institute of Nuclear Research, Kig¥987, 13
Whereas some type-I foils revealed cracking even at doses ofjisa0-chu Tsai and D. B. Bogy, J. Vac. Sci. Technol. Phys. ReS, A
<10"%cm 2, type-ll foils withstood doses of 10 cm™ 2 3287(1987.
without any Catastrophic Cracking_ M. A. Tamor, J. A. Haire, C. H. Wt al, Appl. Phys. Lett.54, 123

To COI’]Cll..Ide, the_ results of a study ,Of th(,a I’?anOStruCture"S.gg?.Dillon, J. A. Woollam, and V. Karkanant, Phys. Rev2B 3482
of carbon stripper foils suggest that their radiation and ther- (19g4.

mal resistance and therefore their operating life are deter®D. S. Bethun, G. Meijer, W. C. Tanet al, Chem. Phys. Lett174 No.
mined by the initial nanostructure. Unfortunately, it has not, 3-4(1990. _ _

yet been established for certain which of the technological A V- EIetskii and B. M. Smimov, Usp. Fiz. Nauk6s, 977 (1995.

parametergdeposition rate, current density, vapor-phase ionrranslated by R. M. Durham

as an increase in the relative intendigy/| s . We observed a
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Photodeflection response of a gyrotropic—isotropic sample under conditions
of tunneling electromagnetic interference

P. V. Astakhov and G. S. Mityurich

Homel F. Skaryna State University, Belarus
(Submitted January 8, 1998
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Calculations of the energy dissipation of oppositely directed light beams in a gyrotropic—isotropic
sample are used to determine the photodeflection response. It is shown that the
photodeflection signal can be completely suppressed when the beams interact while propagating
in opposite directions. €1998 American Institute of Physid$1063-785(108)01508-0

Tunneling electromagnetic interference accompanying Q:w{gﬂ(|A+|2+|A7|2+|B+|2+|Bf|2
the counterpropagating interaction of light waves in an ab-

* *
sorbing sample has been studied theoretically and +2[Re(A,-BZ)+ReA_-BL)])

experimentally~? It was shown in Ref. 2 that as a result of +4y"(ny(|AL 12— |A_|>+|B, |2~ |B_|?)
the redistribution of energy by interference, the transmission . . .
coefficient of the medium depends strongly on the energy + 2ng[Im(A%-B_) +Im(AZ-B,)])}. D

and polarization characteristics of the counterpropagatin . .
light beams. Allowance for spatial dispersion effects in theSln expression(1) we have writtemo= 'z, andA.. andB.

¢ ting int . f elect i are expressed in terms of the energy and polarization char-
counterpropagating Interaction ot electromagnetic waves Cal) g jqics of the interacting waves and the optical parameters

substantially alter the bulk interference pattern inside th%f the mediurt

I(.alyer.3 However,.if the medium possesses gyrot.ropic Proper-  The energy dissipatior, determined in accordance
ties, the theoretical expressions become considerably moigith Eq. (1), is the power density of the heat sources in the

complicated and require further analysis. system of heat conduction equa’[ions:
Photoacoustic and photodeflection spectroscopy is now

being successfully used to study the thermal and dissipative 0, z<—d,

properties of gyrotropic medfaA distinguishing feature of 1dT 1

these methods is their high sensitivity and the indirect AT_EEZ 1 Qrhexpliot), —d=z=d,

method of recording the absorbed optical energy which al- 0 ,~d

lows nontransparent samples to be studied. ' ' %)
Calculations of the photoacoustic signal were made in

Ref. 5 for a sample excited by oppositely propagating beamsyhich describes the temperature distribution in the sample

and it was shown that the recorded response can be effeand the surrounding medium under the action of modulated

tively controlled. The formation of a photodeflection re- laser radiation.

sponse as a result of interaction between oppositely directed After solving the systeni?) and calculating the tempera-

beams in a gyrotropic medium is also of considerable interfure fields, we can directly determine the deflection of the

est, since photodeflection spectroscopy, possessing the maif°Pe beam. Assuming that the probe beam propagates
advantages of photoacoustics, is fairly sensitive to bulNrough a transparent mediubwith the refractive index;
changes in the temperature of the medium parallel to the surface of the layer, we can write the follow-

We shall analyze the formation of a photodeflection sig_mg expression for the transverse component of the angle of

. . . . deflection
nal in a plane-parallel gyrotropic—isotropic layer excited by
two oppositely propagating electromagnetic waves with elec- 1 dn, J dT(x,y,z1t)
d
y

tric field strengthsE, and E;. We shall assume that the d(x,y,z)= — —ax W (©)

n, dT
axis is perpendicular to the layer and the coordinates of the !

interfaces with the surrounding transparent mddéd3 are  \yhich we shall subsequently analyze. In expressign

denoted byz= —d andz=d, respectively. dn, /dT is the temperature gradient of the refractive index of
By solving a boundary-value electrodynamic problemthe medium through which the probe beam propagates.
using the rate equations for gyrotropic absorbing nfeaia On analyzing these results, we note that expreséipn

expressions for the fields inside the layer, we derive an exean be reduced to the form

pression for the energy dissipati@hper unit volume of the 5 )
sample: Q=FE1+F3E3+F3EEs, (4)

1063-7850/98/24(8)/2/$15.00 618 © 1998 American Institute of Physics



Tech. Phys. Lett. 24 (8), August 1998 P. V. Astakhov and G. S. Mityurich 619

1.0 4 0.8 -
] ]
0.5 0.6
g ] e ]
: " _‘d’ ]
£ 0.4
:30.0: g ]
s §
-0.5 0.2 3
] ]
] 1 :
-1.0 e e e 0.0 e
-15 1.3 -1.1 09  -07  -05 0.00 0.04 . 0ds 0.12
z,cm E, X10 V/m

FIG. 1. Distribution of the variable component of the temperature in aF|G. 2. Photodeflection response versus electric figldl — ' =103
transparent mediunl at various modulation frequencies of the exciting ,,_'1025. 2 121073 4= ~5. ' "3 4105
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radiation: 1 — w=15.0Hz, E;=10"°V/m; 2 — w=155Hz, E;

=10 ®V/m; 3 — w=15.0 Hz,E;=0; 4 — w=15.5 Hz,E;=0.

by the frequency of the amplitude modulation of the incident

from which it follows that for a constant fielf; relation(4) ~ radiation. An increase in the real part of the gyration param-

has a parabolic dependen@e=f(E;), where the minimum €tery’ leads to the disappearance of this effect as a result of

energy dissipation is achieved whep= —F3E5/2F ;. the additional rotation of the major axes of the polarization
The nonsteady-state component of the temperature fieléllipses of the light waves, which alters the pattern of energy

varies in the transparent mediubnas a result of the condi- redistribution by interference. An increase in the imaginary

tion that the temperatur& and the heat flwk,dT/dz are ~ part of the gyration parametey” negligibly increases the

equal at the interface of the sample. Figure 1 shows that themplitude of the photodeflection response.

variable component of the temperature decays completely TO sum up, it has been shown that the photodeflection

over the distance= 2y from the interface, wherg is the ~ response in a gyrotropic medium may be suppressed by the

thermal diffusion length. For air with the incident radiation interaction of the oppositely propagating light waves. Dissi-

modulated at the frequenay= 15 Hz, the thermal diffusion pative effects and gyrotropy have an appreciable influence

length is~0.159 cm. The calculations show that the contri-On the angles of deflection of the probe beam.

bution of the interacting oppositely propagating beams to the

resultant distribution of the nonsteady-state temperaturer v pgakradze, N. B. Brandt, and V. V. TolmacheMechanics of

component is observed as a slight increase in the amplitudecontinuous Medidin Russiai, Moscow(1984.

of the resulting thermal wave. 2V. V. Sidorenkov and V. V. Tolmachev, Pis'ma Zh. Tekh. Fi5(21), 34

We shall analyze the dependence of the angle of deﬂecé((;nggl\gli)%r.i;?gr]{(jpgy\sll ;esttgihgyig-r?)igeldings of the Ninth Interna-
t!on on the electric f!eld strength of the first wave when the iional Conference on Photoacoustic and Photothermal Phenomena
field of the second is constant. The calculations show that Nanjing, China, 1996; Prog. Nat. S@, 701 (1996.
when the probe beam propagates parallel to the interfacéA. Salasar, A. Sanhez-Lavega, and J. Fernandez, J. Appl. BSy4150
over a distance Sh(_)rter than th,e ,thermal dIﬁU§I0n len_gth’ 5G. S. Mityurich, V. P. Zelyony, V. V. Sviridova, and A. N. Serdyukov, in
the angle of deflection has a minimum, and with a suitable proceedings of the Ninth International Conference on Photoacoustic and
choice of measurement conditions the photodeflection re- Photothermal Phenomenalanjing, China, 1996, pp. 275-276.

. 5 ! : ; : .
sponse can be completely suppres&ég. 2). As a result of I(:ig;%gefgéovfl'heory of Gyrotropyin Russian, Nauka i Tekhnika, Minsk
the modulated absorption of optical energy by the sample, Pp-

the position of the minimum point is appreciably determinedTranslated by R. M. Durham
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A vector model to used investigate and simulate the phenomenological properties of
ferromagnetics and ferroelectrics. €998 American Institute of Physics.
[S1063-785(08)01608-3

Certain difficulties encountered in the qualitative andshall take the particular case when the magnetic moments of
guantitative description of the main phenomenological propthe domains in the crystal are oriented in three mutually
erties of ferromagnetics and ferroelectficsan easily be perpendicular directions, forming three systems of parallel
overcome by means of a mathematical model. vectors(Fig. 2). We shall select the coordinate axes such that

Such a model may be obtained by considering the betheir origin coincides withC,,, and the directions are parallel
havior of the domain structures as a consequence of the ete the magnetic moments of the domains. Then, from the
ergy conservation law. properties of parallel vectors, the coordinates of the point of

To demonstrate this, let us consider a ferromagneti@pplication of the resultant magnetic moment for domains
single crystal in the form of a rectangular parallelepiped. oriented along theX axis are given by the following rela-

Let us take the limiting cases when the crystal is com-tions:
pletely magnetized to saturation, in the longitudinal direction | |
for in_stance, under the ag:tion of an external magnetig: field. Xx=2 mix; / 2 m;=0,

In this case, the magnetic moments of all the domains are i=1 i=1

oriented in the same direction and the entire crystal appears | |

to be a single domaitFig. 1, which shows one crystal plane _ _

for clarity). We shall sum the vectors of the magnetic mo- YX_; MiYi .21 m;=0,
ments of the domains and find the point of application of the | |

resultant magnetic momem =33 m;, whereM is the _ _
resultant magnetic moment amg is the magnetic moment ZX_; mizi / ;1 m;=0,

of theith domain. )

It follows from the properties of parallel vectors that the WhereXx, Yx, andZx are the coordinates of the resultant
point of application of a resultant vector coincides with theMagnetic moment of the domains parallel to ¥exis,m; is
geometric center of the crystal. Assuming that the crystafh® magnetic moment of thith domain parallel to theX
contains no nonferromagnetic inclusions, the point of appli-2Xis, andx; , y;, andz are the coordinates of the magnetic
cation of the resultant magnetic mome®y, exactly coin- moment of Ithath domain.
cides with the center of mass of the crystal. If the crystal is ~ SinceX;_;m#0, we obtain
remagnetized to saturation in any other direction, the posi- [ [ [
tion C,, remains unchanged relative to t'he crystgl. E m;x; =0, E m;y; =0, 2 m;z;=0. (1)

We shall show thaC,, cannot alter its coordinates for =1 =1 =1
any rotat_ion of the_magnetic moments of the (_jomains be-  |ikewise for theY andZ axes we obtain
cause this would violate the energy conservation law. We
imagine that our crystal is suspended by the center of massin i "

a nonvarying external magnetic field. If the crystal is made to le m;x; =0, 121 m;y;=0, 1241 m;z;=0, @)
rotate, the domains begin to move and rotate under the influ-

ence of the external magnetic field. If the magnetic moments P P

of the domains always position themselves so @awill be k§=:1 mx, =0, Z myy,=0, k§=:l m,z,=0, 3
displaced, the crystal will be exposed to mechanical rotating

moments about the point of suspension, and will rotate conwherem; andm, are the magnetic moments of the domains
tinuously in the nonvarying magnetic field, which is impos- parallel to theY andZ axes, respectively; , y;, z; andx,,
sible. Yk, Zx are the coordinates of the magnetic moments of the

Thus, the resultant magnetic moment may vary in magdomains parallel to th&¥ andZ axes, respectively.
nitude and direction as a function of changes in the crystal Relations(1)—(3) imply the following:
magnetization, rotating relative to the point of application 1. The rotations of the magnetic moments of the domains
C, Which cannot alter its coordinates relative to the crystalshould be symmetric relative to theC X, ZC,Y, and
We shall analyze the necessary conditions for figged We  XC,Y planes(Fig. 2). For instance, the rotation of the mag-

1063-7850/98/24(8)/3/$15.00 620 © 1998 American Institute of Physics
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can take place with the lowest energy consumpfigith the
fewest rotations of the magnetic moments of the domafns
the resultant magnetic moments of the separate sections are
aligned relative to these sections in the same direction as the
initial magnetic moment of the crystal before cutting.

5. An analysis of the initial data used to obtain relations
(1)—(3) shows that they can also be derived similarly for
other magnetic materials possessing a domain structure.

Bearing in mind that in the initial data, we did not envisage
\ any constraints on the presence or absence of field sources
(chargeg we can also apply these relations to the electric
\ domains of ferroelectrics in an external electric field.
It is readily shown that we have obtained a vector model
FIG. 1. which simulates the main phenomenological propertits
— the dipole nature and hysteresis, #2 — the Barkhausen

netic moments of part of a domain, a single domain, or sevgffeCt’ #3 — magnetostriction, #4 — the division of a per-

eral domaing(displacement and rotation processparallel manent magnet into smaller sections, and #5 — the electrical
to the ZC,Y plane, to the left of this plane, should be ac- analog of ferromagnetism in ferroelectrics and generalization
m 1 )

companied by a simultaneous rotation of the magnetic mot© othgr magnet|c materials with a.dc.)mam struclure
It is important to stress that it is only meaningful to

ments of the domains to the right so that the sums of the . .
products of the magnetic moments at distances to the left angPnSider that the coordinates @, remain constant as a

right of theZC,.Y plane are the same. The same also app"egonsequence of the energy conservation law when external
to the ZC,X andXC,,Y planes. Rotations of the magnetic magnetic and electric fields act on ferromagnetics and ferro-
m m .

moments of the domains only to the left or only to the rightelectrics. When part of a ferromagnetic crystal or ferroelec-
of these planes are impossible tric is heated above the Curie point or mechanical deforma-
2. If the domain magnetic moments rotate when they ard!ONS change the crystal shap, becomes displaced, only

not parallel and not perpendicular to the magnetic moment§ONServing the properties described above under the action
of other domains, the coordinates ©f, can only be kept of exte_rnal f|eld_s. . .
constant by deformation of the crystal, which will disappear 'S reasoning can also be applied to polycrystalline do-
after the magnetic moments have completed their rotation. main structures if we assume that they are correlated systems

3. If in general the magnetic moments of the domains ard) Which the orientation of the magnetic moments of the

not mutually parallel and not mutually perpendicular, the CO_domains in one crystal affects the orientation of the magnetic

ordinates ofC,, can only be kept constant by deformation of moments of the domains in neighboring crystals, converting

the crystal, which will vary as the crystal magnetization var-th€ entire bulk of the sample to a self-organizing system.
ies. If instead of a single crystal, a polycrystalline rod mag-

4. If our crystal is cut into sections and these are sepal€t(magnetic needlds suspended by its center of mass, this

rated by distances sufficient to eliminate intercorrelation of0uld exhibit similar behavior in an external nonvarying
the domains, the magnetic moments of the domains in eaCr[qagnetlc field, i.e.C,, should not alter its coordinates rela-
part should be positioned so th@t, for each part satisfies 1ve {0 the sample.

the above condition. It can be shown that this reorientation Otherwise, the energy conse.rvation law will be violated_
and we would be able to magnetize one half of the magnetic

needle more than the other, which is not observed in prac-
tice.

Since C,,, should have fixed coordinates in an external
field of any magnitude, having selected the limiting case
when the sample is magnetized to saturation in one direction,
we can easily determine the position ©f,. Assuming that
small nonferromagnetic inclusions are distributed uniformly
in the entire bulk of the magnetic need(@,, coincides with
its geometric center or center of mass.

For various structures using combinations of permanent
magnets, ferromagnetic and nonferromagnetic samples, it is
first advisable to identify the intercorrelation of the domains
in this system by measuring the long-range magnetic
fields2? If this system is observed as a single magnetic di-
pole in various magnetic states, the coordinagswill be
fixed regardless of any change in its magnetic state. If this
system is observed as several magnetic dipoles, the above
FIG. 2. reasoning can be applied to each separately.
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For our example we selected the particular case whethe initial vectors, can simulate all existing and theoretically
the magnetic domains are oriented strictly parallel or perpenpossible magnetically ordered systems and ferroelectrics.
dicular to each other. This allowed us to derive the simple
relations(1)—(3) which simulate the main phenomenological
properties. : . 1S, V. Vonsovski, Magnetisn{in Russiaf, Nauka, Moscow(1984

. HOV\{ever, We_ can e"’,‘s!'Y establish that any vector SyStemzA: T: Ovakimya’n, Military-Scientific Jotjrnal of Ythe Ministry of 'Defense
with arbitrarily oriented initial vectors has the same proper- o the Repubiic of Armenia, No. 21996.
ties if the point of application of the resultant vector does not®A. T. Ovakimyan,Behavior of Domain Structures As a Consequence of
alter its coordinates for any rotation of the initial vectors. ~ the Energy Conservation LawArmNIINTI, Paper No. 133-Ap97,

Consequently, this vector system may be taken as a@ePosited 30-04.97.
mathematical model which by different initial orientations of Translated by R. M. Durham
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Self-organized nanosize InP and InAsP clusters obtained by metalorganic compound
hydride epitaxy
D. A. Vinokurov, V. A. Kapitonov, O. V. Kovalenkov, D. A. Livshits, and I. S. Tarasov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted February 25, 1998
Pis'ma Zh. Tekh. Fiz24, 1-7 (August 26, 1998

Results are presented of investigations of the growth of self-organizing nanosize InP and InAsP
clusters in an Ip:Ga, sP matrix. The structure was characterized by low-temperature
photoluminescence and transmission electron microscopy. The photoluminescence measurements
revealed highly efficient radiative recombination from the quantum dots and indicated that

the structures were of good optical quality. The average density and size of the InP clusters,
determined from the results of the transmission electron microscope measurements, are

3%x10° cm 2 and 80 nm, respectively. @998 American Institute of Physics.
[S1063-785(1®8)01708-X

The spontaneous formation of nanosize clusters duringnd MOC hydride epitaxy in an InGaAs/GaAs system have
heteroepitaxial growth of highly strained semiconductors ighreshold current densities of 40 A/@rfiT ;=430 K; Refs. 6
attracting considerable attention because of the possibility aind § and 60 A/cnd (T,=530 K; Refs. 7 and 8
obtaining three-dimensional electron confinement in homo- Most experimental studies have been concerned with
geneous, coherent quantum dots. These structures grown byethods of obtaining InAgInGaAs quantum dots in a
standard molecular-beam epitaxiIBE) and vapor-phase GaAs(AlGaAs) matrix. Another interesting research topic is
epitaxy from metalorganic compounds and hydri§ekOC  the fabrication of nanosize clusters in an InP/InGaP system.
hydride epitaxy possess a high degree of quantization and  In the present study, nanosize InP clusters were grown in
high radiative efficiency mainly because of the lower defectan Iy sGa, sP matrix at reduced pressure using an MOC hy-
density and contamination compared with structures fabridride epitaxy system in a horizontal reactor with an rf-heated
cated by lithographic procedures. The introduction of threesubstrate holder. The reagents were trimethyl gallium
dimensional confinement of electrons, holes, and excitons ifiTMGa), trimethyl indium (TMIn), arsine (AsH) (20% in
these semiconductor microstructures can be used to studwdrogen, and phosphine (PHl (30% in hydrogeh The
new physical effects’ and also to appreciably improve the growth process took place at a temperature of 700 °C and a
characteristics of electronic and optoelectronic devidess-  reactor pressure of 50 mbar. A 500 nm lattice-matched layer
pecially semiconductor heterolasers with a quantum-dot amf InysGaysP was grown on an accurately oriented
tive region. It is hypothesized that these heterolasers wilGaAg100) substrate followed by the deposition of an InP
exhibit a high differential gain, high characteristic tempera-layer with nominal thicknesses between 0.7 and 15 ML. Af-
ture Ty, and appreciably lower threshold curreffsAt  ter annealing for 5 sec in a BHatmosphere, the InP clusters
present, even the first quantum-dot lasers grown by MBBEwvere overgrown with a 50 nm layer of JgGa, sP. The an-

FIG. 1. Transmission electron microscope image of InP
clusters with a nominal thickness of 3 ML.

1063-7850/98/24(8)/3/$15.00 623 © 1998 American Institute of Physics
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FIG. 2. Position of photoluminescence pdaK K) from InP quantum dots °o é ," é é 1'0 1'2 1'4 1'5

as a function of the nominal thickness of the deposited InP layer.
InP QD thickness, ML
FIG. 3. Intensity of photoluminescence pdak K) from InP quantum dots
nealing was carried out to provide conditions for the com-as a function of the nominal thickness of the deposited InP layer.
plete formation of clusterSThe nominal growth rates were
1.4 ML/s for the InGaP barriers and 0.7 ML/s for the quan-
tum dots.

. . tion. However, in our investigations the position of the pho-
The samples were examined by transmission electro

. : ) . . ; toluminescence peak corresponding to the liAs, quan-
MICrOSCopy using a h!gh—resolutlon Philips EM 420 micro- tum dots remained constant for all the compositions studied,
scope at an accelerating voltage of 120 kV. Figure 1 Showﬁe., havingx between 0 and 0.5. Moreover, the position of

?mages of nanosize clusters when S.ML of InP was depos-his peak corresponds to that of the InP quantum deits.

!ted. The average transverse dlmgnglon of th?zquantum do . This may be explained by the fact that the average size of

s ~80nm an_d the average density i 30° cm'”. . the InP quantum dots obtained under different conditions
Photoluminescence measurements were made using Wries between 40 and 100 nfRefs. 9—11 whereas InAs

4 . I .
ﬁrSO VI\ZS?T; (:88 nm ;f{v'”; thanf exm;atmnf ldleDnsny tOf dots have an average size of 15-30 (Refs. 5—8. Thus,
cnt. As a resutt of the formation of InF quantum .o incorporation of arsenic in InP clusters may reduce their

dots, the photoluminescence spectrum reveals a high-
intensity peak at 1.2 e\77 K) (or 1.68 eV at 300 K The
position of the peak remains almost unchanged as the InP
quantum dots vary between 2 and 15 MEig. 2), which
differs from the systematic decrease in the energy of the a
photoluminescence peak observed as the layer thickness in- I
creases in a quantum weéfl From this it can be inferred that,

in accordance with the Stranski—Krastanow model, three-
dimensional clusters develop as far as their critical dimen-
sions which are determined by the equilibrium of the stresses
between the matrix and quantum dot materials. The energy
position of the photoluminescence peak from the InP clusters
theoretically corresponds to-a6—7 multilayer InP quantum
well (Fig. 2).

The efficiency of the radiative recombination from the
guantum dots is 1.5 orders of magnitude higher than the
luminescence from the InGaP barriers and is 30% at 77 K
(Fig. 3. The high photoluminescence efficiency demon-
strates the extremely high optical quality of these structures
and the effective carrier localization in the quantum dots. An
increase in the nominal InP thickness above 8 ML causes an L x 150}
abrupt deterioration in the radiative characteristics from the x 150 /\j\
guantum dots, which may be attributed to the evolution of a L AN
significant number of dislocations. 14 15 16 17 18 19 20 24

These results on the growth of self-organized nanosize
clusters of InAgP; _, ternary solid solutions in an §rGa, P PL Energy, eV
matrix h_a_‘ve no analo_gs in the literature. It was predlc.ted th,alt:IG. 4. Photoluminescence spedtrd K) from: a— InP quantum dots. The
the addition of arsenic to InP quantum dots would shift theirominal thickness of the InP layers is 3 Mb — InAs, ,8 75 quantum
photoluminescence spectrum in the long-wavelength direcdots. The nominal thickness of the InAsP, -5 layer is 3 ML.

x 150

BL Intensity, arb. un.
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size and thereby compensate for the predicted energy shift ofH. Sakaki, Jpn. J. Appl. Phys., Par8, L314 (1989.
the photoluminescence peak. ®N. Kurstaedter, N. N. Ledentsov, M. Grundmaetnal,, Electron. Lett59,

To sum up, we have grown nanosize InP and, for the 1416(1994. _
first time anywhere in the world, InAsP clusters in an Zh. I. Alferov, N. A. Bert, A. Yu. Egorowet al, Fiz. Tekh. Poluprovodn.

. . . .. 30, 351(1996 [Semiconductor80, 194 (1996].
Ino 5G&sP matrix. The high photoluminescence efficiency of 7Zh. 1. Alferov, N. Yu. Gordeev, S. Yu. Ztsevet al, Fiz. Tekh. Polupro-

the self-organized quantum dots indicates that these nano-,qqn 30, 357 (1996 [Semiconductor80, 197 (1996].

structures are of high optical quality. The properties of ter-8y. m. ustinov, A. E. Zhukov, A. U. Egoroet al, Inst. Phys. Conf. Ser.
nary InAsP quantum dots will be the subject of further re- 155 Chap. 7, 5571996.
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Formation of quasisteady supersonic flow with a pulse-periodic plasma heat source
P. K. Tret'yakov and V. |. Yakovlev

Institute of Theoretical and Applied Mechanics, Siberian Branch of the Russian Academy of Sciences,
Novosibirsk
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Pis’'ma Zh. Tekh. Fiz24, 8—13(August 26, 1998

An analysis is made of experimental data on the influence of a pulse-periodic optical discharge
in a supersonic argon stream on the aerodynamic drag of streamlined objects. The

interrelation established between the parameters of the laser radiation and the stream is used to
determine the threshold frequency of the laser pulses which determines the transition to
guasi-steady-state flow. @998 American Institute of Physids$51063-785(108)01808-4

In addition to conventional methods of controlling su- X 10" W/m?, although the real peak values were two or
personic flows by means of an external power sugfilgl  three times higher than the average fe0.3 us when the
combustion, the possibility of using laser radiation is also total pulse length was 1,2s (Ref. 6. The generalized re-
being considered? Optical breakdown of the gas in the sults of the measuremefisf the change in the relative aero-
stream results in the formation of a localized high-dynamic dragC/C, (whereC, is the measured parameter in
temperature zone or plasma heat source. A numerical simihe absence of a plasma heat soumfestreamlined objects
lation has shown that under certain conditions, a local headre plotted by curvd in Fig. 1. This parameter decreases as
conductor may produce substantial rearrangement of the gasiie pulse repetition frequendyincreases and remains almost
dynamic structure in flow around object&xperimental in- constant at~0.55 for f>50kHz, which indicates that
vestigations have been confined to studies of transient prasteady-state flow is established.
cesses during the interaction between a pulsed heat source Assuming that the energy is released instantaneously at a
and a shock-wave structure ahead of a streamlined dbjectpoint in a gas stream with the velocity, the condition for
The lack of experimental investigations of steady-state rethe establishment of a steady-state wavefront ahead of a
gimes can be attributed to the requirement for high lasepulse-periodic optical discharge was formulated in Ref. 7 in
radiation energy parameters which are needed to stabilize thiee form R(ty) =uty, whereR is the radius of a spherical
optical discharge in a high-velocity gas stream. In Ref. 4 arshock wave and, is the time interval during which it is
attempt was made to use a series of several laser pulsesdisplaced downstream by the distarRe The well-knowf
produce and study steady-state regimes. However, becauself-similar solution R(t) = (E/ap)¥%?®, where E is the
of the inadequate duration of the entire process, no systenpulse energyp is the initial gas density, and is a quantity
atic data were obtained, although the experimental resultshich depends on the specific heat rafiois used to deter-
suggested that quasi-steady-state flow may be achieved lbgine the threshold frequendy= 1#,.
means of a pulsed power supply to the gas stream. The experimental results showed that the energy release

In Ref. 5 an optical discharge in a supersonic stream wagegion exhibits strong luminescence, since it is appreciably
stabilized by using pulse-periodic carbon dioxide laser radiaelongated along the axis of the stream. The measured length
tion at a high pulse repetition frequengyp to 100 kHz. It of this region depends on the observation conditions, which
was ascertainédhat the effect of the energy release dependsre characterized by numerous superposed luminescence
on the frequency and is observed as a change in the aerodffashes. For the minimum exposure time using dense filters,
namic drag of streamlined objects. From the experimentallyhis length is 5—7 mm. For these reasons the experimental
determined frequency dependence of this parameter it wadetermination of the length of the heat source may lead to
concluded that quasi-steady-state flow is established at a freppreciable error in the measured results. However, if we
quency above 50 kHz. However, no detailed analysis wasake into account the well-knowmechanism for the evolu-
made of the conditions and mechanisms determining the nadion of an optical discharge whereby radiation is absorbed
ture of the flow. The aim of the present study is to use thébeyond the front of an optical detonation wave, this param-
experimental results to examine the main factors and conditer can be calculated from the ratie= [jVdt, wherer is
tions responsible for the transition to steady-state supersontbe laser pulse length and is the velocity of the fronty
flow with a pulse-periodic plasma heat source. =[2(y?*—1)JIp]*3. The power density] of the radiation

A supersonic argon stream was produced in an aerodywas determined from the experimentally recorded energy
namic systerhwhich gives Mach number 2 with the follow- characteristics and dynamics of the laser pulses with allow-
ing initial parameters: pressure 0.45 MPa and temperaturance for the focusing parameters. In the frequency range
293 K. In the working frequency range of 12.5-100 kHz, the12.5-100 kHz we obtaih =12—-6.2 mm, respectivelin the
average powers of the laser pulses were between 113 amdnge of front velocities 11-5.7 m/sAn increase in the
16 kW and the power densities were (3.7-0.5)length of the luminescence zone with decreasing frequency

1063-7850/98/24(8)/2/$15.00 626 © 1998 American Institute of Physics
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determining the stability of the shock wav¥sThe data
shown in the figure indicate thdi{f,=1 golds in the fre-
quency range 45-65 kHz. This correlates with the experi-
mental resultgcurve 1) which indicate that a steady-state
10 effect is established in this frequency range. An analysis of
7 V the possible influence of axial expansion of the heated gas
- also showed that an increase in the length of the heat source
in the interpulse period would redué¢e and satisfy the con-
dition f/f;=1 at low frequencies, where the frequency de-
/ pendence of the measured parame®C, is observed.
Thus, the experimental results indicate that this effect is
weak.
This work was supported financially by the Russian
"0 50 £ LHz 100 Fund for Fundamental Research under Grant No. 96-01-
01947.
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FIG. 1. ExperimentaC/C, (1) and calculated/f, (2, 4) data as a function

of the pulse repetition frequency;=1.2(2), 1.25(3), and 1.15(4). 1. V. Nemchinov, V. I. Artem’ev, V. |. Bergelsoat al, Shock Waves No

4, 35(1999.

2p. K. Tret'yakov, A. F. Garanin, G. N. Grachex al, Dokl. Akad. Nauk
was also recorded experimentally as a result of an increase insssr351, 339 (1996 [Phys. Dokl.41, 556 (1997)].
the pulse energy. 3P. Yu. Georgievskiand V. A. Levin, Pisma zh. Tekh. Fiz14, 684

Thus, an extended region of plasma forms perioccally (1569 [Sov Toh Phs Leas osuonel, |
almost “instantaneously” t<1/f, where 1f is the time in- (1994).

terval between the pulses and is 46 or longey in the gas  5p. K. Tretyakov, G. N. Grachev, A. I. lvancheniet al, Dokl. Akad.
and by the time of the next pulse this has moved downstreamNauk SSSR336 466 (1994 [Phys. Dokl.39, 415(1994).

over the distance/f. Thus, the condition for the transition (237'0'\2"4%;""(01';2‘& A. G. Ponomarenko, A. L. Smireval, Proc. SPIE
to quasi-steady-state flow may be expressed by equating thig | N, myrabo and Yu. P. Raizer, iProceedings of the 25th Plasma
scale factoru/f to the length of the plasma heat source: Dynamics and Lasers Conferencgolorado Springs, 1994, AIAA 94-
u/f;=L, from which the threshold frequendy is deter- 2451, pp. 1-13. o _
mined. Figure 1, curvé gives the calculated results in the ;'rgsiedNZ‘\’;VS;";'r':r'tlgggd Dimensional Methods of Mechaniéeademic
form of the relative value$/f; (for y=1.2). Data are also oy, p. Raizer,Gas Discharge PhysicgSpringer-Verlag, New York,
plotted for y=1.25 (curve 3) and 1.15(curve 4) which ac- 1997).

cording to the estimates may correspond to the parameters OF. A. Tarnavski and V. P. Fedosov, Chisl. Metod. Mekh. Splosh. Sred.
state of an argon plasma in the optical breakdown range.17(l4)' 1%0.

This range ofy is near but within the limits of the boundary Translated by R. M. Durham
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G. E. Khodenkov
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The approximation of Landau second-order phase transitions for ferromagnetics near the Curie
point is used for a humerical determination of the two-dimensional microstructure which

forms the basis of a data-storage domain. This structure and its lower level of the spectrum of
small oscillations are strongly delocalized. Depending on the recording regimes, this may

be responsible for the severe irregularity of the domain wall shape sometimes observed or the
formation of ring domains. ©1998 American Institute of Physid$1063-785(18)01908-9

In the simplest thermomagnetic memory systgmbble  in which the transition between domait@ong thex axis) is
domaing, information is recorded by heating a section of achieved by variation in the magnitude of the magnetization
magnetic film to the Curie temperature with a laser beamvector but without it rotating.

Unfortunately, this method is not optimum, especially since  Let us assume that the magnetization vector has a single
non-optimum recording regimes and/or variation in the proptangential component which only depends on the radial
erties of the film gives rise to bubble domains with highly coordinate so that diW =0. The magnetization dynamics
irregular walls and even ring domains. The aim of theobeys the Landau—Khalatnikov equation, which we write in
present study is to identify the reason for this effect, which iscylindrical coordinates:
undesirable from the point of view of the signal-to-noise

) ) : . am  2|A|
ratio, by studying domain nucleation. — =

The second stage of nucleation, in which an already 9t 7]

formed 180° Bloch domain wall undergoes a shift, has bee"l’iereru is the longitudinal relaxation time; the dimensionless
well studied(see the review of relevant ideas and resultsragial coordinate and the magnetization 1<m(p)<1 are
presented in Ref.)lIn this stage however, it is extremely measured in units of//2]A] and \[A[/2B, respectively.
difficult to explain the formation of large-scale irregularities The results of a numerical integration of Eg) are plot-

of the domain-wall shape or ring domains. In this context weyeq in Fig. 1. Curvel gives the static solutiomg(p) ob-

note that the importance of allowing for the first stage ofigineqd numerically. At the center of the domain we find
nucleation and its kinetics has been indicated on various oGy (p—0)—0.58, whereas my(p—«)—1—1/2p%. The
casions(see in particular, Refs. 2}4it will be shown sub-  piotted dependence and the equation itself are universal and

sequently that the micromagnetic structure formed at thigjegcribe many phenomefia particular, the vortex filaments
stage and the lower level of the spectrum of small oscillajy, an  almost ideal Bose liquid, antiferromagnetic

tions are highly delocalized, which may be responsible foryisclinations® and so op

the formation of the irregularities. In order to determine the time evolution of this vortex
When a ferromagnetic film cools, a local temperaturegiyycture, we determine the spectrum of small oscillations of

regionT<T, (T, is the Curie pointinevitably forms where  the problem(3) linearized with respect to the small ampli-
the standard thermodynamic potential can be applied tudes,m(p,t) =my(p) + Sm(p)exp(-Et):

[(pm")'Ip+m/p?+m—m3]. ©)

Eém=—(pém’)'/Ip+V(p)Sm,
cp:J dV[%(VM)2+AM2+BM4 : ) V(p)=1lp?>—1+3m3(p). (4)

The potentialV(p) and the lower eigenfunction of the dis-

HereM is the magnetizationg>0 is the exchange rigidity, crete spectrurr_ﬁmo(p) are plotted by cu.rveQ and 3in
A=a(T—T,), wherea>0 andB>0 are the coefficients of Fig. 1, respectively. The eigenvalue of this level is

the expansion of the potential near the Curie pdigt It is Eo=1627..., (5)
assumed that the spatial dimension of the region described

‘o fai : : : here émy(p) has the asymptotic formémgy(p— =)
by Eq. (1) is fairly large and outside this region E(.) must w 0 0 /
be supplemented by the energy of magnetic anisotropy, and €XPC V2~ Eop)/\p and mg(p—0)~p. The spatial

so on. We also note that in the spatially one-dimensiona$Calé near the Curie point is largelyT—T, so that the
case, Eq(1) yields the Zhirnov domain wall: structures shown are highly delocalized. For comparison

Fig. 1 also gives the soft mode of the Zhirnov domain wall
spectrum(2) ~ 1/cost(x/+/2) (see the dashed curve near the
M (x) = V|A|/2B tanh(\|A|/ ax), (2)  peak3).
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FIG. 1.

0.5

0.2§

We shall examine the possible existence of additionalower discrete leve(5) which, as can be seen from Fig. 1,
discrete levels below the boundary of the continuous spedias a broad ring-shaped profile. It is thus important to select
trum E.=2. The substitutionsR=\/pdm(p) eliminates the the cooling regime so that its characteristic time does not
first derivative from Eq(4): exceed the time needed for spatial establishment of the mode
fal (5) which, according to Eq(3), is ~ 7/(2E,|A[). Depend-

(E-Eo)0R=L"L 4R, (6) ing on the following conditions, violation of this condition
where the operators are™=+4d/dp+ 6Ry/SR, and SR, ~ MaY lead to the formation of a ring domain (@s a result of
— \/l—)5mo(P) is a known function. Introducing into Ed6) mteyachon Wlt.h defecisthe formation of a broad |rregular_
the variablex=L~ 6R, we obtain a one-dimensional Séhro region bordering the data storage domain. Under recording

. . . . . conditions, the region of validity of Eq$1) and (3) is lim-
dinger equation from which the leves) is eliminated: ited by the size of the temperature fidle= T, created by the
(E=Eg)x=—x"+V*(p)x, laser beam. To suppress undesirable effects, the energy trans-

, . ferred by the beam and the size of the active regibn
V*(p)=2(8Ry/ 5Ro)* ~ 8Rg/ SRy () should not be too large and the cooling should bqe fairly
The new potentiaV* (p) (see curvet in Fig. 1) has a very rapid.
shallow, gently sloping minimum. The marked asymmetry of = The author is grateful to the late Yu. V. Starostin
the potential ¥*(p—0)—15/(4p%) and V*(p—x)—2  for introducing him to the problems of thermomagnetic
—Eg) means that the existence of a level additionalSpis recording.
extremely unlikely.

The evolution of the vortex structurey(p) during cool-
ing is given by Eq(3) (with the inclusion of uniaxial anisot- 'V- V. Randoshkin and A. Ya. Chervonenki&pplied Magnetooptic§in
ropy, magnetostatic interaction, and so on in &9) and by gﬁf’ff.'%'?' gagfc;tgﬂ.z?ﬁ; d“é'fsf.oﬁzfoﬁhﬁ o8 (1987,
the heat conduction equation. Possible scenarios depend oy, Takahashi, T. Niihara, and N. Ohta, J. Appl. Phgs, 262 (1988.
the laser pulse parameters and on the technological paramT. Thompson and K. O'Grady, J. Phys.3D, 1567 (1997.
eters of the magnetooptic disk, but allowance for these iSSB- A. lvanov, V. E. Kireev, and V. P. Voronov, Fiz. Nizhk. Tengg, 845
outside the scope of the present study. However, there is no -7 [Low Temp. Phys23, 635(1997].
doubt that a major role in the kinetics will be played by the Translated by R. M. Durham
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Increase in the modulation of an acoustic wave scattered from weakly stable vibrational
states of bubbles

A. O. Maksimov

Institute of Marine Technology Problems, Far-Eastern Branch of the Russian Academy of Sciences
(Submitted March 4, 1998
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A theoretical analysis is made of the mechanism for nonlinear diagnostics of gas inclusions in a
liquid. It is shown that the modulation of the scattered acoustic wave amplitude increases
appreciably near critical values of the pump field corresponding to weakly stable bubble states.
© 1998 American Institute of Physid$1063-785(08)02008-4

The need to estimate the size and spatial distribution ofhe oscillations of a bubble in the pressure fielg
gas inclusions in a liquid arises in studies of natural objects
and in numerous industrial, medical, and ecological i 3 oo, Po 1_(5
applications: Two factors, the resonant nature of the inter- 2 Po Ro
action and the appreciable compressibility of the gas in the
bubble, ensure that acoustic methods have priority in th&vhere y is the polytropic index,s is the damping which
diagnostics of these objects, which are examples of nonlinedffectively allows for the dissipative processes of viscosity
oscillators. The simplest manifestations of nonlinear pulsa@nd heat conduction, and also for the radiation losBgspo,
tions involve the excitation of higher harmonicswg, andR, are the equili_t_)rium pressure and densi_ty o_f the liquid
3wy, . .. (Ref. 2. Recording these harmonics in the back-and the bubble radii. The approximate soluti@ is con-
scattered signal can reveal the contribution of bubblestructed by a standard methesee, for example, Ref. 12
against the background of oth&olid) inclusions. More re- Néar the main resonange, — Qo|<w, the asymptotic se-
fined diagnostic methods involve two-frequency sonic irra-11€S has the forr‘g R—Ro)/Ro=0.5(a exp(-iwt+i¢)
diation of the mediun:" In these techniques the acoustic T ¢-C)T8U1(2,¢) + &7Ux(3,¢) + . .. (see Ref. 1§ where
field consists of a high-frequency signal waigenerally ex- <20~ (3¥Po/poRp) ™ is the natural frequency of the bubble,
ceeding the resonant frequencies of the bubtdesl a rela- ande is a dimensionless small parameter introduced to.de—
tively low-frequency pump wave exciting resonant oscilla-nOte _the order of the nonlinear te_rmg The slowly varying
tions of the bubbles. Linear methods of acoustiCamplltudea and phasep of the oscillations are determined

. . ; . from a system of “reduced” equations derived from the con-
spectroscopy of gas inclusidhbased on using amplitude- : . :
.straint that the expansion contains no secular terms. Allow-

modulated and phase-manipulated signals have also been im- . . . .

. L . . Olance for nonlinear terms through third order in E.yields
proved. In addition to the excitation of higher harmonics an : . _ :
. . o the following equation foz=aexp(¢):
Raman frequencies, nonlinear oscillations of bubbles are also
observed in more comp[ex effepts causgd tiylblfurcatlons of _ , A +ASINwt)]
the dynamic states of this nonlinear oscillatot z2=—-0z—i[wy— Qo+ kQpa"]z+i — @

In the present paper an analysis is made of the interac- 6yPoldg

tion between a high-power amplitude-modulated acoustic Cp2 A .
wave P,=0.5{(Ay+ A sinatexti(kx—w )] +c.c} with a wherex=(6y—3y—2)/16 and Eq(2) was derived assum

. <5 .
cloud of bubbles. We shall assume that the conditionsmg that w;=<4. In the absence of a modulation term, the

- . Structure of the solutiofB) is well-known. The amplitude,
Ap>A; and w,> w; are satisfied between the pump ampli- d phased. of the steadv-stat ilationa 0. §=0
tude and frequenci,, w, and between the modulation am- 2" dp as'b*dob tﬁ steady-s %%?%OSC' ationa£0, 9=0)
plitude and frequency;, ;. The nonlinear oscillation re- are described by the expressi

3y

. P,
+25R,R= -2, (1)
Po

gime of the various inclusions is defined by the high-power A2
pumping. Weak modulation will only have a significant ef- a2[(wy— Qo+ kQpa2 )+ 62]= p
fect near those dynamic states of bubbles which become un- " * 36y%P30Q, 2

stable (at least one of the two Lyapunov exponents van-

ishes. Then, as a result of energy being transferred from the 6v(5/Qg)Poa,

field to the weakly stable oscillation modes excited by the ~ COS®x= "1 - )

modulation component, the percent modulation of the scat- P

tered signal may increase appreciably and serve as a diafigure 1 gives the amplitude of the steady-state oscillations

nostic for the bubbles. a, as a function of the determining parameters, the detuning
The quantitative analysis of the effect will be based onw,—, and the pump amplitudé,. Outside the region

an analysis of the Rayleigh—Plesset equation which describésunded by the curve; andB, the dynamic systen8) (in

1063-7850/98/24(8)/3/$15.00 630 © 1998 American Institute of Physics
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- —=K ——
33 7 6Py

Equation(4) contains deviations of the determining param-
eters from the critical valuesAA=A,—A,, AQ=(w,
—QO)+\/§5(|AQ|<5,|AA|<Apk). Here we shall analyze
the simplest solution of Eq4) which corresponds to such a
slow modulation frequency of;/Q4)3<(A;/6yPy) that to
leading orded »/dt=0 holds and the quasisteady oscillation
amplitudes will be described by the formulé$) with the
substitutionAy,=[Ay+ A;sin wit].

Since the scattering cross sectionris-a?, the determi-
nation of the amplitude modulation in the diverging wave
reduces to finding the explicit form of the solution of the
algebraic(cubic) equation(3). Near the bistability threshold
for AQ=0 we have

3

4

1 AQ

2
4 43 z@+y}’

5 8 6
a =
3\/§ kQg

AA+Ai Sin(wit)
,LLEA—k, V:B++B_, (5)
p
_3\3(2)%[(aa 4 | [faa 4 |
=513 || @5 E
o [AQ) 3]V 1

FIG. 1.
For [AA|<A;, AQy/8<A/A, the value of the modula-

tion  component am~(&/kQo) A (A /1A )SIN(wit) ]

considerably exceeds its value far from the threshold

(JAA|~AL,AQ0/8)~1, namely, an~(8/kQo) Y (Al
the absence of a modulation componédras only one stable  A,)sin(wit)].
state, which corresponds to a simple node on the phase plane For AQ2<0 the changes in the oscillation amplitude in
a,d. Inside the region bounded by curvBs and B, there  the region of bistability[ (AQ/8) + (4u//3)]?+ (2/9y3)
exist three steady states: two stable states corresponding ¥(AQ/ 5)3<0 will be accompanied by hysteresis effects.
nodes, and one unstable state corresponding to a saddle. Giewever, near the threshold the size of this region is small
the bifurcation curve8, andB,, the node and saddle points (compared with the amplitude of the variation of the external
merge. The pointF(wp— Qo) = — V3-8, AZ,=(32//3/x) field |AA[<A;)) and the modulation component of the 0s-
><(6/QO)3P(2)) is a singular point at which all the singular cillations on the t_|me !r?ter_val corresponding t_o intersection
points, two nodes and the saddle, merge. of the region of bistability is also small. For this reason for-

Using the ability of nonlinear systems to amplify weak mula (5) fairly accurately describes the modulation of the

. . o v scattered field near the threshold and Adp <0.
signals near the dynamic stability thresholdye shall ana- Thus, near the threshold for bistability of dynamic
lyze the influence of the modulation component near theoub .

A C . I ble states slow amplitude modulation of the pump field
point F, which is the threshold for bistability. For threshold causes a considerable increase and significant nonlinear

values of the determining parameters one of the tWQyqqjation of the scattered field. This observation provides
Lyapunov exponents of the dynamic systetn (neglecting e\ possibilities for the diagnostics of gas inclusions in a
modulation vanishes because fast and slow components cayig.
be identified in the description of the time evolution. For
fa'.rly. IOW'freque'_"CY mOdUIatlor“"i<_5 the SUbord'nat'on_ 1T. G. Leighton,The Acoustical BubbléAcademic Press, London, 1994
principle® can eliminate the fast variable whose relaxation 2E. A. Zabolotskaya and S. I. Soluyan, Akust. ZI8, 472 (1972 [Sov.
time is determined by # and yields a single equation for Phys. Acoustls, 396(1972].

. . . . B. M. Sandler, D. A. Selivanovskiand A. Yu. Sokolov, Dokl. Akad.
the slow variable n=a sin 9—agsinJy, where a,sin d Nauk SSSR260, 1474 (1981).

=[(\/3/2) (61 kQ0) 12 4V. L. Newhouse and P. M. Shanker, J. Acoust. Soc. &B).1473(1984.



632 Tech. Phys. Lett. 24 (8), August 1998 A. O. Maksimov

5T. G. Leighton, R. J. Lingard, and J. E. Field, Ultrasor2€s319(1991). 1A, 0. Maksimov, Akust. Zh35(4), 91 (1989 [Sov. Phys. AcousB5, 53
5T. G. Leighton, A. D. Phelps, D. G. Ramble, and D. A. Sharpe, Ultra- (1989].
sonics34, 661(1996.

27, H. Nayfeh, Introduction to Perturbation Technique@Niley, New
"A. O. Maksimov, Ultrasonic$5, 79 (1997). York, 1981; Mir, Moscow, 1984, 535 pp
8v. A. Bulanov, Pis’'ma Zh. Tekh. Fi21(15), 67 (1995 [Tech. Phys. Lett.  13A. Prosperetti, J. Acoust. Soc. Ari6, 878 (1974).
21, 616(1995)]. 14K. Weisenfeld and B. McNamara, Phys. Rev38, 629 (1986.
°A. 0. M(aksirg]ov, Zh. Tekh. Fiz56, 185(1986 [Sov. Phys. Tech. Phys.  1°H. Haken,Synergetics: An Introductior8rd ed.(Springer-Verlag, Berlin,
31, 108(1986].

1983; Mir, Moscow, 1985, 424 pp.
1A, O. Maksimov, Zh. Tekh. Fiz58, 822 (1988 [Sov. Phys. Tech. Phys.
33, 500(1988]. Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 8 AUGUST 1998

Photoluminescence and degradation properties of carbonized porous silicon
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A promising new method of modifying the spectral characteristics of porous silicon and

stabilizing its photoluminescence is proposed using high-temperature carbonization. Investigations
have shown that carbonized samples exhibit stable photoluminescence and the spectral peak

is shifted into the rf—blue range. @998 American Institute of Physics.
[S1063-785(08)02108-9

Porous silicon, whose intense photoluminescence in thef the buffer layer(100-150 A. No traces of oxygen were
visible was discovered by Canhaim 1990, promised to be detected in the samples. The ratio of carbon and silicon in
the most useful material in optoelectronics found in recenthe carbonized porous silicon remained constant even at
years. However, the light-emitting properties of porous sili-depths greater than Ogm. This indicates that the quantum
con were found to vary substantially with the residence timdilaments of silicon were not destroyed by the high-
in an oxygen-containing mediufthe so-called aging effeédt  temperature annealing and an interface supersaturated with
and under various external influences, such as thermalarbon atoms was formed at these filaments.
annealing® laser irradiatiorf, electrons’® and so on. It is The photoluminescence spectra of porous silicon
thus fairly important to stabilize the photoluminescence ofsamples carbonized at various temperatures, shown in Fig. 1,
porous silicon. At present this is done mainly by rapid ther-were obtained at room temperature using a DFS-52 spec-
mal oxidatiorf or by thermal vacuum annealifig. trometer. An LGN-409 He—Cd laser at 325 nm was used for

Here we report an investigation of the spectral and degexcitation. The cw radiation power did not exceed
radation characteristics of porous silicon modified by fastP=5 mW/cn? which, according to the published d&ta,

high-temperature carbonization. eliminates thermal processes at the surface of the porous
The porous silicon samples were prepared usingilicon.

phosphorus-dopedl00-oriented silicon wafers with resis- It can be seen from Fig. 1 that for the section of the

tivity p=2.4Qcm (Ng=1.5x 10 cm™3). The porous sili- sample covered by the mask which was annealed at 100 °C

con was formed using standard technology by electrochemfor 2 min (subsequently called sample Ng.d low-intensity
cal etching in an electrolyte composed of 48% hydrofluoricpeak was observed near 2.4 eV in addition to the photolumi-
acid and ethanol in the ratio 1: 1. The etching time wasescence characteristic of freshly prepared porous silicon
40 min at a current density of 20 mA/éiThe emission of  (curve 1). However, the initial peak did not appear on the
the initial porous silicon was bright red with a maximum section without the maskcurve 2). The photoluminescence
spectral intensity near 1.7 eV. spectrum changed substantially with two distinct peaks being
The freshly prepared porous silicon samples were placedbserved near 2.4 e\peakA) and 1.8—1.9 eMpeak B).
in a reactor in which carbonization was carried out as fol-The porous silicon carbonized at 1200 °C for 4 nisubse-
lows: low-temperature purification of the reactor at 400 °Cquently called sample No. Zad similar photoluminescence
for 5 min in an argon stream was followed by annealing forspectra, where the ratio of the intensities of the high-energy
5 min at 700 °C in a hydrogen stream, with final carbonizapeakA to the low-energy peaB increased with annealing
tion at Tc=100-1200 °C fortc=2-4 min in a mixture of temperature from 1.6 at 1000 °C to 2.6 at 1200 °C. For the
carbon-containing gas (CgI and carrier gaghydrogen. buffer layers formed on single-crystal substrates with the ini-
During the carbonization process, part of the sample wasial carbonization parameters, absolutely no photolumines-
covered with a mask of boron-doped single-crystal silicon.cence was observed.
The surface layer was also doped with boron at a concentra- In our view, the photoluminescence spectra of the car-
tion Cg~10 cm 2. This procedure is used to fabricate bonized porous silicon changed because during the high-
buffer layers in heteroepitaxial 3C—SiC/Si structuf@ef.  temperature annealing in the presence of L£@le interface
9). The luminescence from the carbonized samples wasupersaturated with carbon atoms contains a single-crystal
whitish-blue. silicon carbide(SiC) phase in addition to the amorphous
The composition of the buffer layers grown on the phase. Then, in accordance with the published Hathe
single-crystal substrates of control samples was analyzepgeak at 2.4 eV can be identified as an impurity radiative tran-
guantitatively by electron Auger spectroscopy using arsition in the conduction band: a deep boron acceptor level in
0910S-10-005 spectrometer. A layer-by-layer Auger analysisSiC. The low-energ band may be attributed to the appear-
revealed that near the surface the carbon concentration wasice of new radiative transitions and to a reduction in the
15% and decreased continuously to zero over the thicknessze of the single-crystal regions of silicon quantum fila-

1063-7850/98/24(8)/3/$15.00 633 © 1998 American Institute of Physics
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. - . FIG. 2. Intensity of the blue—green photoluminescence of carbonized po-
FIG. 1. Photoluminescence spectra of porous silicon carbonized aFous silicon as a function of the laser irradiation time. The numbering of the
Tc=1000 °C for 2 min — curved4 and2, and atT=1200 °C for 4 min — ) 9

- . . curves corresponds to that in Fig. 1. The points give the experimental data
curves3 a_nd 4. Spect_ralland:% were obta_lned with sections covered by a and the curves give the results of the calculations usingBg.
mask during carbonization. For convenience the values on c2mere
halved.

tors in Eq.(1) depend on the reaction rates, the total concen-
tration of adsorption sites, and the initial concentrations of

ments as a result of the growth of silicon carbide on the inneatoms passivating the pore surface.
walls of the pores. In this last case, the observed shift of the In order to determine the change in the rate of degrada-
peak from 1.7 eV by 0.2 eV in the short-wavelength direc-tion of the porous silicon photoluminescence after carboniza-
tion according to the data given in Ref. 11 implies that dur-tion, the experimental data plotted in Fig. 2 were approxi-
ing annealing the average sizes of the silicon quantum remated by Eq(1) The results of computer fitting are given by
gions decreased from 30 to 20 A. the curves, which fairly accurately describe the experimental

The photostimulated evolution of the photoluminescencepoints. An analysis of the change in the degradation proper-
of carbonized samples under the action of cw laser irradiaties of the carbonized porous silicon revealed the following.
tion was investigated in the red and in the blue—green part din the red, carbonization of the sample at 1000 °C reduced
the spectrum. Figure 2 gives the photoluminescence intensityne photoluminescence quenching and the quenchingkates
as a function of the time of exposure to He—Cd laser irradiaand k, by an average of 1.5-1.6 times, whereas for the
tion (P=20mWi/cnf) in the most interesting, short- sample treated at 1200 °C these parameters were reduced by
wavelength range. factors of 2.7 and 5, respectively. The photoluminescence of

In terms of the theory developed in Refs. 12-14, thesample No. 1 in the blue-green became even more stable, its
behavior of the curves plotted in Fig. 2 is described by aamplitude decreasing only by 22%, whereas the photolumi-
photostimulated change in the number of centers of radiativeescence of sample No. 2 varied negligibly under the laser
exciton annihilation. Their concentration is determined byaction. These results indicate that an increasing number of
the number of hydrogen, carbon, and oxygen componentstable surface states are formed as the carbonization tempera-
passivating the pore walls. The change in the composition dfure increases. It is interesting to note that the section of
the surface may be described by a system of rateample No. 2 beneath the mask shows increased photolumi-
equation$>** whose solution can yield an equation for the nescence in the short-wavelength region rather than quench-
photostimulated quenching of the porous silicon photolumiing. Thus, by means of preliminary preparation we created

nescence in the general form conditions under which the photostimulated formation of lu-
minescence centers described by the fourth term in(Eq.
I =A(B;+Byexp —k;t)+Bgexp( —kyt) begins to play a dominant ro!e. '
To sum up, we have studied the spectral and degradation
—exp(—Kst)). (1) properties of porous silicon which has undergone fast high-

temperature carbonization. The investigations showed that as
Herek; andk, are the rate constants of the photodestructiora result of carbonization the photoluminescence spectrum of
reactions of the hydrogen and carbon grodgass the rate of  the porous silicon is modified appreciably: it exhibits two
formation of oxygen-containing components, akdis a di-  distinct peaks near 1.9 and 2.4 eV and the low-frequency
mensional constant, The values of the pre-exponential fadsand near 1.7 eV disappears. It was also observed that com-



Tech. Phys. Lett. 24 (8), August 1998 Kostishko et al. 635

pared with the initial samples, this treatment substantially®s. Migazaki, K. Shiba, K. Sakamott al, Optoelectron., Devices Tech-

reduces the rate of degradation of the porous silicon lumi- nol. 7, 95(1992.

- . . 6 i ’
nescence under the action of the cw laser radiation. In the i;’;ggggs“ko' A.M. Orlov, and T. G. Emelyanova, Neorg. Matée,

blue—green, samples treated at 1200°C possessed stablg mimura, T. Futagi, T. Matsumotet al, Jpn. J. Appl. Phys., Part33,
light-emitting properties. The results suggest that high-8586 (1994. _ _
temperature carbonization is a promising method of modify-"N- K. Kashkarov, E. A. Konstantinova, S. A. Petret al, Fiz. Tekh.

: - o Pol dn31, 745 (1997 [Semiconductor81, 639 (1997].
ing the spectral characteristics of the porous silicon photolu-gsﬁ u,groxct’a;hanov /i Nnéanir;\;co\? :chr:epumcm( al ?ﬂbstraots of

minescence and stabilizing its light-emitting properties. papers presented at the International Seminar on Semiconducting Silicon
This work was financed by the grants “Conversion and Carbide and Devices Using THi Russiar, Novgorod State University

High Technologies 1997-20007101-1-2, “Fundamental , Press, Novgorod1995, pp. 25-26. .
. . .y . V. F. Agekyan, A. A. Lebedev, A. A. Lebedeat al., Fiz. Tekh. Polupro-
Research in High Technologies,” and by the Russian Fund . 31 250(1997) [Semiconductor$1, 146 (1997)].

for Fundamental Research Grant No. 97-02-16710. 11G. D. Sanders and Yia-Chung Chang, Phys. Re¥5B9202(1992.

12N, K. Kashparov, E. A. Konstantinova, and V. Yu. Timoshenko, Fiz.
Tekh. Poluprovodn30, 1479(1996 [Semiconductor80, 778(1996)].

L. T. Canham, Appl. Phys. Let67, 1046(1990. 13B. M. Kostishko, A. M. Orlov, and T. G. Emel'yanova, Pis'ma Zh. Tekh.
2V. Grivickas, J. Kolenda, A. Bernusst al, Braz. J. Phys24, 349(1994. Fiz. 22 (10), 68 (1996 [Tech. Phys. Lett22, 417 (1996].
3C. Tsai, K.-H. Li, J. Sarathet al, Appl. Phys. Lett59, 2814(1991). 14B. M. Kostishko and L. I. Gonchar, JETP Le6, 386 (1997.

4l. M. Chang, G. S. Chou, D. C. Chargf al, J. Appl. Phys.77, 5365
(1995. Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 8 AUGUST 1998

Predetonation optical breakdown spectrum of silver azide
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Time-resolved predetonation absorption spectra of silver azide were measured using the
“spectrum per pulse” technique. An analogy is observed between the behavior of the absorption
spectra at the initial stages of explosive decomposition and radiolysis. From the character

of the spectra it is inferred that during the explosive decomposition of Al formation of N
radicals precedes the formation of Nadicals. © 1998 American Institute of Physics.
[S1063-785(08)02208-3

Although for many years silver azide has been a modetion storage system and a Gl-1 pulse generafoiThe latter
substance for the study of initiating explosivethe mecha- triggered the power suppli3 to the pulsed light source, the
nism responsible for the explosive decomposition of AgN electron accelerator, and scanning of the streak camera with
has not yet been clarified. suitable time delays.

The main reason for this, at first glance, paradoxical situ-  Using the spectrographand the streak came&instead
ation is that there are no reliable experimental data on thef the usual monochromator—photomultiplier systémthe
rate of variation of the main physical characteristics of therecording channel allows us to record the relaxation of the
sample during the explosive decomposition process. It is ouabsorption spectrum during the detonation of a single
view that this gap may be filled by applying the experimentalsample.
technique of flash radiolysis and photolysis study explo- The maximum temporal resolution of the recording
sive processes. channel was 10ns, the spectral resolution at the short-

In Ref. 3 we observed the predetonation conductivitywavelength sensitivity limit was 0.02 eV, that at the long-
and luminescence of silver azide and the predetonation lumivavelength limit was 0.05 eV, and the spatial resolution was
nescence spectrum was measured in Ref. 4. The presedgtter than 7.5 mm.
study, which is a continuation of Refs. 3 and 4, reports mea- 1he samples were AgN single crystals (X3
surements of the predetonation optical absorption spectrum0.05 mnf) grown from solution.

The existence of predetonation absorpti@rithout measur- Figure 2 shows the absorption spectra at various times
ing its spectrum! was confirmed in Ref. 5. However, in or- for one of the samples. We stress that the spectra shown in
der to measure the spectral-kinetic characteristics of the ab-

sorption during an explosion, we need to measure the 6

2 3 4 S
relaxation of the absorption spectrum during the explosion of T
a single sample because the spread of the sample character- \(\
R
13

istics and the stochastic nature of the explosive decomposi- STV 7
tion process mean that the method of measuring the spectrum
“one point at a time” cannot be uséd.

This problem was solved by using the apparatus shown
schematically in Fig. 1. The explosion was initiated by a
pulse from an electron acceleratr(10 ns, 300 keV, 10
Alcm?). Probe light from an IFP-800 flashlar@was passed 1
through a lens3 and the sampld located inside a vacuum
chamber5, before being focused by a leBsonto the entry
slit of an ISP-51 spectrograph An image of the spectrum
was projected from the spectrograph along the time slit of an
FER-7 streak camer& and was then passed to the photo-
cathode of an image converter which swept the spectrum in A[
time on the exit screen. The image was stored by a television
readout device incorporating an LI-702 “superkremnikah”
and was fed to a computéo fitted with a special device for

11 I

storing the transmitted information in digital form. The im-
age converter traces were then processed as required. The E
components of the system were synchronized from the

power supply to the television readout SyStﬂEﬂIW.hi.Ch t_rig' FIG. 1. Block diagram of apparatus to measure the relaxation kinetics of the
gered the line scan of the readout system, a digital informapredetonation absorption spectsee text for notation

1063-7850/98/24(8)/2/$15.00 636 © 1998 American Institute of Physics
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Fig. 2 correspond to the absorption of the sample before thgand with a peak at 565 nm belongs tg lnd the bands at
detonation, i.e., before the appearance of the line spectru®gs and 700 nm are assigned tq Kadicals.
caused by the plasma luminescence formed as a result of |n view of this reasoning, we consider that the interpre-
detonatior>* Thus, these spectra can be reliably identified agation of the predetonation absorption spectra as being simi-
the preliminary absorption spectra. lar to KH, is preferable. In this case, it follows from Fig. 2
We draw particular attention to the analogy between thehat during the explosive decomposition of Agttie forma-
behavior of the absorption spectra at the initial stages ofion of N, radicals precedes the formation of Nadicals.
explosive decompositiofFig. 2) and the radiolysis of Aghl
(Ref. 1.
The predominant view expressed in the literatirRef. 1,
for example is that the observed spectra of irradiated AgN lEngrgetic_ Materials Vol. 1 Physics and Chemistry of the Inorganic
are attributable to colloidal metal particles of various sizes ?;;d;s;détgf by H. D. Fair and R. F. WalkéPlenum Press, New York,
which increase as the radiation dose increases. 2E. D. Aluker, V. V. Gavrilov, R. G. Dich, and S. A. ChernovEast
In our experiments, however, broad, possibly not el- Radiation-Stimulated Processes in Alkali-Halide Crystfils Russian,
ementary, bands with peaks at 580 and 680 nm are observegdinatne, Rigg1987), p. 183.
during the evolution of the explosive proce$sg. 2). Inter- (Bl'g'gslAd“ev‘ ED. Aluker, G. M. Belokurovet al, [JETP Lett.62, 215
estingly, irradiated KN crystals reveal an absorption spec- 4g_p. Aduev, ED. Aluker, and A. G. Krechetov, Pisma zh. Tekh. Fiz.
trum almost exactly the same as our measured predetonatiore2(6), 24 (1996 [Tech. Phys. Lett22, 236 (1996)].
spectrum in AQN (Fig. 2)_ In the case of KN the elemen- 5s. M Ryabykh and K. Sh. KarabukaeRadiation-Stimulated Effects in
tary components were isolated by pulsating annealing of the S°ds[in Russiad, Sverdlovsk(1988, p. 51.
absorption spectra and ESR and it was established that thteanslated by R. M. Durham
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Removal of acrolein vapor from air by a nanosecond electron beam
Yu. N. Novoselov and I. E. Filatov

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted February 16, 1998
Pis'ma Zh. Tekh. Fiz24, 35—-39(August 26, 1998

Results are presented of an experimental investigation of the decomposition of small quantities
of acrolein vapor in air irradiated by a pulsed electron beam. It is shown that the reduction

in the impurity concentration as a function of the energy deposited in the gas is satisfactorily
approximated by an exponential law. An empirical expression is derived to predict the

energy consumption for a given initial acrolein concentration and required degree of purification.
© 1998 American Institute of PhysidsS1063-785(108)02308-9

Many products of organic synthesis and also the manudetector at 208 nm. The acrolein concentration was deter-
facture of various articles using plastics are accompanied bgnined with an error of less than 7% for impurity contents in
the emission of air contaminated with vapor of volatile or-the range 100—1000 ppm and 15% in the range 10—100 ppm.
ganic compounds. Technologies based on chemical methods It was found experimentally that the impurity concentra-
have been developed to purify these emissions from toxition [C] clearly decreases exponentially with the number of
impurities. Recent research has shown that the use of cwradiation pulses\, i.e., the energy deposited in the volume
electron beams to remove various toxic impurities from air(Fig. 1). These curves were used to determine the energy
mixtures is extremely efficier(see Refs. 1 and)2lt has also  required to remove a single toxic molecul€eV/moleculg.
been shown that in some cases, pulsed beams can apprecldys value can be used to determine the energy efficiency of
bly reduce the energy required for electrophysical purificathe process of purifying the air from acrolein vapor, and was
tion compared with cw beanid: The aim of the present calculated experimentally as in Ref. 4:
study was to in_vesti_gate the removal of volatile organic com- e=WneA[C]. 1)
pounds from air using a pulsed electron beam.

Acrolein (CH,=CH—CHO), one of the most wide- HereW is the beam energy absorbed by the gas per pulse,
spread and toxic volatile organic compounds, was selected[C] is the change in the concentration of acrolein vapor
for the investigations. The experiments were carried out usafter a series of irradiation pulses,is the number of pulses
ing an apparatus based on the RADAN acceletatte- in the irradiation series, anglis the electron charge. It was
scribed in Ref. 4. The accelerator generated an electron beafound that the parameter depends on the initial impurity
with an electron energy of 180 keV, beam current of 800 Aconcentration and varies between 3 and 10 eV/molecule
at a 1 cm exit window, a pulse length of 5ns, and pulse when the initial concentration varies between 1100 and
repetition frequency up to 108. An energy of 4.2 100 ppm.

x 102 J was deposited in the gas volume during a single  Figure 2 gives the logarithm of the ratio of the initial
pulse and 90% of the energy was absorbed in a volume dfCy] to the instantaneougC] acrolein concentration,

4 nv (the limit of the electron range in the gas was 1)cm In((C,]/[C]), as a function of the total energy deposited in the
The model mixture was fed into a gas chamber having a totgyasW for various[ Cy]. All these dependences have the form
volume of 3 liter in which a built-in fan simulated a gas flow of straight lines with slope determined by the initial concen-
through the irradiated gap. The flow velocity was 0.5 m/s.tration. It can also be seen from the slope of the curves in
The irradiated volume of the model mixture was uniformly Fig. 2 that as the concentratip@,] decreases, the degree of
mixed with the rest of the gas and after the cycle, was recirpurification of the gas from impurities defined gs-([Co]
culated for purification. This system can simulate multistage—[C])/[Co], increases for the same energy input.
purification. The experiments showed that an exponential law accu-

For the experiments we used a model mixture of nitro-rately describes the change in the impurity concentration
gen and oxygen in the ratio,N O,=80 : 20 at atmospheric with increasing degree of purification up to 90%. Taking into
pressure and room temperature, in which the concentratioaccount the linear nature of the curves in Fig. 2, we can
of acrolein vapor varied between 100 and 1000 pfthe  assume that under our conditions, the process of acrolein
number of impurity molecules per 4@nolecules of the main  removal obeys a first order macrokinetic equation in terms of
gas. The mixture was irradiated by a series of 1500 pulsesimpurity concentration:

The impurity concentration was measured before irradiation _

and at the end of each series of pulses by taking samples of dlCl/dN=—K[C], 2
the mixture. The acrolein was then absorbed in an adsorptiowhereK is a certain constant having the appropriate dimen-
tube and extracted with hexane, and the finished preparatiagions. Since the energyW deposited in the gas is propor-
was analyzed by liquid chromatography using an ultravioletional to the number of radiation pulsé§ the constanK
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) ] ] o FIG. 2. Dependences of [i§,]/[C]) on the specific energW deposited in
FIG. 1. Acrolein concentrationC] as a function of the number of radiation  the gas for initial concentrationd: — 1100 ppm,2 — 550, and3 — 220.
pulsesN for various initial concentrationst — 1100 ppm,2 — 550, and
3 — 220.

required degree of a purification, which is important for the

can be calculated from the slope of the lines in Fig. 2:design and development of real purification systems.
In([Co/[C)=WIK. The value ofK characterizes the effi- The reduction of the acrolein concentration in ionized air
ciency of acrolein removal from the air and has the physicaiS caused by the generation of various active particles by the
meaning of the energy which must be deposited per uni@lectron'beam, including atomic oxygen and ozone. The real
volume of the air being treated to reduce the acrolein conmechanism for the decomposition of acrolein and the spe-
centration by the factoe=2.718. . .. Forcurvesl-3in Fig.  cific plasma-chemical reactions resulting in its decomposi-
2 the values oK are 6.1, 3.84, and 2.23 J/I, respectively. tion require special investigation. Attention is drawn to the

In our case, the energy required to remove a single toxiéact that the process of acrolein removal depends on its ini-
molecules is satisfactorily approximated by an equation de-tidl concentration. This is possibly because intermediate
rived analytically from the condition that Eq2) is a first- ~ Products of the impurity decomposition participate in the
order macroscopic process: process.

e=AKIn(1-7)"Y[Col7, 3) ,
. . . . . LA, A. Valuev, A. S. Kaklyugin, G. ENormanet al, Teplofiz. Vys. Temp.
where A is a constant supplying appropriate dimensions, »g 996 (1990.

equal to 235.%eV | ppm)/J. In accordance with Eq3) for 2E. L. Neau, IEEE Trans. Plasma S2R, 2 (1994.
initial Concemrationg[co] =1000, 500, and 100 ppm and a 3D. L. Kusnetsov, G. A. Mesyats, and Yu. N. NovoselovPiroceedings of
degree of purification of 80%7[20 8) the values of are Conference on Novel Applications of Lasers and Pulsed Pd8at Jose,

. CA, 1995, pp. 142-146.
2.9, 3.9, and 10.4 eV/molecule, respectively. The energy“p. L. kuznetsov, G. A. Mesyats, and Yu. N. Novoselov, Teplofiz. Viys.

consumptions calculated using formu® only differ from Temp.34, 845(1996. )
those determined experimentally using form(a by 10— 5/2* ?3- (El';;iggniﬂovy A.S. Kotov, V. G. Shpait al, Elektron. Tekh. Ser. 4

15%. Thus, these results can be used to predict the energy
consumption for a given initial acrolein concentration and aTranslated by R. M. Durham
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Integrated sensor array for analysis of multicomponent gas mixtures
V. I. Anisimkin, E. Verona, V. E. Zemlyakov, R. G. Kryshtal’, and A. V. Medved’

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow;
O. M. Corbino Institute of Acoustics, National Research Council of Italy, Rome
(Submitted January 29, 1998

Pis’'ma Zh. Tekh. Fiz24, 40—-45(August 26, 1998

A new device has been proposed and tested experimentally for the discrimination of gases in
“electronic nose” systems. The device consists of an array of surface-acoustic wave

(SAW) sensors positioned on a single anisotropic substrate with a common gas-sensitive coating
for each sensor. The specificity of the sensors is provided entirely by the elastic anisotropy

of the single-crystal substrate: changes in the direction of propagation of the wave through the gas-
sensitive film deposited on the anisotropic substrate are accompanied by changes in the

partial components of the mechanical displacement of the wave and corresponding contributions
to the resultant SAW “response.” €1998 American Institute of Physics.

[S1063-785(98)02408-2

Since the beginning of the eighties, the most promisingesponse to a particular gas differ in the different channels,
approach to the quantitative and qualitative analysis of mulalthough the gas-sensitive coating is common to all of them.
ticomponent gas mixtures has involved using “electronic  The integrated device was tested experimentally using
nose” systems consisting of an array of several nonselectivan acoustic line made dT-cut single-crystal quartz. The
sensors whose combined responses to individual componeritgerdigital transducer having a 3 mm aperture, were made
of the mixture are subjected to special mathematicabf 200 nm thick aluminum. The distance between the centers
treatment: This approach requires the reproducible fabrica-of the transducers was 14.92 mm and their pettbd length
tion of gas-sensitive coatings that age little, which must dif-of the acoustic SAW wayevas\ =32 um. The input trans-
fer from each other to ensure the specificity of each sensogycers in all channels contained 50 pairs of fingers and the
Even if the physical properties of only one coating vary with oytput transducers contained 70 pairs so that the nearest side
time or from one batch to another, this impairs the initialjohes of the amplitude—frequency characteristic of all the
calibration of the entire device, invalidates the mathematical,snnels could be suppressed by at least 30 dB, the relative
treatm_ent specific_ to this d_evice, and res_ults in an eITONeoUS o5 hand was-1%, and the fluctuations in the pass band
analysis of the mixture being testedin this context, there were less than 0.4 dB. The insertion losses in all the channels

'S an urgent need_ _to sear_ch for alterngtlve solutions Qid not exceed 2 dB without matching the transducers with
achieve better stability for this type of device. the external 5@ electrical circuits

wavgg(rse sz) ts(?g\rllvar:h?trfgier C;lspflgtsy Oonfses,l,lgzcjrigﬁﬁsgf In order to ensure that the gas responses of the SAWs
9 9 P differed substantially in the different channels and at the

changes in the wave polarizatfboan be utilized to ensure . ey - .
g P ame time, the efficiency of excitatiofetection of the

the specificity of each sensor without using different gas-S

sensitive coatings, i.e., the problem of the long-term stabilitySAWS remained high, the orientation of the channels was

of the device, and thus its reliability, can be simplified selected so that the structure of the mechanical displacements

The proposed device is shown schematically in Fig. 1. 107 the SAWSs differed appreciably, while the coefficient of
consists of a piezoelectric acoustic lide several pairs of €lectromechanical coupling was high and the deviation of the
interdigital transducers distributed around a circle, to excite €Nergy flux was small for the different directions of wave
and detect SAWSs, and a gas-sensitive coadifarated at the propagation. As a result of numerical calculatiGribe di-
center between the transducers. Each pair of transd@cers'€ction along theX crystallographic axis was selected for
together with the filn8 is an individual SAW sensofchan- ~ channeld and the directions at angles 6f40°, +30°, and
nel) forming part of an integrated systefim Fig. 1 there are 90° to this axis were selected for channelsb, andc. A
four such channelsWhen the film3 adsorbs some particular three-component Rayleigh-type wave propagated in channels
gas, its physical properties undergo quite specific change@&, b, andd and a purely shear surface bulk acoustic wave
The contributions of these changes to the resultant responggopagated in channel The central frequencies of the chan-
of the SAW are determined by the structure of the mechaninels were 102, 102, 98, and 156.5 MHz, respectively. A
cal displacementgpolarization of the wave which in turn  similar structure with two channetsandd was used earlier
depend on the direction of the SAW propagatfddince the in Ref. 6.
acoustic line is elastically anisotropic, the polarization of the  The gas-sensitive filn8 positioned at the center of
SAW and thus the individual components of the SAWeach channelFig. 1) was fabricated of pure palladium
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. . . ) o . FIG. 2. Gas responses of integrated device: chadnrel along theX axis,
FIG. 1. Configuration of devicel — anisotropic piezoelectric substrate, -hannelsa. b. andc — at angles of-40°, +30°, and 90° to this axis. The

2 — interdigital transducers, ar@l— gas-sensitive film. SAW response to hydrogen in channél is taken as 100% AV/V
=-13.3x10°9).

(99.9999% by thermal deposition in vacuum (16 Pa at a

substrate temperature of 40 °C. The film had a polycrystalaAyv [ #h
line structure with a typical crystallite size of 30 nm, 7:(5)
thicknessh=100 nm, and diameter 9 mm.

The measurements were made at room temperature and n A044)2
normal pressure using a phase method described in Ref. 4. Ap ACyy Cu
The gas mixtures tested were 1%HN,, 1%N,0+ N,, and X 7A+ Cu B+ ACy; -1]Db1.
1%CO+ N,. Dry air was initially supplied to the measuring 1- Cu

chamber (250 crl) at a constant velocity (50 ffmin). The
air was then shut off, the first gas mixture to be tested

(1%H,+N,) was fed in, and the SAW hydrogen response ) . i . .
whereh is the thickness of the film\ is the acoustic wave-

was measured for one channel. After shutting off the hydro-

gen, dry air was again supplied to the chamber and the gaslgngth’A’ B, andD are coefficients which depend on the

film system was restored to its initial state. Similarly, theSAW polarization in & particular direction of propagation.

. Switching the channels in Fig. 1, i.e., varying the direc-
SAW responses to the secor(d%N,0+N,) and third tion of propagation of the SAW through the gas-sensitive

(1% CO+N,) gases were measured for the same channel. 'ﬂlm 3. caused the coefficientd, B, and D and thus the

order to monitor the state of the film, the SAW response tq,5,es of the three terms in expressidi to change. As a
hydrogen was additionally measured before each new gagsult, for the same film and a particular gas the SAW re-
and compared with that for the fresh film: purification of the sponses in the different channels differed appreciably.
Pd film with dry air for 30 min completely restored it to the The results of the measuremeriig. 2) were normal-
initial state. ized to the SAW response to hydrogen in charthédt can be

As in Ref. 7, in the device being tested the interactionseen that for the same Pd film, the responses in the different
between the Pd film and the 1%#N,, 1%N,0+N,, and  channels differ in magnitude and sign. For instance, in chan-
1%CO+N, gases was mainly chemical and was caused by€la the response to hydrogen is positive, whereas in all the
the presence of gaseous impuritiesainly oxygen adsorbed ~ Other channels it is negative. The maxim@minimum) sen-
from the atmosphere on the Pd crystallites before the begirs!iVity to hydrogen is observed in chanreé(c) and that to
ning of the measurements. This interaction led to changes iN20 and CO is obgerved n chanr@l(c). )
the densityp and elastic moduliC,; and C,, of the film, Thl.JS’ c.hanges n the_polarllzanon of an SAW as it bropa-
which in turn produced changes in the velocitand phase gates in different directions in the same crystallographic

£ th tion bet the t dUCAR/ plane of an anisotropic single crystal mean that the same
¢ of the wave prOpaQa lon be wee_n € rans_ ucaré/y gas-sensitive coating can be used to produce integrated sen-
=—A¢l¢). The relative changes in the densityp/p and

X ) i sor arrays with different sensitivity to the same gases. Unlike
elastic moduliAC,;/Cyy and ACuy/Cyy of the film de-  ynown analogs(such as arrays of spatially separated field
pended on the chemical activity of the tested gas relative t§ansistors with switches made of materials having different
gaseous impurities in the film and differed for different chemical compositions the long-term stability and repro-

gases. For a particular ga$ixed Ap/p, ACy;/Cyy, and  ducibility of this integrated device depends only on the sta-
AC44/Cy4) the relative change in the SAW velocityV/V  bility and reproducibility of one gas-sensitive film. In addi-

(SAW responskis given by tion, since there is no need to use different films, the

@



642 Tech. Phys. Lett. 24 (8), August 1998 Anisimkin et al.

gas-sensitive coating may be fabricated using a single2Mm. Holmberg, F. Winquist, I. Lundstrom, F. Davide, C. Natale, and
chemically pure material, which is more efficient. A. D'Amico, Sens. Actuators B5-36, 528 (1996.
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Resonant absorption of energy accompanying phase transitions in NaKC 4H4O0g-4H,0
P. F. Zil'berman, I. N. Pavlenko, O. P. Zil'berman, and A. L. Belinskil

Kabardino-Balkarskaya State Agricultural Academy, Nal'chik
(Submitted August 28, 1997; resubmitted January 11, 1998
Pis'ma Zh. Tekh. Fiz24, 46—49(August 26, 1998

Resonant absorption of external electric field energy was detected experimentally in the presence
of phase transitions in Rochelle salt. An external alternating electric field leads to the

appearance of an anomalous increase in the signal intensity at frequencies typical of those of the
pulsed electric signal induced by a phase transition in the materiall9€8 American

Institute of Physicg.S1063-785(108)02508-7

The appearance of a pulsed electric potential in the pres-4H,0, showed that this signal had a maximum of
ence of phase transitions or chemical conversions in ionid000 pulses/s at a temperature of 235K. An investigation
systems has recently been widely investigated. For instancef the spectral composition of this signal using the spectrum
it was shown in Refs. 1 and 2 that this signal has a charac&nalyzer revealed peaks at frequencies of 5, 11.5, 13.2, and
teristic spectrum, specific to the material and process taking6 MHz, in fairly good agreement with our previous results.
place in it. It was found that at the phase transition tempera-  The application of an external pulsed electric field with
ture NaKGH,Og4-4H,0 reveals a pulsed electrical signal pulse length between 0.01 and 106 and pulse repetition
whose spectrum contains peaks at frequencies of 5.5, 11, 1fequency 1-30 000 Hz at 200 V/cm, is accompanied by an
and 15 MHz(Ref. 3. It is known that at normal pressure this appreciable increase in the signal intensity initiated at the
substance has two second-order phase transitions and t@§ase transition temperature. The signal intensity in the ab-
orthorhombic paraelectric phases belev255 K and above ~Sence of a phase transitigtihe background obtained for th_e
297 K. The monoclinic ferroelectric phase is stable in thetémperature range 270290 ias 1-200 pulses/s. For this
interval between these temperatutes. temperature range the sample exhibits regions of spontane-

However, it is known that external influences, particu-°US polarizgtion. An abrupt increase in the intensity of the
larly electric fields, have a directional effect on phase transifécorded signal was observed at 295K and reached
tions and chemical conversions. For static electric fields thér700 pulses/s for an external field with pulse repetition fre-

rate of contact melting, which is a first-order phase transi-queg\Cy _200 :',Z afnd puflsttra] 'eﬂgf}h 2h8. ¢ ‘ s
tion, reveals a nonlinear dependence on the external field n investigation of thé influence of an external sinu-

strengtt®® For sinusoidal electric fields, frequency rangesso'dal electric field on the intensity of the pulsed electric

are observed where the rate of this process increasess'gnal induced in the phase transition process showed that

abruptly and finally, for pulsed fields the rate of this process
reveals a minimum caused by changes in the ion diffusion
mechanisnf.

The appearance of these effects suggests that resonar
absorption of the energy of an alternating electric field may
be observed at the phase transition temperature in = "
NaKC4H4O¢- 4H,0.

To record the signal and its spectrum we used pulse and d
spectrum analyzers with a high input impedance rf pulse pre- 4 10000 —]
amplifier. Cylindrical polycrystalline samples 8 mm in diam- 3
eter and 5mm high were prepared by pressing from —
“KhCh” grade material. The samples were placed in a ther-
mostat with a controlled rate of heating. Each sample had - “

20000 —

four platinum electrodes, two being used to supply the exter-
nal electric field and two to record the signal. The investiga-
tions were carried out using a pulsed electric field whose

pulse length varied between 0.01 and }09at a repetition 0 ' | ol o
frequency of 1-30000 Hz and a sinusoidal frequency of 0 10 20 30
0.1-100 MHz. The generators could vary the electric field in f, MHz

the range 0—200 V/cm. - " .
FIG. 1. Spectrum of the signal induced at the phase transition temperature in
A_ Study of t.he temperature dependence of the pulsegqchelie salt295 K) obtained when an external sinusoidal electric field was
electric signal intensity for Rochelle salt, Nal@€,O  applied.
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the increase in the intensity of the recorded signal is also To sum up, resonant absorption of the energy of an ex-
only observed at 2953 K, which corresponds to the upper ternal electric field has been detected experimentally in the
Curie point of Rochelle salt. A signal intensity of 9000— presence of phase transitions in Rochelle salt. When an ex-
12 000 pulses/s was observed at frequencies of 4—6 artdrnal alternating electric field was applied, an anomalous
15 MHz (see Fig. 1 and an increase in the intensity to increase in the signal intensity was observed at frequencies
1600 pulses/s was observed in the range 10—13 MHz. Theharacteristic of those of the pulsed electric signal induced
background intensity recorded at lower temperatures and thgy the phase transition in the material.
specified amplifier sensitivity did not exceed 500 pulses/s.  This work was performed with support from the Russian
This result indicates that resonant absorption of the externdtund for Fundamental Research.
field energy may take place at these frequencies.
A comparison between our signal spectra obtained with, N _ N _

and without an external field showed that both spectra con- Zggéz[ggj”;‘gghag?‘yz Iﬁ;t ﬂsf‘gzt(sfgéap]'s ma Zh. Tekh. Fid, 145
tain peaks typical of each of these signals, but the peaks ir’)P. F. Zilbe.rman,'.rhe L;';\rs Or;sager Syrﬁposium: Coupled Transport
the self-induced radiation spectrum have an integrated inten-processes and Phase Transitiosondheim, Norway, 1993, p. 127.
sity far lower than that obtained with an applied external sp. F.. Zil'berman, P. A. Savintsev, and A. L Belingkriz. Tverd. Tela.
sinusoidal field. Assuming that the spectrum of the natural,(-éningrad 30, 1495(1988 [Sov. Phys. Solid Statg0, 862 (1988]. |

. . L . . E. Yu. Tonkov, Phase Diagrams of Compounds at High Press[ire
signal induced by the phase transition is determined by agyssia, Nauka, Moscow(1983, 280 pp.
guantity which characterizes the dynamics of ion transfer®p. F. zi’berman, P. A. Savintsev, and Zh. A. Isakov, Fiz. Khim. Obrab.
from one stable state to another, we can easily estimate thg’l\aﬂa/ff-sg\%?sgf (;923-Zi|’berman and S. P. Savinwsics of Contact
order of magnitude of the rate of |oq displacement for th(? Mlelti.ng [in Ru’ssi.aﬂ,. Kabardino’-BaIkar.skéya State University Press,
recorded frequency range. Calculations showed that thisnarchik (1989, p. 78.
value is characteristic of diffusion processes taking place in &P. F. Zi'berman, P. A. Savintsev, and Zh. A. Isakov, Zh. Fiz. Khi8,
solid. Thus, the application of an external sinusoidal field ,783 (1982. _ o
selectively intensifies those ion displacements which charac-"- F- Z1Perman and P. A. Savintsev, Zh. Fiz. Khi60, 1248(1986.
terize the phase transitions taking place in the material.  Translated by R. M. Durham
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Dynamic characteristics of the plastic deformation kinetics of polycrystals
V. V. Ostashev and O. D. Shevchenko

Pskov Polytechnic Institute
(Submitted January 23, 1998
Pis'ma Zh. Tekh. Fiz24, 50-53(August 26, 1998

Methods of spectral analysis of local plastic deformations in polycrystalline copper on three
structural levels are used to show that the tendency to synchronization is a general dynamic
characteristic of the plastic deformation kinetics, and is a measure of the self-organization,
evolution, stability, and decay of the dissipative structures in deformable polycrystals. The
synchronization effect is directly related to the strength and plasticity characteristics.

© 1998 American Institute of Physids$1063-785(108)02608-1

In general, a deformable polycrystalline material is con-  The characteristics of the evolution of plastic deforma-
sidered to be a multilevel hierarchical dissipative systemtion when MO polycrystalline copper was subjected to static
which determines the wave nature of the evolution of defortension were investigated as a factor experiment. Depending
mations in polycrystals by means of the self-organization obn the values of the factors—strain rate (180 3 s,
relaxation fluxes of deformation defects and as a result of thelastic compliance constant of loading system 0.1-0.05 mm/
appearance of translational—rotational vortices. Moreoverkg, working length of sample 20—60 mm, and grain size 50—
the evolution of dissipative structures contains general indi350 um—we obtained various combinations of strength and
cators, such as synchronization, stochasticity, and selfplasticity characteristics which differed almost by a factor of
organization, which are observed as the form of organizatiotwo. The most important feature of the kinetics of plastic
of the mechanical properties and as the form of control of theleformations at local structural levels is their oscillating na-
mechanical properti€s. ture, which depends on the deformation conditions. The in-

The method of investigation described in Ref. 2 is basedernal structure of the buildup of linear, shear, and rotational
on the grid subdivision and allows deformation modes at three structural levels is described by

— automated measurements of the displacement fields set of periodograms. Figure 1 gives an example of
along theX andY coordinates to within at least 2%; periodograms calculated using 400 points per window for

— computer calculations of the components of the deforperiods 200—-600@.m of the linear straire,,=4.8%. Each
mation and rotation tensor, the spectral characteristics of loperiodogram characterizes the number of harmonic compo-
cal plastic deformations, calculations of dissipative strucnents of a specific wavelength, amplitude, and phase in the
tures, phase and bifurcation diagrams, and statisticapectrum of the relevant deformation.
multilevel interactions. An analysis of the periodograms shows that as the de-

The plastic deformation process is a physical model ingree of deformation increases, the number of harmonics in
which the size of the dividing mesh cell being analyzed is arthe spectrum increases, the entire spectrum shifts in the long-
image of the deformation defect at this structural level. Anwavelength direction, and the frequencies become synchro-

analysis is made of: nized in time and spac@evels 4—3-2. As in Ref. 3, we
1. The macrolevel—the level of averaged descriptionunderstand by synchronization the most general case when
embracing the sample as a whole. specific frequency relations are established as a result of the
2. Cooperative processes at the level of an ensemble afiteraction of objects considered to be of equal importance
grains—the dividing mesh has a cell size of 12@. The synchronization intensity is characterized by the coeffi-
3. Intergranular plastic deformations—gn cell. cient of synchronization which is equal to the ratio of the
4. Effects determined by intragranular deformation—number of tuned frequencies to the total number of spectrum
20 um cell. harmonics being analyzed. In all cases, we determine the
1.773 0
. 7 "
/ \ Cu MO
f ~ £=4.8%
! A/ / \ FIG. 1. Example of a spectral analysis of the local
Y 1 I /' \.\ plastic deformations of Cu MO fos=4.8%.
/ VAN BRI
f WV Y M
N \\,\ (}_.——'""’""“
o.onszail -
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k d The relationship between the synchronization processes
1.0 and the mechanical characteristics yields the following con-
clusions:
— assuming that each peak on the periodogram corre-
0.8 /Ar > sponds to a specific structural channel of stress relaxation,
/ the synchronization of the spectrum harmonics may be de-
0.6 P termined as stability in the interacting subsystems at each
/ structural level,
/ — under specific loading conditions synchronous clusters
0.4 /"""—' form in the material, these being a combination of synchro-
‘/ [ nously operating deformation defects. As the number of har-
monics involved in the operation of this cluster and the num-
0.2 ber of scale levels embraced by it increase, the relaxation
0.020 0.04 0.068 0.08 0.1 0.12e

FIG. 2. Coefficient of synchronization versus degree of deformatios:
sample with maximum plasticity2 — sample with maximum strength.

processes at the mesolevel become more efficient and the
overall plasticity of the material increases;

— synchronization is clearly one form of the self-
organization, evolution, stability, and decay of dissipative
structures in deformable polycrystals.

frequency synchronization of the preceding deformations

relative to the final deformation. Synchronization is gener-

ally initiated in the short-wavelength region and gradually “;I- E{' PaDnlrfn Yu.t_V. Grlr&yagv, ang_ V.RI. D{amélou’\?trulftura;\ll Levetl)s_ O|I

shifts toward longer wavelengths. The maximum synchroni- ; ao'¢ ~eformation and Damagen Russial, Nauka, Tovosibirs
. . L . (1990, 255 pp.

zation for all deformation modes, which increases monotoni-2y,_ v, Ostashev, A. D. Samarkin, and O. D. Shevchenk®@PU Scien-

cally with increasing degree of deformation, is observed for tific Gazette[in Russian, Belgorod(1996, pp. 72—76.

samples possessing maximum plasticity. The form of the de-3|- I. Blekhman,Synchronization in Science and Technolo§8ME Press,

pendence for samples with maximum strength is not well- W York (1988; Nauka, Moscow(1981, 351 pp.

defined(Fig. 2). Translated by R. M. Durham
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Mappings leading to randomization of an envelope of high-intensity spin waves
V. E. Demidov and N. G. Kovshikov

St. Petersburg State Electrotechnical University
(Submitted November 6, 1997
Pis'ma Zh. Tekh. Fiz24, 54-59(August 26, 1998

An experimental investigation was made of the transition to chaos in the self-modulation of high-
intensity surface spin waves in magnetic films with nonlinearity caused by a three-magnon
interaction. One-dimensional mappings leading to randomization of the envelope are constructed.
It is shown that these mappings are universal and do not depend on the scenario for the
transition to chaos. ©1998 American Institute of Physids$S$1063-785(108)02708-4

The randomization of a spin-wave envelope under consignal at the exit transducer. After being amplified, the signal
ditions of three-magnon decay has been investigated in detdilom the detector was fed to a computer fitted with a high-
for bulk magnetic samplesee Refs. 1 and)2In this case, a speed analog-to-digital converter.
wide range of scenarios was observed for the transition to As the gain in the ring increased, self-modulation of the
chaos depending on the static magnetic field strength and tt&pin wave was observed followed by randomization of its
characteristics of the parametrically excited spin waves. Irenvelope. The scenario for the transition to chaos was very
magnetic films this effect clearly has not been sufficientlysensitive to the external magnetizing fietig and the wave
well studied. We are only familiar with a few studies of numberk of the spin wave. A series of measurements was
deterministic chaos of spin waves in magnetic fims undefnade of the time series of the spin wave intensity. Oscillo-
conditions of three-magnon interactidf At the same time, Scope traces of the envelope recordedHay=496 and
films possess an important characteristic compared with bul#72 Oe, respectively are shown in the right-hand columns of
samples. As a result of the discrete property of the spectrurfi9S: 1 and 2. The carrier frequencies of the spin waves were
over a wide range of excitation intensity of the spin system3200 f‘l”d 3100 MHz and their wave numbers were 85 and
the number of interacting spin waves is bounded. This giveZ7_Cm ~, respectively. Traces a—e were recorded with the
rise to stochastic dynamics characterized by few degrees ganyn the ring gradually increased. In the first case, the

freedom which can be effectively investigated using pointg_‘;ms't'?n to c:laos toolé pflace viaa dseneg”m;perlod-doubli)ng
mapping theory. ifurcations. Two- and four-period oscillations were ob-

In Ref. 4 we made a detailed study of the transition toserved after which the enve_lppe become clearly stocha§tlc. In
. . . ) ) . . the second case, the transition to chaos was not described by
chaos via period-doubling bifurcations in the self-modulation ;
) o . any known model scenarios.
of spin waves in film samples. However, it has not yet been . .
These time series were used to construct dependences of

clarified how randomization takes place in the general casg, .
. . . . e absolute value of the next peak on the trace as a function
and which point mappings lead to such a wide range of sce-

i0s. The aim of th ¢ stud o identify th of the previous one. This construct determines the sequence
narios. The aim of the present study was to identify the 98N nction of the points where the attractor trajectories pen-

eral l‘f"WS ggverning the transition to chgos of an envelope foE:trate the secant of the Poincateface parameterized by the
high-intensity spin waves under conditions of three—magnoQ:Ondition that this coordinate is maximized in phase

decay in magnetic films. _ _space—a point mappirgThese mappings are plotted in the
The experiment was carried out using an apparatus in th.t hand columns in Figs. 1 and 2. It can be seen that in both
form of a *ring” consisting of a spin-wave delay line with @ ¢ases, the mappings are qualitatively the same, comprising
microwave amplifier in a feedback circuit. This system cangyryes with two, near-parabolic extrema but having substan-
provide temporal amplification of the spin wave which is tjg|ly different curvature(Figs. 1e and 2e However, quan-
limited by nonlinear effects in the magnetic film. In order to tjtative differences between the mappings lead to signifi-
vary the gainy in the ring, a controlled attenuator was con- cantly different dynamics of the spin wave envelope.
nected in series with the amplifier. A prototype of the delay  For convenience of analysis we divide the mapping into
line was placed in a static magnetic field tangential to thehree regionsl — the branch before the first extremum, Il —

surface of the magnetic film, whose strengthvaried in the  the branch between the extrema, and Ill — the branch after
range 400—-500 Oe. For the experiments we used yttrium irothe second extremum.
garnet films 17um thick with saturation magnetization In the first case, the mapping point moves on branches |

1750 Cs and a linear dissipation parameter of 0.5 Oe. A surand Il of the parabola of the first extremum in regions of the
face spin wave was excited and detected using microstripurve where its derivative is greater than unisgretching
transducers 3@m wide, positioned at a distance of 5 mm. mapping. In accordance with the Feigenbaum thebtiese
The spin wave intensity was determined by detecting theonditions are sufficient for the oscillations of the envelope

1063-7850/98/24(8)/3/$15.00 647 © 1998 American Institute of Physics
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to undergo a cascade of period-doubling bifurcations. It canive increases. In this case, the oscillations of the envelope
be seen from the first three mappings in Fig. 1 that this isare initially randomized and they evolve in the direction of
what happens. However, as the gain in the ring increases, thiecreasing the depth of the jumps of the spin-wave intensity
mapping changes. In this case, the regions visited by thpeaks. Thus, this mapping allows both soft and hard transi-
mapping point move toward the second extremum where thgons to stochasticity.
derivative of the curve becomes less than ufgympressive It should be noted that the observed scenarios for the
mapping. As a result, the doublings cease and the motiortransition of the spin wave envelope to chaos in ferromag-
extends to the entire mapping. Thus, a pure scenario for theetic films are not completely covered by the two variants
transition to chaos via period doubling is not achieved in theshown. They are described here to show that even such—at
system because the mapping deviates from parabolic. Howiirst glance—different randomization paths are generated by
ever, the presence of parabolic sections leads to the possibdgalitatively similar mappings.
existence of a doubling series. The transition of the spin wave envelop to chaos was
In the second case, the motion of the mapping point isnvestigated for magnetizing fields of 400-500 Oe and wave
initially localized on branch II. This is evidently because thenumbers between 30 and 150 ¢ All the mapping points
working part of the mapping is shifted toward the secondobtained were similar to those described above. It can thus
extremum, i.e., the working parts are branches Il and lll.be stated that the transition of a spin wave envelope has
However, these branches have significantly different derivacommon features for different valuesldf andk despite the
tives: branch Il is stretching and branch Il is compressiveabundance of scenarios observed for this transition.
Consequently, as the gain increases, the motion of the map- These results confirm that the stochastic dynamics of
ping point extends from branch Il to branch Il as its deriva- high-intensity spin waves established under conditions of
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FIG. 2. Point mappings and oscilloscope traces of an enve-
lope forH,=472 Oe andy=0.1-0.3us .

three-magnon interaction in magnetic films, are described by*H. Benner, R. Henn, F. Roedelsperggral, Izv. Vyssh. Uchebn. Zaved.
comparatively simple one-dimensional point mappings. IND 3(1), 32(1995.

These are universal over a wide range of external magneti

fields and spin wave numbers.

The authors are deeply grateful to B. A. Kalinikos for

discussions of the results.
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A theoretical analysis is made of the phenomenon of phase optical bistability in structures with
surface plasmons. It is shown that in an optical waveguide with a nonlinear layer, not

only amplitude but also phase bistability may occur wipepolarized radiation is reflected from
the nonlinear waveguide. @998 American Institute of Physid$§1063-785(18)02808-0

Methods of creating spatial phase bistability and multi-analysis of the possibility of achieving phase optical bistabil-
stability are of fundamental importance for the physics andty in the reflection ofp-polarized radiation from the wave-
engineering of the next generation of optical computers. Thguide considered in Ref. 13.
development of these systems will allow us to construct sys- As in Ref. 13, we used the plane wave approximation. A
tems for parallel processing of phase informatio@ptical  matrix method* was used for the calculations. In order to
media with cubic nonlinearity offer particularly extensive use the matrix method, we need to know the properties of all
possibilities here since they can produce “hysteresis” phas¢he layers contained in the structure. The properties of the
bistability of the same type as the well-known amplitudenonlinear medium depend on the intensity of the radiation
bistability 2 transmitted by the structure,=e,o+ a|E,|?, whereg,q is

Of particular interest is the type of phase bistability the permittivity of the nonlinear medium at zero radiation
caused by the reflection of radiation from the interface of antensity and« is the coefficient of nonlinearity of the
linear medium with cubic optical nonlinearity. Since in this medium, which is related to the Kerr coefficiemt by? n,
case, the permittivity depends on the intensity of the incident= (1/(2\/e)) @, WhereE, is the amplitude of the radiation
wave, the changes in the reflected wave are determined hyansmitted by the medium. Thus, a system of nonlinear
the initial intensity. As a result, under certain conditionsequations must be solved for the problem as formulated. The
jumps in intensity and in phase may occur in the reflectedsolution can be simplified if we assume that the coefficients
wave. of reflection and transmission, and the amplitude of the inci-

The history of this topic is described in Refs. 3 and 4.dent radiation are functions of the transmitted radiation in-
Bistability and hysteresis accompanying the reflection oftensity. In Ref. 13 the authors succeeded in obtaining this
electromagnetic radiation from the interface of a nonlinearffunction in analytic form when analyzing a structure with the
medium were predicted by SilhWith reference to optics, Kretschmann configuratioriglass—metal—nonlinear insula-
the problem of bistability accompanying the reflection of ator). This approach to solving the problem cannot be used to
plane wave from the interface of a medium with Kerr non-obtain the phase characteristics of the reflected/transmitted
linearity was then posed in Refs. 6 and 7 and a systematiadiation.
solution was given in Refs. 8 and 9. A similar problem foran ~ We used the Newton—Raphson metfbth solve this
optical waveguide with a nonlinear layer was also examinegroblem. This method gives an accuracy of order ¥@Gfter
in the plane wave approximation for amplitude bistability in three or four iterations.

Refs. 10 and 11 and for phase bistability in Ref. (f@r For the calculations we used the following structural
s-polarized radiation Finally, in Ref. 13 a theoretical analy- parameters(in a Kretschmann geometryglass €=3.6),

sis was made of the possibility of optical bistability in the metal =—57.8+i0.6,d=625 A), and nonlinear medium
coefficient of reflection op-polarized radiation from an in- (g,0=2.25, n,=3x10"8 cn?/W) at A=10600 A. The re-
terface with a nonlinear Kerr medium (&Swith the exci-  sults are plotted in Figs. 1 and 2.

tation of surface plasmons. Figure 1 gives the coefficient of energy reflection as a

Optical bistability accompanying the reflection of radia- function of the dimensionless radiation intensity incident on
tion from a glass—Kerr medium (GpB interface was ob- the structure at various angles. As was to be expected, curve
served experimentally by the authors of Ref. 14 and the in Fig. 1 is the same as the curve from Ref. 13. It can be
obtained a value of order>810° W/cn? for the critical seen that bistability begins to appear at angles of incidence
power. In Ref. 15 optical bistability was demonstrated usinggreater than 53°82(the resonant angle is 53°48L.53).
the effect of frustrated total internal reflection in a nonlinearAs the angle of incidence increases, both the amplitude
light filter with a liquid crystal used as the nonlinear mate-of the hysteresis and the incident radiation power required
rial. Optical bistability with the excitation of surface plas- for its occurrence increase. For instance, for cuBv¢he
mons was observed in structures containing eithep, CScritical radiation power for switching corresponds to
(Ref. 16 or a liquid crystat’~?°as the nonlinear medium.  3x10® W/cn?, as in Ref. 13.

The aim of the present study is to make a theoretical Figure 2 gives an important result of our study: the de-
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We used the plane wave approximation whose validity
for optical beams of finite width may pose problerfsee
Ref. 3 for local Kerr nonlinearity when the beam splits into
separate filaments. Nevertheless, many of the experiments
using prism coupling mentioned earlier revealed bistability
in reflection where the experimental results showed good
agreement with the plane wave modet® which may be
attributed to the nonlocal nature of the nonlinear
processe$>?® This effect may be observed particularly
clearly for nonlinear materials such as liquid crystals or
semiconductors since the observed effects include diffusion
processes such as heat or carrier transport. These processes
may be important in studies of optical bistability under
conditions where surface plasmons are excitege Refs.
FIG. 1. Coefficient of energy reflection versus dimensionless intensity of thel 7—20.
radiation incident on structure. The curves are plotted for various angles of  The authors are extremely grateful to the referee for

incidence:1 —53°48, 2 — 53°51, 3 — 53°54, 4 — 53°57, 5 — 54°. .
The reflection minimum is achieved at 53°44.53. many useful comments on this work.
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53°48, 2 — 53°51, 3 — 53°54, 4 — 53°57, 5 — 54°. The reflection

minimum is achieved at 53°4581.53. Translated by R. M. Durham
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Application of the particle-in-cell method to calculate the parameters of molecular
beams from gasdynamic sources

G. B. Krygin, V. F. Ezhov, V. L. Ryabov, and V. V. Yashchuk

St. Petersburg B. P. Konstantinov Institute of Nuclear Physics, Gatchina
(Submitted October 9, 1997; resubmitted March 16, 1998
Pis’'ma zZh. Tekh. Fiz24, 66—72(August 26, 1998

The particle-in-cell method is used to calculate the flow fields of gases formed by supersonic
nozzles of different shapes under flow conditions typical of gasdynamic sources of

molecular beams. The proposed calculation scheme is tested by comparing the calculated flow
fields from an acoustic nozzle with the semiempirical calculations made by Ashkenas

and Sherman. For a nozzle with a conical supersonic section the calculations are compared with
the results of time-of-flight measurements made using the molecular beam generator at the

St. Petersburg Institute of Nuclear Physics of the Russian Academy of Sciences. Prospects for the
further use of these calculation methods to develop and optimize gasdynamic sources of
molecular beams are discussed. 1©®98 American Institute of Physid$1063-785(08)02908-5

The development and fabrication of new types of gasdybeams in gasdynamic sources. The basic idea was to obtain a

y+1
y—1

2

namic sources requires the corresponding development dirly simple, reliable numerical method of determining the
theoretical methods designed to optimize the beam formatioflow parameters which have a major influence on the opera-
processes accompanying the supersonic expansion of a gas, Back in the seventies, the wealth of calculated and ex-
which undergoes a gradual transition from continuous tPerimental data accumulated was used by Ashkenas and
flow parameters on the nozzle design, skimmer geometnfield from an acoustic nozzfeTheir proposed analytic ex-
and the vacuum conditions explain the absence of a generflessions can be used to find the spatial distributions of the
Practical calculations of molecular beam sources ardural characteristics. _
generally made in two stages. At the first stage, the gasdy- In accordance with Ref. 2, the expression for the Mach
the formation of a supersonic flow by a nozzle for given'eflecting almost pure radial expansion:
initial and boundary conditions. The transition to the next Z-Z,\7t 1 Z-Z,\ 71\t
-5 5 @
ing concepts of constarifrozen flow parameters beginning
from a certain time in the supersonic expansion. This simpliwherey is the ratio ofC, to C, for the expanding gas, and
glects the transition region of the low-density gas dynamicsare calculated or determined experimentally.
is justified by the fact that it is adequate for practical pur-  Under the gasdynamic conditions of continuous media,
controllable conditions of formation determined, for exampleshock wave and the Mach disk are exclusively determined by
by skimmer interactions, that absolutely accurate calculathe given ratio of the pressures in the nozzle receRgeand
A characteristic feature of an underexpanded supersoni@ozzle and the Mach disky, for ratios Po/P; between 15
jet formed in a gasdynamic source is the very high nonuni&nd 17 000 also does not depend piiRef. 2:
to use so-called uniform shock-capturing methods at the first 5
stage, one of which is the well-known particle-in-cell 1
dimensional steady-state and nonsteady-state problems éhd Sherman is very convenient for testing gasdynamic cal-
gasdynamics using a standard numerical approach and caulation methods and programs.
locities between subsonic and hypersonic. method essentially coincide with the Mach number distribu-
Here we do not attempt to give an exhaustive descriptiortions along the axis calculated using Ef)) and reasonably

conditions and parameters. However, the complexity of thdion of this type of source.
free-molecular flow, and the complete dependence of th&herman to produce a semiempirical description of the flow
theoretical approach to describe gasdynamic sources. flow parameters and to determine the position of its struc-
namics of continuous media are used to solve the problem gtUmPerM in the downstream direction has a simple form,
stage, at which free molecular flow takes place, is made us- M=A D 5 D
fied calculation scheme for gasdynamic sources, which nehe values oA andZ, are constants which depend grand
poses, since the beam parameters depend so strongly on dfr a given value ofy the shape and size of the dependent
tions become meaningless. the expansion chambé?;. The axial distance between the
formity of the stream. In this and similar cases, it is natural " Po| 12

—= 0.67(
method which can be used to analyze a wide range of many-  This type of analytic expression obtained by Ashkenas
yield three-dimensional flow fields over a wide range of ve-  The results of our calculations using the particle-in-cell
of the processes accompanying the formation of moleculawell reproduce the dependencé€d, as can be seen from
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FIG. 1. Position of the Mach disk in a stream formed by an acoustic nozzle
as a function of the pressure rafy/P;. The solid curve gives the results FIG. 2. Distributions of total pressure in supersonic nitrogen stream formed
of the calculations using formuk). by a conical nozzle P=1.1 mm, a,;=80°, a,=41°, Py=760 Torr,

To=300 K, Q=100 I/s): a — axial distributionb — transverse distribution
at nozzle edge foZ=0.

Fig. 1. The calculations were made in a cylindrical coordi-
nate system using a spatially fixed calculation mesh consist-
ing of rectangular cell$800 along the axis and 400 along conical nozzle whose geometry is defined by the throat di-
the z axig). Note that these results depend wealdy the ameterD=1.1 mm and cone expansion angles in the sub-
order of a few percehton the size of the calculation mesh. sonic and supersonic sectioas=80° and a,=41°. The
Relations(1) and(2), and similar ones show good agree- initial conditions in the nozzle receiverPg=760 Torr,
ment with the experiment provided that the flow remainsT,=300 K) together with the low pumping speed in the
isentropic and continuous in the region being described. Isource chamber@=100 I/s) provided a flow regime typical
the transition to nonisentropic free-molecular flow, a reduc-of a dense gas over almost the entire region of the measure-
tion in the collision frequency of the gas molecules leads tanents. It can be seen that these calculations reproduce the
freezing of the static translational temperature in the stream
and with this, the Mach numbers. Regardless of the geometry
of the specific problem, the transition to free molecular flow .
(second calculation stagenay be described in terms of the
competition between the rate of change in the static tempera- 141
ture in the stream and the collision frequericy:

1|dT 8kT 12 M
T| dt

V2ne, (3) f 12
whereU is the average mass velocity of the flow particles,
is the Boltzmann constant is the molar mass of the gas,
is the particle number density, andis the collision cross 1oL
section calculated in terms of viscosity. Freezing occurs
when the collision frequency falls below the rate of change -
in the static temperature. In this case, the Mach number on
the axis of the stream will b# . =
Our calculations and experiments have shown that this
approach can be used to find the limiting parameters of flows
formed by nozzles of varying configuration with sufficient 6
accuracy for practical purposes. .
The experiments described were carried out using the
molecular beam generator at the St. Petersburg Institute of
Nuclear Physic.Figure 2 shows the distributions of the g 3. Maximum attainable Mach numbt - versusP, (D=1.1 mm,
total pressure in a supersonic nitrogen stream formed by a,=80°, «,=40°, T,=300 K, Q=4x 10" Is) for nitrogen and helium.

Py . Torr
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longitudinal distribution of the total pressure and the struc-  This method is now being actively used for numerical

ture of the jet in the transverse cross section. simulations to optimize the source in the molecular beam
Figure 3 gives calculated dependences of the maximurgenerator at the St. Petersburg Institute of Nuclear Research.

attainable Mach numbeMg as a function ofP, for the  Optimization of the shaper geometry is aimed at reducing the

stream of nitrogen and helium flowing from a nozzle ( total consumption of carrier gas, increasing the Mach num-

=1 mm, a;=80°, «,=40°) into the vacuum chamber of ber attainable on the axis, and reducing the beam tempera-

the molecular beam generato®€4x10*I/s). It can be ture.

seen that agreement between the calculations and the experi- This work was carried out in preparation for an experi-

ment is satisfactory for our purposes. ment to search for loss @f-invariance effects in molecules,
The approach developed here has been successfully usedpported by Grant No. 97-02-16908 from the Russian Fund

to describe a multinozzle molecular beam sodrdde cal-  for Fundamental Research.

culations of the gas jet—carrier parameté&ach number,

velocity, and temperatuydased on this approach show rea-

So.nable agreement with our experimental data. These Ca|CU1-O. M. BelotserkovsKiand Yu. M. Davydov Particle-in-Cell Method in

lations were used to develop a fundamentally new source gasdynamicsin Russiai, Nauka, Moscow(1982, 392 pp.

configuration which could substantially improve the beam 2H. Ashkenas and F. S. Sherman,Rarefied Gas Dynamics J\édited by

parameters. J. H. de Leeuw(Academic Press, New Yorkl966, pp. 84—105.

- . . - 3J. B. Anderson, inMolecular Beams and Low Density Gasdynamics
_ The main conclusion to be drawn from the_se investiga- _ . by P. P. WegenéNew York, 1974, pp. 191,
tions is that the agreement between the experimentally mea+,. . Ezhov, M. N. Grosheet al, Preprint No. PIYaF-217fin Russia,
sured and calculated parameters of flows formed by nozzlesst. Petersburg Institute of Nuclear Physics, Gatcl(ir@97).
i i i i i i i 5V. V. Yashchuk, V. F. Ezhov, G. B. Krygin, and V. L. Ryabov, Pis'ma
of various configurations is quite satisfactory for practical 21 Tekh. Fi 2?;(20) a7 (1997') [Tech. Ph Lett23 795(1997)]'
. . . . lekn. . s ecn. S. Le! 3 .
purposes under conditions typical of gasdynamic molecular ” 4

beam sources. Translated by R. M. Durham
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Influence of cobalt ions on magnetoelastic interaction in polycrystalline partially
substituted yttrium iron garnets

V. M. Sarnatskii, T. S. Kasatkina, and A. M. Ulyashev

Physics Research Institute, St. Petersburg State University, Petrodvorets
(Submitted January 15, 1998
Pis’'ma zZh. Tekh. Fiz24, 73—78(August 26, 1998

An appreciable increase in the dynamic magnetostriction was observed in polycrystalline
partially aluminum-substituted yttrium iron garnets with small quantitigsto 0.01 mol.% of
implanted divalent cobalt ions. The nonmonotonic behavior of the concentration

dependence of the magnetoelastic interaction as a function of the cobalt ion content is explained
with allowance for changes in the anisotropy fields and the profile of the magnetization

curve in doped samples. @998 American Institute of Physids$$1063-785(108)03008-(

Investigations of the influence of various types of impu-the samples, which were prepared using conventional
rities and defects on the physical properties of ferromagneticeramic  technology and had the  composition
substances are of considerable fundamental interest to ide~Fe, ;_, A, 5C0,,G6,,01,, Wherex varied between 0.005
tify the mechanisms responsible for the interaction betwee@and 0.1 mol.%. The cobalt ion content was monitored using
the lattice vibrations and the domain structure and its impairthe magnetic anisotropy constant, which is knéWwio de-
ment when impurities are introduced. They are also of inter-pend linearly on cobalt ion content, passing through zero at a
est for practical applications to develop magnetic elementg,ncentration of 0.008 mol.% near room temperature. The

with predefined characteristics. In Refs. 1 and 2 we Smd'eﬂwagnetoelastic interaction was estimated from the change in

the influence of nonmagnetic aluminum ions on the magneg. " itrasound damping in a magnetic field and from the
toelastic interaction which is observed as changes in the elaa- : - . .
ynamic magnetostriction which was studied by a method

tic moduli and ultrasound damping factor and also show upd looed b ing th litude of the ult d pulsed
in the dynamic magnetostriction of polycrystalline yttrium evg ope yuslusmg € amplitude o e.u rasogn pu S?
excited by a ferrite powder sample placed in combined vari-

iron garnets(YIG). The observed changes in the magneto- i o fielf
elastic characteristics of YIG~10% increase in the ultra- 2Ple and static magnetic fieldsThe measurements were
sound velocity,~50% decrease in the damping factor, andmade at ultrasound frequencies of 5-50 MHz at tempera-

30% variation in the dynamic magnetostrictiomere tures between room temperature and liquid-nitrogen tem-
achieved at fairly high concentrations of aluminum impurity Perature. The external magnetic field varied between 0 and
ions, ~1.5 mol.%. 1000 Oe.

It is of considerable interest to find those impurities Figure 1 gives the amplitude of the excited ultrasoénd
which, when introduced in small quantities, would substan-as a function of the magnetic field in four samples of alumi-
tially alter the magnetic, acoustic, and magnetoelastic propaum yttrium iron garnet containing 0.000, 0.005, 0.012, and
erties. An analysis of the electronic structure of various iong.1 mol.% divalent cobalt ions, respectively. The behavior of
shows that such impurities may include divalent cobalt ionsa as a function of the magnetic field is consistent with the
for which the spin—orbit interaction mechanism plays a degependence we studied earlier in undoped polycrystalline yt-
cisive role in thg formation of thg magnetoela§tic couplinGirium ion garnet€ An appreciable increase in the dynamic
because of the incomplete freezing of the orbital mf’rﬁem'magnetostriction constant with increasing cobalt ion content
The authors of Refs. 4-6 reported results of theoretical caly hserved at low concentration&p to 0.01 mol.%

culations of the changes in the magnetostriction ConStaanlhereas in the sample with the highest cobalt ion content
and the coefficient of magnetic anisotropy of YIG when co-_, . . . '
this constant is lower than that in the undoped sample. It

balt ions were introduced in various valence states. Thes . .
. . . . ? ould also be noted that as the cobalt ion content increases,
studies suggest that divalent cobalt ions make a con5|derabﬁ - ) . : . .
the magnetic field in which maximun is observed in-

contribution to the formation of the magnetoelastic coupling
creases.

compared with trivalent and tetravalent cobalt and this con- ] )
These results show good agreement with the theoretical

tribution is also determined by the position of the cobalt ions ; X ) . :
in the YIG lattice. calculations made by Slonzew8kiho predicted a linear in-

Here we present results of experimental investigation§rease in the coefficient of static magnetostriction and the

of the magnetoelastic interaction in partially substitutedmagnetic anisotropy at low cobalt ion concentrations. The
yttrium aluminum iron garnets with cobalt impurities. In value ofA observed for the sample with a cobalt ion concen-

order to maintain electrical neutrality and also to achievdration of 0.1 mol.% may be lower becauds proportional
divalent cobalt ions, germanium ions were also implanted irto the dynamic magnetostriction, which in turn is determined

1063-7850/98/24(8)/2/$15.00 655 © 1998 American Institute of Physics
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FIG. 1. AmplitudeA of ultrasound excited by yttrium aluminum iron gar-

nets as a function of the magnetic field:— undoped sample& — sample FIG. 2. Temperature dependence of the maximum ultrasound amplitude

containing 0.005 mol.% Cd3 — sample containing 0.012 mol.% Co, and A, excited by yttrium aluminum iron garnet$:— undoped sample —

4 — sample containing 0.1 mol.% Co. sample containing 0.005mol.% Co, an8 — sample containing
0.012 mol.% Co.

by the derivative of the static magnetostriction with respect

to the magnetic field. . . . .
. . . centrations and an increase at the highest concentration of
On the basis of the experimental studigwe calculated . L e : _
impurity ions. In addition, in the sample having the highest

the changes in the anisotropy field and thus the form of the ; . .
Lo . I cobalt ion concentration the ultrasound damping factor does
magnetization curve caused by the impurity ions. For the L .
) . . ._nhot depend on the magnetic field. This dependence of the

sample having the highest cobalt ion content the magnetiza

. . . ultrasound damping factor on the impurity ion content is
tion curve becomes appreciably broadehich reduces the . . .

. o ) ; caused by the anchoring of domain walls by cobalt ions at
dynamic magnetostrictionand shifts toward higher mag-

L . low concentrations and by appreciable changes in the do-
netic fields compared with the undoped sample. The calcu-__. ;
. o L main structure at a concentration of 0.1 mol.% because the
lated maxima of the derivative of the magnetization curve " . . .
. o - . coefficient of magnetic anisotropy increases more than
with respect to the magnetic field determine the fields fortenfold6
which maximum excited ultrasound is observed and these . I .
These investigations have shown that acoustic methods

\slgﬁjv;Sgood agreement with the experimentally measure((j)f studying the magnetic and magnetoelastic characteristics

of doped ferromagnetics are informative and can be used to

e e o oAbl apimum condtionso select he opeatng
erature range and the cobalt ion conkefor the use of

0, 0.005, and 0.012 mol.%. It should be noted that compare L trium aluminum iron aarnets as ultrasound emitters
with the undoped samples, the behaviorAgf,, for doped y 9 '
samples has a maximum with varying temperature, which
shifts toward higher temperatures as the cobalt ion content
increases. This behavior can be attributed to the magneticV. M. Samatski and T. V. Bakhanova, Pisma Zh. Tekh. Fiz%(20), 51

; ; ; ; :<(1994 [Tech. Phys. Lettl9, 788(1999].
anisotropy constant belng zero in the doped samples In thI§V. M. Sarnatski, Kh. Mirzoakhmedov, and S. Tavarov, Proceedings

t_emp_erature rang%;.e_., a s_pln_-reorlentauonal phase.tran3|- of the All-Union Acoustics Conferencéloscow, 1991[in Russian,
tion induced by the impurity ions takes place. In this case, pp. 230-232.
the domain motion shows appreciable fluctuations which in_3K. P. BQIOV, Magnetostrictive Effects and Their Technical Applications
crease the amplitude of the ultrasonic oscillatibns. 4513” g“gf;%etlv‘;‘;faj '\g‘;sycso"éﬁ?' 5135;‘;’%35 (1960

The behavior of the_damping factor of.the. shear ultra- s callen and H. Callen, Phys. Rei9 455(1965.
sonic waves as a function of the magnetic field was also®P. Hansen, W. Tolksdorf, and R. Krishnan, Phys. Re@6B3973(1977.
investigated for these samples. The absolute values of théG. A. Petrakovski L. M. Protopopova, and BM. Smokitin, Fiz. Tverd.
ultrasound damping factor and its behavior in a magnetic & (Leningrad 10, 2544 (1968 [Sov. Phys. Solid Statd0, 2005
. ) . . I = (1969,
field depend on the relative orientation of the magnetic fieldey . sarnatski, A. A. Kuleshov, and A. A. Shono, Pis'ma zh. Tekh. Fiz.
and the displacement vector in the ultrasonic wave, although 18(7), 37 (1992 [Sov. Tech. Phys. Letl8, 220(1992].
the most common feature in the behavior of the uItrasoundg'(\i-gg- Sturge, R. C. Le Craw, and J. P. Remeika, Phys. R8@, 413
damping is its dependence on the cobalt ion content, which is 9

manifested as a decrease in the damping factor at low corranslated by R. M. Durham
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Influence of thermomagnetic treatment on the propagation velocity of magnetoelastic
oscillations and the AE effect in disordered ferromagnetics

A. A. Gavrilyuk, N. P. Kovaleva, and A. V. Gauvrilyuk

Irkutsk State University
(Submitted January 9, 1998
Pis’'ma Zh. Tekh. Fiz24, 79—-83(August 26, 1998

An investigation was made of the propagation velocity of magnetoelastic oscillations andEthe
effect as a function of the magnetic annealing temperature and the external magnetic field

in iron-based amorphous metal alloys. It is shown that this dependence is nhonmonotonic. The
extreme values of the propagation velocity of the magnetoelastic oscillations andethe

effect only coincide in a specific range of annealing temperatures. As the annealing temperature
increases, the extreme values of the magnetoelastic characteristics shift toward larger

magnetic fields. ©1998 American Institute of Physid$$1063-785(18)03108-5

Annealing in a magnetic field is used to improve theagreement was observed between the fields corresponding to
magnetoelastic characteristics of iron-based amorphoutie maximumAE effect and the minimum propagation ve-
metal alloys. The aim of the present study is to investigatdocity of the magnetoelastic oscillations. Annealing at 440 °C
the influence of the annealing temperature on the propagalso results in a difference between the fields corresponding
tion velocity V of the magnetoelastic oscillations and theto the extreme values &f and theAE effect.
magnitude of theAE effect (AE/Eq=(Eq—En)/Eq, Where 4. As the annealing temperature increases, the minimum
E, is the elastic modulus of the sample in the demagnetizedf V and the maximum of thAE effect shift toward larger
state ancEy is the elastic modulus in the magnetic field magnetic fields.
the amorphous metal alloy ge—B,3 5 Sk—Cr, (the Rus- 5. The inset to Fig. 1 gives the propagation velocity of
sian analog of Metglas 2605 $(Refs. 1 and 2 the magnetoelastic oscillations as a function of the sample

Samples in the form of narrow strips measuring 0.05annealing temperature in a magnetic fiele- 80 A/m. Simi-

X 0.002<3-10 ° m were annealed for 20 min at tempera- lar curves are also obtained for other values of the applied
tures between 330 and 440°C in a magnetic field ofmagnetic fieldH. It can be seen from this graph that the
160 kA/m applied transversely to the sample length. Thevalue of V has a minimum at an annealing temperature of
purpose of the annealing was to remove internal stresse®)0 °C.

formed during the fabrication of the alloys and also to pro-  These results may be explained as follows.

duce a periodic domain structure with the axis of easy mag- At fairly low annealing temperatures the domain struc-
netization oriented perpendicular to the sample length. Théure of the samples is inhomogeneous because of the pres-
rearrangement of the domain structure under the influence @nce of internal stress&s.Thus, the rearrangement of the

a magnetic field directed along the sample length should indomain structure is a complex combined process involving
volve uniform rotation of the magnetization. The propaga-rotation of the magnetization and displacement of the do-
tion velocity of the magnetoelastic oscillations and the mag-smain walls. The displacement of non-180° domain walls has
nitude of the AE effect were varied by a resonance- a different influence on thAE effect and the propagation
antiresonance methddA static magnetic field and a weak, velocity of the magnetoelastic oscillations. Thus, the field
varying magnetic field1 A/m) required to excite magneto- corresponding to the maximuhE effect differs from that
elastic oscillations were applied along the length of thecorresponding to minimuri. As the annealing temperature
samples. increases and the internal stresses relax, the domain structure

Figures 1 and 2 give the experimental dependence of theecomes more homogeneous. In this case, the dominant re-
propagation velocity of the magnetoelastic oscillations andarrangement process involves the uniform rotation of the
the AE effect on the external magnetic field for samplesmagnetization. Thus, the field corresponding to the maxi-
annealed at temperatures between 330 and 440 °C. An analjjum AE effect coincides with the field corresponding to the

sis of these results yields the following conclusions: minimum propagation velocity of the magnetoelastic oscilla-
1. At all annealing temperatures the depende¥i¢d) tions. At higher annealing temperatures the amorphous metal
has a characteristic minimuifig. 1). alloy begins to crystallize, giving rise to internal stresses in

2. At annealing temperatures between 370 and 430 °Ghe sample. This should result in a difference between the
the minimum propagation velocity of the magnetoelastic osfields corresponding to the extrema of th& effect and the
cillations and the maximumE effect are obtained for the propagation velocity of the oscillations, as is observed ex-
same external magnetic field. perimentally.

3. At annealing temperatures between 330 and 360 °C no It was shown in Ref. 6 that the minimum of the elastic

1063-7850/98/24(8)/3/$15.00 657 © 1998 American Institute of Physics
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FIG. 1. Propagation velocity of magnetoelastic oscilla-
tions as a function of the external magnetic field at vari-
ous annealing temperatures.

modulus in a magnetic field and the maximum of the From Ref. 7, the expression for the elastic modulus in

effect in alloys with a band domain structure are determinedhe magnetic field,, may be expressed as a function of the

by the field at which the domain wall structure undergoes anisotropy constari in the form

Bloch—Neel transition. As the magnetic annealing tempera-

ture increases, the induced anisotropy field increases, in-  Ep=Eq[2K—3\0]3/{[2K —3\ 013+ IN2MZH?E )},

creasing the field at which the domain wall structure changes 1)

and this has the result that the minima of the elastic moduli,

the propagation velocity of the magnetoelastic waves, anwhere\g is the saturation magnetostrictioll is the satu-

also the maximum of thA E effect are shifted toward larger ration magnetizationg are the external elastic stresses, and

fields. E,q is the elastic modulus in the absence of a magnetic field.
The propagation velocity of the magnetoelastic oscilla-Assuming that the relation between the propagation velocity

tions in the magnetic fieltH=80 A/m at temperatures be- of the magnetoelastic oscillations and the elastic modulus

tween 330 and 400 °C decreases with increasing annealinggan be written as

temperature because of the reduced anisotropy caused by the

internal stresses. As a result of the incipient crystallization of V= (Ey/p)*?, (2

the amorphous material at 400 °C and with further increase

in the annealing temperature, the anisotropy field increasesyherep is the density of the sample, we obtain the following

under these conditions the increase is caused by atomixpression for the propagation velocity of the magnetoelastic

ordering. oscillations:

14 AE /EO

FIG. 2. Dependence of theE effect on the external mag-
netic field at various annealing temperatures.

°G

-
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V={(E, /p)[ZK—3)\50']3/([2K—3)\50']3 2]. B. Restorff, M. Wun-Fogle, K. B. Hathaway, and A. E. Clark, J. Appl.
Phys.69, 4668(199J).
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4J. D. Livingston, Phys. Solid Sta&6, 637 (1979.
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Modulation of the polarization of semiconductor laser radiation at constant
output power

G. S. Sokolovskil, A. G. Deryagin, and V. |. Kuchinskil

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted February 25, 1998
Pis’'ma zZh. Tekh. Fiz24, 84—90(August 26, 1998

The degree of polarization of “doubly”-modulatgtdy the pump current and the optical
confinement factgrlaser radiation is analyzed by applying a method of analyzing the stability of
the solutions of systems of Lyapunov differential equations to a system of rate equations.

An analysis of the system of rate equations yielded its eigenvalues, also called stability
coefficients, which are the characteristic time for a transition of the system from one

state to another. The behavior of a doubly modulated laser was modeled mathematically and it
was demonstrated that the polarization of the laser output radiation can be controlled

with almost constant output power. @998 American Institute of Physics.
[S1063-785(18)03208-X

The switching, coexistence, and bistability of the TE/TM plying voltage to additional side contacts on the laser diode
polarizations of strained-layer semiconductor laser radiatiomleposited on each side of the stripe.
was observed in Refs. 1-4. A phenomenological model to  The system of rate equatidhallowing for the optical
explain the polarization switching effect and polarization bi-confinement factor gy of the TE/TM modes has the form
stability was developed in Refs. 5 and 6. Then, in Ref. 7 we(

derived analytic expressions for the polarization switching dN

time for semiconductor laser radiation which can be used tg
estimate the influence of the laser diode parameters on th
polarization of the output radiation.

Modulation of the polarization state of the radiation in
fiber-optic communication linedOCLS9 suppresses the an-
isotropic saturation of the gaiipolarization hole burningin
erbium fiber-optic amplifiers, which can cause appreciabl
deterioration of the optical signal-to-noise ratio in extralong-
range FOCLs with optical regeneration of the transmitted
signal® Modern FOCLs use expensive high-speed polariza
tion scramblers to depolarize the optical signal. Thus, semi-
conductor lasers with depolarized radiation are very promis-

1
5= q—v—gTE(N—NTE)(l—SEESTE—SEMSTM)STE

N
—gmm(N=Nm)(1—emeSre—eumStm)Stm— =

T
dSre _
T I'reg7e(N—N1e) (1~ eeeSre— eemSrm) Sre
N Sre
+lhef— - Py
dSry
P TE It tm(N—Nv) (1= epeSre— emmStv) Stm

Stm

ing radiation sources for FOCLs because they can easily bg§

integrated with optical modulators in a single compact
monolithic device.

+lhwB—— p

@

Here we examine the possibility of double modulationWhereN is the carrier concentratioSg/my is the density of

(by the pump current and by the optical confinement factor
of a semiconductor laser to directly control the polarization
and in particular, to obtained depolarized laser radiation.
The basic idea of double modulation is as follows. The
watt—ampere characteristic of a laser with polarization

f

TE/TM polarized photonsgg/ry IS the linear gain for the
TE/TM-polarized light,71g/ry is the lifetime of the TE/TM-
polarized photonsNtgmy is the transparency concentration

or the TE/TM-polarized light,r is the carrier lifetime g;;

are the nonlinear gaing is the coefficient of spontaneous
emission is the elementary charge, akdis the volume of

switched output radiation has a region where the degree %e active region

polarization and the output power depend linearly on the

pump current. The position of the polarization switching mer

Systems of rate equations are usually analyzed by nu-
ical integration, which unfortunately cannot provide an

region on the watt—ampere characteristic depends in particnéxpncit description of the dynamics of the polarization
lar on the optical confinement factor. Thus, by modulatingswitching process for heterolaser radiation. In Ref. 7, how-
the optical confinement factor, it is possible to alter the deever, we suggested that a metiHbadf analyzing the stability
gree of polarization and by modulating the pump current, itof systems of Lyapunov differential equations could be ap-
is possible to keep the output power constant. plied to a system of rate equations. As a result of analyzing
The optical confinement factor can be modulated by apthe stability of the system of rate equations, we obtained its

1063-7850/98/24(8)/3/$15.00 660 © 1998 American Institute of Physics
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I’ mA FIG. 2. Degree of polarizatioor= S;g/(Sre+ Sry) and density of Te/TM-

FIG. 1. Watt—ampere characteristics and stability coefficients for varioud?1arzed photonSremy as a function of time with double modulation.
optical confinement factors for a laser having the following parameters:

Ore=1.45<107¢ cm¥/s, gry=1.40< 10~¢ cm?/s, 7rg=2.0 ps,rry=1.6 ps, 1 STMITE Ntemm
Nye=4.5<107cm 3, Npy=3.29x107cm %, r=3ns, eg=20 P1EmM=Lremndremvt| oy -
X107 e, ege=1.0x10"Yem®, eye=4.5x10 Y cn?, and gy, =6.0
x10 Y en, 1

X (1—egmmeStme) —

aV  Trvremrvre T

: )
TTEITM
wherestgy is the density of TE/TM-polarized photons in

. ) o the absence of light of the opposite polarization:
eigenvalues which are the characteristic time taken for tran-

sition of the system from one state to the other. 1 1 1 Nrgmu
The stability of the systenil) was analyzed using the STE/TMZE(—+FTE/TMTTE/TM(_V_ —))
approximation of a constant carrier concentratioiN/dt EEEMM q T
=0. Using this condition, we can perform the very conve-
nient transformation: E( +FTE/TMTTE/TM( 1 N
B 4\ eegmm qVv T @)
_ FTE/TMTTE/TM{i_ Nre/mm _ 1 ‘
( dSTE 1 Sre Stm N+te eeegnm AV T T remmStemmTremmT
T_FTEQTET<Q_\/_ I'yeTre - Frm7rm - T)
X (1— & ceSre— & eySry) Sre— Ste It was shown in Ref. 7 that three combinations of stability
EESTE SEMSTMISTE - oo coefficients Prgy are possible: both coefficients are
\ ds; 1 s, S, N (2)  positive—TE and TM modes coexist; both coefficients are
—M=FTMgTMT<—— E __T™M _ NM) negative—state of bistability; and lastly, the stability coeffi-
dt qV. Trerw w7 T cients have different signs—the laser emits radiation of that
Stm particular polarization for which the eigenvalue is negative.
\ X (1= emeSrte~ emmStim) Stm— m Figure 1 gives the watt—ampere characteristics of a laser

for the TE- and TM-polarized emission plotted for two dif-
ferent values of the optical confinement factor It can be
After linearizing the modified system of rate equationsseen that changes in the optical confinement fadigsry
(2), we obtain its eigenvalues which, according to Ref. 10,can alter the position of the polarization switching point on
are also called thén)stability coefficients: the laser watt—ampere characteridfiég. 1). For the laser
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parameters used in the simulation, a 10% change in the op- The polarization switching region for modulation of
tical confinement factor can alter the polarization switchingl'tg/my is limited by the switching currents at maximum and
current almost by a factor of 1.5. However, a change in theninimumI’'. Note that the existence of hysteresis on the laser
optical confinement also leads to changes in the laser extewatt—ampere characteristican substantially reduce the po-
nal differential efficiency, i.e., variation of the output power larization switching region determined from Ref. 5.
for the same pump current. Thus, by modulating the optical To sum up, we have examined the possibility of double
confinement factor and keeping the output power constant bsnodulation(by the pump current and the optical confinement
suitably varying the pump current, we can continuously tundactor of a semiconductor laser to control the polarization of
the degree of polarization of the laser radiatifig. 2). The the laser radiation. The behavior of a doubly modulated laser
relaxation oscillations observed as a result of changes in theas modeled numerically, and this showed that the polariza-
optical confinement factor, can be almost completely elimi-tion of the laser output radiation can be controlled with al-
nated by a phase shift of the pump current modulation relamost constant output power.
tive to the phase of thE+gmy modulation® In conclusion, the authors are grateful to F. N. Timofeev

Using Eq.(2), to simplify the calculations of the modu- for fruitful discussions which provided the stimulus for this
lation amplitude of" ¢y, We can also determine the polar- work.
ization switchingdl s, i.€., the pump current corresponding to This work was supported financially by the Russian
the unpolarized laser output radiation. Its accurate value caRund for Fundamental Researn@roject No. 96-02-17864a
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Results are presented of an investigation of the photoelectric characteristics of silicon
metal—insulator—metal switching structures with a thin-film insulating layer of rare-earth fluoride.
Studies of the steady-state and kinetic characteristics of the photocurrent revealed that in the
low-resistivity state the metal—tunnel insulator—semiconductor model can be applied to the
structures. ©1998 American Institute of Physids$$1063-785(108)03308-4

The fundamental laws governing the electrical switchingradius conduction channel after the MIS structures have been
of conductance with memory, observed in film structuresswitched to the low-resistivity state. Its thickness is esti-
with fluorides of rare-earth elements, were described in Refsnated to be 10-40 A.

1-3. Characteristic features of this effect are the high rate of The investigations showed that the photoelectric charac-
change of the resistivity in the high- and low-resistivity teristics of MIS structures change appreciably after switching
states (18-10), short switching timegfractions of a mi-  to the low-resistivity state. It was established that in the high-
crosecony and low switching energy~10 8 J). Investi-  resistivity state when the leakage current through the insula-
gationg'® have shown that in the low-resistivity state a chan-tor is small, the steady-state photocurrent flowing through
nel of radius between 1 andgm forms in the insulator film, the MIS structure is also negligible. In this particular case,
possessing enhanced electrical conductivity and a positivéhe kinetics of the photoresponse of MIS structures is alter-
temperature coefficient of resistance, characteristic of th@ating and is characterized by purely capacitive initial and
metal phase. Here we describe the photoelectric properties &ihal current surges.

silicon metal—insulator—semiconductofMIS) switching After the MIS structures have switched to the low-
structures with fluorides of rare-earth elements. resistivity state, their photoelectric characteristics change ap-

Insulating films of cerium, dysprosium, and erbium fluo- preciably and become similar to the behavior typical of
rides were prepared by thermal deposition of powdered fluometal—tunnel-thin insulator—semiconduct@vTIS) struc-
rides of rare-earth elements in vacuum. The substrates for tHeres. Figure 1 gives the reverse branches of the current—
MIS structures were- or p-type single-crystal silicon wa- Voltage characteristics of Al-CgFSi MIS structures in the
fers of the type KE-5(111) or KDB-4,5100), respectively. low-resistivity state, measured with a low load resistance un-
The photoelectric characteristics of the silicon MIS struc-der cw illumination. It can be seen that in the initial section
tures with rare-earth fluorides were investigated under cw/ <V® the measured photocurrent is negligible and is lim-
illumination and when the structures were exposed to monoited by the leakage current through the insulator. Nor
chromatic radiation pulses of different duration. For the>V® the photocurrent saturates and the applied voltage is
measurements we used structures with upper aluminum
contacts of areaA=2.45x10 3 cn?. The intensity of
the incident radiation was betwedr=4.8<10" and 4.8 |,
X 10*® quantafcn?- s) ath =0.63um. The source of pulsed
monochromatic radiation at=0.93um was an AL 106A 2
gallium arsenide light-emitting diode.

It has been established that the current—voltage charac
teristics of MIS structures in the high-resistivity state are
almost symmetric and are described by the Poole—Frenke
mechanism. After switching to the low-resistivity state, the 4+
current—voltage characteristics of MIS structures are unipo-
lar with a rectification factor of 10— f0 An analysis shows
that the unipolarity of the current—voltage characteristics of
structures in the low-resistivity state is attributable to the ¢35 |
properties of the interface between the low-resistivity con-
duction channel and the semiconductor. The spread of value
of the forward and reverse currents and the rectification fac- ¢+ L
tor observed for different samples can be explained by the
presence of a layer of tunnel-thin insulator at the interface
with the semiconductor. This layer is formed in the small-FIG. 1.
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incident on the space charge region. Estimates show thar;¢®, A ]
changes iV are mainly caused by variation of the voltage e i S
drop at the insulator, which wagg~1.5-12.2 V. 15 a

Thus, under the experimental conditions a situation is / \
achieved where an appreciable fraction of the voltage appliec 10
to the MTIS structure enters the insulator and photocurrent / \
amplification may occur. This case is typified by an increase / \
in the current of majority carriers tunneling from the metal to 5
the semiconductor as the reverse bias of the illumination / \
intensity increases. The majority carrier photocurrent be- 0
comes comparable with or greater than the current of minor-
ity carriers, which implies amplificatioh®

The kinetic characteristics of the photocurrent in the jjpéa 0 200 400 600 800 1, pus
low-resistivity state with a reverse bids=—32 V applied
to the structure are accurately approximated by a hyperbolic 4
dependence of the following type:

( 1 n b
L SN
1+ —
| " |
Jp(t)zl*Mp 1) 2
! 1N
2 ,
] IHEN
\ Td 1 I \

where the first equation corresponds to the illumination be- U - -
ing switched on at timé=0 and the second corresponds to it ~
being switched off at=0; M,=(J,+J,)/J, is the photo- 0
current gain for structures with antype substratd,* is the 0 40 80 120 t, g5

flux of electron—hole pairs generated by the light per unit
. . - o FIG. 2.
time, 74 is the characteristic relaxation time, adgandJ,
are the photocurrents of majoritielectron$ and minority _
(holeg carriers, respectively. the kinetic characteristics were in the randes between

An investigation of the kinetic characteristics of the pho-2.7x 10" and 2.2<10"® and D, between 1.% 10 *° and
tocurrent using the oscilloscope traces of the photoresponse7x 1078,
reveals sections of capacitive current when the illumination  To conclude, these investigations have shown that it is
is switched off and on. Figure 2a shows a complete trace gbromising to use silicon MIS structures with rare-earth fluo-
the photocurrent of an Al-CgFpSi structure in the low- rides as electrical switches and photodetectors exhibiting in-
resistivity state, illuminated by a rectangular light pulse withternal photocurrent amplification.
a dc voltageV=—32 V applied to the structure. Figure 2b
gives this characteristic for shorter pulse durations which al-
lows the initial and final purely capacitive current surges to 12/1-93-2%2?1'(? ahndP';]/l- B-L SE%"T??I?igzi;]ma Zh. Tekh. Fi(5), 74

H H H H H H ov. lecn. yS. ettls, .

be exammed n great*er detail. This .Current IS given by thezv. A. Rozhkov and M. B. Shalimova, Fiz. Tekh. Poluprovo@7, 438
expressionl,(0)=qAl* =1.3 uA and is equal to the photo- (1993 [Phys. Solid State7, 245(1993].
generation current of minority carriers. This current is estab-3v. A. Rozhkov and N. N. Romanenko, Pis'ma Zh. Tekh. Fi#(22), 6
lished within a time much shorter thar and is determined 421933 [JeICh-SPCYSK- Lett19, 703(\1/9?3'} sorov. Fiz. Tekh. Pl ]
. - P . Ya. Vul', S. V. Kozyrev, and V. |. Fedorov, Fiz. Tekh. Poluprovodn.
by the greater of _e|ther the carrier tra_nsn times through the 15, 142 (1981 [Sov. Phys. Semicond5, 83 (19811,
space charge region &C. The saturation photocurrent ex- sa va. vur, v. I. Fedorov, Yu. F. Biryulinet al, Fiz. Tekh. Poluprovodn.
ceeds],(0), which implies photocurrent amplificatidiThe 15, 525(1981) [Sov. Phys. Semicond.5, 297 (1981)].
andn-type silicon structures, respectively. The tunnel trans- V0™ 17 1471(1983 [Sov. Phys. Semicond7, 933 (1983].
mission characteristics of the insulator layer determined fronTranslated by R. M. Durham
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