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Coherent state of a chain of Josephson tunnel junctions
A. V. Arzumanov, V. K. Kornev, G. A. Ovsyannikov, and A. D. Mashtakov

M. V. Lomonosov State University, Moscow; Institute of Radio Engineering and Electronics,
Russian Academy of Sciences, Moscow
~Submitted December 22, 1997!
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The regions of stability of coherent Josephson oscillation in a chain of Josephson tunnel
junctions with nonlocal electrodynamic coupling were studied by means of a numerical simulation
of the dynamics of this structure using the Wertheimer macroscopic theory of Josephson
junctions. The possibility of using these systems to develop generators of narrow-band
electromagnetic radiation at frequencies of 1 THz is discussed. ©1998 American
Institute of Physics.@S1063-7850~98!00108-6#
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INTRODUCTION

The use of synchronous multi-element Josephson st
tures instead of single Josephson elements offers great p
ise for the development of phased generators of narrow-b
electromagnetic radiation in the submillimeter and ne
infrared wavelength ranges.

Two main requirements can now be formulated
promising types of Josephson multi-element synchron
structures from the practical viewpoint: a! strong interaction
between the Josephson elements which would ensure m
mum stability of the coherent state over any spread of
ment parameters, and b! high-frequency coherent oscillation
~of order 1 THz or higher!. Theoretical analyses of multi
element Josephson structures are extremely involved, so
lytic estimates have been obtained for single cells of th
structures only in the limit of weak electrodynamic coupli
between Josephson elements and in the absence of an
trinsic capacitance.1 However, various numerica
calculations2 have indicated that if the Josephson eleme
have a finite intrinsic capacitance, where the McCumber
rameterb[(2e/\)I cRN

2 C has values close to 1 (I C is the
critical current,RN is the normal-state resistance, andC is
the capacitance!, stronger interaction takes place betwe
these elements. Rejecting these data, the authors of R
analyzed cells with strong electrodynamic coupling betwe
Josephson elements withb;1 by means of a numerica
simulation of their dynamics using an extremely simple
sistive model of the Josephson elements. A subsequent,
detailed study of these structures revealed that in chains
nonlocal electrodynamic coupling between the Josephso
ements~Fig. 1! stronger interaction may take place at d
placement currentsI ,I C ~return branch of the hysteresis pa
of the current–voltage characteristic! for values of the
McCumber parameterb;10. These conditions can b
achieved in nonshunted niobium Josephson tunnel elem
with a critical current densityj c'3 – 5 kA/cm2 for which the
area of the Josephson junction isS'10mm2. This motivated
us to make a numerical simulation of the dynamics o
similar chain of Josephson tunnel elements using a m
accurate model based on the Wertheimer theory.4 The results
5811063-7850/98/24(8)/3/$15.00
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of an investigation of the stability of the coherent Joseph
oscillation in this type of one-dimensional structure are p
sented here.

REGION OF STABILITY OF THE COHERENT STATE

Analytic results obtained for weak electrodynamic co
pling between Josephson elements in the cell of a o
dimensional structure indicate that in-phase oscillation
curs only when the imaginary part of the conductanceY of
the coupling circuit is inductive and the region of stability
the coherent state with respect to differences in the crit
currents is proportional to ImY at the oscillation frequency.1

In cases of strong coupling, i.e., when the impedance of
electrodynamic coupling circuit is low, the impedance of t
Josephson element itself must also be taken into acco
Thus, numerical simulations of the dynamics of this on
dimensional structure showed that the maximum region

FIG. 1. Series chain of Josephson tunnel elements with anRL nonlocal
electrodynamic coupling circuit. The dotted line encloses a single cell of
structure.
© 1998 American Institute of Physics
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stability of the coherent state for a finite impedance of
coupling circuit comparable with the impedance of the
sephson element occurs forr[R/RN'0.7, l[L/L j'0.5,
whereL j5@(2e/\)I C#21 is the characteristic inductance o
the Josephson junction.3 In this case, the Josephson eleme
undergo fairly strong frequency-dependent shunting by
circuit impedancezs[ZRN5r 1 j v l , where v is the fre-
quencyV normalized to the characteristic frequency of t
Josephson junctionVc5(2e/\)I CRN , and this shows up
most clearly at dc current~see the current–voltage characte
istics of the Josephson elements in Fig. 2!.

The regions of existence of coherent Josephson osc
tion in a single cell formed by two Josephson elements a
function ofv andD i C[(I C12I C2)/(I C11I C2) are shown in
Fig. 3 for b510 and various parameters of the coupli
circuit r and t. The coherent state shows maximum stabil
against the spread of critical currents between the Josep
elements in the plasma frequency rangevp[b1/2'0.3. In
this range, even for large differencesD i C , the interaction of
the Josephson junctions is characterized by large-ampli

FIG. 2. Current–voltage characteristics of a single tunnel element~a!, a
tunnel element shunted by anRL circuit with r 50.7, l 50.5 ~b!, and of
elements in a single cell of a chain withr 50.7, l 50.5 and the critical
current differenceDI c530% ~c!. The voltageV is normalized to the gap
voltageVg .
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FIG. 4. a — Maximum permissible difference in the critical currents of t
Josephson elementsD i c[(I C12I C2)/(I C11I C2) for the coherent state of a
two-junction cell as a function of the parameterb for r 50.7 andl 50.5,
calculated using the Wertheimer model~solid curve! and the resistive mode
~dashed curve!; b — amplitude of the cell voltage oscillations as a functio
of frequency forr 50.7, l 50.5, and various values of the parameterb.

FIG. 3. Regions of existence of coherent states in a single cell of
one-dimensional structure for fixed values ofl andb and various values of
r ~a!, and also for fixedr andb and variousl ~b!, where the dashed curve
corresponds tol 50.1, the solid curve tol 50.5, and the dot-dash curve t
l 54.
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currents through the outermost inductances of the coup
circuit and a relatively small-amplitude current through t
central inductance. For the chain as a whole, this situa
corresponds to nonlocal interaction between the Josep
elements. At higher frequencies, local interaction betw
the Josephson elements predominates, this being chara
ized by a substantially larger-amplitude current through
central inductance for the same values ofD i C . In this range,
the coherent state exhibits maximum stability to the criti
current spread at oscillation frequenciesv'2 – 3vp .

In the resistive model the dependence of the maxim
permissible critical current differenceD i C of the Josephson
junctions in a cell on the McCumber parameter has a ge
sloping maximum atb'5 – 16. The microscopic Wertheime
model gives a narrower extremum atb'5 – 7 ~Fig. 4a!. Al-
though forb.10– 15 the differenceD i C may be some tens
of percent in this last case, the amplitude of the synchron
oscillation within the region of synchronization decreas
rapidly with increasingb and oscillation frequencyv ~Fig.
4b!. It should also be noted that the phase difference of
Josephson oscillation within the synchronization range
pends onD i C and varies between 0 forD i C50 andp/3 at
the boundary of this range. In this case, the amplitude s
mation factor varies between 1 and 0.5.
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The fabrication technology for niobium Josephson tu
nel functions has now reached the stage where we can
duce junctions withb'6 – 10 (S'10 mm2) with a techno-
logical spread of critical currents and critical current dens
j C'3 – 5 A/cm2 (VC'0.5– 1 mV) within a single substrat
in a fairly narrow rangeDI C'6 – 10% ~Ref. 5!. It is thus
quite realistic to use this type of one-dimensional Joseph
structure to develop a generator of narrow-band electrom
netic radiation tunable by a factor of three or four at freque
cies up to 1 THz.

This work was partly financed under the State Progr
‘‘Topical Trends in the Physics of Condensed Media
~Project No. 98051! and the ‘‘Integration’’ Scientific-
Educational Center~Project No. 461!.
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Discrete Markov chains are used to model the kinetics of microplastic deformations in
polycrystalline copper as a multilevel hierarchical process. The quantitative contribution of each
structural level to the average deformation is determined. ©1998 American Institute of
Physics.@S1063-7850~98!00208-0#
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The present paper develops the concepts of polycry
deformation processes using a statistical multilevel interp
tation. The deformable material being studied~MO copper!
is considered as a multilevel hierarchical system.1 The task
of the investigations is as follows:

— to determine the boundaries of the ranges of work
the material on the structural level being analyzed

— to determine the quantitative contribution of ea
structural level to the average deformation;

— establish a correlation between the statistical a
physical models.

Following the procedure used in Ref. 2, the microplas
deformations over the lengthX ~translational«xx , gxy , and
rotationalvz) may be described as a function of the avera
macroscopic deformation of the sampleej by certain random
functions f i , j (x/ej ); i 51,2,3 and analyzed on three stru
tural levels:

i 52 — cooperative processes at the level of an
semble of grains;

i 53 — intergranular plastic deformations;
i 54 — intragranular plastic deformations.

The index 1 denotes the structural level associated w
the evolution of the average macroscopic deformation of
sample as a whole.

The idea of describing the kinetics of plast
deformations in terms of Markov processes is based
the assumption that the microplastic deformation increme
at each structural level are statistically independent. An
vestigation of the autocorrelation functions for«xx , gxy , and
vz confirms that the process is Markovian to varyi
degrees.2

In accordance with the classification of Markov chain
the state of the material at level 1 can be defined as abs
ing, while that at levels 2, 3, and 4 is defined
self-avoiding.3 The work of the material during the deforma
tion process may be described by a Markov chain with f
states and is represented by a signal graph of the states~see
Fig. 1!.

The transition matrix for the four-state model is give
by:
5841063-7850/98/24(8)/2/$15.00
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P5S 1 u 0 0 0

— u — — —

P21 u P22 0 0

P31 u P32 P33 0

P41 u P42 P43 P44

D ,

where we haveP1151, P125P135P1450, P235P245P34

50 from the definition of the self-avoiding and absorbin
states.3

We give the transition matrix in the canonical form

P5S I 0

R QD .

The submatrixQ describes the behavior of the material in
set of self-avoiding states. The submatrixR only includes
elements characterizing the transition from self-avoid
states to the absorbing state. The variation of the elemen
the submatrixQ as a function of the conditions of a facto
experiment allows us to determine the characteristics of
absorbing chain directly in terms of the fundamental matri3

N5~ I 2Q!21.

Each element of the fundamental matrix implies
average number of times the process reaches a given
avoiding state, and the sum of the values along the ro

FIG. 1. Signal graph of states of a deformed polycrystalline material.
© 1998 American Institute of Physics
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characterizes the entire contribution of each level to the
erage deformation of the material. Table I gives an exam
of the calculations of the fundamental matrices for a sam
with maximum plasticity for the rotational and shear comp
nents.

All the samples, particularly at the stage of strong def
mations, show various anomalies in the calculations of
contribution of the scale levels to the macroscopic deform
tion. The coefficient denoted byS i may be regarded as th
degree of inclusion of the physical mechanisms of pla

TABLE I.

Matrix
Deformation N S i

1.154 0 0 1.154
0.073 0.588 1.063 0 1.651

0.425 0.049 1.01 1.475
1.266 0 0 1.266

0.054 0.202 1.016 0 1.218
0.466 0.113 1.016 1.595
v-
le
le
-

-
e
-

c

deformation in the appropriate modes on the different sc
levels. Comparing, for example, the coefficien
1.266.1.218 for the rotational modes, we can say that
rotational mechanism comes into operation at the gr
group level, which agrees well with studies o
superplasticity4 where it was shown that one of the mech
nisms responsible for superplasticity is a system of displa
ment of nonadjacent grains. The inequality 1.651.1.475 of
the coefficients for shear deformations suggests the prefe
tial evolution of noncrystallographic slip embracing seve
grains.

1V. E. Panin, Yu. V. Grinyaev, V. I. Danilov,Structural Levels of Plastic
Deformation and Damage@in Russian#, Nauka, Novosibirsk~1990!,
255 pp.

2V. V. Ostashev, and O. D. Shevchenko, Abstracts of Papers present
the 32nd Seminar on Topical Strength Problems, St. Petersburg, 199@in
Russian#, pp. 35–36.

3J. G. Kemeny and J. L. Snell,Finite Markov Chains~Van Nostrand,
Princeton, N.J., 1960, reprinted Springer-Verlag, New York, 1976; Nau
Moscow, 1970, 346 pp!.

4O. A. Ka�byshev,Plasticity and Superplasticity of Metals@in Russian#,
Metallurgiya, Moscow~1975!, 279 pp.
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The concept of an analytic signal is used to show that the stochastic synchronization of bistable
systems corresponds to locking of the instantaneous phase of the oscillations in complete
agreement with the classical theory of phase synchronization. ©1998 American Institute of
Physics.@S1063-7850~98!00308-5#
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The fundamental phenomenon of forced and mutual s
chronization of self-oscillatory systems1 was observed quite
recently and has been studied in systems with determin
chaos2,3,9 and time-scale-controlled noise.4–8 If the phase
space of a chaotic system has a direction in which one of
Lyapunov exponents is zero, the concept of instantane
phase9 can be introduced and the frequency locking eff
can be investigated using methods of phase synchroniza
theory. Another class is represented by nonlinear syst
which in principle cannot possess natural deterministic
quencies. Their dynamics depends strongly on the noise
tensity which controls the characteristic time scales of
system.

A typical model in this class is a stochastic bistable s
tem which describes the motion of a Brownian particle in
two-well potential. The characteristic time scale for th
model is represented by the average time to escape from
potential well~the Cramers time10!. Stochastic bistable sys
tems perturbed by a weak periodic system have recently
tracted close attention in connection with studies of the s
chastic resonance effect.11,12The response of the system to
weak periodic perturbation is amplified substantially a
reaches a maximum at an optimum noise level~in the sto-
chastic resonance regime!. In the limit of a small-amplitude
periodic force, the spontaneous resonance is described u
linear response theory.13,14

However, as the signal amplitude increases~but still re-
mains low compared with the potential barrier!, the sponta-
neous resonance acquires features of an external synch
zation effect, which are recorded from the changes in
structure of the probability density of the residence times
the system in metastable states.4 Moreover, the average
switching frequency is locked in a wide range of noise
tensity and regions of synchronization similar to Arno
tongues appear on the ‘‘noise intensity–signal amplitud
plane.6 Synchronization under stochastic resonance co
tions is accompanied by ordering of the output signal fr
the bistable system which is recorded from the decreas
the Shannon entropy.7 In coupled stochastic bistable system
mutual synchronization of noise-induced switching proces
is observed.5,15 In this situation the system has absolutely
deterministic time scales. Unlike the classical synchroni
tion of self-oscillatory systems having determinis
natural frequencies, global time scales, defined as mom
5861063-7850/98/24(8)/4/$15.00
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of the distribution function, interact in stochast
synchronization.5,8

The aim of the present paper is to describe the synch
nization of stochastic bistable systems under stochastic r
nance conditions in terms of phase synchronization the
The resulting complexity in the determination of the insta
taneous phase of a stochastic signal can be overcom
using the concept of an analytic signal16,17 which is widely
used in radiophysics18,19 and in signal processing theory.20

This method was successfully used to study phase sync
nization of chaotic systems.9

By an analytic signalz(t) we understand the comple
function z(t)5s(t)1 isH(t)5a(t)eif(t), where the function
sH(t) is the Hilbert transform of the initial signa
s(t):sH(t)51/p*2`

` s(t)dt/(t2t) ~the integral is taken in
the sense of the Cauchy principal value!. The instantaneous
amplitude a(t) and phasef(t) of the signal s(t) are
uniquely determined using the expressions given above.
recall that for synchronizable noisy self-oscillatory system
the dynamics of the phase differenceDf is described by the
universal stochastic differential equation

Dḟ5d2e sin~Df!1j~ t !, ~1!

where the mismatch parameterd is determined by the differ-
ence between the natural frequency of the self-excited os
lator and the frequency of the force~or the difference be-
tween the natural frequencies of the mutually synchroni
oscillators!, e is the nonlinearity parameter, andj(t) is the
noise source.21 This stochastic differential equation describ
Brownian motion in the potential V(Df)52dDf
2e cos(Df). In the absence of noise, synchronization occ
when d,e holds: the phase difference tends to the fix
value Df05arcsin(de)12pj. However, when the noise i
taken into account, the phase difference ford,e will fluc-
tuate for a long time in accordance with the motion inside
potential wellsV(Df) and will occasionally jump between
wells, changing abruptly by 2p ~Ref. 21!.

The base model to investigate stochastic resonance i
overdamped stochastic system perturbed by the peri
force:

ẋ5ax2x31A2Dj~ t !1A sin~vt !, ~2!

where j(t) is the Gaussian white noise, the parameterD
determines the noise intensity, and the parametera deter-
© 1998 American Institute of Physics
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FIG. 1. a — Time dependence of the phase difference for comp
~curve 1, D50.9) and partial~curves2 and 3, D51.15 andD
50.45) phase synchronization of stochastic oscillations; b — time
dependence of the phase difference in the absence of phase
chronization for intensitiesD50.3 ~curve1! andD51.7 ~curve2!;
c — dependence of the average frequency~solid curve! and mean
switching frequency~dashed curve! on the noise intensity for
A50 ~curve 1!, A54.0, v50.01 ~curve 2!, A54.0, v50.03
~curve3!.
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mines the depth of the symmetric potential wells~in our case
a55). In the absence of a periodic signal and with we
noise, the characteristic time scale of the system is de
mined by the Cramers velocity or the average frequency
departure from the metastable state:10 V05(a/A2p)
3exp(2a2/4D). In the course of a numerical simulation o
the stochastic differential equation~2! calculations were
made of the instantaneous phase difference of the bist
oscillator and the periodic signalDf(t)5f(t)2vt, and the
k
r-
f

le

mean frequencyV5^ḟ& of the stochastic processx(t) was
determined. The mean switching frequency of the bista
system was also calculated.6

Figures 1a and 1b show the phase difference as a fu
tion of time for various noise intensities for the caseA
54.0, v50.01. These results demonstrate the fundame
difference between the dynamics of the phase difference
various noise intensities. Curve1 in Fig. 1a corresponds to
the case where the phases of the signal and the stoch
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system are synchronized or locked: the phase difference
tuates around a certain fixed value. In this case the m
frequency of the processx(t) coincides with the signal fre
quency. Note that the time evolution of the phase differe
may be described qualitatively using the stochastic differ
tial equation~1!. In the absence of synchronization~curves2
and 3 in Figs. 1a and 1b!, the phase difference increas
without bound. Figure 1c gives the mean frequencyV and
the mean switching frequency determined neglecting the
tion 4 within the well as a function of the noise intensity.
can be seen that the mean frequencyV, determined in terms
of the Hilbert transform, is almost the same as the m
switching frequency and demonstrates the locking effect,
inciding with the signal frequency in a certain range of no
intensities. The investigations showed that for the case
weak signal when no stochastic resonance occurs, no p
synchronization and locking of the mean frequency is
served!

We shall now consider the case of mutual stocha
synchronization.5,15 Using the base model~2!, we shall ana-
lyze a system of two coupled bistable oscillators

FIG. 2. a — Time dependence of the phase difference for various coup
parameters and mismatch parametersg52.5, D50.96 ~curve 1!, g51.5,
D51.2, D50.8 ~curves 2 and 3, respectively!; b — dependence of the
difference between the mean frequenciesDV on the mismatch paramete
p5a1 /a2 for various values of the coupling parameter between the s
systems:g51 ~curve1!, g53 ~curve2!, andg54.2 ~curve3!.
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ẏ15pay12y1
31g~y22y1!1A2Dj1~ t !,

ẏ25ay22y2
31g~y12y2!1A2Dj2~ t !, ~3!

where j1 and j2 are statistically independent sources
white Gaussian noise of intensityD, p is the mismatch pa-
rameter, andg is the coupling parameter. As the couplin
parameter increases, locking of the switching frequencie
observed in the subsystems, i.e., synchronization of
switching between metastable states of the subsystem.5 We
shall show that mutual phase locking, i.e., locking of t
instantaneous switching phases of the subsystems will o
in the system~3!. Figure 2a gives the time dependence of t
phase difference of the partial subsystems for various va
of the coupling parameter and the mismatch paramete
can be seen that two qualitatively different situations oc
here: the phase difference is bounded in time when
switching processes are synchronized~curve1! and increases
when no synchronization occurs~curves2 and3!. Figure 2b
gives the difference between the average frequen
DV5V12V2 as a function of the mismatch between t
subsystems, confirming that a mutual stochastic synchron
tion effect occurs. As the coupling between the subsyste
increases, regions of mismatch parameters appear for w
the average frequencies of the subsystems are almos
same~curve3!.

To conclude, these results convincingly demonstrate
external and mutual stochastic synchronization does occu
the switching of bistable systems and can be exhaustiv
described in terms of classical phase synchronization the

The authors would like to thank M. G. Rosenblum f
discussions of the analytic signal method.
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Spontaneous long-wavelength interlevel emission in quantum-dot laser structures
L. E. Vorob’ev, D. A. Firsov, V. A. Shalygin, V. N. Tulupenko, Yu. M. Shernyakov,
A. Yu. Egorov, A. E. Zhukov, A. R. Kovsh, P. S. Kop’ev, I. V. Kochnev,
N. N. Ledentsov, M. V. Maksimov, V. M. Ustinov, and Zh. I. Alferov

St. Petersburg State Technical University
Donbass State Mechanical Engineering Academy, Kramatorsk, Ukraine
A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 6, 1998!
Pis’ma Zh. Tekh. Fiz.24, 20–26~August 12, 1998!

Spontaneous emission has been observed for the first time as a result of interband transitions of
holes and electrons between size-quantization levels in vertically coupled quantum dots
and also as a result of transitions from quantum-well states to a quantum-dot level. The spectral
range of the emission was in the far-infrared (l>10– 20mm). The long-wavelength
emission was only recorded simultaneously with short-wavelength interband emission
(l>0.94mm) in InGaAs/AlGaAs quantum-dot laser structures at above-threshold currents.
© 1998 American Institute of Physics.@S1063-7850~98!00408-X#
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INTRODUCTION

Intersubband transitions of carriers in quantum we
have already been used to develop various devices suc
far-infrared (l.10 mm) detectors and modulators~Ref. 1!,
quantum cascade2 and fountain3 lasers. The development o
methods of growing structures with self-organized quant
dots is opening up new possibilities for fabricating fa
infrared devices. So far, however, optical interlevel tran
tions in quantum dots have not been studied, except for c
of photoinduced absorption of far-infrared radiation by int
level transitions of holes and electrons in self-organiz
InAs/GaAs quantum dots.4

Here we report the first observations of spontane
emission in InGaAs/AlGaAs quantum-dot laser structures
a result of ‘‘level–level’’ and ‘‘quantum-well states–
quantum-dot level’’ transitions of holes and electrons
quantum dots. Far-infrared radiation was recorded only
gether with short-wavelength~near-infrared! interband emis-
sion (hn>«g , l>0.94mm) at currents near the lasin
threshold (I .I m). An investigation of the spontaneous em
sion is the first step in the development of a far-infrared la
utilizing interlevel transitions of holes~electrons! in quantum
dots.

SAMPLES AND EXPERIMENTAL METHOD

The samples were laser structures with layers of ve
cally coupled quantum dots described in Ref. 5. The la
active region was formed by ten Al0.15Ga0.85As layers with
self-organized In0.5Ga0.5As quantum dots. The layer thick
ness of 5 nm was comparable with the size~height! of the
quantum dots perpendicular to the layers so that the quan
dots were vertically coupled. When the distance between
cavity mirrors was approximately 1100mm, the threshold
current density Jth at T5300 K was approximately
290 A/cm2 ~threshold currentI th>0.6 A). The lasing wave-
length was around 0.94mm.
5901063-7850/98/24(8)/3/$15.00
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The near-infrared stimulated emission was recorded
ing an FD8-K photodiode. The long-wavelength~far-
infrared! emission was observed using Ge^Gu& and SîB&
photodetectors having an approximate range of sensiti
l55–29mm at temperatures close to liquid helium tempe
ture. The short-wavelength~near-infrared,l>0.94mm) ra-
diation was cut out using InSb and Ge filters. The spec
range of the far-infrared radiation was determined more
curately using BaF2, NaCl, and KBr filters. The radiation
was observed in the pulsed mode with current and radia
pulse lengths of 200 ns.

RESULTS AND DISCUSSION

Figure 1 gives dependences of the photodetector sig
for the near-infrared stimulated emission (l>0.94mm) and
the far-infrared spontaneous emission from the quantum
laser structure. It was established by using the filter ar
that the far-infrared radiation is concentrated in the ran
10–20mm. We note that the dependence of the far-infrar
spontaneous emission intensity on the laser current exh
threshold behavior, where the threshold current is close
the thresholdI th for near-infrared emission. At low tempera
tures this threshold was 0.33 A, which is approximately h
I th at room temperature, and far-infrared emission can o
be recorded together with near-infrared emiss
(l>0.94mm). Note that far-infrared emission has not be
detected in similar structures without near-infrared emissi

The appearance of spontaneous emission may be
plained with reference to the transition diagram in Fig.
Calculations6 made for pyramidal InAs/GaAs quantum do
with a characteristic linear base dimension of 8–12 nm in
cate that these have oneu000& electron level and threeu000&,
u100&, and u001& hole levels. When electrons~holes! are in-
jected into the AlGaAs layer, they are trapped for times
the order of a few picoseconds in states in the wett
layer7,8 and then undergo a transition to an electron~hole!
© 1998 American Institute of Physics
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FIG. 1. Intensity of far-infrared spontaneous emissi
~FIR, l>10– 20mm) and near-infrared stimulated
emission~NIR, l50.92mm) versus current through la
ser structure with InGaAs/AlGaAs quantum dots at t
temperatureT>30 K. The near-infrared emission wa
recorded using an Si photodiode and the far-infrar
emission using GêCu& photoresistors. The threshol
current I th is indicated for the near- and far-infrare
emission.
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level in the quantum dot. Holes may also undergou100&
→u000& and u001→u000& interlevel transitions in the quan
tum dot. Transitions from upper to lower states may be
companied by the emission of phonons7–9 or the emission of
a photon in the range 10–20mm, or ~at high carrier concen
trations! they may be accompanied by Auger-typ
processes.10 According to Ref. 7, the time taken for a trans
tion between the excited and ground state of holes is
proximately 40 ps~Ref. 8 gives tens of picoseconds!. In Ref.
4 the optical excitation of electron–hole pairs resulted in
observation of absorption peaks for transitions between h
levels in the quantum dot in the 115 meV range and elec
transitions from the quantum dot level to the continuum

FIG. 2. Diagram of optical transitions of electrons and holes between s
quantization levels of InGaAs/AlGaAs quantum dots and between state
the AlGaAs layer and levels of the quantum dots, which lead to far-infra
spontaneous emission. The unexcited~ground! levels of the electrons and
holes are depleted as a result of the induced near-infrared interband
sion.
-

p-

e
le
n

the 190 meV range. The absorption of light by the ho
saturated at an exciting light intensity around 100 W/c2

which implies that the hole levels in the InAs/GaAs quantu
dot are filled. Assuming that the level pattern and proces
in a system of coupled InGaAs/AlGaAs quantum dots
similar, we can predict that the levels in InGaAs/AlGaA
quantum dots are filled at the same optical intensity.
threshold currents I th>0.3 A(Jth>140 A/cm2) approxi-
mately twice as many electron–hole pairs are genera
compared with those generated by exciting light of intens
Jn>100 W/cm2. In this case, the ground states of the qua
tum dot are filled and holes~electrons! from excited states of
the quantum dot or quantum-well states~Fig. 2! cannot un-
dergo optical transitions to these states. Such transitions
occur under conditions where interband near-infrared ra
tion is generated, which partially depletes the ground sta
Thus, spontaneous far-infrared emission appears, its inten
being proportional to the number of carriers in the excit
statesNex and the probability that the ground states are fr
The numberNex depends linearly on the current and th
probability of filling of the lower states decreases after em
sion has occurred and the lower levels have been deplete
the stimulated emission. As the intensity of the near-infra
emission ~or the current! increases, an increasingly larg
number of quantum dots of different size become involved
the emission. This is evidenced, for example, by the differ
differential quantum efficiencyhn5dJNIR

n /dI at different
temperaturesT (hn increases asT increases from low tem-
peratures to 300 K!. For these reasons, the intensity of t
far-infrared emissionJFIR

n may increase more rapidly tha
linear, as is confirmed experimentally. Our results indic
that for I .I th we haveJFIR

n }I 2.
As the current through the structure increases, the dep

denceJFIR
n (I ) becomes slower (JFIR

n }I ), possibly as a resul
of ejection of holes~electrons! from the upper states by
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in
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high-power stimulated emission and intensified Aug
processes.10

We also observed far-infrared emission from quantu
well In0.2Ga0.8As/GaAs laser structures. The threshold c
rent for the onset of interband near-infrared emission w
approximately 0.25 A. The emission was approximately
order of magnitude weaker and did not exhibit threshold
havior. Calculations made for In0.2Ga0.8As/GaAs quantum
wells of width Lw57 nm indicate that for electrons in th
quantum well there are two size-quantization levels betw
which the energy gap is«22«15108 meV, and for the holes
there are three levels having the energies«1(HH1)
512 meV, «2(HH2)545 meV, and «3(LH1)579 meV.
Transitions between size-quantization subbands of elect
and holes in the quantum well may also give emission in
rangel510– 20mm. The number of carriers in the excite
states~upper subbands! is proportional to the current throug
the structure. The lower~ground! subbands always have un
filled states to which holes~or electrons! are transferred.
Thus, the intensity of the far-infrared emission is appro
mately proportional to the current,JFIR

n }I , and has no thresh
old, as is observed experimentally. However, it should
noted that the carrier lifetime in quantum-well excited sta
given by various authors is between fractions of a picos
ond and 1 ps, which is more than an order of magnitu
lower than that for the quantum dot. Therefore, the inten
of the far-infrared emission for quantum-well structur
should be lower than that for quantum dot structures. In f
it was observed experimentally thatJFIR

n is approximately an
order of magnitude lower for quantum wells than for qua
tum dots.

To sum up, spontaneous emission has been observe
the first time as a result of carrier transitions between lev
in quantum dots under conditions where interband sh
wavelength emission occurs in quantum-dot laser structu
The long excited-state lifetime of electrons and holes
r

-
-
s
n
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e
s
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quantum dots~tens of picoseconds! compared with the simi-
lar lifetime for quantum wells~around 1 ps! suggests that
population inversion of holes or electrons may be achie
under conditions of interband emission~where the ground
levels of the quantum dot are depleted by this emission! and
a far-infrared laser may be developed using interlevel car
transitions in the quantum dot.
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Formation of optoelectronic structures based on InAsSb/InAsSbP solid solutions
E. A. Grebenshchikova, A. M. Litvak, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 29, 1998!
Pis’ma Zh. Tekh. Fiz.24, 27–33~August 12, 1998!

An etchant having the composition HCl/CrO3 /HF/H2O is proposed for fabricating optoelectronic
devices~lasers, light-emitting diodes, and photodiodes! based on InAs solid solutions for
the 3 – 5mm spectral range. It is shown that the proposed etchant ensures isotropic rates of etching
of InAs and GaInAsSb, InAsSPbP, and InAsSb solid solutions of varying composition. An
example is given of the use of this etchant to produce high-power light-emitting diodes for the
3.3mm spectral range. ©1998 American Institute of Physics.@S1063-7850~98!00508-4#
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The last decade has seen rapid progress in the deve
ment of optoelectronic devices for the 3 – 5mm spectral
range using InAs solid solutions1,2 as a result of the increase
use of these devices for ecological monitoring and contro
various technological processes.3

The properties of optoelectronic devices depend v
strongly on the method of fabricating the optoelectronic e
ment. The most widely used methods at present are chem
techniques combined with photolithography, in which
given profile is formed on the surface of the grown epitax
structure.

The numerous publications available in the literatu
usually describe the formation of optoelectronics devices
ing chemical etchants for wide-gap solid solutions based
GaAs~Ref. 4!, GaSb~Refs. 4 and 7!, and InP~Ref. 4!. How-
ever, the number of publications on etchants for narrow-
InAs materials is very limited. The authors of Ref. 4 descr
an etchant for the treatment of InAs consisting of nitric, h
drofluoric, and acetic acids. Disadvantages of the propo
etchant include, first, that it is impossible to treat multilay
heterostructures containing InAs and four-component s
solutions based on this, such as GaxIn12xAs12ySby and
InAs12x2ySbyPx , because of the different rates of the red
reaction at the surface of layers of different compositio
which leads to the formation of a stepped mesa. Second
active release of nitrogen oxides during etching has the re
that the surface is partially blocked by gas bubbles and
deretched islands form at these sites, producing a rough
face.

The aim of the present study is to develop a new met
of producing a smooth, polished mesa structure surface
from lateral projections, cracks, and other irregularities
order to avoid stresses at the surface of the latent mesa
reduce the surface leakage current. Such a mesastructur
face is required to achieve high quality in the subsequ
stages of photolithography~application of the photoresist!
and also for the deposition of dielectric coatings and
formation of Ohmic contacts.

To solve this problem, we developed an etchant
forming a mesa on the surface of an InAs optoelectro
structure which can ensure isotropic rates of etching of In
5931063-7850/98/24(8)/3/$15.00
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and solid solutions based on this~GaInAsSb, InAsSbP, and
InAsSb!.

For the etching experiments we usedn-type InAs@100#,
GaSb @100# InSb @100# and structures with GaInAsSb
InAsSbP, and InAsSb epitaxial layers of different compo
tion. An H-383 positive photoresist was used for the pho
lithography. The thickness of the resistive layer was taken
be 1.5mm. Our stated aim was satisfied by using an etch
having the composition HCl/CrO3 /HF/H2O. These compo-
nents are contained independently in various types
etchants.4 However, the role of hydrochloric acid is altered
the combination of components being discussed. In all
etchants used previously, hydrochloric acid created an ac
medium. In our etchant the hydrochloric acid participates
the reaction~2! to give a strong oxidant (2Cl0→Cl2) which
can produce a high rate of redox reactions at the surfac
the semiconductor. According to chemical theory,5 etching is
considered to be a normal heterogeneous reaction and
sequently, the entire etching process is divided into fi
stages: diffusion of the reagent toward the surface, ads
tion of the reagent, surface chemical reaction, desorption
the interaction products, and diffusion of reaction produ
away from the surface.

Since each of the etchant reagents should undergo
sequence, the kinetics of the entire process may be very c
plicated. The entire process is determined by the slow
~controlling! stage. At moderate temperatures, etching
controlled by the chemical interaction stage, less freque
by the diffusion. At high temperatures, the etching kinetics
usually determined by the diffusion rate. The presence
hydrochloric acid creates conditions for the rapid oxidati
of the solid solution components so that layers of a fo
component solid solution having different chemical comp
sitions can be etched at the same rate, producing a h
quality mesa. The hydrochloric acid performs two function
it creates an acidic medium and forms an active Cl2 oxidant
~at the instant when a Cl0 radical is released!. The high oxi-
dizing properties of the free Cl0 radical are responsible fo
the high density of etching centers and can produce a
ished mesa surface.

We shall analyze the redox reactions taking place in t
particular etchant:6
© 1998 American Institute of Physics
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2CrO31H2O⇔H2Cr2O7⇔2H11Cr2O7
22 , ~1!

H2Cr2O7112HCl⇔2CrCl313Cl217H2O. ~2!

Thus, the solution contains two strong oxidants, Cr2O7
22 and

Cl2 . For InAs we shall analyze the oxidation of the solid
solution components:

InAs13Cl213H2O⇔H3AsO31InCl313HCl, ~3!

As23 As13 ~oxidizes to oxidation state13)

InAs1H2Cr2O719HCl⇔H3AsO312CrCl31InCl3

14H2O, ~4!

As23 As13. An additional process is also possible
deeper oxidation to As15: AsO3

231 oxidant (Cr2O7
22;

Cl2) – AsO4
23. As a result of the presence of a powerful oxi

dant, which results in deeper oxidation of the componen

FIG. 1. a — Rate of etching of binary compounds in etchant as a function
CrO3 content. The range of concentrations in which a polished surface c
be obtained is indicated by the two vertical lines; b — photograph of a
cleaved mesa section of an InAsSbP/InAsSb/InAsSbP/InAs heterostruct
s,

the etching rate is limited by diffusion processes rather th
by redox processes, giving the same rates of etching of la
containing InAs and multicomponent solid solutions bas
on this: In12xGaxSbyAs1y , where x<0.20, y<0.35, and
InAs12x2ySbyPx , where x<0.32, y<0.15. Oxidation is
usually accompanied by the formation of barely soluble o
ides which must be converted to solution using complex
agents.5 In this etchant, HF functions as the complexin
agent.

Figure 1a gives the etching rate of binary compounds
HCl/CrO3 /HF/H2O etchant as a function of the CrO3 con-
tent. It can be seen that the binary compounds discussed
have a polished surface when the etching rates are sim
and remain almost constant. This range of etching rates
tween 7 and 10mm/min is obtained with between 1 and
parts by volume of chromium trioxide.

Table I gives data on the etching rates of InAs so
solutions using the this etchant.

It can be seen from Table I that the etching rate of
four-component solid solutions differs little from that o
InAs and is almost independent of the composition of
solid solution, as is confirmed by a photograph~Fig. 1b!
obtained using an electron microscope. This suggests
this etchant can be used to obtain a smooth mesa profile
a polished surface for a structure containing layers of so
solutions of different stoichiometric composition and c
thereby reduce the surface leakage currents and increas
breakdown voltage of diodes containing InAs and solid

of
n

re.

FIG. 2. Peak optical power of light-emitting diode (l53.3mm) as a func-
tion of current. The inset shows the current–voltage characteristic o
forward- ~a! and reverse-biased~b! diode.
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lutions based on this. A similar etchant was used to fabric
light-emitting and photodiodes~circular mesa! and lasers
~mesastripes! for the l53 – 5mm spectral range. To illus
trate this structure, Fig. 2 gives the current–voltage cha
teristic of a light-emitting diode at room temperature a
also gives the output power (l53.3mm) as a function of
current. These structures can be used to fabricate emi
with the highest output powers yet achieved.

To sum up, an etchant having the compositi
HCl/CrO3 /HF/H2O has been proposed to make structu
based on InAsSb/InAsSbP solid solutions. This can etch

TABLE I.

Composition of structure Etching rate,mm/min

InAs 6.9
Ga0.08In0.92As0.77Sb0.23 6.9
Ga0.12In0.88As81Sb0.19 7.0
Ga0.14In0.8As0.77Sb0.23 7.1
In1.0As0.68Sb0.12P0.20 7.0
te

c-

rs

s
y-

ers of different composition at the same rate to produc
high-quality mesa and opens up possibilities for develop
highly efficient light-emitting devices for the 3 – 5mm spec-
tral range containing InAs and multicomponent solid so
tions based on this.
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InAsSb light-emitting diodes for the detection of CO 2 „l54.3 mm…

A. A. Popov, M. V. Stepanov, V. V. Sherstnev, and Yu. P. Yakovlev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted January 15, 1998!
Pis’ma Zh. Tekh. Fiz.24, 34–41~August 12, 1998!

The main characteristics of room-temperature light-emitting diodes (l54.3mm) based on
InAsSbP/InAsSb/InAsSbP III–V semiconductor heterostructures with a variable-gap buffer layer
are reported. An optical powerP50.85 mW was achieved with a pulse length of;5 ms
and 1 kHz repetition frequency. Conditions for maximizing the power of the light-emitting diodes
are indicated. An example is given of the use of these diodes to detect carbon dioxide using
the 4.3mm fundamental absorption band. ©1998 American Institute of Physics.
@S1063-7850~98!00608-9#
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Gas analyzers based on spectral methods of detectio
the 4.0– 4.8mm wavelength range are attractive for the rap
analysis of CO and CO2 content1 in industrial and domestic
applications. These analyzers may be fabricated using s
conducting light-emitting diodes~LEDs! based on InAsSb
compounds as radiation sources.2 However, the fabrication
of LED structures by epitaxial methods on InAs substrate
wavelengths greater than 3.8mm encounters specific
difficulties.3,4 This is because epitaxy cannot be used to p
duce layers with a lattice mismatchDa/a greater than 0.5%
whereas the fabrication of InAsSb layers with a band g
corresponding to emission wavelengths greater than 3.8mm
requires large lattice mismatches between the semicon
tors. Although LEDs using CdHgTe semiconductors5 can be
fabricated for the 4mm range,5 heterostructures using III–V
antimonide compounds are more attractive because of
better thermal conductivity. Such diodes have been fa
cated by various methods. One approach was demonst
in Ref. 2 where 4.2mm LEDs were constructed usin
InAsSb epitaxial layers grown on a GaSb substrate. Ano
method involving growing an InAsSbP/InAsSb/InAsS
InAsSbP heterostructure with a variable-gap InAsSbP em
ter layer on a substrate.4

The present paper is a continuation of our previous st
ies of InAs long-wavelength light-emitting structures.5 The
aim is to report the main characteristics of InAsSbP/InAs
InAsSbP LEDs using an InAsSb variable-gap buffer lay
and emitting in the 4.3mm range at room temperature. It wi
be shown that optimizing the power supply to the LEDs c
increase their optical power by more than an order of m
nitude, and an example is given of the practical use of s
an LED for the detection of CO2 in the 4.3mm spectral
range.

The LEDs were formed by an InAsSbP/InAsSb/InAsS
double heterostructure~Fig. 1a! grown by liquid-phase epi-
taxy on an InAs~100! substrate with a variable gap~5–8%!
InAsSb buffer layer. We reported the epitaxy technology
an earlier study.7 The intermediate layer was 4mm thick and
was doped to the substrate level. The InAsSb active reg
was 2mm thick, was not specially doped, and had a natu
5961063-7850/98/24(8)/3/$15.00
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FIG. 1. a — Diagram of double heterostructure studied consisting of
InAs substrate with an InAsSb variable-gap buffer layer. Its flat band d
gram is shown on the right-hand side; b — spectrum of absorption of LED
radiation by carbon dioxide at atmospheric pressure recorded using a p
supply at room temperature. The FWHM of the emission spectrum
0.8mm and the injection current is 0.5 A.
© 1998 American Institute of Physics
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FIG. 2. Peak power of LED at room temperature as a function of repetition frequency for a fixed pulse lengtht510ms ~a! and as a function of pulse length
at a fixed repetition frequencyf 51 kHz ~b!. The highest peak power is achieved for a pulse length of less than 5ms.
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impurity concentration. The wide-gap InAsSbP confini
layers were grown with a phosphorus content of 18–2
and were doped with Sn and Zn to concentrations
(5 – 7)31018 cm23 and (1 – 2)31018 cm23 for the n- and
p-type layers, respectively. The antimony content in
intermediate layer and the active region was 6–8%
12–13%, respectively. In this case, the mismatch of the
termediate layer relative to the InAs substrate was aro
0.5% and that for the active region was around 0.9%.

Standard photolithography and deep chemical etch
were used to form a 5003500mm square mesa~area
S52.531023 cm2) on the epitaxial structure. The LED
crystal was indium soldered to a standard TO-18 case
parabolic reflector mounted on the case was used to na
the angular distribution of the radiation to 10–12 deg. T
overall dimensions of the LED with the reflector were 9 m
in diameter and 5.5 mm in length.

The spectral characteristics of the LEDs were inve
gated using a synchronous detection system incorporatin
MDR-12 monochromator and a cooled InAs photodiode w
a pass band of up to 10 MHz. The optical power was
corded using an IMO-2M device. All the measurements w
made at room temperature (T5300 K). The dc current sup
plied to the LED was limited to 200 mA. Pulses of 1.2
amplitude and 5 – 50ms length were used to supply th
LEDs at high currents.

The emission spectrum of the LED contained a sin
emission band with a peak atl54.3 mm at room tempera-
ture. The full width at half-maximum~FWHM! was
;0.8 mm. It should be noted that this value corresponds
;2.5– 3 kT and is typical of the electroluminescence of In
compounds. The position of the LED emission peak did
depend on the injection current. The spectral and ene
characteristics broadly corresponded to quasi-interband
f

e
d
-
d

g

A
w

e

i-
an

-
e

e

o
s
t
y
e-

combination in the bulk of the active medium, which is co
sistent with the conclusions reached in previous studie3,4

Figure 1b shows the LED spectrum when the radiation
passed through a non-hermetically sealed monochromato
this case, the spectrum shows a dip corresponding to
integrated absorption spectrum of a group of closely spa
CO2 absorption lines (l; 4.23– 4.29mm). The absorption
spectrum corresponds to the carbon dioxide content in the
at atmospheric pressure and a 2 m monochromator base
presence of fairly high-intensity, closely spaced absorpt
lines overlapping the width of the LED spectrum means t
the detection sensitivity can be enhanced by recording
sum signal.

In the quasi-cw regime, the dependence of the opt
output power of the LED on the current deviated from line
~at I>100 mA) and tended to saturate at currents
;200 mA (P;20mW). This was most likely attributable
to the strong influence of Joule heating on the nonradia
recombination processes in narrow-gap semiconduct
Thus, the most interesting measurements were those m
using a pulsed supply with a low repetition rate.

Detailed investigations were made using pulsed pump
at currents exceeding 200 mA. The maximum modulat
frequency was determined by the response time of the LE
which was estimated from the total rise and decay time of
emission when the pump current was switched. At ro
temperature this was around;50– 100 ns. Thus, in our mea
surements the modulation frequency was limited to the
quency range below 10 MHz. However, this frequency ba
is attractive for most applications since it allows modulati
at frequencies within the pass band of typical near-infra
photodetectors.

Measurements were made as a function of repetition
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quency and pulse length in order to investigate the cur
regimes giving the maximum pulse power.

Figure 2a shows the LED output power as a function
current at various pulse repetition frequencies (f 51 –
30 kHz) for a fixed pulse length (t510 ms). At a repetition
frequency of 1 kHz the output power depends almost linea
on the current up toI 51200 mA. With increasing repetition
frequency, the dependence deviates appreciably from lin
for f >10 kHz and atf 530 kHz it begins to saturate a
600 mA ~Fig. 2a!.

Figure 2b gives the output power as a function of curr
for various pulse lengths (t55 – 60ms) at a fixed repetition
frequency (f 51 kHz). Whereas for pulse lengths of le
than 10ms, the dependence is actually linear up to curre
of 1200 mA, for longer pulses (t>20 ms), the output power
increases more slowly with current and has a lower abso
value for longer pulse lengths.

The maximum optical power was 0.8 mW atI 51.2 A,
t55 ms, f 51 kHz. It should be noted that this value e
ceeds the optical output power of HgCdTe LED
;0.048 mW, for which high pump currents cannot be us
because of the high series resistance (R;80 V) ~Ref. 6!.
The power achieved here is also higher than the LED po
reported in Ref. 4.

To sum up, we have reported the main characteristic
LEDs using InAsSbP/InAsSb/InAsSbP semiconductor h
erostructures with an emission peak at 4.3mm. These LEDs
nt
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were fabricated using a variable-gap InAsSb buffer la
which allowed us to obtain LEDs with a maximum emissi
wavelength of 4.3mm on an InAs substrate. It is shown th
by optimizing the power supply, the optical power of the
LEDs can be increased by more than an order of magnitu
Since 4.3mm radiation sources are promising, especially
applications in gas analysis, we have given an example
carbon dioxide absorption spectrum recorded using these
odes.

This work was supported by the European Commiss
under the auspices of the INCO-Copernicus Program.
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Influence of tip vibration on the probability of surface modification by a voltage pulse
in a scanning tunneling microscope

G. G. Vladimirov, A. V. Drozdov, and V. D. Molchunov

Institute of Physics, St. Petersburg State University
~Submitted March 17, 1998!
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An investigation was made of the probability of modification of a gold surface by a voltage
pulse in a scanning tunneling microscope in the presence of harmonic vibrations of the tip. The
dependence of the modification probability on the pulse amplitude revealed a substantial
shift of the threshold voltage and a corresponding broadening of the transition section. These
results confirm the assumption that the modification probability may undergo a smooth
transition from zero to maximum as a result of mechanical vibrations of the tip.
© 1998 American Institute of Physics.@S1063-7850~98!00708-3#
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One of the promising methods of modifying the surfa
in scanning tunneling microscopy~STM! involves the action
of a voltage pulse on the surface. Studies have shown th
this case, the formation of inhomogeneities is a probabili
process. The probabilityP becomes nonzero when the pul
amplitude exceeds a certain valueU0 after which P in-
creases and reaches saturation whenU>U thr holds. The
value ofU02U thr is quite appreciable and may exceed 1

We are of the opinion that the smooth variation ofP
may be caused by vibration of the tip relative to the su
strate. Thus, we investigated the influence of vibration on
shape of the dependenceP(U).

The investigations were carried out using a conventio
design of STM~Ref. 1!. The method of preparing the tung
sten tip and the gold film samples was the same as that
in Ref. 2. An image of the surface was obtained using
direct current of 1 nA with a bias voltage of 0.1 V betwe
the tip and the sample. The width of the feedback pass b
was ;5 kHz. The surface was modified by isolated 5ms
positive electrical pulses from a G5-54 generator. The fe
back used to keep the current constant during imaging of
surface was not switched off. Forced vibrations produced
a G3-118 acoustic generator were supplied to thez compo-
nent of a piezomanipulator. The frequency of the forced
brations, 20 kHz, was selected so that it exceeded the f
back pass band and was not a multiple of the natu
vibration frequency (;50 kHz) of the piezomanipulator.

It has been observed on several occasions that wh
voltage pulse acts on a gold surface, hillocks of 10–20
diameter and 2–3 nm high are formed. Figure 1a shows
modification probability for various amplitudes of the force
vibrations of the tip. Each point on the curves was obtain
from thirty modification attempts.

The existence of forced vibrations does not alter
modification probability at saturation. It can also be seen t
the voltageU0 at which P becomes nonzero varies neglig
bly. This behavior is evidently attributable to the fact that t
average distance between the tip and the sample mus
greater in the presence of vibrations. This is caused by
exponential dependence of the tunnel current on distance
5991063-7850/98/24(8)/2/$15.00
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that the largest contribution to the current is made when
tip is at the minimum distance from the surface of t
sample. However, a substantial shift of the threshold volt
with a corresponding broadening of the transition region
observed, this behavior becoming more pronounced as
amplitude of the tip vibrations increases.

In Refs. 3 and 4 we proposed a model of surface mo
fication in which we assumed that the process is initiated
heating of the tip by the energy« released by electron emis
sion as a result of the Nottingham effect. It can be assum
that up to a certain value of« this is balanced by the radia
tion and heat conduction losses of the tip. Beyond a cer
critical value«c the apex undergoes avalanche-like heati
causing thermal expansion and reducing the tunneling g
This increases the tunnel current and therefore causes fu
heating of the tip until contact is established. Quite clea
«c should be uniquely related to the tunneling gapS and the
voltageU between the tip and the sample. This implies th
at a given voltage there must be a certain critical gapSc . If
S,Sc holds at the time of application of the pulse, the su
face should undergo modification. We assume that the
undergoes harmonic vibrations about a certain average p
tion S0 ~Fig. 2!. For simplicity we shall also assume that th
length of the modifying pulse is negligible compared wi
the period of the tip vibrations. Then the time within a sing
period of the vibrations during which the tip is located
distances for which surface modification may take place
be determined from the following relation:

t5
2

v
arccos

S02Sc

DS
,

where DS is the amplitude of the vibrations andv is the
cyclic frequency.

Under these assumptions, the modification probabi
has the simple form:P5t/T, whereT is the period of the tip
vibration.

Quite clearly,«c should be linearly related to the critica
specific power released by electron emission:

Wc5 j c«N/e,
© 1998 American Institute of Physics
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wherej is the emission current density and«N is the average
energy released by electron emission as a result of the
tingham effect. SinceU does not exceed the work function
the range of interest, in the following calculations we us
expressions obtained for a trapezoidal potential barrier.5 In
this case, we have:

ln Wc53 ln
U

S@w1/22~w2U !1/2#

2A0

S

U
@w3/22~w2U !3/2#1const,

whereA050.683 eV21/2
•A21. For this analysis the value o

U0 should correspond toSc5S02DS and assuming thatU0

is known, we can construct the dependencesP(U) having
defined S0 and DS. The calculated curves are plotted

FIG. 1. Probability of the modification of a gold surface versus the stren
of the modifying pulse: a — experimental curves without~1! and with
forced vibrations of amplitude 0.03 nm~2! and 0.04 nm~3!; b — theoretical
curves for harmonic vibration amplitudes of 0.01 nm~1!, 0.04 nm~2!, and
0.05 nm~3!.
t-

d

Fig 1b. We feel that they show reasonable qualitative agr
ment with the experimental curves.

When making such a comparison, we must bear in m
that for forced vibrations, natural unsynchronized vibratio
are superposed on the vibrations induced by the exte
source. In addition, in our case the length of the modifyi
voltage pulse was not optimized, since it was only a f
times smaller that the period of the natural vibrations of
tip.

Thus, these results confirm the assumption that
smooth transition of the modification probability from ze
to maximum may be caused by mechanical vibrations of
tip. Consequently, neitherU0 nor U thr is a true characteristic
of the process, and both are strongly influenced by the te
nical characteristics of the equipment used.
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FIG. 2. Model of tip motion in the presence of harmonic vibrations.
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Influence of the parameters of a pulsed electron beam on the removal of nitrogen
oxides from flue gases

G. V. Denisov, D. L. Kuznetsov, Yu. N. Novoselov, and R. M. Tkachenko

Institute of Electrophysics, Ural Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted February 23, 1998!
Pis’ma Zh. Tekh. Fiz.24, 47–50~August 12, 1998!

Results are presented of an experimental investigation of the oxidation of small quantities of
nitrogen oxides in air irradiated by a pulsed electron beam. It is shown that the impurity removal
process is strongly influenced by the pulse length and current density of the electron beam.
It is noted that an adequate model is needed to describe the plasma-chemical oxidation processes
of nitrogen oxides involving charged and excited particles. ©1998 American Institute of
Physics.@S1063-7850~98!00808-8#
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Toxic oxides of nitrogen (NOx) may be removed from
the flue gases of thermal power plants by ionizing th
gases using electron beams or pulsed discharges.1,2 The ac-
tion of the discharge or beam electrons leads to the forma
of free radicals such as O, OH, and O2H in the ionized moist
gas which react with oxides of nitrogen to form nitric aci
The addition of ammonia initiates the formation of NH4NO3

ammonia salts in solid powder form which can be trapp
using various types of filters.2,3 We showed in an earlie
study4 using oxides of sulfur that the use of pulsed electr
beams with optimized parameters can appreciably reduce
several factors, the energy expended in the removal o
single toxic molecule.

Here we report results of experimental investigations
the influence of the electron beam pulse length and cur
density on the removal of nitrogen oxides from a model m
ture. The experiments were carried out using a system s
lar to that used in Ref. 4, which incorporated a plasm
cathode electron accelerator generating a radially diverg
beam5 and a 170 L cylindrical plasma chemical reactor. T
accelerator produced an electron beam having a half-he
pulse length between 32 and 90ms, an electron energy o
280–300 keV, and a current density between 0.231023 and
1.231023 A/cm2. The beam cross section at the exit fro
the foil was 1.44 m22.

The quantity of nitrogen oxide molecules removed in
series of pulses and also the energy deposited in the ga
the electron beam were determined experimentally. Th
data were used to calculate the degree of purification of
mixture h and the energy expended in the removal o
single toxic molecule«. The values ofh and« were calcu-
lated as in Ref. 4. A model mixture containing 10% oxyge
87% nitrogen, 3% water vapor, and 1000 ppm nitrogen
ides~1000 impurity molecules per 106 molecules of the main
gas! was irradiated. The impurity concentrations were m
sured using conductometric and chromatographic method
in Ref. 4. The measurement error was less than 1%.
electron beam energy absorbed by the gas was determ
experimentally by a standard technique using film dos
eters.
6011063-7850/98/24(8)/2/$15.00
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Figure 1 gives results of measurements ofh and« when
the mixture was irradiated by an electron beam having
current density of 0.731023 A/cm2 and various pulse
lengthst. Each point corresponds to a series of 300 irrad
tion pulses. It can be seen that an increase in the pulse le
t reduces the degree of purification and increases the en
needed to remove a single toxic molecules. The depende
of these quantities on the beam current density are sim
~Fig. 2!. The curves plotted in Fig. 2 were obtained for t
same pulse length of 32ms with each point corresponding t
300 irradiation pulses. The minimum energy consumption«
in these experiments was 3–4 eV per molecule and co
sponded to the shortest pulse length and the lowest b
current density attainable with this experimental setup.

Various authors have investigated the oxidation of o
ides of sulfur and nitrogen in ionized flue gases using
electron beams~see, for example, Refs. 6–8!. These investi-
gations were used to develop a model of the physicochem
processes which explains the experimental results in term
a free radical mechanism for the oxidation of NO and NO2.
Active forms of oxygen such as O and O3 play an important
role in these processes.

We used the models developed for cw electron beam
make a numerical analysis of the thirty main reactions res

FIG. 1. Influence of electron beam duration on the degree of purificatioh
~1! and the energy consumption« ~2!.
© 1998 American Institute of Physics
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ing in the removal of nitrogen oxides from ionized air. It w
found that the existing models cannot describe our exp
mental results even qualitatively. In particular, the exist
model indicates that an increase in the duration of the e
tron beam should be accompanied by an increase in the
centration of oxygen atoms and ozone molecules, which
orously oxidize NO. Thus, an increase in the degree
purification should be observed as the pulse length increa
The opposite behavior was recorded experimentally~curve1
in Fig. 1!: an increase in the pulse length from 32 to 90mm
reduces the degree of purification from 35% to 8% for 3
irradiation pulses.

We draw attention to the fact that the degree of pur
cation, and thus the quantity of oxidized NO molecules,
sponds to changes in the duration of the ionizing irradiat
in the microsecond range. Typical time constants for che
cal reactions involving free radicals are of the ord

FIG. 2. Influence of electron beam current density on the degree of pu
cationh ~1! and the energy consumption« ~2!.
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1023– 1024 s ~Refs. 6–9!. In our case, reactions with tim
constants of 1026– 1025 s probably play an important role
reducing the concentration of active oxidizing particle
These reactions may include ion–ion recombination re
tions between negative oxygen ions which participate in
removal of nitrogen oxides, and positive O2

1 and N2
1 ions.

The time constants of these reactions at atmospheric pres
in ionized air are microseconds and tens of microsecond10

Thus, the dependence of the characteristics of the p
fication processes on the pulsed electron beam param
indicates that there is a need to develop a model of
plasma-chemical processes which, unlike existing mod
could adequately describe the oxidation of nitrogen oxide
pulsed ionized air by taking into account reactions betwe
charged and excited particles.

This work as carried out as part of Project No. 271 of t
International Scientific Technical Center.
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Numerical simulation of the oscillation line width in synchronous multi-element
Josephson structures

V. K. Kornev and A. V. Arzumanov

M. V. Lomonosov State University, Moscow
~Submitted January 8, 1998!
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A method of simulating the dynamics of systems with Josephson junctions with allowance for
thermal fluctuations is developed using the PSCAN program package followed by
calculation of the Josephson oscillation spectrum using an autoregression method. An investigation
is made of the synchronous Josephson oscillation line width in several types of Josephson
structures. ©1998 American Institute of Physics.@S1063-7850~98!00908-2#
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SIMULATION OF NOISE

A numerical simulation of the dynamics of analog a
digital Josephson devices is one of the most effective m
ods of studying these nonlinear systems. Analyses of a w
range of problems, including studies of the Josephson o
lation line width, involve simulating processes to take a
count of thermal or quantum fluctuations. One of the m
effective and well-known program packages for the num
cal simulation of the dynamics of systems with Joseph
junctions is PSCAN1 developed in the Cryoelectronics Lab
ratory of the Faculty of Physics at Moscow State Univers
Its high efficacy is based on integrating a system of diff
ential equations with respect to time with a variable step

A pseudorandom number generator is required to de
the fluctuating components of the current through each
sephson element when simulating the dynamics of Josep
systems. In order to obtain a white noise spectrum by acc
ing the generator at each integration time step, it would
necessary to minimize the step and this would substant
reduce the effectiveness of the PSCAN package. Thus,
simulated the fluctuations using a series of rectangular pu
of random amplitude and a fixed duration equal to the r
etition periodT and greater than the maximum variable i
tegration stepDTmax ~Fig. 1a!. In this case, the noise spe
trum shown by the dotted curve in Fig. 1c is approximat
described by the following expression:

S~V!5~2p!21s2T sinc2~pVT/Vc!. ~1!

Taking the periodT to be fairly small, we can obtain a
quasiwhite noise spectrum up to frequenciesV exceeding
the characteristic Josephson frequencyVc5(2e/\)Vc ,
whereVc5I CRN is the characteristic voltage of the Josep
son junction. The spectral density of this noise at low f
quenciesV'0 is determined by the dispersions2 of the
pulse amplitudes:

S~0!'s2T/~2p!. ~2!

Subsequently, the noise signal will be modified by
placing the series of rectangular pulses by a signal in
6031063-7850/98/24(8)/3/$15.00
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form of a continuous broken line~Fig. 1b! whose peaks have
the same repetition period but their heights being a rand
quantity. This type of noise signal is preferable from t
point of view of the numerical simulation techniques. T
noise signal spectrum calculated numerically fors254
31024 andTc51.17, which corresponds to the noise fact
g[pS(0)52.331024, is shown by the solid curve in
Fig. 1c. Here and subsequently we shall use the normal
time t5tVc , the normalized frequencyv5V/Vc , the nor-
malized currenti 5I /I c , and the voltagev5V/Vc . The
maximum integration step in units ofDTmax was limited
to 0.1.

CALCULATION OF THE OSCILLATION SPECTRUM

As is well known, calculations of the spectrum by cla
sical methods require a computation time proportional
KM log2M1, whereM is the number of measurements of th

FIG. 1. Two types of current noise component~a! and~b! and their spectra
~c!. The dotted line gives the signal spectrum for~a! and the solid line gives
that for ~b!.
© 1998 American Institute of Physics
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FIG. 2. a — Spectrum of Josephson oscillation 2Sn(v) for a single Josephson element~first harmonic!, where the solid curve gives the real spectral oscillati
line calculated using the autoregression method and the dashed and dotted curves give the results of calculating this spectral line using the clas
with M5106 measurements andK5256 andK5128 averaging intervals, respectively. The noise factor isg5231024; b — autoregression filter of orderP.
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signal being studied with a fixed stepDTsamp within each
averaging interval andM1 is the number of these intervals
In this case, the upper limiting frequency of the calcula
spectrum will be determined by the stepDTsamp and the
spectral resolution depends on the total number of meas
mentsM;KM1. Modern personal computers with 64 M
RAM can process up toM;106 measurements without re
quiring disk memory. However, this value ofM is too small
to resolve the Josephson oscillation line even for a unia
Josephson element~Fig. 2a!, while synchronous multi-
element structures ofN Josephson junctions can demonstr
narrowing of the oscillation line proportional toN or N2

~Ref. 2!. A further increase in the number of measureme
M causes a catastrophic increase in the computation tim
a result of accesses to permanent memory .

Recent years have seen the development of so-called
toregression methods of spectral analysis3 which have
proved highly effective in the analysis of many types of p
cess spectra. The high efficiency of these methods for
sephson systems allows the required spectral resolution~both
for single Josephson elements and for multi-element s
chronous structures! to be obtained using onlyM;105 mea-
surements. The basic idea of these methods involves d

FIG. 3. One-dimensional Josephson chains ‘‘A’’ and ‘‘B’’ and single c
‘‘C’’ of a two-dimensional Josephson structure.
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mining the parameters of a linear filter of orderP which
would convert white noise into the required signal~see block
diagram in Fig. 2b!. In this case, the combination of filte
parameters can be used to calculate the spectral characte
of the signal being analyzed and an increase inP enhances
the spectral resolution.

We established that the Josephson oscillation spect
of a single Josephson junction can be reliably calculated o
a wide range ofP values betweenP5100 andP52000,
above which ‘‘overresolution’’ of the spectral line is ob
served forM5105 as a result of the appearance of a none
istent fine structure. The total time required to calculate

FIG. 4. a — Spectral line~first harmonic! of synchronous Josephson osci
lation in chain ‘‘B’’ of N Josephson elements. The solid curve correspo
to N51, dotted curve —N52, and dashed curve —N54. In the last two
cases, the critical current of one Josephson element differed from the o
by DI c51% and the noise factor isg5231024; b — spectral line width of
synchronous Josephson oscillation in a single cell of chain ‘‘B’’~consisting
of two elements! versus the critical current differenceDI c for two frequen-
ciesv50.3 ~dashed curve! andv50.6 ~dotted curve!, and also in the single
cell ‘‘C’’ for v50.9 ~solid curve!.
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spectral characteristics of Josephson structures using th
toregression method is comparable with the time taken
calculate their current–voltage characteristics using
PSCAN package.

OSCILLATION LINE WIDTH IN MULTI-ELEMENT
SYNCHRONOUS STRUCTURES

The methods of simulating fluctuations and calculat
the spectra proposed above were used for a prelimin
analysis of the Josephson oscillation line width in synch
nous multi-element structures~Fig. 3! which were investi-
gated previously neglecting the influence of therm
fluctuations.4,5 In particular, it was shown earlier that th
most promising one-dimensional structure among those s
ied is the ‘‘B’’ chain ~Fig. 3! of Josephson tunnel junction
with a nonlocalRL electrodynamic coupling circuit. In this
structure synchronous oscillation is conserved over a w
range of spreads of the critical currentsI c of the Josephson
elements, which can be 50–60% for valuesb[(2e/
\)I CRN

2 C'10 of the McCumber parameter characterizi
the intrinsic capacitance of a Josephson elem
and coupling circuit parametersl[(2e/\)I CL'0.5 and
r[R/RN'0.7 ~Ref. 5!.

The calculations show that the synchronous oscillat
line width in this chain ofN Josephson elements decreases
proportionate toN ~Fig. 4a and Table I!. However, a com-
pletely unexpected result was obtained for chain ‘‘A’’~Fig.

TABLE I. Spectral line width and amplitude of spectral componentA1 for
chain ‘‘B’’ of N Josephson elements.

N 1 2 4

Dv 6.231024 2.531024 1.431024

A1 15 145 890

TABLE II. Spectral line width and amplitude of spectral componentA1 for
chain ‘‘A’’ of N Josephson elements.

N 3 4 5

Dv 2.131025 2.131025 2.431025

A1 7960 14550 19100
au-
to
e

ry
-

l

d-

e

nt

n
n

3! with a localRL electrodynamic coupling circuit: no nar
rowing of the oscillation line with increasing numberN isob-
served in this structure~see the data presented in Table II!.

Finally, for the four-junction interferometer~structure
‘‘C’’ ! consisting of a single cell of a two-dimensional J
sephson structure,5 the oscillation line was narrower by
factor of sixteen, i.e.,N2, than that of a single Josephso
element ~see Table III!. Figure 4b gives the synchronou
oscillation line width as a function of the differenceDI c

between the critical currents of the Josephson elements in
two-junction cell of the linear structure ‘‘B’’ and in the four
junction interferometer. It can be seen that in the last ca
the oscillation line width is almost the same within the ent
synchronization range, whereas for the chain the line wi
increases slightly near the boundary of the synchroniza
region ~with increasingDI c and with increasing oscillation
frequency!.

This work was partially financed by the State Progra
‘‘Topical Trends in the Physics of Condensed Media
~Project No. 98051! and by the ‘‘Integration’’ Educationa
Scientific Center~Project No. 461!.

1S. V. Polonskyet al., in Extended Abstracts of the Third Internation
Superconductive Electronics Conference~ISEC’91!, 1991, pp. 160–163.

2A. K. Jain, K. K. Likharev, J. E. Lukens, and J. E. Sauvageau, Phys. R
109, 309 ~1984!.

3S. L. Marple, Jr.,Digital Spectral Analysis with Applications~Prentice-
Hall, Englewood Cliffs, N. J., 1987; Mir, Moscow, 1990!.

4A. D. Mashtakov, V. K. Kornev, and G. A. Ovsyannikov, Radiotek
Elektron.40, 1735~1995!.

5V. K. Kornev, A. V. Arsumanov, A. D. Mashtakov, and G. A. Ovsyann
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TABLE III. Spectral line width and amplitude of spectral componentA1 for
a single Josephson element and a four-junction interferometer~cell ‘‘C’’ !
with the signal taken from one arm of the interferometer and from one of
Josephson elements of this cell.

Single 2 1

Dv 1.331023 7.531025 7.531025

A1 105 6560 1690
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A variational method is proposed to study the excitation of waveguides by arbitrarily time-
dependent sources, which is suitable for irregular waveguides. ©1998 American Institute of
Physics.@S1063-7850~98!01008-8#
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Theories of the excitation of waveguides b
monochromatic1,2 and then by arbitrarily time-dependen3

sources can be applied to specially shaped waveguides w
allow the coordinates to be ‘‘split’’ in the direction of propa
gation. This limits the range of validity of these method
Here we present equations for excitation by arbitrarily tim
dependent sources which are suitable for irregu
waveguides.

For the calculations we shall use the functional

J~H,H0 ,j !5E
V
H «21~r !@curl H2~4p/c!j•curl H0#

2
m~r !

c2
~]H/]t !•~]H0 /]t !J dV, ~1!

which depends on three vector functions: the magnetic
auxiliary field strengthsH(r ,t) andH0(r ,t) and the current
density j (r ,t). Each of these is a function of four indepe
dent variables~the time t and three spatial coordinatesr ).
The range of integration ofV in Eq. ~1! is the interior of a
segment of a four-dimensional cylinder with the intervalt0

,t,t01T as the generatrix (t0 and T are fixed! and with
the directrix being the boundary of the segment of
waveguiding system along the rectilinearZ axis (z0,z
,z1), which consists of an ideally conducting lateral surfa
P and two plane cross sectionsS(z) orthogonal to the axis
and intersecting it atz5z0„S(z0)… andz5z1„S(z1)….

The steady-state condition

dH0
J~H,H0 ,j !50 ~2!

for the variation overH0(r ,t) with ‘‘fixed ends’’

dH0~r ,t0!5dH0~r ,t01T!5dH0~r uz5z0
,t !

5dH0~r uz5z1
,t !50 ~3!

is equivalent to the choice of a fixed value ofH(r ,t) in
condition ~2!, which within V satisfies the condition

curl~«21curl H!1
m

c2

]2H

]t2
5

4p

c
curl~«21j !, ~4!
6061063-7850/98/24(8)/2/$15.00
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and at thep surface satisfies the condition

F S curlH2
4p

c
j D •nGU

rPp

50. ~5!

The boundary condition~5! is equivalent to the condition a
the boundary of an ideal conductor correct to within t
steady-state term.

Thus, determining a set of solutions of the bounda
value electrodynamics problem~4!–~5! with allowance for
the nonuniqueness associated with the openness of thp
surface in condition~5! and the nonuniqueness of the initi
conditions reduces to the variational problem~2!–~3! for the
functional ~1!. The nonuniqueness is eliminated by subs
quently selecting the solution satisfying the necessary a
tional conditions from the set obtained.

We write

H~r ,t !5( ei~r' ,z! f i~z,t !,

H0~r ,t !5( ei~r' ,z!gi~z,t !, ~6!

where $ei(r' ,z)% is a set of basis vector functions in th
waveguide cross sectionsS(z) with the planes perpendicula
to the Z axis. Each of these functionsei depends on the
coordinatesr' in the cross sectionsS(z) and on the corre-
sponding values ofz as a parameter.

After substituting expression~6! into the functional~1!
as a result of condition~2! and the conditions

dgi~z,t0!5dgi~z,t01T!5dgi~z0 ,t !5dgi~z1 ,t !50,

corresponding to Eq.~3!, we obtain a system of differentia
equations to determine$ f i(z,t)%, which may be written in
vector form as follows:

]

]zFG~z!
]f

]z
1Q~z!fG2Qt~z!

]f

]z
2P~z!f2T~z!

]2f

]z2

5
]

]z
l2r. ~7!

HereG(z), Q(z), P(z), andT(z) are matrix functions with
the elements
© 1998 American Institute of Physics
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Gmn5E E
S~z!

«21~z3em!•~z03en!ds,

Qmn5E E
S~z!

«21~z0
•em3curlen!ds,

Pmn5E E
S~z!

«21~curl em•curl en!dS,

Tmn5
1

c2 E E
S~z!

mem•endS, ~8!

Qt(z) is the transpose ofQ(z); r5r(z,t) andl5l(z,t) are
column vectors with the components

r i~z,t !5
4p

c E E
S~z!

«21~r !j•curl eids,

l i~z,t !5
4p

c E E
S~z!

«21~r !j•z03eids. ~9!

The dimensions of the square matrices in Eq.~7! and the
columnsf(z,t)5( f 1 , f 2 , . . . ,f N)t, r(z,t), andl(z,t) are the
same, being equal to the numberN of terms contained in the
sums~6! ~the total for each of these sums! and corresponding
to the number of modes taken into account.

The vector equation~7! extends the method of couple
strings for nonsteady-state free oscillation in irregu
waveguides4 to a study of their excitation by an arbitraril
time-dependent source and corresponds to a strict ele
dynamic approach. Note that numerical experiments w
Eq. ~7!, but for free oscillations under nonsteady-sta
conditions5 using finite-difference methods, reveal that hi
accuracy is attainable in the calculations.

Here we confine ourselves to an approximate analysi
an example of the simplest type of irregular system —
planar layer with a homogeneous medium bounded by
ideally conducting surfacesx50 andx5D(z) ~in an XYZ
r

ro-
h

of
a
o

Cartesian system whereD(z).0 is the layer thickness!,
excited by the current

j ~r ,t !5qvd~x2vt !d~z!,v5vx0,v.0 ~10!

using the approximation of the single-mode TEM model
which e(r' ,z)5y0. The current~10! is produced by a fila-
ment moving uniformly with the linear charge densityq. To
determinef (z,t) from the corresponding row of the vecto
equation~7!, we have

]2f

]z2
1

D8

D

] f

]z
2

m«

c2

]2f

]t2

5H 2~4p/c!qvd8~z!, t,D~z!/v,

0, t.D~z!/v.
~11!

In this case integration overds in the calculations of~8! and
~9! was reduced to integration overdx between the limits
@0,D(z)#. For slowly varyingD(z) we have for the required
solution ~11! in the adiabatic approximation

f ~z,t !52signz3
2pqv

cAD0D~z!

3H 1, ~A«m/c!uzu,t,~A«m/c!uzu1~D0 /v !,

0, t,~A«m/c!uzu or t.~A«m/c!uzu1~D0 /r !,

which is consistent with the concept of two stepped pul
being formed in the layer, having the widthD05D(0) and
traveling at the same velocitiesC/A«m but in opposite di-
rections along theZ axis. In this case, as the pulses prop
gate, their amplitudes vary as;@D(z)#21/2.

1Ya. N. Fel’d, Zh. Tekh. Fiz.17 1471 ~1947!.
2L. A. Va�nshte�n, Zh. Tekh. Fiz.23, 654 ~1953!.
3V. V. Borisov, Nonsteady-State Fields in Waveguides@in Russian#,
Leningrad State University Press, Leningrad~1991!, 156 pp.

4V. I. Koroza, Pis’ma Zh. Tekh. Fiz.22~21!, 6 ~1996! @Tech. Phys. Lett.22,
865 ~1996!#.

5V. I. Koroza and V. E. Kondrashov, Pis’ma Zh. Tekh. Fiz.22~17!, 91
~1996! @Tech. Phys. Lett.22, 947 ~1996!#.
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Ultrasound-stimulated degradation–relaxation effects in gallium phosphide
light-emitting p –n structures
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An investigation was made of the processes taking place in gallium phosphide light-emitting
diodes exposed to ultrasound treatment. It was observed that the luminescence intensity of the
diodes decreases monotonically in the field of an ultrasound wave. After the action of the
ultrasound has ceased, the radiative recombination intensity gradually recovers. The degradation
effects occur as a result of the destructive effect of the ultrasound on bound excitons and
the formation of nonequilibrium dislocation pileups at room temperature. ©1998 American
Institute of Physics.@S1063-7850~98!01108-2#
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The propagation of high-intensity ultrasound in a crys
is usually accompanied by changes in the semicondu
properties, such as the photosensitivity, electrical conduc
ity, radiative recombination intensity, and noise charac
istics.1–4 The energy of the ultrasound wave can also be u
specifically to improve the parameters of semiconduc
electronics devices such as transistors, optrons,
heterojunctions.5–7

Here we report results of an investigation of the grad
reduction in the luminescence intensity of a gallium ph
phide~GaP! light-emitting diode exposed to the action of a
ultrasound wave and the subsequent monotonic increas
the brightness of the luminescence after the acoustic load
been switched off.

We used red GaP light-emitting diodes~as-prepared and
after exposure to Co60 g-radiation,F5107– 109 rad), whose
dominant emission component corresponded to recomb
tion of an exciton bound at a Zn–O pair (hn51.8 eV). The
ultrasound treatment was carried out at 77 and 300 K.
power of the ultrasound wave was 1 W/cm2 at frequencies
of 3–5 MHz. Measurements were made of the spec
6081063-7850/98/24(8)/3/$15.00
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characteristics of the luminescence brightness~in the range
600–850mm, T5300 K) and also of the oscillations of th
luminescence intensity at 77 K.

It was observed that when the ultrasound is switch
on, the luminescence brightness drops instantaneously
5–10% accompanied by an increase of the current thro
the p–n junction. The nature of the changes indicates tha
high-intensity ultrasound wave has a destructive influence
the exciton field in the crystal. An increase in the duration
the ultrasound treatment produces a further, slower, dro
the emission intensity~degradation of the diode! with the
working current remaining constant~Fig. 1!, which indicates
that a different mechanism of brightness degradation is
tiated~appears!. If the ultrasound exposure time is not esp
cially long ~,1 h!, the luminescence recovery period is com
parable with the quenching time.

The application of successive degradation-recov
cycles of ultrasound treatment to a diode contain
radiation-induced structural damage (F5109 rad) leads to
partial recovery of the emissivity. Ultrasound treatment o
reverse-biased GaP structure whose spectrum contains
us

s
ter
hen

-

FIG. 1. Emission intensity of GaP light-emitting diode vers
treatment time (f 54.75 MHz, W51 W/cm2) for two succes-
sive cycles of ultrasound treatment. Curves1 and2 correspond
to degradation of the electroluminescence intensity; curve3
and 4 correspond to relaxation of the emission intensity af
the ultrasound has ceased. The arrows indicate the times w
the ultrasound is switched on~upward arrow! and off ~down-
ward arrow!. Inset: low-frequency oscillations of the lumines
cence at 77 K.
© 1998 American Institute of Physics
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croplasma luminescence, reduces its intensity. A signific
feature of ultrasound-degraded crystals is that their lumin
cence is unstable over the entire spectral range: theI (l)
curve reveals isolated narrow lines which can alter their
sition during a subsequent measurement~Fig. 2!. These local
‘‘flashes’’ are only typical of diodes which have been su
jected to a comparatively high dose of ultrasound treatm
~exposure for several hours!.

A possible mechanism for the evolution of the
degradation–relaxation effects in this particular case may
the capture of carriers by long-lived traps.2 However, our
preliminary experiments revealed that prolonged ultraso
treatment of Hall GaP samples did not produce any sign
cant changes in the carrier concentration. Thus, as ha
ready been noted, the drop in the radiative recombina
intensity is caused by decay of bound excitons in an ul
sound field as a result of the forced vibrations of dislo
tions. This effect is particularly noticeable at the insta
when the ultrasound is switched on. As the ultrasound tr
ment continues, the dominant effect becomes the destruc

FIG. 2. Spectral distribution of the electroluminescence intensity of a G
diode: a — emission spectrum of initial sample; b — spectrum of sample
after ultrasound treatment for 6 h in operating regime~the current through
the p–n junction wasI 520 mA); c — spectrum recorded 10 min after th
previous measurement.
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influence of dislocations set in motion by the ultrasou
wave and acting as powerful fields of nonradiative recom
nation. In a sample which has been treated with ultraso
for 30 min, the concentration of these dislocations, cal
lated as in Ref. 8, is close tor'107 cm22. At such high
dislocation densities, dislocation network pileups may occ
which were observed in Ref. 8 as ‘‘dark spots’’ and ‘‘da
lines.’’

In gallium phosphide at room temperature, these form
tions are fairly mobile, so after the ultrasonic load has be
removed the degradation process is replaced by relaxatio
the initial state. At low temperatures~77 K! these dislocation
pileups form mobile dislocation packets moving slow
through the sample and acting as sources of current and
minescence brightness oscillations at frequencies of a
hundredths of a hertz~Fig. 1, inset!.

The narrow lines resembling flickering observed on t
spectral dependence of the luminescence for the ultraso
treated crystal~Fig. 2b! are reminiscent of the acoustolum
nescence flashes described in the literature.2 At high disloca-
tion densities the sample very likely contains unsta
regions of internal mechanical stresses which are capab
acting as sources of local emission.

The ‘‘improving’’ influence of an ultrasound wave o
irradiated devices and on the intensity of the microplas
luminescence is to a considerable extent attributable to
gettering action of the mobile dislocations. By acting as
effective sink for the simplest structural damage8–10 as they
move through the crystal, these dislocations can absorb
initial and irradiation-induced point defects.

It has thus been established as a result of these inv
gations that an acoustic wave has a destructive influenc
bound excitons in GaP crystals. The influence of ultrasou
treatment on gallium phosphide at room temperature lead
the formation of thermodynamic nonequilibrium pileups
dark-spot dislocations which reduce the electroluminesce
intensity. The luminescence recovers within a few tens
minutes after the ultrasound treatment has ceased. During
relaxation time short-lived narrow emission lines appear
the spectrum caused by the existence of unstable zone
mechanical stresses created previously by the ultraso
treatment.

The mobile dislocations have a gettering effect
radiation-induced point defects and the decay products
complex damage.

This work was partially supported by the Ukraine Fu
for Fundamental Research, Project No. 2.5.1/55.
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Luneberg lens formed from cubes: geometric-optics calculations
A. V. Golubyatnikov and B. Z. Katsenelenbaum
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N. É. Bauman State Technical University, Moscow
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An analysis is made of the focusing by a spherical Luneberg lens composed of discrete dielectric
cubes with different permittivities. Geometric-optics calculations are used to determine the
degree of focusing of rays by a lens consisting of 2600 cubes. It is shown that the degree of
focusing is considerably inferior to that obtained for a continuous distribution of«.
© 1998 American Institute of Physics.@S1063-7850~98!01208-7#
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1. A Luneberg lens consists of an inhomogeneous
electric sphere in which the permittivity« is a function of the
distanceR from the center,«522R2/a2 (a is the radius of
the sphere!. Calculations made using the geometric-opt
approximation show that when a beam of parallel rays
incident on this sphere, they all converge at a single po
the focus. Here we analyze a lens with a discrete distribu
of «, formed by homogeneous cubes, in each of which« has
the value which should be found at its center. The faces
the cubes form three systems of parallel planes. A para
beam of rays with the same amplitudes and phases is
dent on the lens. The path of each ray is traced to the fo
plane and three numbers are determined: the distance
the focus, the phase, and the amplitude. In these calcula
the number of raysM was on the order of 103 and incidence
of the beam in'10 directions was considered.

We take the side of a cube to be unity. Thex, y, andz
coordinates of the center of each cube are integersl , m, and
n. The value of« for the cube labeled (l ,m,n) is « l ,m,n52
2( l 21m21n2)/p2 for l 21m21n2<p2, and « l ,m,n51 for
l 21m21n2.p2. Here we have writtenp5a21/2. We took
that 2a517 and the lens contained'2600 cubes.

The direction of the beam is defined by three nonposit
numbersa0, b0, and g0 (a0

21b0
21g0

251) which are the
cosines of the angles with thex, y, andz axes. The anglem
with the z axis is the smallest,ug0u>ua0u, ug0u>ub0u, and
g05cosm. We assumeda05b0 almost everywhere; this
constraint had no influence on the result. The anglem varied
betweenm50° (ug051u) andm555° (ugg0

u51/A3). At the
entry planea0x1b0y1g0z1a50, the Nth (N<M ) ray
has the coordinatesx0

N , y0
N , and z0

N . We need to find its
parameters on the focal planea0x1b0y1g0z2a50. In or-
der to ensure that the ray is incident on the lens, the co
tion (x0

N)21(y0
N)21(z0

N)2<2a2 must be satisfied. On th
x,y plane the projections of these points should form
square grid with sided/Aug0u, where d is the side of the
square grid formed by the rays on the entry plane. We
sumed thatd51/2; four rays are incident on each cube.

2. The points where theNth ray intersects with the face
of the cubes are successively determined by an itera
method using the following scheme. We first determine
number of the cube in which the pointx0, y0, z0 lies ~the
6111063-7850/98/24(8)/2/$15.00
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superscriptN is omitted!, i.e., the integersl ,m,n, such that
l 21/2,x0, l 11/2, m21/2,y0,m11/2, andn21/2,z0

,n11/2. The ray equation before the next refraction has
form x5x01a0t, y5y01b0t, z5z01g0t, wheret>0. We
then find the roots of the six equations~faces of the cubes!
x5 l 21/2, x5 l 11/2, y5m21/2, y5m11/2, z5n21/2, z
5n11/2, which can be solved independently together w
the ray equation. The smallest positive roott of these equa-
tions gives the coordinate of the next point and this value
t, multiplied byA« for this particular cube, gives the optica
path of the ray therein. The direction cosinesa1 ,b1 ,g1 in
the next cube are obtained from three equations. One of th
is obvious:a1

21b1
21g1

251. The other two depend on th
face at which refraction has taken place and the cube
which the ray is found. If, for instance, the value oft
corresponds to the first of the six equations, the new c
has the numberl 21,m,n and the normal to the boundar
has the direction cosines~1, 0, 0!. Then the second
equation is g1b02b1g050, and the third is sinw1

5sinw0A(« l ,m,n)/(« l 21,m,m), where the anglesw1 andw0 are
determined~in our example! by the fact that cosw05a0 and
a15cosw1. If the angle w0 is so large that it satisfies
usinw1u.1, i.e., total internal reflection takes place, tw
angles are retained at this stage of the iterative process
the cosine of the third changes sign.

All the coordinates of the points of refraction obtaine
are successively substituted into the left-hand side of the
cal plane equation. When the result first becomes posit
we must return to the preceding point and solve the ray eq
tion with the focal plane equation~but not with the equations
for the cube faces!. In this way we obtain the coordinate o
the ray on the focal plane. The sum of all the optical pa
~including the last segment! gives the optical path of the ray

In these calculations the polarization of the ray was
investigated and the square of the amplitude of the trans
ted ray was multiplied by the half-sum of the squares of
Fresnel coefficients for both polarizations. The square of
amplitude on the focal plane is the product of these factor
all the iterations. In cases of glancing incidence, less ene
may enter the refracted ray than the reflected ray. In
case, in one variant of the program, the path of the reflec
ray is then traced.
© 1998 American Institute of Physics
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Some rays leave the lens almost parallel to the fo
plane and their motion outside the lens is described by
merous iterations. The smallest number of iterations is ob
ously 2a. The program discarded a ray which had n
reached the focal plane after 6a iterations.

3. If m50 ~the beam is normal to the two faces of th
cubes!, the rays do not undergo refractions, no focusing
curs, and the distribution of the rays on the focal plane is
same as that on the entry plane. For smallm ~i.e., when 1
2ug0u!1) the discrete lens does not differ so apprecia
from the continuous one, but focusing will be considera
weaker; the same will be found for 12ua0u!1 and 1
2ub0u!1. However, when the direction of the beam is ra
dom, the probability of the angle between the beam and
edges being small will be of order32m

2, and even form
'1/10 these ‘‘bad’’ directions will only account for aroun
6%.

Nevertheless, the calculations have shown that even
the ‘‘rough’’ division which has been analyzed (2a517),
the discreteness still leads to appreciably weaker focus
We shall give some of the results.

One of the characteristics of the focusing action of a le

formed by cubes is the distancer̄ between the focus and th
point of intersection, averaged over all the rays which ha

intersected the focal plane. For a continuous lensr̄ 50 would
be obtained~geometric-optics calculations!. For m50, i.e.,
in the absence of refraction, we obtainr 52a/3, which for

a58.5 givesr 55.7. Figure 1 givesr̄ as a function ofm for
two versions of the program:1 — in which the path of that
refracted or reflected ray carrying the greater energy is tra
subsequently for glancing incidence;2 — the path of the
refracted ray is always traced~except for cases of total inter
nal reflection!. Version1 more accurately reproduces the r

propagation process. The value ofr̄ for moderatem is of the
order of 1–2. This value must be compared with the diffra
tion radius of the focal spot having the orderl ~Ref. 1!.

The focusing quality is also characterized by the ene
distribution on the focal plane. For instance, if the be
forms equal angles (55°) with all three axes, 0.24 of
l
u-
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entire energy reaching the focal plane is found within t
ring on this plane between radiir 51 andr 52.

Another characteristic is the dispersion of the optic
path length: for a continuous lens this is zero. For rays wh
distance from the focus is less than 1, this dispersion is'0.5
and if the distance from the focus is less thana/2, the dis-
persion is'1.

These examples~and more detailed results not reporte
here! show that if the number of cubes is approximate
2000–3000, the focusing of the lens is appreciably inferio
that for a continuous distribution of«. With this discretiza-
tion the « jump at the faces is of orderD«50.1, which is
clearly too large.

Note that the number of raysM is proportional toa2 and
the number of iterations for each ray is proportional toa, so
that the number of operations in this method increases asa3,
i.e., (D«)23.

1A. V. Golubyatnikov and B. Z. Katsenelenbaum, Radiotekh. Elektron.42,
No. 12 ~1997!.

Translated by R. M. Durham
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Investigation of the thermal stability of picosecond gallium arsenide dynistor switches
K. V. Evstigneev, V. I. Korol’kov, and A. V. Rozhkov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted March 2, 1998!
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The operation of GaAsn1 –p– i –n0–p1 dynistor structures has been demonstrated
experimentally under conditions of reversible avalanche breakdown at temperatures up to 200 °C
with switching times remaining under 140 ps. A numerical simulation refined the influence
of various parameters of the semiconductor on the temperature dependence of the switching
characteristics. ©1998 American Institute of Physics.@S1063-7850~98!01308-1#
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Among well-known powerful, high-speed, picoseco
switches, those operating on the principle of switching us
a delayed impact ionization wave belong to a special cla
These semiconductor switches usually do not have a ste
stateS-shaped current–voltage characteristic and function
a regime with reversible dynamic breakdown of a hig
voltagep–n junction. Dynamic breakdown is accompanie
by a nonuniform distribution of current over area with t
formation of filaments of high-current density and an en
ing appreciable rise in temperature near thep–n junction.
Both these factors impose severe constraints on the oper
characteristics of silicon-based structures. Thus, the res
of investigating structures fabricated using different, wid
gap materials are attracting particular interest.

We investigated the thermal stability of high-voltag
switches using ann1 –p– i –n0–p1 GaAs dynistor structure
The central, high-voltage, linear-gradientp– i –n0 junction
was grown by liquid-phase epitaxy. The junction was form
by varying the concentration of background donor and
ceptor impurities. These structures typically exhibit antis
6131063-7850/98/24(8)/3/$15.00
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defects with two levels in the lower half of the band gap a
a concentration of (0.5– 2)31015 cm23 ~Ref. 1!. At room
temperature the maximum forward dc voltage before bre
down was 600–800 V. The coefficient of positive feedba
between the emitter junctions was less than 1 at voltage
to breakdown. The working area of the device was 0.5 m2.

The main switching parameters of the devices were m
sured when these operated as current pulse sharpening
vices. The sharpened pulse had an amplitude of 400 V at
V load with a 0.3 ns rise time and a temporal stability bet
than 30 ps. This pulse was applied with a fixed bias to
50V line and the dynistor being investigated was connec
in a gap. A matched load was connected to the other en
the line. At room temperature fast switching was observed
bias voltages from 90 V almost up to the static breakdo
voltage. The transition time to the conducting state w
around 100 ps with a delay of 0.1–0.4 ns relative to the in
pulse~Fig. 1!.

As expected, this switch exhibited substantially bet
thermal stability than known silicon picosecond switches,
ng
FIG. 1. Oscilloscope traces of current through peaki
dynistor at various bias voltages.
© 1998 American Institute of Physics
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FIG. 2. Temperature dependences of switchi
delay ~a! and switching time~b! at various bias
voltages.
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which the operating temperature limit was at most 100
However, heating the gallium arsenide dynistors to 200
merely increased the switching delay and caused a s
drop in the current amplitude. Figure 2a gives temperat
dependences of the switching delay relative to the sharpe
pulse which clearly shows that this parameter typically
creases with increasing temperature and decreasing bias
age. The rise time of the sharpened pulse also increase~by
10–15%! with heating~Fig. 2b!. This figure clearly shows
that the switching process slows appreciably with increas
temperature at a bias voltage of 150 V. This can be explai
by the fact that the minimum fixed bias to ensure sharpen
was less than 90 V at room temperature but approac
130–150 V at 200 °C.
.
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Note that the instability of the switching delay time~jit-
ter! was almost independent of temperature and was 3
for most temperatures and bias voltages. Exceptions were
lowest values of the fixed bias close to the lower threshold
the sharpening regime and the highest values close to
static switching voltage, where the instability increased
120–150 ps. This behavior of the temporal instability in t
boundary regions is generally typical of gallium arseni
diode2 and thyristor3 structures.

In order to explain the switching pattern of this devic
we made a numerical simulation of the breakdown of
base regions. We used a diodep– i –n0 structure similar to
the base regions of our dynistor as a model. The simula
took into account drift, diffusion, recombination and therm
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generation~in the simplest band–band representation!, and
impact ionization. The dynamics of the processes were
scribed by the system of continuity equations

5
dE

dt
5

4p

e
@J2e~ j p2 j n!#,

dp

dt
5t2r ~p,n!1g~E,p,n!2

]

]x
@pvp~E!#1Dp

]2p

]r 2
,

dn

dt
5t2r ~p,n!1g~E,p,n!2

]

]x
@nvn~E!#1Dn

]2n

]x2
,

whereE is the electric field strength,J is the density of the
total current through the device determined by the exte
circuit and by the geometry of the instrumental structure,j p

and j n are the particle current densities, andt, r , andg are
the rates of thermal generation, recombination, and imp
ionization, respectively. A fairly elaborate approximatio
given in Ref. 4 was used as the impact ionization coefficie

The assumption that the conductance of the hi
resistivity region was uniformly modulated over area did n
produce quantitative agreement between the calculated
experimental time dependences of the current through
device. However, theoretical analysis of the stability of i
pact ionization waves inp–p junctions5 indicates that the
assumption of uniform breakdown is rather unrealistic.
this particular device, the wave is transversely unstable~al-
though to a lesser extent than in an abruptp1 – i –n1 struc-
ture! and the breakdown should be local. By fitting to t
experimental results, it was established that approxima
0.25 of the entire area of the central junction is transferred
the conducting state, which was also assumed in the sim
tion.

The numerical calculations indicate that as the tempe
ture rises, the switching delay of the dynistor should incre
~Fig. 2a! while the switching time should remain almost co
e-

al
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stant. The change in the form of the current pulse through
device was merely a result of the temperature dependenc
the impact ionization coefficients. A reduction in the mobi
ties and diffusion coefficients has little influence on the e
ternal switching characteristics. The constant switching ti
can be explained by the fact that in the TRAPATT regim
the rate of current rise through the device is mainly a fu
tion of the parameters of the external circuit and the geom
ric dimensions of the device. An increase in the switchi
delay results from an increase in the threshold field nee
for breakdown. An increase in the threshold field is caus
by a decrease in the coefficients of impact ionization, wh
may also be responsible for increased losses in the switc
state.

To sum up, the results of an experimental investigat
and numerical simulation indicate that gallium arsen
dynistor peaking devices operate successfully at eleva
temperature. The results of the simulation suggest that
changes in the dynamic parameters are merely caused b
thermal dependence of the impact ionization coefficien
Changes in the carrier transport coefficients had no sign
cant influence up to 200 °C.

In conclusion, the authors would like to thank S. V
Shendere� for numerous discussions and useful comments
the experimental part of this work.
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Nanostructure and radiation resistance of carbon stripper foils
A. V. Vasin, V. G. Vysotski , and L. A. Matveeva
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Raman light scattering has been used to analyze the short-range order structure of carbon stripper
foils. It has been shown that the radiation resistance of the foils depends strongly on their
nanostructure. It was observed that under the action of a 2 MeV hydrogen ion beam, soot-like foils
have a considerably longer life than foils with a graphite-like nanostructure.
© 1998 American Institute of Physics.@S1063-7850~98!01408-6#
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Self-supporting amorphous carbon foils 25–100 n
thick are used in charge-transfer electrostatic accelera
~tandems! to ‘‘strip’’ negatively charged ions. Ions underg
more efficient charge transfer in carbon strippers compa
with gas targets, which enhances the energy of the pos
ions at the accelerator exit. However, the radiation resista
of carbon foils is a problem.

It has been established1–4 that damage to stripper foil
exposed to ion beams is caused by their graphitization
by the formation of stresses in the irradiation zone. Fo
deposited by vacuum thermal techniques usually have
texture of graphite-like clusters with basal planes~002! par-
allel to the substrate. As a result of radiation defects in
graphitized zones, the foils exhibit ‘‘swelling’’ perpendicula
to their plane and compression along the surface.2–4 This
leads to the formation and buildup of mechanical stresse
the stripper, which are accompanied by cracking, rende
further operation of the accelerator impossible. The ope
ing life of carbon foils can be improved appreciably by usi
ion-plasma methods of deposition.1,4 However, these meth
ods require complex and expensive equipment.

The aim of the present paper was to study the nanost
ture and radiation resistance of carbon stripper foils obtai
by a spark method.5 Pointed graphite rods were heated
;50 A current pulses at a working pressure of 1023 Pa. The
foils were deposited on glass precoated with a soluble s
layer of sodium chloride around 150 nm thick. The fo
were then removed from the substrates in distilled water
mounted on copper mandrels which were placed in
charge-transfer drum of the E´ GP-10 accelerator at the Inst
tute of Nuclear Research~Kiev!. The foils were studied un
der various irradiation doses (1016– 1017 cm22) of 2 MeV
hydrogen ions at a beam current density of 10mA/cm2.

The nanostructure of the foils was investigated using
man light scattering. Raman spectra for irradiated and u
radiated sections of the foils extracted from the char
transfer drum were measured using a DFS
spectrophotometer with an FE´ U-136 photomultiplier in the
photon counting mode. The spectra were excited using
514.5 nm argon laser line.

The results of the investigations showed that foils o
tained under apparently the same deposition conditions h
completely different Raman spectra and are quite differe
6161063-7850/98/24(8)/2/$15.00
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influenced by irradiation. Typical spectra are shown in Fig
for one type of foil and in Fig. 2 for a different type. Th
Raman spectrum of the type-I foils before irradiation~Fig. 1,
curve1! has a well-defined band near 1580 cm21 and a weak
but broad band near 1350 cm21. After exposure to a dose o
;1016 cm22, the relative intensity of the 1350 cm21 band
increases and the half-width of the 1580 cm21 band de-
creases~Fig. 1, curve2!.

The Raman spectrum of an unirradiated section
type-II foil ~Fig. 2, curve1! consists of a high-intensity
fairly narrow line n51370 cm21 and two weak bands nea
1450 and 1580 cm21. Even when these foils were exposed
a dose of 1017 cm21, the spectra showed no fundamen
changes~Fig. 2, curve2!, which reflects the radiation resis
tance of this structure. To explain these results, we s
examine the published data.

The first-order Raman scattering spectrum of orde
graphite consists of a single line at a frequency of arou
1580 cm21 known as theG-line ~‘‘graphitic’’ !. In finely
crystalline graphite with disordered regions of;30 nm, an
additional line is observed near 1355 cm21 which is usually
called theD-line ~‘‘disordered’’!.6,7 This band correspond
to the phonon density-of-states peak in solid graphite at
edge of the Brillouin zone and is observed as a result of
weakening of the selection rule for the wave vector in dis
dered structures. The ratioI D /I G of the intensities of theD
and G bands depends nonmonotonically on the size of
graphite nanocrystallites. As these decrease in size in di
dered graphite, the ratioI D /I G increases since the fraction o
phonons far from the center of the Brillouin zone increas
in the scattering process. However, below a certain thresh
(<10 nm) the relative intensity of theD band begins to
decrease.8 This is attributed to a decrease in the phonon d
sity of states corresponding to the graphite crystal lattice
strongly disordered system. In the Raman spectra of a
mond crystal the only active line isn51332 cm21. The
highest-intensity lines in the spectra of the fullerenes C60 and
C70 are those at frequencies of 1470 cm21 and 1570 cm21,
respectively.9,10

A comparison between these results and the publis
data indicates that the unirradiated type-I foils have a w
defined G-band and a weakD-band. Irradiation cause
graphitization even at a dose of 1016 cm22 which is observed
© 1998 American Institute of Physics
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as an increase in the relative intensityI D /I G . We observed a
similar change in the Raman spectra after type-I unirradia
foils had been thermally annealed in vacuum at 800 °C.

The weakly defined 1580 cm21 G-line in type-II foils
suggests that these have a low content of three-dimensio
ordered graphite-like regions. The 1370 cm21 and
1450 cm21 lines identified for these foils were also observ
in fullerene-containing soot.9,10 However, the highest-
intensity lines of the C60 and C70 molecules (1470 cm21 and
1570 cm21) did not appear in our foils.

The most surprising result is that even at extremely h
doses~an order of magnitude higher than those for typ
foils!, no signs of graphitization are detected in type-II foi
Thermal annealing of unirradiated type-II foils in vacuum
800 °C also produced no significant changes in the spe
Whereas some type-I foils revealed cracking even at dose
<1016 cm22, type-II foils withstood doses of>1017 cm22

without any catastrophic cracking.
To conclude, the results of a study of the nanostruct

of carbon stripper foils suggest that their radiation and th
mal resistance and therefore their operating life are de
mined by the initial nanostructure. Unfortunately, it has n
yet been established for certain which of the technolog
parameters~deposition rate, current density, vapor-phase

FIG. 1. Raman spectra of type-I carbon foils:1 — unirradiated section,
2 — section irradiated by a dose of 1016 cm22.
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component, and so on! is mainly responsible for the nano
structure of the foils. Further research in this direction
required to ascertain this. However, it has been conclusiv
established that, in principle, the radiation resistance of c
bon stripper foils may be improved substantially without u
ing complex and expensive technologies.
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Photodeflection response of a gyrotropic–isotropic sample under conditions
of tunneling electromagnetic interference

P. V. Astakhov and G. S. Mityurich

Homel F. Skaryna State University, Belarus
~Submitted January 8, 1998!
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Calculations of the energy dissipation of oppositely directed light beams in a gyrotropic–isotropic
sample are used to determine the photodeflection response. It is shown that the
photodeflection signal can be completely suppressed when the beams interact while propagating
in opposite directions. ©1998 American Institute of Physics.@S1063-7850~98!01508-0#
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Tunneling electromagnetic interference accompany
the counterpropagating interaction of light waves in an
sorbing sample has been studied theoretically
experimentally.1,2 It was shown in Ref. 2 that as a result
the redistribution of energy by interference, the transmiss
coefficient of the medium depends strongly on the ene
and polarization characteristics of the counterpropaga
light beams. Allowance for spatial dispersion effects in t
counterpropagating interaction of electromagnetic waves
substantially alter the bulk interference pattern inside
layer.3 However, if the medium possesses gyrotropic prop
ties, the theoretical expressions become considerably m
complicated and require further analysis.

Photoacoustic and photodeflection spectroscopy is n
being successfully used to study the thermal and dissipa
properties of gyrotropic media.4 A distinguishing feature of
these methods is their high sensitivity and the indir
method of recording the absorbed optical energy which
lows nontransparent samples to be studied.

Calculations of the photoacoustic signal were made
Ref. 5 for a sample excited by oppositely propagating bea
and it was shown that the recorded response can be e
tively controlled. The formation of a photodeflection r
sponse as a result of interaction between oppositely dire
beams in a gyrotropic medium is also of considerable in
est, since photodeflection spectroscopy, possessing the
advantages of photoacoustics, is fairly sensitive to b
changes in the temperature of the medium.

We shall analyze the formation of a photodeflection s
nal in a plane-parallel gyrotropic–isotropic layer excited
two oppositely propagating electromagnetic waves with e
tric field strengthsE1 and E3. We shall assume that thez
axis is perpendicular to the layer and the coordinates of
interfaces with the surrounding transparent media1 and3 are
denoted byz52d andz5d, respectively.

By solving a boundary-value electrodynamic proble
using the rate equations for gyrotropic absorbing media6 and
expressions for the fields inside the layer, we derive an
pression for the energy dissipationQ per unit volume of the
sample:
6181063-7850/98/24(8)/2/$15.00
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Q5v$«9~ uA1u21uA2u21uB1u21uB2u2

12@Re~A1•B2* !1Re~A2•B1* !# !

14g9~n08~ uA1u22uA2u21uB1u22uB2u2!

1 2n09@ Im~A1* •B2!1Im~A2* •B1!# !%. ~1!

In expression~1! we have writtenn05A«, andA6 andB6

are expressed in terms of the energy and polarization c
acteristics of the interacting waves and the optical parame
of the medium.3

The energy dissipationQ, determined in accordanc
with Eq. ~1!, is the power density of the heat sources in t
system of heat conduction equations:

DT2
1

b

dT

dt
5H 0, z,2d,

2
1

k
Q~r ,t !exp~ ivt !, 2d<z<d,

0, z.d,
~2!

which describes the temperature distribution in the sam
and the surrounding medium under the action of modula
laser radiation.

After solving the system~2! and calculating the tempera
ture fields, we can directly determine the deflection of t
probe beam. Assuming that the probe beam propag
through a transparent medium1 with the refractive indexn1

parallel to the surface of the layer, we can write the follo
ing expression for the transverse component of the angl
deflection

F~x,y,z!5
1

n1

dn1

dT E
y

dT~x,y,z,t !

dx
dy, ~3!

which we shall subsequently analyze. In expression~3!
dn1 /dT is the temperature gradient of the refractive index
the medium through which the probe beam propagates.

On analyzing these results, we note that expression~1!
can be reduced to the form

Q5F1E1
21F3E3

21F13E1E3 , ~4!
© 1998 American Institute of Physics
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from which it follows that for a constant fieldE3 relation~4!
has a parabolic dependenceQ5 f (E1), where the minimum
energy dissipation is achieved whenE152F13E3/2F1.

The nonsteady-state component of the temperature
varies in the transparent medium1 as a result of the condi
tion that the temperatureT and the heat fluxkgdT/dz are
equal at the interface of the sample. Figure 1 shows that
variable component of the temperature decays comple
over the distancez52pm from the interface, wherem is the
thermal diffusion length. For air with the incident radiatio
modulated at the frequencyv515 Hz, the thermal diffusion
length is'0.159 cm. The calculations show that the con
bution of the interacting oppositely propagating beams to
resultant distribution of the nonsteady-state tempera
component is observed as a slight increase in the ampli
of the resulting thermal wave.

We shall analyze the dependence of the angle of defl
tion on the electric field strength of the first wave when t
field of the second is constant. The calculations show
when the probe beam propagates parallel to the inter
over a distanceL shorter than the thermal diffusion lengt
the angle of deflection has a minimum, and with a suita
choice of measurement conditions the photodeflection
sponse can be completely suppressed~Fig. 2!. As a result of
the modulated absorption of optical energy by the sam
the position of the minimum point is appreciably determin

FIG. 1. Distribution of the variable component of the temperature in
transparent medium1 at various modulation frequencies of the excitin
radiation: 1 — v515.0 Hz, E351026 V/m; 2 — v515.5 Hz, E3

51026 V/m; 3 — v515.0 Hz,E350; 4 — v515.5 Hz,E350.
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by the frequency of the amplitude modulation of the incide
radiation. An increase in the real part of the gyration para
eterg8 leads to the disappearance of this effect as a resu
the additional rotation of the major axes of the polarizati
ellipses of the light waves, which alters the pattern of ene
redistribution by interference. An increase in the imagina
part of the gyration parameterg9 negligibly increases the
amplitude of the photodeflection response.

To sum up, it has been shown that the photodeflect
response in a gyrotropic medium may be suppressed by
interaction of the oppositely propagating light waves. Dis
pative effects and gyrotropy have an appreciable influe
on the angles of deflection of the probe beam.

1R. V. Bakradze, N. B. Brandt, and V. V. Tolmachev,Mechanics of
Continuous Media@in Russian#, Moscow~1984!.

2V. V. Sidorenkov and V. V. Tolmachev, Pis’ma Zh. Tekh. Fiz.15~21!, 34
~1989! @Sov. Tech. Phys. Lett.15, 844 ~1989!#.

3G. S. Mityurich and P. V. Astakhov, inProceedings of the Ninth Interna
tional Conference on Photoacoustic and Photothermal Phenome,
Nanjing, China, 1996; Prog. Nat. Sci.6, 701 ~1996!.

4A. Salasar, A. Sanhez-Lavega, and J. Fernandez, J. Appl. Phys.65, 4150
~1989!.

5G. S. Mityurich, V. P. Zelyony, V. V. Sviridova, and A. N. Serdyukov, i
Proceedings of the Ninth International Conference on Photoacoustic
Photothermal Phenomena, Nanjing, China, 1996, pp. 275–276.

6F. I. Fedorov,Theory of Gyrotropy@in Russian#, Nauka i Tekhnika, Minsk
~1976! 456 pp.

Translated by R. M. Durham

aFIG. 2. Photodeflection response versus electric fieldE1: 1 — g851023,
g951025; 2 — g851023, g95231025; 3 — g85531023, g951025.



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 8 AUGUST 1998
Modeling of phenomenological processes in ferromagnetics and ferroelectrics
A. T. Ovakimyan

Research Institute of Optophysical Measurements, Erevan
~Submitted February 17, 1998!
Pis’ma Zh. Tekh. Fiz.24, 90–95~August 12, 1998!

A vector model to used investigate and simulate the phenomenological properties of
ferromagnetics and ferroelectrics. ©1998 American Institute of Physics.
@S1063-7850~98!01608-5#
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Certain difficulties encountered in the qualitative a
quantitative description of the main phenomenological pr
erties of ferromagnetics and ferroelectrics1 can easily be
overcome by means of a mathematical model.

Such a model may be obtained by considering the
havior of the domain structures as a consequence of the
ergy conservation law.

To demonstrate this, let us consider a ferromagn
single crystal in the form of a rectangular parallelepiped.

Let us take the limiting cases when the crystal is co
pletely magnetized to saturation, in the longitudinal direct
for instance, under the action of an external magnetic fi
In this case, the magnetic moments of all the domains
oriented in the same direction and the entire crystal app
to be a single domain~Fig. 1, which shows one crystal plan
for clarity!. We shall sum the vectors of the magnetic m
ments of the domains and find the point of application of
resultant magnetic momentM5( i 51

S mi , where M is the
resultant magnetic moment andmi is the magnetic momen
of the i th domain.

It follows from the properties of parallel vectors that th
point of application of a resultant vector coincides with t
geometric center of the crystal. Assuming that the crys
contains no nonferromagnetic inclusions, the point of ap
cation of the resultant magnetic momentCm exactly coin-
cides with the center of mass of the crystal. If the crysta
remagnetized to saturation in any other direction, the p
tion Cm remains unchanged relative to the crystal.

We shall show thatCm cannot alter its coordinates fo
any rotation of the magnetic moments of the domains
cause this would violate the energy conservation law.
imagine that our crystal is suspended by the center of mas
a nonvarying external magnetic field. If the crystal is made
rotate, the domains begin to move and rotate under the in
ence of the external magnetic field. If the magnetic mome
of the domains always position themselves so thatCm will be
displaced, the crystal will be exposed to mechanical rota
moments about the point of suspension, and will rotate c
tinuously in the nonvarying magnetic field, which is impo
sible.

Thus, the resultant magnetic moment may vary in m
nitude and direction as a function of changes in the cry
magnetization, rotating relative to the point of applicati
Cm which cannot alter its coordinates relative to the crys
We shall analyze the necessary conditions for fixedCm . We
6201063-7850/98/24(8)/3/$15.00
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shall take the particular case when the magnetic moment
the domains in the crystal are oriented in three mutua
perpendicular directions, forming three systems of para
vectors~Fig. 2!. We shall select the coordinate axes such t
their origin coincides withCm and the directions are paralle
to the magnetic moments of the domains. Then, from
properties of parallel vectors, the coordinates of the poin
application of the resultant magnetic moment for doma
oriented along theX axis are given by the following rela
tions:

Xx5(
i 51

l

mixi Y (
i 51

l

mi50,

Yx5(
i 51

l

mi yi Y (
i 51

l

mi50,

Zx5(
i 51

l

mizi Y (
i 51

l

mi50,

whereXx, Yx, and Zx are the coordinates of the resulta
magnetic moment of the domains parallel to theX axis,mi is
the magnetic moment of thei th domain parallel to theX
axis, andxi , yi , andzi are the coordinates of the magnet
moment of thei th domain.

Since( i 51
l mÞ0, we obtain

(
i 51

l

mixi50, (
i 51

l

mi yi50, (
i 51

l

mizi50. ~1!

Likewise for theY andZ axes we obtain

(
j 51

n

mj xj50, (
j 51

n

mj y j50, (
j 51

n

mj zj50, ~2!

(
k51

p

mkxk50, (
k51

p

mkyk50, (
k51

p

mkzk50, ~3!

wheremj andmk are the magnetic moments of the domai
parallel to theY andZ axes, respectively,xj , yj , zj andxk ,
yk , zk are the coordinates of the magnetic moments of
domains parallel to theY andZ axes, respectively.

Relations~1!–~3! imply the following:
1. The rotations of the magnetic moments of the doma

should be symmetric relative to theZCmX, ZCmY, and
XCmY planes~Fig. 2!. For instance, the rotation of the mag
© 1998 American Institute of Physics
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netic moments of part of a domain, a single domain, or s
eral domains~displacement and rotation processes! parallel
to the ZCmY plane, to the left of this plane, should be a
companied by a simultaneous rotation of the magnetic m
ments of the domains to the right so that the sums of
products of the magnetic moments at distances to the left
right of theZCmY plane are the same. The same also app
to the ZCmX and XCmY planes. Rotations of the magnet
moments of the domains only to the left or only to the rig
of these planes are impossible.

2. If the domain magnetic moments rotate when they
not parallel and not perpendicular to the magnetic mome
of other domains, the coordinates ofCm can only be kept
constant by deformation of the crystal, which will disappe
after the magnetic moments have completed their rotatio

3. If in general the magnetic moments of the domains
not mutually parallel and not mutually perpendicular, the c
ordinates ofCm can only be kept constant by deformation
the crystal, which will vary as the crystal magnetization v
ies.

4. If our crystal is cut into sections and these are se
rated by distances sufficient to eliminate intercorrelation
the domains, the magnetic moments of the domains in e
part should be positioned so thatCm for each part satisfies
the above condition. It can be shown that this reorientat

FIG. 1.

FIG. 2.
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can take place with the lowest energy consumption~with the
fewest rotations of the magnetic moments of the domains! if
the resultant magnetic moments of the separate section
aligned relative to these sections in the same direction as
initial magnetic moment of the crystal before cutting.

5. An analysis of the initial data used to obtain relatio
~1!–~3! shows that they can also be derived similarly f
other magnetic materials possessing a domain struct
Bearing in mind that in the initial data, we did not envisa
any constraints on the presence or absence of field sou
~charges!, we can also apply these relations to the elec
domains of ferroelectrics in an external electric field.

It is readily shown that we have obtained a vector mo
which simulates the main phenomenological properties~#1
— the dipole nature and hysteresis, #2 — the Barkhau
effect, #3 — magnetostriction, #4 — the division of a pe
manent magnet into smaller sections, and #5 — the electr
analog of ferromagnetism in ferroelectrics and generaliza
to other magnetic materials with a domain structure!.

It is important to stress that it is only meaningful
consider that the coordinates ofCm remain constant as a
consequence of the energy conservation law when exte
magnetic and electric fields act on ferromagnetics and fe
electrics. When part of a ferromagnetic crystal or ferroel
tric is heated above the Curie point or mechanical deform
tions change the crystal shape,Cm becomes displaced, onl
conserving the properties described above under the ac
of external fields.

This reasoning can also be applied to polycrystalline
main structures if we assume that they are correlated sys
in which the orientation of the magnetic moments of t
domains in one crystal affects the orientation of the magn
moments of the domains in neighboring crystals, convert
the entire bulk of the sample to a self-organizing system

If instead of a single crystal, a polycrystalline rod ma
net ~magnetic needle! is suspended by its center of mass, th
should exhibit similar behavior in an external nonvaryi
magnetic field, i.e.,Cm should not alter its coordinates rela
tive to the sample.

Otherwise, the energy conservation law will be violat
and we would be able to magnetize one half of the magn
needle more than the other, which is not observed in pr
tice.

SinceCm should have fixed coordinates in an extern
field of any magnitude, having selected the limiting ca
when the sample is magnetized to saturation in one direct
we can easily determine the position ofCm . Assuming that
small nonferromagnetic inclusions are distributed uniform
in the entire bulk of the magnetic needle,Cm coincides with
its geometric center or center of mass.

For various structures using combinations of perman
magnets, ferromagnetic and nonferromagnetic samples,
first advisable to identify the intercorrelation of the domai
in this system by measuring the long-range magne
fields.2,3 If this system is observed as a single magnetic
pole in various magnetic states, the coordinatesCm will be
fixed regardless of any change in its magnetic state. If
system is observed as several magnetic dipoles, the a
reasoning can be applied to each separately.
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For our example we selected the particular case w
the magnetic domains are oriented strictly parallel or perp
dicular to each other. This allowed us to derive the sim
relations~1!–~3! which simulate the main phenomenologic
properties.

However, we can easily establish that any vector sys
with arbitrarily oriented initial vectors has the same prop
ties if the point of application of the resultant vector does
alter its coordinates for any rotation of the initial vectors.

Consequently, this vector system may be taken a
mathematical model which by different initial orientations
n
n-
e

m
-
t

a

the initial vectors, can simulate all existing and theoretica
possible magnetically ordered systems and ferroelectrics

1S. V. Vonsovski�, Magnetism@in Russian#, Nauka, Moscow~1984!.
2A. T. Ovakimyan, Military-Scientific Journal of the Ministry of Defens
of the Republic of Armenia, No. 2~1996!.

3A. T. Ovakimyan,Behavior of Domain Structures As a Consequence
the Energy Conservation Law, ArmNIINTI, Paper No. 133-Ap97,
deposited 30.04.97.

Translated by R. M. Durham
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Self-organized nanosize InP and InAsP clusters obtained by metalorganic compound
hydride epitaxy

D. A. Vinokurov, V. A. Kapitonov, O. V. Kovalenkov, D. A. Livshits, and I. S. Tarasov
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~Submitted February 25, 1998!
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Results are presented of investigations of the growth of self-organizing nanosize InP and InAsP
clusters in an In0.5Ga0.5P matrix. The structure was characterized by low-temperature
photoluminescence and transmission electron microscopy. The photoluminescence measurements
revealed highly efficient radiative recombination from the quantum dots and indicated that
the structures were of good optical quality. The average density and size of the InP clusters,
determined from the results of the transmission electron microscope measurements, are
33109 cm22 and 80 nm, respectively. ©1998 American Institute of Physics.
@S1063-7850~98!01708-X#
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The spontaneous formation of nanosize clusters du
heteroepitaxial growth of highly strained semiconductors
attracting considerable attention because of the possibilit
obtaining three-dimensional electron confinement in hom
geneous, coherent quantum dots. These structures grow
standard molecular-beam epitaxy~MBE! and vapor-phase
epitaxy from metalorganic compounds and hydrides~MOC
hydride epitaxy! possess a high degree of quantization a
high radiative efficiency mainly because of the lower def
density and contamination compared with structures fa
cated by lithographic procedures. The introduction of thr
dimensional confinement of electrons, holes, and exciton
these semiconductor microstructures can be used to s
new physical effects1,2 and also to appreciably improve th
characteristics of electronic and optoelectronic devices,3,4 es-
pecially semiconductor heterolasers with a quantum-dot
tive region. It is hypothesized that these heterolasers
exhibit a high differential gain, high characteristic tempe
ture T0, and appreciably lower threshold currents.3,5 At
present, even the first quantum-dot lasers grown by M
6231063-7850/98/24(8)/3/$15.00
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and MOC hydride epitaxy in an InGaAs/GaAs system ha
threshold current densities of 40 A/cm2 (T05430 K; Refs. 6
and 8! and 60 A/cm2 (T05530 K; Refs. 7 and 8!.

Most experimental studies have been concerned w
methods of obtaining InAs~InGaAs! quantum dots in a
GaAs~AlGaAs! matrix. Another interesting research topic
the fabrication of nanosize clusters in an InP/InGaP syst

In the present study, nanosize InP clusters were grow
an In0.5Ga0.5P matrix at reduced pressure using an MOC h
dride epitaxy system in a horizontal reactor with an rf-hea
substrate holder. The reagents were trimethyl galli
~TMGa!, trimethyl indium ~TMIn!, arsine (AsH3) ~20% in
hydrogen!, and phosphine (PH3) ~30% in hydrogen!. The
growth process took place at a temperature of 700 °C an
reactor pressure of 50 mbar. A 500 nm lattice-matched la
of In0.5Ga0.5P was grown on an accurately oriente
GaAs~100! substrate followed by the deposition of an In
layer with nominal thicknesses between 0.7 and 15 ML. A
ter annealing for 5 sec in a PH3 atmosphere, the InP cluster
were overgrown with a 50 nm layer of In0.5Ga0.5P. The an-
nP
FIG. 1. Transmission electron microscope image of I
clusters with a nominal thickness of 3 ML.
© 1998 American Institute of Physics
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nealing was carried out to provide conditions for the co
plete formation of clusters.9 The nominal growth rates wer
1.4 ML/s for the InGaP barriers and 0.7 ML/s for the qua
tum dots.

The samples were examined by transmission elec
microscopy using a high-resolution Philips EM 420 micr
scope at an accelerating voltage of 120 kV. Figure 1 sho
images of nanosize clusters when 3 ML of InP was dep
ited. The average transverse dimension of the quantum
is ;80 nm and the average density is 33109 cm22.

Photoluminescence measurements were made usin
Ar1 laser ~488 nm! with an excitation density of
;50 W/cm2. As a result of the formation of InP quantum
dots, the photoluminescence spectrum reveals a h
intensity peak at 1.2 eV~77 K! ~or 1.68 eV at 300 K!. The
position of the peak remains almost unchanged as the
quantum dots vary between 2 and 15 ML~Fig. 2!, which
differs from the systematic decrease in the energy of
photoluminescence peak observed as the layer thicknes
creases in a quantum well.10 From this it can be inferred that
in accordance with the Stranski–Krastanow model, thr
dimensional clusters develop as far as their critical dim
sions which are determined by the equilibrium of the stres
between the matrix and quantum dot materials. The ene
position of the photoluminescence peak from the InP clus
theoretically corresponds to a;6–7 multilayer InP quantum
well ~Fig. 2!.

The efficiency of the radiative recombination from th
quantum dots is 1.5 orders of magnitude higher than
luminescence from the InGaP barriers and is 30% at 7
~Fig. 3!. The high photoluminescence efficiency demo
strates the extremely high optical quality of these structu
and the effective carrier localization in the quantum dots.
increase in the nominal InP thickness above 8 ML cause
abrupt deterioration in the radiative characteristics from
quantum dots, which may be attributed to the evolution o
significant number of dislocations.

These results on the growth of self-organized nanos
clusters of InAsxP12x ternary solid solutions in an In0.5Ga0.5P
matrix have no analogs in the literature. It was predicted t
the addition of arsenic to InP quantum dots would shift th
photoluminescence spectrum in the long-wavelength di

FIG. 2. Position of photoluminescence peak~77 K! from InP quantum dots
as a function of the nominal thickness of the deposited InP layer.
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tion. However, in our investigations the position of the ph
toluminescence peak corresponding to the InAsxP12x quan-
tum dots remained constant for all the compositions stud
i.e., havingx between 0 and 0.5. Moreover, the position
this peak corresponds to that of the InP quantum dots~Fig.
4!. This may be explained by the fact that the average siz
the InP quantum dots obtained under different conditio
varies between 40 and 100 nm~Refs. 9–11! whereas InAs
dots have an average size of 15–30 nm~Refs. 5–8!. Thus,
the incorporation of arsenic in InP clusters may reduce th

FIG. 3. Intensity of photoluminescence peak~77 K! from InP quantum dots
as a function of the nominal thickness of the deposited InP layer.

FIG. 4. Photoluminescence spectra~77 K! from: a — InP quantum dots. The
nominal thickness of the InP layers is 3 ML; b — InAs0.25P0.75 quantum
dots. The nominal thickness of the InAs0.25P0.75 layer is 3 ML.
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size and thereby compensate for the predicted energy sh
the photoluminescence peak.

To sum up, we have grown nanosize InP and, for
first time anywhere in the world, InAsP clusters in a
In0.5Ga0.5P matrix. The high photoluminescence efficiency
the self-organized quantum dots indicates that these n
structures are of high optical quality. The properties of t
nary InAsP quantum dots will be the subject of further
search.

This work was supported by Project No. 96-2005 und
the Russian National Program ‘‘Physics of Solid-State Na
structures.’’
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Formation of quasisteady supersonic flow with a pulse-periodic plasma heat source
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An analysis is made of experimental data on the influence of a pulse-periodic optical discharge
in a supersonic argon stream on the aerodynamic drag of streamlined objects. The
interrelation established between the parameters of the laser radiation and the stream is used to
determine the threshold frequency of the laser pulses which determines the transition to
quasi-steady-state flow. ©1998 American Institute of Physics.@S1063-7850~98!01808-4#
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In addition to conventional methods of controlling s
personic flows by means of an external power supply~fuel
combustion!, the possibility of using laser radiation is als
being considered.1,2 Optical breakdown of the gas in th
stream results in the formation of a localized hig
temperature zone or plasma heat source. A numerical s
lation has shown that under certain conditions, a local h
conductor may produce substantial rearrangement of the
dynamic structure in flow around objects.3 Experimental in-
vestigations have been confined to studies of transient
cesses during the interaction between a pulsed heat so
and a shock-wave structure ahead of a streamlined obj4

The lack of experimental investigations of steady-state
gimes can be attributed to the requirement for high la
radiation energy parameters which are needed to stabilize
optical discharge in a high-velocity gas stream. In Ref. 4
attempt was made to use a series of several laser puls
produce and study steady-state regimes. However, bec
of the inadequate duration of the entire process, no sys
atic data were obtained, although the experimental res
suggested that quasi-steady-state flow may be achieve
means of a pulsed power supply to the gas stream.

In Ref. 5 an optical discharge in a supersonic stream
stabilized by using pulse-periodic carbon dioxide laser rad
tion at a high pulse repetition frequency~up to 100 kHz!. It
was ascertained2 that the effect of the energy release depen
on the frequency and is observed as a change in the aer
namic drag of streamlined objects. From the experiment
determined frequency dependence of this parameter it
concluded that quasi-steady-state flow is established at a
quency above 50 kHz. However, no detailed analysis w
made of the conditions and mechanisms determining the
ture of the flow. The aim of the present study is to use
experimental results to examine the main factors and co
tions responsible for the transition to steady-state supers
flow with a pulse-periodic plasma heat source.

A supersonic argon stream was produced in an aero
namic system2 which gives Mach number 2 with the follow
ing initial parameters: pressure 0.45 MPa and tempera
293 K. In the working frequency range of 12.5–100 kHz, t
average powers of the laser pulses were between 113
16 kW and the power densities were (3.7– 0.
6261063-7850/98/24(8)/2/$15.00
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31012 W/m2, although the real peak values were two
three times higher than the average for'0.3ms when the
total pulse length was 1.2ms ~Ref. 6!. The generalized re-
sults of the measurements2 of the change in the relative aero
dynamic dragC/C0 ~whereC0 is the measured parameter
the absence of a plasma heat source! of streamlined objects
are plotted by curve1 in Fig. 1. This parameter decreases
the pulse repetition frequencyf increases and remains almo
constant at'0.55 for f .50 kHz, which indicates tha
steady-state flow is established.

Assuming that the energy is released instantaneously
point in a gas stream with the velocityu, the condition for
the establishment of a steady-state wavefront ahead
pulse-periodic optical discharge was formulated in Ref. 7
the form R(t0)5ut0, whereR is the radius of a spherica
shock wave andt0 is the time interval during which it is
displaced downstream by the distanceR. The well-known8

self-similar solutionR(t)5(E/ap)1/5t2/5, where E is the
pulse energy,r is the initial gas density, anda is a quantity
which depends on the specific heat ratiog, is used to deter-
mine the threshold frequencyf 051/t0.

The experimental results showed that the energy rele
region exhibits strong luminescence, since it is apprecia
elongated along the axis of the stream. The measured le
of this region depends on the observation conditions, wh
are characterized by numerous superposed luminesc
flashes. For the minimum exposure time using dense filt
this length is 5–7 mm. For these reasons the experime
determination of the lengthL of the heat source may lead t
appreciable error in the measured results. However, if
take into account the well-known9 mechanism for the evolu
tion of an optical discharge whereby radiation is absorb
beyond the front of an optical detonation wave, this para
eter can be calculated from the ratioL5*0

tVdt, wheret is
the laser pulse length andV is the velocity of the front,V
5@2(g221)J/r#1/3. The power densityJ of the radiation
was determined from the experimentally recorded ene
characteristics and dynamics of the laser pulses with all
ance for the focusing parameters. In the frequency ra
12.5–100 kHz we obtainL512–6.2 mm, respectively~in the
range of front velocities 11–5.7 m/s!. An increase in the
length of the luminescence zone with decreasing freque
© 1998 American Institute of Physics
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was also recorded experimentally as a result of an increas
the pulse energy.

Thus, an extended region of plasma forms periodica
almost ‘‘instantaneously’’ (t!1/f , where 1/f is the time in-
terval between the pulses and is 10ms or longer! in the gas
and by the time of the next pulse this has moved downstre
over the distanceu/ f . Thus, the condition for the transitio
to quasi-steady-state flow may be expressed by equating
scale factoru/ f to the length of the plasma heat sourc
u/ f 15L, from which the threshold frequencyf 1 is deter-
mined. Figure 1, curve2 gives the calculated results in th
form of the relative valuesf / f 1 ~for g51.2). Data are also
plotted for g51.25 ~curve 3! and 1.15~curve 4! which ac-
cording to the estimates may correspond to the paramete
state of an argon plasma in the optical breakdown ran
This range ofg is near but within the limits of the boundar

FIG. 1. ExperimentalC/C0 ~1! and calculatedf / f 1 ~2, 4! data as a function
of the pulse repetition frequency,g51.2 ~2!, 1.25 ~3!, and 1.15~4!.
in
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:
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determining the stability of the shock waves.10 The data
shown in the figure indicate thatf / f 151 golds in the fre-
quency range 45–65 kHz. This correlates with the exp
mental results~curve 1! which indicate that a steady-sta
effect is established in this frequency range. An analysis
the possible influence of axial expansion of the heated
also showed that an increase in the length of the heat so
in the interpulse period would reducef 1 and satisfy the con-
dition f / f 151 at low frequencies, where the frequency d
pendence of the measured parameterC/C0 is observed.
Thus, the experimental results indicate that this effect
weak.

This work was supported financially by the Russi
Fund for Fundamental Research under Grant No. 96-
01947.
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Domain nucleation in thermomagnetic memory systems near the Curie point
G. E. Khodenkov
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The approximation of Landau second-order phase transitions for ferromagnetics near the Curie
point is used for a numerical determination of the two-dimensional microstructure which
forms the basis of a data-storage domain. This structure and its lower level of the spectrum of
small oscillations are strongly delocalized. Depending on the recording regimes, this may
be responsible for the severe irregularity of the domain wall shape sometimes observed or the
formation of ring domains. ©1998 American Institute of Physics.@S1063-7850~98!01908-9#
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In the simplest thermomagnetic memory system~bubble
domains!, information is recorded by heating a section
magnetic film to the Curie temperature with a laser bea
Unfortunately, this method is not optimum, especially sin
non-optimum recording regimes and/or variation in the pr
erties of the film gives rise to bubble domains with high
irregular walls and even ring domains. The aim of t
present study is to identify the reason for this effect, which
undesirable from the point of view of the signal-to-noi
ratio, by studying domain nucleation.

The second stage of nucleation, in which an alrea
formed 180° Bloch domain wall undergoes a shift, has b
well studied ~see the review of relevant ideas and resu
presented in Ref. 1!. In this stage however, it is extreme
difficult to explain the formation of large-scale irregularitie
of the domain-wall shape or ring domains. In this context
note that the importance of allowing for the first stage
nucleation and its kinetics has been indicated on various
casions~see in particular, Refs. 2–4!. It will be shown sub-
sequently that the micromagnetic structure formed at
stage and the lower level of the spectrum of small osci
tions are highly delocalized, which may be responsible
the formation of the irregularities.

When a ferromagnetic film cools, a local temperatu
regionT<Tc (Tc is the Curie point! inevitably forms where
the standard thermodynamic potential can be applied

F5E dVFa2 ~¹M !21AM21BM4G . ~1!

HereM is the magnetization,a.0 is the exchange rigidity
A5a(T2Tc), wherea.0 andB.0 are the coefficients o
the expansion of the potential near the Curie pointTc . It is
assumed that the spatial dimension of the region descr
by Eq.~1! is fairly large and outside this region Eq.~1! must
be supplemented by the energy of magnetic anisotropy,
so on. We also note that in the spatially one-dimensio
case, Eq.~1! yields the Zhirnov domain wall:

M ~x!5AuAu/2B tanh~AuAu/ax!, ~2!
6281063-7850/98/24(8)/2/$15.00
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in which the transition between domains~along thex axis! is
achieved by variation in the magnitude of the magnetizat
vector but without it rotating.

Let us assume that the magnetization vector has a si
tangential component which only depends on the rad
coordinate so that divM50. The magnetization dynamic
obeys the Landau–Khalatnikov equation, which we write
cylindrical coordinates:

]m

]t
5

2uAu
t i

@~rm8!8/r1m/r21m2m3#. ~3!

Heret i is the longitudinal relaxation time; the dimensionle
radial coordinater and the magnetization21<m(r)<1 are
measured in units ofAa/2uAu andAuAu/2B, respectively.

The results of a numerical integration of Eq.~3! are plot-
ted in Fig. 1. Curve1 gives the static solutionm0(r) ob-
tained numerically. At the center of the domain we fin
m0(r→0)→0.58r, whereas m0(r→`)→121/2r2. The
plotted dependence and the equation itself are universal
describe many phenomena~in particular, the vortex filaments
in an almost ideal Bose liquid, antiferromagnet
disclinations,5 and so on!.

In order to determine the time evolution of this vorte
structure, we determine the spectrum of small oscillations
the problem~3! linearized with respect to the small ampl
tudes,m(r,t)5m0(r)1dm(r)exp(2Et):

Edm52~rdm8!8/r1V~r!dm,

V~r!51/r22113m0
2~r!. ~4!

The potentialV(r) and the lower eigenfunction of the dis
crete spectrumdm0(r) are plotted by curves2 and 3 in
Fig. 1, respectively. The eigenvalue of this level is

E051.627 . . . , ~5!

where dm0(r) has the asymptotic formdm0(r→`)
;exp(2A22E0r)/Ar and dm0(r→0);r. The spatial
scale near the Curie point is large;1AT2Tc so that the
structures shown are highly delocalized. For comparis
Fig. 1 also gives the soft mode of the Zhirnov domain w
spectrum~2! ;1/cosh2(x/A2) ~see the dashed curve near t
peak3!.
© 1998 American Institute of Physics
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We shall examine the possible existence of additio
discrete levels below the boundary of the continuous sp
trum E`52. The substitutiondR5Ardm(r) eliminates the
first derivative from Eq.~4!:

~E2E0!dR5L̂1L̂2dR, ~6!

where the operators areL̂656]/]r1dR08/dR0 and dR0

5Ardm0(r) is a known function. Introducing into Eq.~6!

the variablex5L̂2dR, we obtain a one-dimensional Schr¨-
dinger equation from which the level~5! is eliminated:

~E2E0!x52x91V* ~r!x,

V* ~r!52~dR08/dR0!22dR09/dR0 . ~7!

The new potentialV* (r) ~see curve4 in Fig. 1! has a very
shallow, gently sloping minimum. The marked asymmetry
the potential (V* (r→0)→15/(4r2) and V* (r→`)→2
2E0) means that the existence of a level additional to~5! is
extremely unlikely.

The evolution of the vortex structurem0(r) during cool-
ing is given by Eq.~3! ~with the inclusion of uniaxial anisot
ropy, magnetostatic interaction, and so on in Eq.~1!! and by
the heat conduction equation. Possible scenarios depen
the laser pulse parameters and on the technological pa
eters of the magnetooptic disk, but allowance for these
outside the scope of the present study. However, there i
doubt that a major role in the kinetics will be played by t
l
c-

f

on
m-
is
no

lower discrete level~5! which, as can be seen from Fig. 1
has a broad ring-shaped profile. It is thus important to se
the cooling regime so that its characteristic time does
exceed the time needed for spatial establishment of the m
~5! which, according to Eq.~3!, is ;t i /(2E0uAu). Depend-
ing on the following conditions, violation of this conditio
may lead to the formation of a ring domain or~as a result of
interaction with defects! the formation of a broad irregula
region bordering the data storage domain. Under record
conditions, the region of validity of Eqs.~1! and ~3! is lim-
ited by the size of the temperature fieldT<Tc created by the
laser beam. To suppress undesirable effects, the energy t
ferred by the beam and the size of the active region~1!
should not be too large and the cooling should be fa
rapid.

The author is grateful to the late Yu. V. Starost
for introducing him to the problems of thermomagne
recording.
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Increase in the modulation of an acoustic wave scattered from weakly stable vibrational
states of bubbles

A. O. Maksimov
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A theoretical analysis is made of the mechanism for nonlinear diagnostics of gas inclusions in a
liquid. It is shown that the modulation of the scattered acoustic wave amplitude increases
appreciably near critical values of the pump field corresponding to weakly stable bubble states.
© 1998 American Institute of Physics.@S1063-7850~98!02008-4#
o
c

ca
r
th
th
e

sa

k
le

ra
tic

la
tic
-
n
n
al
s

ra
st

n
li-
-

-
e
f-
u
n
th
th
ca
ia

on
ib

ity

id

,
de-
ng
d
n-
w-

-
e

ons
ing
The need to estimate the size and spatial distribution
gas inclusions in a liquid arises in studies of natural obje
and in numerous industrial, medical, and ecologi
applications.1 Two factors, the resonant nature of the inte
action and the appreciable compressibility of the gas in
bubble, ensure that acoustic methods have priority in
diagnostics of these objects, which are examples of nonlin
oscillators. The simplest manifestations of nonlinear pul
tions involve the excitation of higher harmonics 2vp ,
3vp , . . . ~Ref. 2!. Recording these harmonics in the bac
scattered signal can reveal the contribution of bubb
against the background of other~solid! inclusions. More re-
fined diagnostic methods involve two-frequency sonic ir
diation of the medium.3–7 In these techniques the acous
field consists of a high-frequency signal wave~generally ex-
ceeding the resonant frequencies of the bubbles! and a rela-
tively low-frequency pump wave exciting resonant oscil
tions of the bubbles. Linear methods of acous
spectroscopy of gas inclusions8 based on using amplitude
modulated and phase-manipulated signals have also bee
proved. In addition to the excitation of higher harmonics a
Raman frequencies, nonlinear oscillations of bubbles are
observed in more complex effects caused by bifurcation
the dynamic states of this nonlinear oscillator.9–11

In the present paper an analysis is made of the inte
tion between a high-power amplitude-modulated acou
wave Pp50.5$(Ap1Aisinvit)exp@i(kpx2vpt)#1c.c.% with a
cloud of bubbles. We shall assume that the conditio
Ap@Ai and vp@v i are satisfied between the pump amp
tude and frequencyAp , vp and between the modulation am
plitude and frequencyAi , v i . The nonlinear oscillation re
gime of the various inclusions is defined by the high-pow
pumping. Weak modulation will only have a significant e
fect near those dynamic states of bubbles which become
stable ~at least one of the two Lyapunov exponents va
ishes!. Then, as a result of energy being transferred from
field to the weakly stable oscillation modes excited by
modulation component, the percent modulation of the s
tered signal may increase appreciably and serve as a d
nostic for the bubbles.

The quantitative analysis of the effect will be based
an analysis of the Rayleigh–Plesset equation which descr
6301063-7850/98/24(8)/3/$15.00
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the oscillations of a bubble in the pressure fieldPp

RR̈1
3

2
Ṙ21

P0

r0
F12S R

R0
D 3gG12dR0Ṙ5

Pp

r0
, ~1!

where g is the polytropic index,d is the damping which
effectively allows for the dissipative processes of viscos
and heat conduction, and also for the radiation losses,P0, r0,
andR0 are the equilibrium pressure and density of the liqu
and the bubble radii. The approximate solution~2! is con-
structed by a standard method~see, for example, Ref. 12!.
Near the main resonanceuvp2V0u!vp the asymptotic se-
ries has the form (R2R0)/R050.5(a exp(2ivpt1iw)
1c.c.)1«u1(a,w)1«2u2(a,w)1 . . . ~see Ref. 13!, where
V05(3gP0 /r0R0

2)1/2 is the natural frequency of the bubble
and « is a dimensionless small parameter introduced to
note the order of the nonlinear terms. The slowly varyi
amplitudea and phasew of the oscillations are determine
from a system of ‘‘reduced’’ equations derived from the co
straint that the expansion contains no secular terms. Allo
ance for nonlinear terms through third order in Eq.~1! yields
the following equation forz5aexp(iw):

ż52dz2 i @vp2V01kV0a2#z1 i
@Ap1Aisin~v j t !#

6gP0V0
21

, ~2!

wherek5(6g223g22)/16 and Eq.~2! was derived assum
ing that v i<d. In the absence of a modulation term, th
structure of the solution~3! is well-known. The amplitudea*
and phaseq* of the steady-state oscillations (ȧ50, q̇50)
are described by the expressions12,9

a
*
2 @~vp2V01kV0a

*
2 !1d2#5

Ap
2

36g2P0
2V0

22
,

cosw* 5
6g~d/V0!P0a*

Ap
. ~3!

Figure 1 gives the amplitude of the steady-state oscillati
a* as a function of the determining parameters, the detun
vp2V0 and the pump amplitudeAp . Outside the region
bounded by the curvesB1 andB2 the dynamic system~3! ~in
© 1998 American Institute of Physics



la

g
.

ts

r

k

th
ld
w

c
or

on
r

-

a

n

ve
e

old

in

s.
all

nal
s-
on
r-
e

ic
eld
near
es
a

631Tech. Phys. Lett. 24 (8), August 1998 A. O. Maksimov
the absence of a modulation component! has only one stable
state, which corresponds to a simple node on the phase p
a,q. Inside the region bounded by curvesB1 and B2 there
exist three steady states: two stable states correspondin
nodes, and one unstable state corresponding to a saddle
the bifurcation curvesB1 andB2, the node and saddle poin
merge. The pointF(vpk2V0)52A32d, Apk

2 5(32A3/k)
3(d/V0)3P0

2) is a singular point at which all the singula
points, two nodes and the saddle, merge.

Using the ability of nonlinear systems to amplify wea
signals near the dynamic stability threshold,14 we shall ana-
lyze the influence of the modulation component near
point F, which is the threshold for bistability. For thresho
values of the determining parameters one of the t
Lyapunov exponents of the dynamic system~2! ~neglecting
modulation! vanishes because fast and slow components
be identified in the description of the time evolution. F
fairly low-frequency modulationv i!d the subordination
principle15 can eliminate the fast variable whose relaxati
time is determined by 1/d and yields a single equation fo
the slow variableh5a sinq2aksinqk , where aksinqk

5@(A3/2)(d/kV0)#1/2.

FIG. 1.
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5F DA

2V0r0R0
2
DVS d

2A3kV0
D 1/2G2DV

h

A3

2
4

3A3
kV0h31

Aisin v i t

6gP0V0
21

. ~4!

Equation~4! contains deviations of the determining param
eters from the critical values,DA5Ap2Apk , DV5(vp

2V0)1A3d(uDVu!d,uDAu!Apk). Here we shall analyze
the simplest solution of Eq.~4! which corresponds to such
slow modulation frequency (v i /V0)3!(Ai /6gP0) that to
leading orderdh/dt50 holds and the quasisteady oscillatio
amplitudes will be described by the formulas~4! with the
substitutionAp⇒@Ap1Aisinvit#.

Since the scattering cross section isss;a2, the determi-
nation of the amplitude modulation in the diverging wa
reduces to finding the explicit form of the solution of th
algebraic~cubic! equation~3!. Near the bistability threshold
for DV>0 we have

a25S 8

3A3

d

kV0
D H 1

4
2

DV

4A3d
2

m

2A~3!1n
J ,

m[
DA1Ai sin~v i t !

Apk
, n5B11B2 , ~5!

B65
3A3

8 S 2

3D 1/3H S DV

d
1

4

A3
m D 6F S DV

d
1

4

A3
m D 2

1
2

9A3
S DV

d D 3G 1/2J 1/3

. ~6!

For uDAu!Ai , DV0 /d!AiApk the value of the modula-
tion component am;(d/kV0)1/2@(Ai /Apk)sin(vit)#

1/3

considerably exceeds its value far from the thresh
(uDAu;Apk ,DV0 /d);1, namely, am;(d/kV0)1/2@(Ai /
Apk)sin(vit)#.

For DV,0 the changes in the oscillation amplitude
the region of bistability @(DV/d)1(4m/A3)#21(2/9A3)
3(DV/d)3<0 will be accompanied by hysteresis effect
However, near the threshold the size of this region is sm
~compared with the amplitude of the variation of the exter
field uDAu!Ai)) and the modulation component of the o
cillations on the time interval corresponding to intersecti
of the region of bistability is also small. For this reason fo
mula ~5! fairly accurately describes the modulation of th
scattered field near the threshold and forDV,0.

Thus, near the threshold for bistability of dynam
bubble states slow amplitude modulation of the pump fi
causes a considerable increase and significant nonli
modulation of the scattered field. This observation provid
new possibilities for the diagnostics of gas inclusions in
liquid.

1T. G. Leighton,The Acoustical Bubble~Academic Press, London, 1994!.
2E. A. Zabolotskaya and S. I. Soluyan, Akust. Zh.18, 472 ~1972! @Sov.
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Photoluminescence and degradation properties of carbonized porous silicon
B. M. Kostishko, Sh. R. Atazhanov, and S. N. Mikov

Ulyanovsk State University
~Submitted March 10, 1998!
Pis’ma Zh. Tekh. Fiz.24, 24–30~August 26, 1998!

A promising new method of modifying the spectral characteristics of porous silicon and
stabilizing its photoluminescence is proposed using high-temperature carbonization. Investigations
have shown that carbonized samples exhibit stable photoluminescence and the spectral peak
is shifted into the rf–blue range. ©1998 American Institute of Physics.
@S1063-7850~98!02108-9#
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Porous silicon, whose intense photoluminescence in
visible was discovered by Canham1 in 1990, promised to be
the most useful material in optoelectronics found in rec
years. However, the light-emitting properties of porous s
con were found to vary substantially with the residence ti
in an oxygen-containing medium~the so-called aging effect2!
and under various external influences, such as ther
annealing,3 laser irradiation,4 electrons,5,6 and so on. It is
thus fairly important to stabilize the photoluminescence
porous silicon. At present this is done mainly by rapid th
mal oxidation7 or by thermal vacuum annealing.8

Here we report an investigation of the spectral and d
radation characteristics of porous silicon modified by f
high-temperature carbonization.

The porous silicon samples were prepared us
phosphorus-doped~100!-oriented silicon wafers with resis
tivity r52.4Vcm (Nd51.531015 cm23). The porous sili-
con was formed using standard technology by electroche
cal etching in an electrolyte composed of 48% hydrofluo
acid and ethanol in the ratio 1 : 1. The etching time w
40 min at a current density of 20 mA/cm2. The emission of
the initial porous silicon was bright red with a maximu
spectral intensity near 1.7 eV.

The freshly prepared porous silicon samples were pla
in a reactor in which carbonization was carried out as f
lows: low-temperature purification of the reactor at 400
for 5 min in an argon stream was followed by annealing
5 min at 700 °C in a hydrogen stream, with final carboniz
tion at TC5100–1200 °C fortC52–4 min in a mixture of
carbon-containing gas (CCl4) and carrier gas~hydrogen!.
During the carbonization process, part of the sample w
covered with a mask of boron-doped single-crystal silic
The surface layer was also doped with boron at a concen
tion CB'1018 cm22. This procedure is used to fabrica
buffer layers in heteroepitaxial 3C–SiC/Si structures~Ref.
9!. The luminescence from the carbonized samples
whitish-blue.

The composition of the buffer layers grown on th
single-crystal substrates of control samples was analy
quantitatively by electron Auger spectroscopy using
09IOS-10-005 spectrometer. A layer-by-layer Auger analy
revealed that near the surface the carbon concentration
15% and decreased continuously to zero over the thickn
6331063-7850/98/24(8)/3/$15.00
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of the buffer layer~100–150 Å!. No traces of oxygen were
detected in the samples. The ratio of carbon and silicon
the carbonized porous silicon remained constant even
depths greater than 0.4mm. This indicates that the quantum
filaments of silicon were not destroyed by the hig
temperature annealing and an interface supersaturated
carbon atoms was formed at these filaments.

The photoluminescence spectra of porous silic
samples carbonized at various temperatures, shown in Fi
were obtained at room temperature using a DFS-52 sp
trometer. An LGN-409 He–Cd laser at 325 nm was used
excitation. The cw radiation power did not excee
P55 mW/cm2 which, according to the published data8

eliminates thermal processes at the surface of the po
silicon.

It can be seen from Fig. 1 that for the section of t
sample covered by the mask which was annealed at 10
for 2 min ~subsequently called sample No. 1! a low-intensity
peak was observed near 2.4 eV in addition to the photolu
nescence characteristic of freshly prepared porous sili
~curve 1!. However, the initial peak did not appear on th
section without the mask~curve2!. The photoluminescence
spectrum changed substantially with two distinct peaks be
observed near 2.4 eV~peak A) and 1.8–1.9 eV~peak B).
The porous silicon carbonized at 1200 °C for 4 min~subse-
quently called sample No. 2! had similar photoluminescenc
spectra, where the ratio of the intensities of the high-ene
peakA to the low-energy peakB increased with annealing
temperature from 1.6 at 1000 °C to 2.6 at 1200 °C. For
buffer layers formed on single-crystal substrates with the
tial carbonization parameters, absolutely no photolumin
cence was observed.

In our view, the photoluminescence spectra of the c
bonized porous silicon changed because during the h
temperature annealing in the presence of CCl4, the interface
supersaturated with carbon atoms contains a single-cry
silicon carbide~SiC! phase in addition to the amorphou
phase. Then, in accordance with the published data,10 the
peak at 2.4 eV can be identified as an impurity radiative tr
sition in the conduction band: a deep boron acceptor leve
SiC. The low-energyB band may be attributed to the appea
ance of new radiative transitions and to a reduction in
size of the single-crystal regions of silicon quantum fi
© 1998 American Institute of Physics
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ments as a result of the growth of silicon carbide on the in
walls of the pores. In this last case, the observed shift of
peak from 1.7 eV by 0.2 eV in the short-wavelength dire
tion according to the data given in Ref. 11 implies that d
ing annealing the average sizes of the silicon quantum
gions decreased from 30 to 20 Å.

The photostimulated evolution of the photoluminescen
of carbonized samples under the action of cw laser irra
tion was investigated in the red and in the blue–green pa
the spectrum. Figure 2 gives the photoluminescence inten
as a function of the time of exposure to He–Cd laser irrad
tion (P520 mW/cm2) in the most interesting, short
wavelength range.

In terms of the theory developed in Refs. 12–14,
behavior of the curves plotted in Fig. 2 is described by
photostimulated change in the number of centers of radia
exciton annihilation. Their concentration is determined
the number of hydrogen, carbon, and oxygen compon
passivating the pore walls. The change in the compositio
the surface may be described by a system of r
equations13,14 whose solution can yield an equation for th
photostimulated quenching of the porous silicon photolu
nescence in the general form

I L5AL~B11B2exp~2k1t !1B3exp~2k2t !

2exp~2k3t !!. ~1!

Herek1 andk2 are the rate constants of the photodestruct
reactions of the hydrogen and carbon groups,k3 is the rate of
formation of oxygen-containing components, andAL is a di-
mensional constant, The values of the pre-exponential

FIG. 1. Photoluminescence spectra of porous silicon carbonized
TC51000 °C for 2 min — curves1 and2, and atTC51200 °C for 4 min —
curves3 and4. Spectra1 and3 were obtained with sections covered by
mask during carbonization. For convenience the values on curve2 were
halved.
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tors in Eq.~1! depend on the reaction rates, the total conc
tration of adsorption sites, and the initial concentrations
atoms passivating the pore surface.

In order to determine the change in the rate of degra
tion of the porous silicon photoluminescence after carbon
tion, the experimental data plotted in Fig. 2 were appro
mated by Eq.~1! The results of computer fitting are given b
the curves, which fairly accurately describe the experimen
points. An analysis of the change in the degradation prop
ties of the carbonized porous silicon revealed the followin
In the red, carbonization of the sample at 1000 °C redu
the photoluminescence quenching and the quenching ratek1

and k2 by an average of 1.5–1.6 times, whereas for
sample treated at 1200 °C these parameters were reduce
factors of 2.7 and 5, respectively. The photoluminescenc
sample No. 1 in the blue-green became even more stable
amplitude decreasing only by 22%, whereas the photolu
nescence of sample No. 2 varied negligibly under the la
action. These results indicate that an increasing numbe
stable surface states are formed as the carbonization tem
ture increases. It is interesting to note that the section
sample No. 2 beneath the mask shows increased photol
nescence in the short-wavelength region rather than que
ing. Thus, by means of preliminary preparation we crea
conditions under which the photostimulated formation of
minescence centers described by the fourth term in Eq.~1!
begins to play a dominant role.

To sum up, we have studied the spectral and degrada
properties of porous silicon which has undergone fast hi
temperature carbonization. The investigations showed tha
a result of carbonization the photoluminescence spectrum
the porous silicon is modified appreciably: it exhibits tw
distinct peaks near 1.9 and 2.4 eV and the low-freque
band near 1.7 eV disappears. It was also observed that c

at
FIG. 2. Intensity of the blue–green photoluminescence of carbonized
rous silicon as a function of the laser irradiation time. The numbering of
curves corresponds to that in Fig. 1. The points give the experimental
and the curves give the results of the calculations using Eq.~1!.



ll
m
th
ta
h

ify
lu

nd

n

-

licon

iz.

h.

635Tech. Phys. Lett. 24 (8), August 1998 Kostishko et al.
pared with the initial samples, this treatment substantia
reduces the rate of degradation of the porous silicon lu
nescence under the action of the cw laser radiation. In
blue–green, samples treated at 1200 °C possessed s
light-emitting properties. The results suggest that hig
temperature carbonization is a promising method of mod
ing the spectral characteristics of the porous silicon photo
minescence and stabilizing its light-emitting properties.

This work was financed by the grants ‘‘Conversion a
High Technologies 1997–2000’’~101-1-2!, ‘‘Fundamental
Research in High Technologies,’’ and by the Russian Fu
for Fundamental Research Grant No. 97-02-16710.
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Predetonation optical breakdown spectrum of silver azide
B. P. Aduev, É. D. Aluker, A. G. Krechetov, and Yu. P. Sakharchuk
~Submitted June 24, 1996; resubmitted January 8, 1998!
Pis’ma Zh. Tekh. Fiz.24, 31–34~August 26, 1998!

Time-resolved predetonation absorption spectra of silver azide were measured using the
‘‘spectrum per pulse’’ technique. An analogy is observed between the behavior of the absorption
spectra at the initial stages of explosive decomposition and radiolysis. From the character
of the spectra it is inferred that during the explosive decomposition of AgN3 the formation of N2

2

radicals precedes the formation of N4
2 radicals. © 1998 American Institute of Physics.
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Although for many years silver azide has been a mo
substance for the study of initiating explosives,1 the mecha-
nism responsible for the explosive decomposition of Ag3

has not yet been clarified.
The main reason for this, at first glance, paradoxical s

ation is that there are no reliable experimental data on
rate of variation of the main physical characteristics of
sample during the explosive decomposition process. It is
view that this gap may be filled by applying the experimen
technique of flash radiolysis and photolysis2 to study explo-
sive processes.

In Ref. 3 we observed the predetonation conductiv
and luminescence of silver azide and the predetonation lu
nescence spectrum was measured in Ref. 4. The pre
study, which is a continuation of Refs. 3 and 4, reports m
surements of the predetonation optical absorption spectr
The existence of predetonation absorption~without measur-
ing its spectrum!! was confirmed in Ref. 5. However, in or
der to measure the spectral-kinetic characteristics of the
sorption during an explosion, we need to measure
relaxation of the absorption spectrum during the explosion
a single sample because the spread of the sample chara
istics and the stochastic nature of the explosive decomp
tion process mean that the method of measuring the spec
‘‘one point at a time’’ cannot be used.4

This problem was solved by using the apparatus sho
schematically in Fig. 1. The explosion was initiated by
pulse from an electron accelerator1 ~10 ns, 300 keV, 10
A/cm2). Probe light from an IFP-800 flashlamp2 was passed
through a lens3 and the sample4 located inside a vacuum
chamber5, before being focused by a lens6 onto the entry
slit of an ISP-51 spectrograph7. An image of the spectrum
was projected from the spectrograph along the time slit o
FÉR-7 streak camera8 and was then passed to the pho
cathode of an image converter which swept the spectrum
time on the exit screen. The image was stored by a televi
readout device incorporating an LI-702 ‘‘superkremnikon’’2
and was fed to a computer10 fitted with a special device fo
storing the transmitted information in digital form. The im
age converter traces were then processed as required
components of the system were synchronized from
power supply to the television readout system11 which trig-
gered the line scan of the readout system, a digital inform
6361063-7850/98/24(8)/2/$15.00
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tion storage system and a GI-1 pulse generator12. The latter
triggered the power supply13 to the pulsed light source, th
electron accelerator, and scanning of the streak camera
suitable time delays.

Using the spectrograph7 and the streak camera8 instead
of the usual monochromator–photomultiplier system3 in the
recording channel allows us to record the relaxation of
absorption spectrum during the detonation of a sin
sample.

The maximum temporal resolution of the recordin
channel was 10 ns, the spectral resolution at the sh
wavelength sensitivity limit was 0.02 eV, that at the lon
wavelength limit was 0.05 eV, and the spatial resolution w
better than 7.5 mm21.

The samples were AgN3 single crystals (333
30.05 mm3) grown from solution.

Figure 2 shows the absorption spectra at various tim
for one of the samples. We stress that the spectra show

FIG. 1. Block diagram of apparatus to measure the relaxation kinetics o
predetonation absorption spectra~see text for notation!.
© 1998 American Institute of Physics
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FIG. 2. Predetonation absorption spectra of AgN3 at
various times:1 — 0.5ms, 2 — 2 ms, 3 — 3.5ms ~the
time is measured from the time of application of th
ionizing pulse,D is the optical density!.
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Fig. 2 correspond to the absorption of the sample before
detonation, i.e., before the appearance of the line spec
caused by the plasma luminescence formed as a resu
detonation.3,4 Thus, these spectra can be reliably identified
the preliminary absorption spectra.

We draw particular attention to the analogy between
behavior of the absorption spectra at the initial stages
explosive decomposition~Fig. 2! and the radiolysis of AgN3
~Ref. 1!.

The predominant view expressed in the literature~Ref. 1,
for example! is that the observed spectra of irradiated Ag3

are attributable to colloidal metal particles of various siz
which increase as the radiation dose increases.

In our experiments, however, broad, possibly not
ementary, bands with peaks at 580 and 680 nm are obse
during the evolution of the explosive process~Fig. 2!. Inter-
estingly, irradiated KN3 crystals1 reveal an absorption spec
trum almost exactly the same as our measured predeton
spectrum in AgN3 ~Fig. 2!. In the case of KN3 the elemen-
tary components were isolated by pulsating annealing of
absorption spectra and ESR and it was established tha
e
m
of
s

e
f

s

-
ed

ion

e
he

band with a peak at 565 nm belongs to N2
2 and the bands a

585 and 700 nm are assigned to N4
2 radicals.

In view of this reasoning, we consider that the interp
tation of the predetonation absorption spectra as being s
lar to KH3 is preferable. In this case, it follows from Fig.
that during the explosive decomposition of AgN3 the forma-
tion of N2

2 radicals precedes the formation of N4
2 radicals.

1Energetic Materials, Vol. 1, Physics and Chemistry of the Inorgani
Azides, edited by H. D. Fair and R. F. Walker~Plenum Press, New York,
1977!, p. 501.

2É. D. Aluker, V. V. Gavrilov, R. G. De�ch, and S. A. Chernov,Fast
Radiation-Stimulated Processes in Alkali-Halide Crystals@in Russian#,
Zinatne, Riga~1987!, p. 183.

3B. P. Aduev, É. D. Aluker, G. M. Belokurovet al., @JETP Lett.62, 215
~1995!.

4B. P. Aduev, É. D. Aluker, and A. G. Krechetov, Pis’ma Zh. Tekh. Fiz
22~6!, 24 ~1996! @Tech. Phys. Lett.22, 236 ~1996!#.

5S. M. Ryabykh and K. Sh. Karabukaev,Radiation-Stimulated Effects in
Solids@in Russian#, Sverdlovsk~1988!, p. 51.
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Removal of acrolein vapor from air by a nanosecond electron beam
Yu. N. Novoselov and I. E. Filatov

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted February 16, 1998!
Pis’ma Zh. Tekh. Fiz.24, 35–39~August 26, 1998!

Results are presented of an experimental investigation of the decomposition of small quantities
of acrolein vapor in air irradiated by a pulsed electron beam. It is shown that the reduction
in the impurity concentration as a function of the energy deposited in the gas is satisfactorily
approximated by an exponential law. An empirical expression is derived to predict the
energy consumption for a given initial acrolein concentration and required degree of purification.
© 1998 American Institute of Physics.@S1063-7850~98!02308-8#
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Many products of organic synthesis and also the ma
facture of various articles using plastics are accompanied
the emission of air contaminated with vapor of volatile o
ganic compounds. Technologies based on chemical met
have been developed to purify these emissions from to
impurities. Recent research has shown that the use of
electron beams to remove various toxic impurities from
mixtures is extremely efficient~see Refs. 1 and 2!. It has also
been shown that in some cases, pulsed beams can app
bly reduce the energy required for electrophysical purifi
tion compared with cw beams.3,4 The aim of the presen
study was to investigate the removal of volatile organic co
pounds from air using a pulsed electron beam.

Acrolein (CH25CH—CHO), one of the most wide
spread and toxic volatile organic compounds, was sele
for the investigations. The experiments were carried out
ing an apparatus based on the RADAN accelerator5 de-
scribed in Ref. 4. The accelerator generated an electron b
with an electron energy of 180 keV, beam current of 800
at a 1 cm2 exit window, a pulse length of 5 ns, and pul
repetition frequency up to 10 s21. An energy of 4.2
31023 J was deposited in the gas volume during a sin
pulse and 90% of the energy was absorbed in a volum
4 m3 ~the limit of the electron range in the gas was 1 cm!.
The model mixture was fed into a gas chamber having a t
volume of 3 liter in which a built-in fan simulated a gas flo
through the irradiated gap. The flow velocity was 0.5 m
The irradiated volume of the model mixture was uniform
mixed with the rest of the gas and after the cycle, was re
culated for purification. This system can simulate multista
purification.

For the experiments we used a model mixture of nit
gen and oxygen in the ratio N2 : O2580 : 20 at atmospheric
pressure and room temperature, in which the concentra
of acrolein vapor varied between 100 and 1000 ppm~the
number of impurity molecules per 106 molecules of the main
gas!. The mixture was irradiated by a series of 1500 puls
The impurity concentration was measured before irradia
and at the end of each series of pulses by taking sample
the mixture. The acrolein was then absorbed in an adsorp
tube and extracted with hexane, and the finished prepara
was analyzed by liquid chromatography using an ultravio
6381063-7850/98/24(8)/2/$15.00
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detector at 208 nm. The acrolein concentration was de
mined with an error of less than 7% for impurity contents
the range 100–1000 ppm and 15% in the range 10–100 p

It was found experimentally that the impurity concentr
tion @C# clearly decreases exponentially with the number
irradiation pulsesN, i.e., the energy deposited in the volum
~Fig. 1!. These curves were used to determine the ene
required to remove a single toxic molecule« ~eV/molecule!.
This value can be used to determine the energy efficienc
the process of purifying the air from acrolein vapor, and w
calculated experimentally as in Ref. 4:

«5Wn/eD@C#. ~1!

Here W is the beam energy absorbed by the gas per pu
D@C# is the change in the concentration of acrolein vap
after a series of irradiation pulses,n is the number of pulses
in the irradiation series, ande is the electron charge. It wa
found that the parameter« depends on the initial impurity
concentration and varies between 3 and 10 eV/molec
when the initial concentration varies between 1100 a
100 ppm.

Figure 2 gives the logarithm of the ratio of the initia
@C0# to the instantaneous@C# acrolein concentration
ln(@C0#/@C#), as a function of the total energy deposited in t
gasW for various@C0#. All these dependences have the for
of straight lines with slope determined by the initial conce
tration. It can also be seen from the slope of the curves
Fig. 2 that as the concentration@C0# decreases, the degree
purification of the gas from impurities defined ash5(@C0#
2@C#)/@C0#, increases for the same energy input.

The experiments showed that an exponential law ac
rately describes the change in the impurity concentrat
with increasing degree of purification up to 90%. Taking in
account the linear nature of the curves in Fig. 2, we c
assume that under our conditions, the process of acro
removal obeys a first order macrokinetic equation in terms
impurity concentration:

d@C#/dN52K@C#, ~2!

whereK is a certain constant having the appropriate dim
sions. Since the energyW deposited in the gas is propo
tional to the number of radiation pulsesN, the constantK
© 1998 American Institute of Physics
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can be calculated from the slope of the lines in Fig.
ln(@C0#/@C#)5W/K. The value ofK characterizes the effi
ciency of acrolein removal from the air and has the phys
meaning of the energy which must be deposited per
volume of the air being treated to reduce the acrolein c
centration by the factore52.718. . . . Forcurves1–3 in Fig.
2 the values ofK are 6.1, 3.84, and 2.23 J/l, respectively.

In our case, the energy required to remove a single to
molecule« is satisfactorily approximated by an equation d
rived analytically from the condition that Eq.~2! is a first-
order macroscopic process:

«5AKln~12h!21/@C0#h, ~3!

where A is a constant supplying appropriate dimensio
equal to 235.5~eV l ppm!/J. In accordance with Eq.~3! for
initial concentrations@C0#51000, 500, and 100 ppm and
degree of purification of 80% (h50.8), the values of« are
2.9, 3.9, and 10.4 eV/molecule, respectively. The ene
consumptions calculated using formula~3! only differ from
those determined experimentally using formula~1! by 10–
15%. Thus, these results can be used to predict the en
consumption for a given initial acrolein concentration and

FIG. 1. Acrolein concentration@C# as a function of the number of radiatio
pulsesN for various initial concentrations:1 — 1100 ppm,2 — 550, and
3 — 220.
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required degree of a purification, which is important for t
design and development of real purification systems.

The reduction of the acrolein concentration in ionized
is caused by the generation of various active particles by
electron beam, including atomic oxygen and ozone. The
mechanism for the decomposition of acrolein and the s
cific plasma-chemical reactions resulting in its decompo
tion require special investigation. Attention is drawn to t
fact that the process of acrolein removal depends on its
tial concentration. This is possibly because intermedi
products of the impurity decomposition participate in t
process.

1A. A. Valuev, A. S. Kaklyugin, G. E´ . Normanet al., Teplofiz. Vys. Temp.
28, 996 ~1990!.

2E. L. Neau, IEEE Trans. Plasma Sci.22, 2 ~1994!.
3D. L. Kusnetsov, G. A. Mesyats, and Yu. N. Novoselov, inProceedings of
Conference on Novel Applications of Lasers and Pulsed Power, San Jose,
CA, 1995, pp. 142–146.

4D. L. Kuznetsov, G. A. Mesyats, and Yu. N. Novoselov, Teplofiz. Vy
Temp.34, 845 ~1996!.

5A. S. El’chaninov, A. S. Kotov, V. G. Shpaket al., Élektron. Tekh. Ser. 4
2, 33 ~1987!.

Translated by R. M. Durham

FIG. 2. Dependences of ln(@C0#/@C#) on the specific energyW deposited in
the gas for initial concentrations:1 — 1100 ppm,2 — 550, and3 — 220.
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Integrated sensor array for analysis of multicomponent gas mixtures
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Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow;
O. M. Corbino Institute of Acoustics, National Research Council of Italy, Rome
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A new device has been proposed and tested experimentally for the discrimination of gases in
‘‘electronic nose’’ systems. The device consists of an array of surface-acoustic wave
~SAW! sensors positioned on a single anisotropic substrate with a common gas-sensitive coating
for each sensor. The specificity of the sensors is provided entirely by the elastic anisotropy
of the single-crystal substrate: changes in the direction of propagation of the wave through the gas-
sensitive film deposited on the anisotropic substrate are accompanied by changes in the
partial components of the mechanical displacement of the wave and corresponding contributions
to the resultant SAW ‘‘response.’’ ©1998 American Institute of Physics.
@S1063-7850~98!02408-2#
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Since the beginning of the eighties, the most promis
approach to the quantitative and qualitative analysis of m
ticomponent gas mixtures has involved using ‘‘electro
nose’’ systems consisting of an array of several nonselec
sensors whose combined responses to individual compon
of the mixture are subjected to special mathemat
treatment.1 This approach requires the reproducible fabric
tion of gas-sensitive coatings that age little, which must d
fer from each other to ensure the specificity of each sen
Even if the physical properties of only one coating vary w
time or from one batch to another, this impairs the init
calibration of the entire device, invalidates the mathemat
treatment specific to this device, and results in an errone
analysis of the mixture being tested.2,3 In this context, there
is an urgent need to search for alternative solutions
achieve better stability for this type of device.

Here we show that the capacity of surface-acou
waves~SAWs! to change their gas ‘‘response’’ as a result
changes in the wave polarization4 can be utilized to ensure
the specificity of each sensor without using different g
sensitive coatings, i.e., the problem of the long-term stab
of the device, and thus its reliability, can be simplified.

The proposed device is shown schematically in Fig. 1
consists of a piezoelectric acoustic line1, several pairs of
interdigital transducers2 distributed around a circle, to excit
and detect SAWs, and a gas-sensitive coating3 located at the
center between the transducers. Each pair of transduce2
together with the film3 is an individual SAW sensor~chan-
nel! forming part of an integrated system~in Fig. 1 there are
four such channels!. When the film3 adsorbs some particula
gas, its physical properties undergo quite specific chan
The contributions of these changes to the resultant resp
of the SAW are determined by the structure of the mecha
cal displacements~polarization! of the wave which in turn
depend on the direction of the SAW propagation.4 Since the
acoustic line is elastically anisotropic, the polarization of t
SAW and thus the individual components of the SA
6401063-7850/98/24(8)/3/$15.00
g
l-

e
nts
l
-
-
r.

l
al
us

o

c
f

-
y

It

s.
se
i-

e

response to a particular gas differ in the different chann
although the gas-sensitive coating is common to all of the

The integrated device was tested experimentally us
an acoustic line made ofST-cut single-crystal quartz. The
interdigital transducers2 having a 3 mm aperture, were mad
of 200 nm thick aluminum. The distance between the cen
of the transducers was 14.92 mm and their period~the length
of the acoustic SAW wave! wasl532 mm. The input trans-
ducers in all channels contained 50 pairs of fingers and
output transducers contained 70 pairs so that the nearest
lobes of the amplitude–frequency characteristic of all
channels could be suppressed by at least 30 dB, the rela
pass band was;1%, and the fluctuations in the pass ba
were less than 0.4 dB. The insertion losses in all the chan
did not exceed 2 dB without matching the transducers w
the external 50V electrical circuits.

In order to ensure that the gas responses of the SA
differed substantially in the different channels and at
same time, the efficiency of excitation~detection! of the
SAWs remained high, the orientation of the channels w
selected so that the structure of the mechanical displacem
of the SAWs differed appreciably, while the coefficient
electromechanical coupling was high and the deviation of
energy flux was small for the different directions of wa
propagation. As a result of numerical calculations,5 the di-
rection along theX crystallographic axis was selected fo
channeld and the directions at angles of240°, 130°, and
90° to this axis were selected for channelsa, b, and c. A
three-component Rayleigh-type wave propagated in chan
a, b, and d and a purely shear surface bulk acoustic wa
propagated in channelc. The central frequencies of the cha
nels were 102, 102, 98, and 156.5 MHz, respectively.
similar structure with two channelsc andd was used earlier
in Ref. 6.

The gas-sensitive film3 positioned at the center o
each channel~Fig. 1! was fabricated of pure palladium
© 1998 American Institute of Physics
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~99.9999%! by thermal deposition in vacuum (1026 Pa! at a
substrate temperature of 40 °C. The film had a polycrys
line structure with a typical crystallite size of;30 nm,
thicknessh5100 nm, and diameter 9 mm.

The measurements were made at room temperature
normal pressure using a phase method described in Re
The gas mixtures tested were 1%H21N2, 1%N2O1N2, and
1%CO1N2. Dry air was initially supplied to the measurin
chamber (250 cm3) at a constant velocity (50 m3/min). The
air was then shut off, the first gas mixture to be tes
(1%H21N2) was fed in, and the SAW hydrogen respon
was measured for one channel. After shutting off the hyd
gen, dry air was again supplied to the chamber and the g
film system was restored to its initial state. Similarly, t
SAW responses to the second(1%N2O1N2) and third
(1%CO1N2) gases were measured for the same channe
order to monitor the state of the film, the SAW response
hydrogen was additionally measured before each new
and compared with that for the fresh film: purification of t
Pd film with dry air for 30 min completely restored it to th
initial state.

As in Ref. 7, in the device being tested the interact
between the Pd film and the 1%H21N2, 1%N2O1N2, and
1%CO1N2 gases was mainly chemical and was caused
the presence of gaseous impurities~mainly oxygen! adsorbed
from the atmosphere on the Pd crystallites before the be
ning of the measurements. This interaction led to change
the densityr and elastic moduliC11 and C44 of the film,
which in turn produced changes in the velocityV and phase
w of the wave propagation between the transducers (DV/V
52Dw/w). The relative changes in the densityDr/r and
elastic moduli DC11/C11 and DC44/C44 of the film de-
pended on the chemical activity of the tested gas relativ
gaseous impurities in the film and differed for differe
gases. For a particular gas~fixed Dr/r, DC11/C11, and
DC44/C44) the relative change in the SAW velocityDV/V
~SAW response! is given by4

FIG. 1. Configuration of device:1 – anisotropic piezoelectric substrat
2 — interdigital transducers, and3 — gas-sensitive film.
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~1!

whereh is the thickness of the film,l is the acoustic wave-
length, A, B, and D are coefficients which depend on th
SAW polarization in a particular direction of propagation.

Switching the channels in Fig. 1, i.e., varying the dire
tion of propagation of the SAW through the gas-sensit
film 3, caused the coefficientsA, B, and D and thus the
values of the three terms in expression~1! to change. As a
result, for the same film and a particular gas the SAW
sponses in the different channels differed appreciably.

The results of the measurements~Fig. 2! were normal-
ized to the SAW response to hydrogen in channeld. It can be
seen that for the same Pd film, the responses in the diffe
channels differ in magnitude and sign. For instance, in ch
nel a the response to hydrogen is positive, whereas in all
other channels it is negative. The maximum~minimum! sen-
sitivity to hydrogen is observed in channeld (c) and that to
N2O and CO is observed in channelb (c).

Thus, changes in the polarization of an SAW as it prop
gates in different directions in the same crystallograp
plane of an anisotropic single crystal mean that the sa
gas-sensitive coating can be used to produce integrated
sor arrays with different sensitivity to the same gases. Un
known analogs~such as arrays of spatially separated fie
transistors with switches made of materials having differ
chemical compositions!, the long-term stability and repro
ducibility of this integrated device depends only on the s
bility and reproducibility of one gas-sensitive film. In add
tion, since there is no need to use different films, t

FIG. 2. Gas responses of integrated device: channeld — along theX axis,
channelsa, b, andc — at angles of240°, 130°, and 90° to this axis. The
SAW response to hydrogen in channeld is taken as 100% (DV/V
5213.331026).
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gas-sensitive coating may be fabricated using a sin
chemically pure material, which is more efficient.

Here the operation of this integrated array was dem
strated in the phased mode but it can also be operated i
active mode, as is usually the case in practice.

This work was carried out with the State support
Leading Science Schools in the Russian Federation, G
No. 96-15-96397.

The authors are grateful to V. I. Fedosov for numero
calculations of SAW propagation characteristics in quartz
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Resonant absorption of energy accompanying phase transitions in NaKC 4H4O6–4H2O

P. F. Zil’berman, I. N. Pavlenko, O. P. Zil’berman, and A. L. Belinski 

Kabardino-Balkarskaya State Agricultural Academy, Nal’chik
~Submitted August 28, 1997; resubmitted January 11, 1998!
Pis’ma Zh. Tekh. Fiz.24, 46–49~August 26, 1998!

Resonant absorption of external electric field energy was detected experimentally in the presence
of phase transitions in Rochelle salt. An external alternating electric field leads to the
appearance of an anomalous increase in the signal intensity at frequencies typical of those of the
pulsed electric signal induced by a phase transition in the material. ©1998 American
Institute of Physics.@S1063-7850~98!02508-7#
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The appearance of a pulsed electric potential in the p
ence of phase transitions or chemical conversions in io
systems has recently been widely investigated. For insta
it was shown in Refs. 1 and 2 that this signal has a cha
teristic spectrum, specific to the material and process tak
place in it. It was found that at the phase transition tempe
ture NaKC4H4O6•4H2O reveals a pulsed electrical sign
whose spectrum contains peaks at frequencies of 5.5, 11
and 15 MHz~Ref. 3!. It is known that at normal pressure th
substance has two second-order phase transitions and
orthorhombic paraelectric phases below2255 K and above
297 K. The monoclinic ferroelectric phase is stable in t
interval between these temperatures.4

However, it is known that external influences, partic
larly electric fields, have a directional effect on phase tran
tions and chemical conversions. For static electric fields
rate of contact melting, which is a first-order phase tran
tion, reveals a nonlinear dependence on the external
strength.5,6 For sinusoidal electric fields, frequency rang
are observed where the rate of this process incre
abruptly7 and finally, for pulsed fields the rate of this proce
reveals a minimum caused by changes in the ion diffus
mechanism.8

The appearance of these effects suggests that reso
absorption of the energy of an alternating electric field m
be observed at the phase transition temperature
NaKC4H4O6•4H2O.

To record the signal and its spectrum we used pulse
spectrum analyzers with a high input impedance rf pulse p
amplifier. Cylindrical polycrystalline samples 8 mm in diam
eter and 5 mm high were prepared by pressing fr
‘‘KhCh’’ grade material. The samples were placed in a th
mostat with a controlled rate of heating. Each sample
four platinum electrodes, two being used to supply the ex
nal electric field and two to record the signal. The investig
tions were carried out using a pulsed electric field who
pulse length varied between 0.01 and 100ms at a repetition
frequency of 1–30 000 Hz and a sinusoidal frequency
0.1–100 MHz. The generators could vary the electric field
the range 0–200 V/cm.

A study of the temperature dependence of the pul
electric signal intensity for Rochelle salt, NaKC4H4O6
6431063-7850/98/24(8)/2/$15.00
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•4H2O, showed that this signal had a maximum
1000 pulses/s at a temperature of 29563 K. An investigation
of the spectral composition of this signal using the spectr
analyzer revealed peaks at frequencies of 5, 11.5, 13.2,
16 MHz, in fairly good agreement with our previous resul

The application of an external pulsed electric field w
pulse length between 0.01 and 100ms and pulse repetition
frequency 1–30 000 Hz at 200 V/cm, is accompanied by
appreciable increase in the signal intensity initiated at
phase transition temperature. The signal intensity in the
sence of a phase transition~the background obtained for th
temperature range 270–290 K! was 1–200 pulses/s. For thi
temperature range the sample exhibits regions of spont
ous polarization. An abrupt increase in the intensity of t
recorded signal was observed at 29563 K and reached
4700 pulses/s for an external field with pulse repetition f
quency 200 Hz and pulse length 250ms.

An investigation of the influence of an external sin
soidal electric field on the intensity of the pulsed elect
signal induced in the phase transition process showed

FIG. 1. Spectrum of the signal induced at the phase transition temperatu
Rochelle salt~295 K! obtained when an external sinusoidal electric field w
applied.
© 1998 American Institute of Physics
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the increase in the intensity of the recorded signal is a
only observed at 29563 K, which corresponds to the uppe
Curie point of Rochelle salt. A signal intensity of 9000
12 000 pulses/s was observed at frequencies of 4–6
15 MHz ~see Fig. 1! and an increase in the intensity
1600 pulses/s was observed in the range 10–13 MHz.
background intensity recorded at lower temperatures and
specified amplifier sensitivity did not exceed 500 pulse
This result indicates that resonant absorption of the exte
field energy may take place at these frequencies.

A comparison between our signal spectra obtained w
and without an external field showed that both spectra c
tain peaks typical of each of these signals, but the peak
the self-induced radiation spectrum have an integrated in
sity far lower than that obtained with an applied extern
sinusoidal field. Assuming that the spectrum of the natu
signal induced by the phase transition is determined b
quantity which characterizes the dynamics of ion trans
from one stable state to another, we can easily estimate
order of magnitude of the rate of ion displacement for
recorded frequency range. Calculations showed that
value is characteristic of diffusion processes taking place
solid. Thus, the application of an external sinusoidal fi
selectively intensifies those ion displacements which cha
terize the phase transitions taking place in the material.
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To sum up, resonant absorption of the energy of an
ternal electric field has been detected experimentally in
presence of phase transitions in Rochelle salt. When an
ternal alternating electric field was applied, an anomalo
increase in the signal intensity was observed at frequen
characteristic of those of the pulsed electric signal indu
by the phase transition in the material.

This work was performed with support from the Russi
Fund for Fundamental Research.

1P. F. Zil’berman and P. A. Savintsev, Pis’ma Zh. Tekh. Fiz.14, 145
~1988! @Sov. Tech. Phys. Lett.14, 64 ~1988!#.

2P. F. Zilberman,The Lars Onsager Symposium: Coupled Transp
Processes and Phase Transitions, Trondheim, Norway, 1993, p. 127.

3P. F. Zil’berman, P. A. Savintsev, and A. L. Belinski�, Fiz. Tverd. Tela.
~Leningrad! 30, 1495~1988! @Sov. Phys. Solid State30, 862 ~1988!#.

4E. Yu. Tonkov, Phase Diagrams of Compounds at High Pressure@in
Russian#, Nauka, Moscow~1983!, 280 pp.

5P. F. Zil’berman, P. A. Savintsev, and Zh. A. Isakov, Fiz. Khim. Obra
Mater. No.5, 86 ~1981!.

6P. A. Savintsev, P. F. Zil’berman, and S. P. Savintsev,Physics of Contact
Melting @in Russian#, Kabardino-Balkarskaya State University Pres
Nal’chik ~1987!, p. 78.

7P. F. Zil’berman, P. A. Savintsev, and Zh. A. Isakov, Zh. Fiz. Khim.55,
783 ~1981!.

8P. F. Zil’berman and P. A. Savintsev, Zh. Fiz. Khim.60, 1248~1986!.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 24, NUMBER 8 AUGUST 1998
Dynamic characteristics of the plastic deformation kinetics of polycrystals
V. V. Ostashev and O. D. Shevchenko
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~Submitted January 23, 1998!
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Methods of spectral analysis of local plastic deformations in polycrystalline copper on three
structural levels are used to show that the tendency to synchronization is a general dynamic
characteristic of the plastic deformation kinetics, and is a measure of the self-organization,
evolution, stability, and decay of the dissipative structures in deformable polycrystals. The
synchronization effect is directly related to the strength and plasticity characteristics.
© 1998 American Institute of Physics.@S1063-7850~98!02608-1#
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In general, a deformable polycrystalline material is co
sidered to be a multilevel hierarchical dissipative syste
which determines the wave nature of the evolution of def
mations in polycrystals by means of the self-organization
relaxation fluxes of deformation defects and as a result of
appearance of translational–rotational vortices. Moreo
the evolution of dissipative structures contains general in
cators, such as synchronization, stochasticity, and s
organization, which are observed as the form of organiza
of the mechanical properties and as the form of control of
mechanical properties.1

The method of investigation described in Ref. 2 is bas
on the grid subdivision and allows

– automated measurements of the displacement fi
along theX andY coordinates to within at least 2%;

– computer calculations of the components of the de
mation and rotation tensor, the spectral characteristics o
cal plastic deformations, calculations of dissipative str
tures, phase and bifurcation diagrams, and statist
multilevel interactions.

The plastic deformation process is a physical mode
which the size of the dividing mesh cell being analyzed is
image of the deformation defect at this structural level.
analysis is made of:

1. The macrolevel—the level of averaged descript
embracing the sample as a whole.

2. Cooperative processes at the level of an ensembl
grains—the dividing mesh has a cell size of 120mm.

3. Intergranular plastic deformations—60mm cell.
4. Effects determined by intragranular deformation

20mm cell.
6451063-7850/98/24(8)/2/$15.00
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The characteristics of the evolution of plastic deform
tion when MO polycrystalline copper was subjected to sta
tension were investigated as a factor experiment. Depen
on the values of the factors—strain rate (1 – 5)31023 s21,
elastic compliance constant of loading system 0.1–0.05 m
kg, working length of sample 20–60 mm, and grain size 5
350mm—we obtained various combinations of strength a
plasticity characteristics which differed almost by a factor
two. The most important feature of the kinetics of plas
deformations at local structural levels is their oscillating n
ture, which depends on the deformation conditions. The
ternal structure of the buildup of linear, shear, and rotatio
deformation modes at three structural levels is described
a set of periodograms. Figure 1 gives an example
periodograms calculated using 400 points per window
periods 200–6000mm of the linear strain«xx54.8%. Each
periodogram characterizes the number of harmonic com
nents of a specific wavelength, amplitude, and phase in
spectrum of the relevant deformation.

An analysis of the periodograms shows that as the
gree of deformation increases, the number of harmonic
the spectrum increases, the entire spectrum shifts in the lo
wavelength direction, and the frequencies become sync
nized in time and space~levels 4–3–2!. As in Ref. 3, we
understand by synchronization the most general case w
specific frequency relations are established as a result o
interaction of objects considered to be of equal importa
The synchronization intensity is characterized by the coe
cient of synchronization which is equal to the ratio of t
number of tuned frequencies to the total number of spect
harmonics being analyzed. In all cases, we determine
al
FIG. 1. Example of a spectral analysis of the loc
plastic deformations of Cu MO for«54.8%.
© 1998 American Institute of Physics
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frequency synchronization of the preceding deformatio
relative to the final deformation. Synchronization is gene
ally initiated in the short-wavelength region and gradual
shifts toward longer wavelengths. The maximum synchron
zation for all deformation modes, which increases monoto
cally with increasing degree of deformation, is observed f
samples possessing maximum plasticity. The form of the d
pendence for samples with maximum strength is not we
defined~Fig. 2!.

FIG. 2. Coefficient of synchronization versus degree of deformation:1 —
sample with maximum plasticity;2 — sample with maximum strength.
s
-

i-
i-
r
e-
l-

The relationship between the synchronization proces
and the mechanical characteristics yields the following c
clusions:

– assuming that each peak on the periodogram co
sponds to a specific structural channel of stress relaxat
the synchronization of the spectrum harmonics may be
termined as stability in the interacting subsystems at e
structural level;

– under specific loading conditions synchronous clust
form in the material, these being a combination of synch
nously operating deformation defects. As the number of h
monics involved in the operation of this cluster and the nu
ber of scale levels embraced by it increase, the relaxa
processes at the mesolevel become more efficient and
overall plasticity of the material increases;

– synchronization is clearly one form of the se
organization, evolution, stability, and decay of dissipati
structures in deformable polycrystals.

1V. E. Panin, Yu. V. Grinyaev, and V. I. Danilov,Structural Levels of
Plastic Deformation and Damage@in Russian#, Nauka, Novosibirsk
~1990!, 255 pp.

2V. V. Ostashev, A. D. Samarkin, and O. D. Shevchenko, inBGPU Scien-
tific Gazette@in Russian#, Belgorod~1996!, pp. 72–76.

3I. I. Blekhman,Synchronization in Science and Technology, ASME Press,
New York ~1988!; Nauka, Moscow~1981!, 351 pp.

Translated by R. M. Durham
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Mappings leading to randomization of an envelope of high-intensity spin waves
V. E. Demidov and N. G. Kovshikov

St. Petersburg State Electrotechnical University
~Submitted November 6, 1997!
Pis’ma Zh. Tekh. Fiz.24, 54–59~August 26, 1998!

An experimental investigation was made of the transition to chaos in the self-modulation of high-
intensity surface spin waves in magnetic films with nonlinearity caused by a three-magnon
interaction. One-dimensional mappings leading to randomization of the envelope are constructed.
It is shown that these mappings are universal and do not depend on the scenario for the
transition to chaos. ©1998 American Institute of Physics.@S1063-7850~98!02708-6#
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The randomization of a spin-wave envelope under c
ditions of three-magnon decay has been investigated in d
for bulk magnetic samples~see Refs. 1 and 2!. In this case, a
wide range of scenarios was observed for the transition
chaos depending on the static magnetic field strength and
characteristics of the parametrically excited spin waves
magnetic films this effect clearly has not been sufficien
well studied. We are only familiar with a few studies
deterministic chaos of spin waves in magnetic films un
conditions of three-magnon interaction.3,4 At the same time,
films possess an important characteristic compared with b
samples. As a result of the discrete property of the spect
over a wide range of excitation intensity of the spin syste
the number of interacting spin waves is bounded. This gi
rise to stochastic dynamics characterized by few degree
freedom which can be effectively investigated using po
mapping theory.

In Ref. 4 we made a detailed study of the transition
chaos via period-doubling bifurcations in the self-modulat
of spin waves in film samples. However, it has not yet be
clarified how randomization takes place in the general c
and which point mappings lead to such a wide range of s
narios. The aim of the present study was to identify the g
eral laws governing the transition to chaos of an envelope
high-intensity spin waves under conditions of three-magn
decay in magnetic films.

The experiment was carried out using an apparatus in
form of a ‘‘ring’’ consisting of a spin-wave delay line with
microwave amplifier in a feedback circuit. This system c
provide temporal amplification of the spin wave which
limited by nonlinear effects in the magnetic film. In order
vary the gaing in the ring, a controlled attenuator was co
nected in series with the amplifier. A prototype of the de
line was placed in a static magnetic field tangential to
surface of the magnetic film, whose strengthH0 varied in the
range 400–500 Oe. For the experiments we used yttrium
garnet films 17mm thick with saturation magnetizatio
1750 Cs and a linear dissipation parameter of 0.5 Oe. A
face spin wave was excited and detected using micros
transducers 30mm wide, positioned at a distance of 5 mm
The spin wave intensity was determined by detecting
6471063-7850/98/24(8)/3/$15.00
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signal at the exit transducer. After being amplified, the sig
from the detector was fed to a computer fitted with a hig
speed analog-to-digital converter.

As the gain in the ring increased, self-modulation of t
spin wave was observed followed by randomization of
envelope. The scenario for the transition to chaos was v
sensitive to the external magnetizing fieldH0 and the wave
numberk of the spin wave. A series of measurements w
made of the time series of the spin wave intensity. Osci
scope traces of the envelope recorded atH05496 and
472 Oe, respectively are shown in the right-hand columns
Figs. 1 and 2. The carrier frequencies of the spin waves w
3200 and 3100 MHz and their wave numbers were 85
77 cm21, respectively. Traces a–e were recorded with
gain g in the ring gradually increased. In the first case, t
transition to chaos took place via a series of period-doub
bifurcations. Two- and four-period oscillations were o
served after which the envelope become clearly stochasti
the second case, the transition to chaos was not describe
any known model scenarios.

These time series were used to construct dependenc
the absolute value of the next peak on the trace as a func
of the previous one. This construct determines the seque
function of the points where the attractor trajectories p
etrate the secant of the Poincare´ surface parameterized by th
condition that this coordinate is maximized in pha
space—a point mapping.5 These mappings are plotted in th
left-hand columns in Figs. 1 and 2. It can be seen that in b
cases, the mappings are qualitatively the same, compri
curves with two, near-parabolic extrema but having subst
tially different curvature~Figs. 1e and 2e!. However, quan-
titative differences between the mappings lead to sign
cantly different dynamics of the spin wave envelope.

For convenience of analysis we divide the mapping in
three regions: I — the branch before the first extremum, II —
the branch between the extrema, and III — the branch a
the second extremum.

In the first case, the mapping point moves on branch
and II of the parabola of the first extremum in regions of t
curve where its derivative is greater than unity~stretching
mapping!. In accordance with the Feigenbaum theory,6 these
conditions are sufficient for the oscillations of the envelo
© 1998 American Institute of Physics
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FIG. 1. Point mappings and oscilloscope traces of an en
lope for H05496 Oe andg50.4– 0.7ms21.
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to undergo a cascade of period-doubling bifurcations. It
be seen from the first three mappings in Fig. 1 that this
what happens. However, as the gain in the ring increases
mapping changes. In this case, the regions visited by
mapping point move toward the second extremum where
derivative of the curve becomes less than unity~compressive
mapping!. As a result, the doublings cease and the mot
extends to the entire mapping. Thus, a pure scenario for
transition to chaos via period doubling is not achieved in
system because the mapping deviates from parabolic. H
ever, the presence of parabolic sections leads to the pos
existence of a doubling series.

In the second case, the motion of the mapping poin
initially localized on branch II. This is evidently because t
working part of the mapping is shifted toward the seco
extremum, i.e., the working parts are branches II and
However, these branches have significantly different der
tives: branch II is stretching and branch III is compressi
Consequently, as the gain increases, the motion of the m
ping point extends from branch II to branch III as its deriv
n
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he
e
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n
he
e
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d
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-
.
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tive increases. In this case, the oscillations of the envel
are initially randomized and they evolve in the direction
increasing the depth of the jumps of the spin-wave inten
peaks. Thus, this mapping allows both soft and hard tra
tions to stochasticity.

It should be noted that the observed scenarios for
transition of the spin wave envelope to chaos in ferrom
netic films are not completely covered by the two varia
shown. They are described here to show that even such
first glance—different randomization paths are generated
qualitatively similar mappings.

The transition of the spin wave envelop to chaos w
investigated for magnetizing fields of 400–500 Oe and wa
numbers between 30 and 150 cm21. All the mapping points
obtained were similar to those described above. It can t
be stated that the transition of a spin wave envelope
common features for different values ofH0 andk despite the
abundance of scenarios observed for this transition.

These results confirm that the stochastic dynamics
high-intensity spin waves established under conditions
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FIG. 2. Point mappings and oscilloscope traces of an en
lope for H05472 Oe andg50.1– 0.3ms21.
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three-magnon interaction in magnetic films, are described
comparatively simple one-dimensional point mappin
These are universal over a wide range of external magn
fields and spin wave numbers.

The authors are deeply grateful to B. A. Kalinikos f
discussions of the results.

This work was financed by the Russian Fund for Fun
mental Research~Grant No. 96-02-19515! and by the Min-
istry for General and Professional Education of the Russ
Federation~Grant No. 97-8.3-13!.
y
.
tic

-

n

1H. Benner, R. Henn, F. Roedelspergeret al., Izv. Vyssh. Uchebn. Zaved
IND 3~1!, 32 ~1995!.
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Phase optical bistability in structures with surface plasmons
V. F. Nazvanov and D. I. Kovalenko
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A theoretical analysis is made of the phenomenon of phase optical bistability in structures with
surface plasmons. It is shown that in an optical waveguide with a nonlinear layer, not
only amplitude but also phase bistability may occur whenp-polarized radiation is reflected from
the nonlinear waveguide. ©1998 American Institute of Physics.@S1063-7850~98!02808-0#
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Methods of creating spatial phase bistability and mu
stability are of fundamental importance for the physics a
engineering of the next generation of optical computers. T
development of these systems will allow us to construct s
tems for parallel processing of phase information.1 Optical
media with cubic nonlinearity offer particularly extensiv
possibilities here since they can produce ‘‘hysteresis’’ ph
bistability of the same type as the well-known amplitu
bistability.2

Of particular interest is the type of phase bistabil
caused by the reflection of radiation from the interface o
linear medium with cubic optical nonlinearity. Since in th
case, the permittivity depends on the intensity of the incid
wave, the changes in the reflected wave are determine
the initial intensity. As a result, under certain conditio
jumps in intensity and in phase may occur in the reflec
wave.

The history of this topic is described in Refs. 3 and
Bistability and hysteresis accompanying the reflection
electromagnetic radiation from the interface of a nonlin
medium were predicted by Silin.5 With reference to optics
the problem of bistability accompanying the reflection o
plane wave from the interface of a medium with Kerr no
linearity was then posed in Refs. 6 and 7 and a system
solution was given in Refs. 8 and 9. A similar problem for
optical waveguide with a nonlinear layer was also examin
in the plane wave approximation for amplitude bistability
Refs. 10 and 11 and for phase bistability in Ref. 12~for
s-polarized radiation!. Finally, in Ref. 13 a theoretical analy
sis was made of the possibility of optical bistability in th
coefficient of reflection ofp-polarized radiation from an in
terface with a nonlinear Kerr medium (CS2) with the exci-
tation of surface plasmons.

Optical bistability accompanying the reflection of radi
tion from a glass–Kerr medium (CS2) interface was ob-
served experimentally by the authors of Ref. 14 and th
obtained a value of order 83109 W/cm2 for the critical
power. In Ref. 15 optical bistability was demonstrated us
the effect of frustrated total internal reflection in a nonline
light filter with a liquid crystal used as the nonlinear ma
rial. Optical bistability with the excitation of surface pla
mons was observed in structures containing either C2

~Ref. 16! or a liquid crystal17–20 as the nonlinear medium.
The aim of the present study is to make a theoret
6501063-7850/98/24(8)/2/$15.00
-
d
e

s-

e

a

t
by

d

.
f
r

-
tic

d

y

g
r
-

l

analysis of the possibility of achieving phase optical bistab
ity in the reflection ofp-polarized radiation from the wave
guide considered in Ref. 13.

As in Ref. 13, we used the plane wave approximation
matrix method21 was used for the calculations. In order
use the matrix method, we need to know the properties o
the layers contained in the structure. The properties of
nonlinear medium depend on the intensity of the radiat
transmitted by the structure« t5« t01auEtu2, where « t0 is
the permittivity of the nonlinear medium at zero radiatio
intensity anda is the coefficient of nonlinearity of the
medium, which is related to the Kerr coefficientn2 by22 n2

5(1/(2A« t0))a, whereEt is the amplitude of the radiation
transmitted by the medium. Thus, a system of nonlin
equations must be solved for the problem as formulated.
solution can be simplified if we assume that the coefficie
of reflection and transmission, and the amplitude of the in
dent radiation are functions of the transmitted radiation
tensity. In Ref. 13 the authors succeeded in obtaining
function in analytic form when analyzing a structure with t
Kretschmann configuration~glass–metal–nonlinear insula
tor!. This approach to solving the problem cannot be used
obtain the phase characteristics of the reflected/transm
radiation.

We used the Newton–Raphson method23 to solve this
problem. This method gives an accuracy of order 10212 after
three or four iterations.

For the calculations we used the following structu
parameters~in a Kretschmann geometry!: glass («53.6),
metal («5257.81 i0.6, d5625 Å!, and nonlinear medium
(« t052.25, n25331028 cm2/W) at l510 600 Å. The re-
sults are plotted in Figs. 1 and 2.

Figure 1 gives the coefficient of energy reflection as
function of the dimensionless radiation intensity incident
the structure at various angles. As was to be expected, c
3 in Fig. 1 is the same as the curve from Ref. 13. It can
seen that bistability begins to appear at angles of incide
greater than 53°528 ~the resonant angle is 53°45841.539).
As the angle of incidence increases, both the amplitu
of the hysteresis and the incident radiation power requi
for its occurrence increase. For instance, for curve3 the
critical radiation power for switching corresponds
33108 W/cm2, as in Ref. 13.

Figure 2 gives an important result of our study: the d
© 1998 American Institute of Physics
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pendence of the phase shift between thep- ands-polarized
components of the reflected radiation on the dimension
radiation intensity incident on the structure at various ang
As we reported earlier,24 the phase is far more sensitive
changes in the properties of the structure than is the am
tude. It can be seen that phase bistability appears from an
of incidence greater than 53°508.

Thus, we have made a theoretical analysis of phase
tical bistability in structures with surface plasmons. We ha
shown that both amplitude and phase bistability may occu
an optical waveguide with a nonlinear layer wh
p-polarized radiation is reflected from the nonlinear wav
guide.

FIG. 1. Coefficient of energy reflection versus dimensionless intensity of
radiation incident on structure. The curves are plotted for various angle
incidence:1 —53°488, 2 — 53°518, 3 — 53°548, 4 — 53°578, 5 — 54°.
The reflection minimum is achieved at 53°45841.539.

FIG. 2. Phase shift between thep- and s-polarized components of the re
flected radiation versus dimensionless intensity of the radiation inciden
the structure: The curves are plotted for various angles of incidence:1 —
53°488, 2 — 53°518, 3 — 53°548, 4 — 53°578, 5 — 54°. The reflection
minimum is achieved at 53°45841.539.
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We used the plane wave approximation whose valid
for optical beams of finite width may pose problems~see
Ref. 3! for local Kerr nonlinearity when the beam splits in
separate filaments. Nevertheless, many of the experim
using prism coupling mentioned earlier revealed bistabi
in reflection where the experimental results showed go
agreement with the plane wave model,12,15 which may be
attributed to the nonlocal nature of the nonline
processes.25,26 This effect may be observed particular
clearly for nonlinear materials such as liquid crystals
semiconductors since the observed effects include diffus
processes such as heat or carrier transport. These proc
may be important in studies of optical bistability und
conditions where surface plasmons are excited~see Refs.
17–20!.

The authors are extremely grateful to the referee
many useful comments on this work.
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Application of the particle-in-cell method to calculate the parameters of molecular
beams from gasdynamic sources

G. B. Krygin, V. F. Ezhov, V. L. Ryabov, and V. V. Yashchuk

St. Petersburg B. P. Konstantinov Institute of Nuclear Physics, Gatchina
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The particle-in-cell method is used to calculate the flow fields of gases formed by supersonic
nozzles of different shapes under flow conditions typical of gasdynamic sources of
molecular beams. The proposed calculation scheme is tested by comparing the calculated flow
fields from an acoustic nozzle with the semiempirical calculations made by Ashkenas
and Sherman. For a nozzle with a conical supersonic section the calculations are compared with
the results of time-of-flight measurements made using the molecular beam generator at the
St. Petersburg Institute of Nuclear Physics of the Russian Academy of Sciences. Prospects for the
further use of these calculation methods to develop and optimize gasdynamic sources of
molecular beams are discussed. ©1998 American Institute of Physics.@S1063-7850~98!02908-5#
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The development and fabrication of new types of gas
namic sources requires the corresponding developmen
theoretical methods designed to optimize the beam forma
conditions and parameters. However, the complexity of
processes accompanying the supersonic expansion of a
which undergoes a gradual transition from continuous
free-molecular flow, and the complete dependence of
flow parameters on the nozzle design, skimmer geome
and the vacuum conditions explain the absence of a gen
theoretical approach to describe gasdynamic sources.

Practical calculations of molecular beam sources
generally made in two stages. At the first stage, the gas
namics of continuous media are used to solve the problem
the formation of a supersonic flow by a nozzle for giv
initial and boundary conditions. The transition to the ne
stage, at which free molecular flow takes place, is made
ing concepts of constant~frozen! flow parameters beginning
from a certain time in the supersonic expansion. This sim
fied calculation scheme for gasdynamic sources, which
glects the transition region of the low-density gas dynam
is justified by the fact that it is adequate for practical p
poses, since the beam parameters depend so strongly o
controllable conditions of formation determined, for examp
by skimmer interactions, that absolutely accurate calcu
tions become meaningless.

A characteristic feature of an underexpanded supers
jet formed in a gasdynamic source is the very high nonu
formity of the stream. In this and similar cases, it is natu
to use so-called uniform shock-capturing methods at the
stage, one of which is the well-known particle-in-ce
method1 which can be used to analyze a wide range of ma
dimensional steady-state and nonsteady-state problem
gasdynamics using a standard numerical approach and
yield three-dimensional flow fields over a wide range of v
locities between subsonic and hypersonic.

Here we do not attempt to give an exhaustive descrip
of the processes accompanying the formation of molec
6521063-7850/98/24(8)/3/$15.00
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beams in gasdynamic sources. The basic idea was to obt
fairly simple, reliable numerical method of determining th
flow parameters which have a major influence on the ope
tion of this type of source.

Back in the seventies, the wealth of calculated and
perimental data accumulated was used by Ashkenas
Sherman to produce a semiempirical description of the fl
field from an acoustic nozzle.2 Their proposed analytic ex
pressions can be used to find the spatial distributions of
flow parameters and to determine the position of its str
tural characteristics.

In accordance with Ref. 2, the expression for the Ma
numberM in the downstream direction has a simple form
reflecting almost pure radial expansion:

M5AS Z2Z0

D D g21

2
1

2S g11

g21D S AS Z2Z0

D D g21D 21

, ~1!

whereg is the ratio ofCp to Cv for the expanding gas, an
the values ofA andZ0 are constants which depend ong and
are calculated or determined experimentally.

Under the gasdynamic conditions of continuous med
for a given value ofg the shape and size of the depende
shock wave and the Mach disk are exclusively determined
the given ratio of the pressures in the nozzle receiverP0 and
the expansion chamberP1. The axial distance between th
nozzle and the Mach diskZM for ratios P0 /P1 between 15
and 17 000 also does not depend ong ~Ref. 2!:

ZM

D
50.67S P0

P1
D 1/2

. ~2!

This type of analytic expression obtained by Ashken
and Sherman is very convenient for testing gasdynamic
culation methods and programs.

The results of our calculations using the particle-in-c
method essentially coincide with the Mach number distrib
tions along the axis calculated using Eq.~1! and reasonably
well reproduce the dependences~2!, as can be seen from
© 1998 American Institute of Physics
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Fig. 1. The calculations were made in a cylindrical coor
nate system using a spatially fixed calculation mesh con
ing of rectangular cells~800 along ther axis and 400 along
the z axis!. Note that these results depend weakly~of the
order of a few percent! on the size of the calculation mesh

Relations~1! and~2!, and similar ones show good agre
ment with the experiment provided that the flow rema
isentropic and continuous in the region being described
the transition to nonisentropic free-molecular flow, a red
tion in the collision frequency of the gas molecules leads
freezing of the static translational temperature in the stre
and with this, the Mach numbers. Regardless of the geom
of the specific problem, the transition to free molecular flo
~second calculation stage! may be described in terms of th
competition between the rate of change in the static temp
ture in the stream and the collision frequency:3

1

TUdT

dt U5U
1

TUdT

dZU5S 8kT

pm D 1/2

A2ns, ~3!

whereU is the average mass velocity of the flow particlesk
is the Boltzmann constant,m is the molar mass of the gas,n
is the particle number density, ands is the collision cross
section calculated in terms of viscosity. Freezing occ
when the collision frequency falls below the rate of chan
in the static temperature. In this case, the Mach numbe
the axis of the stream will beMF .

Our calculations and experiments have shown that
approach can be used to find the limiting parameters of flo
formed by nozzles of varying configuration with sufficie
accuracy for practical purposes.

The experiments described were carried out using
molecular beam generator at the St. Petersburg Institut
Nuclear Physics.4 Figure 2 shows the distributions of th
total pressure in a supersonic nitrogen stream formed b

FIG. 1. Position of the Mach disk in a stream formed by an acoustic no
as a function of the pressure ratioP0 /P1. The solid curve gives the result
of the calculations using formula~2!.
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conical nozzle whose geometry is defined by the throat
ameterD51.1 mm and cone expansion angles in the s
sonic and supersonic sectionsa1580° anda2541°. The
initial conditions in the nozzle receiver (P05760 Torr,
T05300 K) together with the low pumping speed in th
source chamber (Q5100 l/s) provided a flow regime typica
of a dense gas over almost the entire region of the meas
ments. It can be seen that these calculations reproduce

FIG. 3. Maximum attainable Mach numberMF versusP0 (D51.1 mm,
a1580°, a2540°, T05300 K, Q543104 l/s) for nitrogen and helium.

le
FIG. 2. Distributions of total pressure in supersonic nitrogen stream form
by a conical nozzle (D51.1 mm, a1580°, a2541°, P05760 Torr,
T05300 K, Q5100 l/s): a — axial distribution, b — transverse distribution
at nozzle edge forZ50.
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longitudinal distribution of the total pressure and the str
ture of the jet in the transverse cross section.

Figure 3 gives calculated dependences of the maxim
attainable Mach numberMF as a function ofP0 for the
stream of nitrogen and helium flowing from a nozzle (D
51 mm, a1580°, a2540°) into the vacuum chamber o
the molecular beam generator (Q543104 l/s). It can be
seen that agreement between the calculations and the ex
ment is satisfactory for our purposes.

The approach developed here has been successfully
to describe a multinozzle molecular beam source.5 The cal-
culations of the gas jet–carrier parameters~Mach number,
velocity, and temperature! based on this approach show re
sonable agreement with our experimental data. These ca
lations were used to develop a fundamentally new sou
configuration which could substantially improve the bea
parameters.

The main conclusion to be drawn from these investi
tions is that the agreement between the experimentally m
sured and calculated parameters of flows formed by noz
of various configurations is quite satisfactory for practic
purposes under conditions typical of gasdynamic molec
beam sources.
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This method is now being actively used for numeric
simulations to optimize the source in the molecular be
generator at the St. Petersburg Institute of Nuclear Resea
Optimization of the shaper geometry is aimed at reducing
total consumption of carrier gas, increasing the Mach nu
ber attainable on the axis, and reducing the beam temp
ture.

This work was carried out in preparation for an expe
ment to search for loss ofT-invariance effects in molecules
supported by Grant No. 97-02-16908 from the Russian F
for Fundamental Research.
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Influence of cobalt ions on magnetoelastic interaction in polycrystalline partially
substituted yttrium iron garnets

V. M. Sarnatski , T. S. Kasatkina, and A. M. Ulyashev
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~Submitted January 15, 1998!
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An appreciable increase in the dynamic magnetostriction was observed in polycrystalline
partially aluminum-substituted yttrium iron garnets with small quantities~up to 0.01 mol.%! of
implanted divalent cobalt ions. The nonmonotonic behavior of the concentration
dependence of the magnetoelastic interaction as a function of the cobalt ion content is explained
with allowance for changes in the anisotropy fields and the profile of the magnetization
curve in doped samples. ©1998 American Institute of Physics.@S1063-7850~98!03008-0#
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Investigations of the influence of various types of imp
rities and defects on the physical properties of ferromagn
substances are of considerable fundamental interest to i
tify the mechanisms responsible for the interaction betw
the lattice vibrations and the domain structure and its imp
ment when impurities are introduced. They are also of in
est for practical applications to develop magnetic eleme
with predefined characteristics. In Refs. 1 and 2 we stud
the influence of nonmagnetic aluminum ions on the mag
toelastic interaction which is observed as changes in the e
tic moduli and ultrasound damping factor and also show
in the dynamic magnetostriction of polycrystalline yttriu
iron garnets~YIG!. The observed changes in the magne
elastic characteristics of YIG (;10% increase in the ultra
sound velocity,;50% decrease in the damping factor, a
30% variation in the dynamic magnetostriction! were
achieved at fairly high concentrations of aluminum impur
ions,;1.5 mol.%.

It is of considerable interest to find those impuriti
which, when introduced in small quantities, would subst
tially alter the magnetic, acoustic, and magnetoelastic pr
erties. An analysis of the electronic structure of various io
shows that such impurities may include divalent cobalt io
for which the spin–orbit interaction mechanism plays a
cisive role in the formation of the magnetoelastic coupli
because of the incomplete freezing of the orbital mome3

The authors of Refs. 4–6 reported results of theoretical
culations of the changes in the magnetostriction const
and the coefficient of magnetic anisotropy of YIG when c
balt ions were introduced in various valence states. Th
studies suggest that divalent cobalt ions make a consider
contribution to the formation of the magnetoelastic coupl
compared with trivalent and tetravalent cobalt and this c
tribution is also determined by the position of the cobalt io
in the YIG lattice.

Here we present results of experimental investigati
of the magnetoelastic interaction in partially substitut
yttrium aluminum iron garnets with cobalt impurities. I
order to maintain electrical neutrality and also to achie
divalent cobalt ions, germanium ions were also implanted
6551063-7850/98/24(8)/2/$15.00
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the samples, which were prepared using conventio
ceramic technology and had the compositi
Y3Fe4.72xA0.3Cox/2Gex/2O12, wherex varied between 0.005
and 0.1 mol.%. The cobalt ion content was monitored us
the magnetic anisotropy constant, which is known6,7 to de-
pend linearly on cobalt ion content, passing through zero
concentration of 0.008 mol.% near room temperature. T
magnetoelastic interaction was estimated from the chang
the ultrasound damping in a magnetic field and from
dynamic magnetostriction which was studied by a meth
developed by us using the amplitude of the ultrasound pu
excited by a ferrite powder sample placed in combined v
able and static magnetic fields.8 The measurements wer
made at ultrasound frequencies of 5–50 MHz at tempe
tures between room temperature and liquid-nitrogen te
perature. The external magnetic field varied between 0
1000 Oe.

Figure 1 gives the amplitude of the excited ultrasoundA
as a function of the magnetic field in four samples of alum
num yttrium iron garnet containing 0.000, 0.005, 0.012, a
0.1 mol.% divalent cobalt ions, respectively. The behavior
A as a function of the magnetic field is consistent with t
dependence we studied earlier in undoped polycrystalline
trium ion garnets.8 An appreciable increase in the dynam
magnetostriction constant with increasing cobalt ion cont
is observed at low concentrations~up to 0.01 mol.%!,
whereas in the sample with the highest cobalt ion conte
this constant is lower than that in the undoped sample
should also be noted that as the cobalt ion content increa
the magnetic field in which maximumA is observed in-
creases.

These results show good agreement with the theore
calculations made by Slonzewski4 who predicted a linear in-
crease in the coefficient of static magnetostriction and
magnetic anisotropy at low cobalt ion concentrations. T
value ofA observed for the sample with a cobalt ion conce
tration of 0.1 mol.% may be lower becauseA is proportional
to the dynamic magnetostriction, which in turn is determin
© 1998 American Institute of Physics
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by the derivative of the static magnetostriction with resp
to the magnetic field.

On the basis of the experimental studies6,9 we calculated
the changes in the anisotropy field and thus the form of
magnetization curve caused by the impurity ions. For
sample having the highest cobalt ion content the magne
tion curve becomes appreciably broader~which reduces the
dynamic magnetostriction! and shifts toward higher mag
netic fields compared with the undoped sample. The ca
lated maxima of the derivative of the magnetization cu
with respect to the magnetic field determine the fields
which maximum excited ultrasound is observed and th
show good agreement with the experimentally measu
values.

Figure 2 gives the temperature dependence of maxim
A for samples having cobalt ion impurity concentrations
0, 0.005, and 0.012 mol.%. It should be noted that compa
with the undoped samples, the behavior ofAmax for doped
samples has a maximum with varying temperature, wh
shifts toward higher temperatures as the cobalt ion con
increases. This behavior can be attributed to the magn
anisotropy constant being zero in the doped samples in
temperature range,6 i.e., a spin-reorientational phase tran
tion induced by the impurity ions takes place. In this ca
the domain motion shows appreciable fluctuations which
crease the amplitude of the ultrasonic oscillations.1

The behavior of the damping factor of the shear ult
sonic waves as a function of the magnetic field was a
investigated for these samples. The absolute values of
ultrasound damping factor and its behavior in a magn
field depend on the relative orientation of the magnetic fi
and the displacement vector in the ultrasonic wave, altho
the most common feature in the behavior of the ultraso
damping is its dependence on the cobalt ion content, whic
manifested as a decrease in the damping factor at low

FIG. 1. AmplitudeA of ultrasound excited by yttrium aluminum iron ga
nets as a function of the magnetic field:1 — undoped sample,2 — sample
containing 0.005 mol.% Co,3 — sample containing 0.012 mol.% Co, an
4 — sample containing 0.1 mol.% Co.
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centrations and an increase at the highest concentratio
impurity ions. In addition, in the sample having the highe
cobalt ion concentration the ultrasound damping factor d
not depend on the magnetic field. This dependence of
ultrasound damping factor on the impurity ion content
caused by the anchoring of domain walls by cobalt ions
low concentrations and by appreciable changes in the
main structure at a concentration of 0.1 mol.% because
coefficient of magnetic anisotropy increases more th
tenfold.6

These investigations have shown that acoustic meth
of studying the magnetic and magnetoelastic characteris
of doped ferromagnetics are informative and can be use
develop optimum conditions~to select the operating tem
perature range and the cobalt ion content! for the use of
yttrium aluminum iron garnets as ultrasound emitters.
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FIG. 2. Temperature dependence of the maximum ultrasound ampli
Amax excited by yttrium aluminum iron garnets:1 — undoped sample,2 —
sample containing 0.005 mol.% Co, and3 — sample containing
0.012 mol.% Co.
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Influence of thermomagnetic treatment on the propagation velocity of magnetoelastic
oscillations and the DE effect in disordered ferromagnetics

A. A. Gavrilyuk, N. P. Kovaleva, and A. V. Gavrilyuk

Irkutsk State University
~Submitted January 9, 1998!
Pis’ma Zh. Tekh. Fiz.24, 79–83~August 26, 1998!

An investigation was made of the propagation velocity of magnetoelastic oscillations and theDE
effect as a function of the magnetic annealing temperature and the external magnetic field
in iron-based amorphous metal alloys. It is shown that this dependence is nonmonotonic. The
extreme values of the propagation velocity of the magnetoelastic oscillations and theDE
effect only coincide in a specific range of annealing temperatures. As the annealing temperature
increases, the extreme values of the magnetoelastic characteristics shift toward larger
magnetic fields. ©1998 American Institute of Physics.@S1063-7850~98!03108-5#
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Annealing in a magnetic field is used to improve t
magnetoelastic characteristics of iron-based amorph
metal alloys. The aim of the present study is to investig
the influence of the annealing temperature on the propa
tion velocity V of the magnetoelastic oscillations and t
magnitude of theDE effect (DE/E05(E02EH)/E0 , where
E0 is the elastic modulus of the sample in the demagneti
state andEH is the elastic modulus in the magnetic field! in
the amorphous metal alloy Fe81.5– B13.5– Si3– Cr2 ~the Rus-
sian analog of Metglas 2605 SC! ~Refs. 1 and 2!.

Samples in the form of narrow strips measuring 0.
30.00233•1025 m were annealed for 20 min at temper
tures between 330 and 440 °C in a magnetic field
160 kA/m applied transversely to the sample length. T
purpose of the annealing was to remove internal stre
formed during the fabrication of the alloys and also to p
duce a periodic domain structure with the axis of easy m
netization oriented perpendicular to the sample length.
rearrangement of the domain structure under the influenc
a magnetic field directed along the sample length should
volve uniform rotation of the magnetization. The propag
tion velocity of the magnetoelastic oscillations and the m
nitude of the DE effect were varied by a resonance
antiresonance method.3 A static magnetic field and a weak
varying magnetic field~1 A/m! required to excite magneto
elastic oscillations were applied along the length of
samples.

Figures 1 and 2 give the experimental dependence of
propagation velocity of the magnetoelastic oscillations a
the DE effect on the external magnetic field for sampl
annealed at temperatures between 330 and 440 °C. An a
sis of these results yields the following conclusions:

1. At all annealing temperatures the dependenceV(H)
has a characteristic minimum~Fig. 1!.

2. At annealing temperatures between 370 and 430
the minimum propagation velocity of the magnetoelastic
cillations and the maximumDE effect are obtained for the
same external magnetic field.

3. At annealing temperatures between 330 and 360 °C
6571063-7850/98/24(8)/3/$15.00
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agreement was observed between the fields correspondi
the maximumDE effect and the minimum propagation ve
locity of the magnetoelastic oscillations. Annealing at 440
also results in a difference between the fields correspond
to the extreme values ofV and theDE effect.

4. As the annealing temperature increases, the minim
of V and the maximum of theDE effect shift toward larger
magnetic fields.

5. The inset to Fig. 1 gives the propagation velocity
the magnetoelastic oscillations as a function of the sam
annealing temperature in a magnetic fieldH580 A/m. Simi-
lar curves are also obtained for other values of the app
magnetic fieldH. It can be seen from this graph that th
value of V has a minimum at an annealing temperature
400 °C.

These results may be explained as follows.
At fairly low annealing temperatures the domain stru

ture of the samples is inhomogeneous because of the p
ence of internal stresses.4,5 Thus, the rearrangement of th
domain structure is a complex combined process involv
rotation of the magnetization and displacement of the
main walls. The displacement of non-180° domain walls h
a different influence on theDE effect and the propagation
velocity of the magnetoelastic oscillations. Thus, the fie
corresponding to the maximumDE effect differs from that
corresponding to minimumV. As the annealing temperatur
increases and the internal stresses relax, the domain stru
becomes more homogeneous. In this case, the dominan
arrangement process involves the uniform rotation of
magnetization. Thus, the field corresponding to the ma
mumDE effect coincides with the field corresponding to th
minimum propagation velocity of the magnetoelastic oscil
tions. At higher annealing temperatures the amorphous m
alloy begins to crystallize, giving rise to internal stresses
the sample. This should result in a difference between
fields corresponding to the extrema of theDE effect and the
propagation velocity of the oscillations, as is observed
perimentally.

It was shown in Ref. 6 that the minimum of the elas
© 1998 American Institute of Physics
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FIG. 1. Propagation velocity of magnetoelastic oscill
tions as a function of the external magnetic field at va
ous annealing temperatures.
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modulus in a magnetic field and the maximum of theDE
effect in alloys with a band domain structure are determin
by the field at which the domain wall structure undergoe
Bloch–Néel transition. As the magnetic annealing tempe
ture increases, the induced anisotropy field increases,
creasing the field at which the domain wall structure chan
and this has the result that the minima of the elastic mod
the propagation velocity of the magnetoelastic waves,
also the maximum of theDE effect are shifted toward large
fields.

The propagation velocity of the magnetoelastic osci
tions in the magnetic fieldH580 A/m at temperatures be
tween 330 and 400 °C decreases with increasing annea
temperature because of the reduced anisotropy caused b
internal stresses. As a result of the incipient crystallization
the amorphous material at 400 °C and with further incre
in the annealing temperature, the anisotropy field increa
under these conditions the increase is caused by ato
ordering.
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From Ref. 7, the expression for the elastic modulus
the magnetic fieldEH may be expressed as a function of t
anisotropy constantK in the form

EH5E0@2K23lss#3/$@2K23lss#319ls
2Ms

2H2E0%,

~1!

wherels is the saturation magnetostriction,Ms is the satu-
ration magnetization,s are the external elastic stresses, a
E0 is the elastic modulus in the absence of a magnetic fi
Assuming that the relation between the propagation velo
of the magnetoelastic oscillations and the elastic modu
can be written as

V5~EH /r!1/2, ~2!

wherer is the density of the sample, we obtain the followin
expression for the propagation velocity of the magnetoela
oscillations:
FIG. 2. Dependence of theDE effect on the external mag-
netic field at various annealing temperatures.
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V5$~E0 /r!@2K23lss#3/~@2K23lss#3

19ls
2Ms

2H2E0!%1/2. ~3!

Thus, the propagation velocity of the magnetoelastic
cillations increases as the anisotropy constant increases
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Modulation of the polarization of semiconductor laser radiation at constant
output power

G. S. Sokolovski , A. G. Deryagin, and V. I. Kuchinski 

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted February 25, 1998!
Pis’ma Zh. Tekh. Fiz.24, 84–90~August 26, 1998!

The degree of polarization of ‘‘doubly’’-modulated~by the pump current and the optical
confinement factor! laser radiation is analyzed by applying a method of analyzing the stability of
the solutions of systems of Lyapunov differential equations to a system of rate equations.
An analysis of the system of rate equations yielded its eigenvalues, also called stability
coefficients, which are the characteristic time for a transition of the system from one
state to another. The behavior of a doubly modulated laser was modeled mathematically and it
was demonstrated that the polarization of the laser output radiation can be controlled
with almost constant output power. ©1998 American Institute of Physics.
@S1063-7850~98!03208-X#
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The switching, coexistence, and bistability of the TE/T
polarizations of strained-layer semiconductor laser radia
was observed in Refs. 1–4. A phenomenological mode
explain the polarization switching effect and polarization
stability was developed in Refs. 5 and 6. Then, in Ref. 7
derived analytic expressions for the polarization switch
time for semiconductor laser radiation which can be used
estimate the influence of the laser diode parameters on
polarization of the output radiation.

Modulation of the polarization state of the radiation
fiber-optic communication lines~FOCLs! suppresses the an
isotropic saturation of the gain~polarization hole burning! in
erbium fiber-optic amplifiers, which can cause apprecia
deterioration of the optical signal-to-noise ratio in extralon
range FOCLs with optical regeneration of the transmit
signal.8 Modern FOCLs use expensive high-speed polari
tion scramblers to depolarize the optical signal. Thus, se
conductor lasers with depolarized radiation are very prom
ing radiation sources for FOCLs because they can easil
integrated with optical modulators in a single compa
monolithic device.

Here we examine the possibility of double modulati
~by the pump current and by the optical confinement fac!
of a semiconductor laser to directly control the polarizat
and in particular, to obtained depolarized laser radiation.

The basic idea of double modulation is as follows. T
watt–ampere characteristic of a laser with polarizatio
switched output radiation has a region where the degre
polarization and the output power depend linearly on
pump current.7 The position of the polarization switchin
region on the watt–ampere characteristic depends in par
lar on the optical confinement factor. Thus, by modulat
the optical confinement factor, it is possible to alter the
gree of polarization and by modulating the pump current
is possible to keep the output power constant.

The optical confinement factor can be modulated by
6601063-7850/98/24(8)/3/$15.00
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plying voltage to additional side contacts on the laser dio
deposited on each side of the stripe.9

The system of rate equations7 allowing for the optical
confinement factorGTE/TM of the TE/TM modes has the form

¦

dN

dt
5

1

qV
2gTE~N2NTE!~12«EESTE2«EMSTM!STE

2gTM~N2NTM!~12«MESTE2«MMSTM!STM2
N

t
,

dSTE

dt
5GTEgTE~N2NTE!~12«EESTE2«EMSTM!STE

1GTEb
N

t
2

STE

tTE
,

dSTM

dt
5GTMgTM~N2NTM!~12«MESTE2«MMSTM!STM

1GTMb
N

t
2

STM

tTM
,

~1!

whereN is the carrier concentration,STE/TM is the density of
TE/TM polarized photons,gTE/TM is the linear gain for the
TE/TM-polarized light,tTE/TM is the lifetime of the TE/TM-
polarized photons,NTE/TM is the transparency concentratio
for the TE/TM-polarized light,t is the carrier lifetime,« i j

are the nonlinear gains,b is the coefficient of spontaneou
emission,q is the elementary charge, andV is the volume of
the active region.

Systems of rate equations are usually analyzed by
merical integration, which unfortunately cannot provide
explicit description of the dynamics of the polarizatio
switching process for heterolaser radiation. In Ref. 7, ho
ever, we suggested that a method10 of analyzing the stability
of systems of Lyapunov differential equations could be a
plied to a system of rate equations. As a result of analyz
the stability of the system of rate equations, we obtained
© 1998 American Institute of Physics
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eigenvalues which are the characteristic time taken for tr
sition of the system from one state to the other.

The stability of the system~1! was analyzed using th
approximation of a constant carrier concentration,dN/dt
50. Using this condition, we can perform the very conv
nient transformation:

5
dSTE

dt
5GTEgTEtS 1

qV
2

STE

GTEtTE
2

STM

GTMtTM
2

NTE

t D
3~12«EESTE2«EMSTM!STE2

STE

tTE
,

dSTM

dt
5GTMgTMtS 1

qV
2

STE

GTEtTM
2

STM

GTMtTM
2

NNM

t D
3~12«MESTE2«MMSTM!STM2

STM

tTM
.

~2!

After linearizing the modified system of rate equatio
~2!, we obtain its eigenvalues which, according to Ref.
are also called the~in!stability coefficients:

FIG. 1. Watt–ampere characteristics and stability coefficients for var
optical confinement factors for a laser having the following paramet
gTE51.4531026 cm3/s, gTM51.4031026 cm3/s, tTE52.0 ps,tTM51.6 ps,
NTE54.531017 cm23, NTM53.2931017 cm23, t53 ns, «EM52.0
310217 cm3, «EE51.0310217cm3, «ME54.5310217 cm3, and «MM56.0
310217 cm3.
n-

-

,

PTE/TM5GTE/TMgTE/TMtS 1

qV
2

sTM/TE

GTM/TEtTM/TE
2

NTE/TM

t D
3~12«EM/MEsTM/TE!2

1

tTE/TM
, ~3!

wheresTE/TM is the density of TE/TM-polarized photons i
the absence of light of the opposite polarization:

sTE/TM5
1

2 S 1

«EE/MM
1GTE/TMtTE/TMS 1

qV
2

NTE/TM

t D D

2A1

4S 1

«EE/MM
1GTE/TMtTE/TMS 1

qV
2

NTE/TM

t D D 2

2
GTE/TMtTE/TM

«EE/MM
S 1

qV
2

NTE/TM

t
2

1

GTE/TMsTE/TMtTE/TMt D . ~4!

It was shown in Ref. 7 that three combinations of stabil
coefficients PTE/TM are possible: both coefficients ar
positive—TE and TM modes coexist; both coefficients a
negative—state of bistability; and lastly, the stability coef
cients have different signs—the laser emits radiation of t
particular polarization for which the eigenvalue is negativ

Figure 1 gives the watt–ampere characteristics of a la
for the TE- and TM-polarized emission plotted for two di
ferent values of the optical confinement factorG. It can be
seen that changes in the optical confinement factorsGTE/TM

can alter the position of the polarization switching point
the laser watt–ampere characteristic~Fig. 1!. For the laser

s
s:

FIG. 2. Degree of polarizations5STE /(STE1STM) and density of Te/TM-
polarized photonsSTE/TM as a function of time with double modulation.
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parameters used in the simulation, a 10% change in the
tical confinement factor can alter the polarization switch
current almost by a factor of 1.5. However, a change in
optical confinement also leads to changes in the laser e
nal differential efficiency, i.e., variation of the output pow
for the same pump current. Thus, by modulating the opt
confinement factor and keeping the output power constan
suitably varying the pump current, we can continuously tu
the degree of polarization of the laser radiation~Fig. 2!. The
relaxation oscillations observed as a result of changes in
optical confinement factor, can be almost completely elim
nated by a phase shift of the pump current modulation r
tive to the phase of theGTE/TM modulation.9

Using Eq.~2!, to simplify the calculations of the modu
lation amplitude ofGTe/TM, we can also determine the pola
ization switchingI sw, i.e., the pump current corresponding
the unpolarized laser output radiation. Its accurate value
be calculated if in Eq.~2! we assumeSTE5STM5Ssw,
dSTE /dt5dSTM /dt50:

I m5
I

GTEgTEtTEt~12«ESsw!
1S 1

tTE
1

1

tTM
DSsw1

NTE

t
,

Ssw5B2AB22C,

B5
1

2S 1

«E
1

1

«M
1

1

GTEgTEtTE«EDN

2
1

GTMgTMtTM«MDND ,

C5
1

«E«M
S 11S 1

GTEgTEtTE
2

1

GTMgTMtTM
DDND , ~5!

«E5«EE1«EM , «M5«MM1«ME ,

DN5NTE2NNM .
p-

e
r-

l
y

e

he
i-
-

an

The polarization switching region for modulation o
GTE/TM is limited by the switching currents at maximum an
minimumG. Note that the existence of hysteresis on the la
watt–ampere characteristic7 can substantially reduce the po
larization switching region determined from Ref. 5.

To sum up, we have examined the possibility of doub
modulation~by the pump current and the optical confineme
factor! of a semiconductor laser to control the polarization
the laser radiation. The behavior of a doubly modulated la
was modeled numerically, and this showed that the polar
tion of the laser output radiation can be controlled with
most constant output power.

In conclusion, the authors are grateful to F. N. Timofe
for fruitful discussions which provided the stimulus for th
work.
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Results are presented of an investigation of the photoelectric characteristics of silicon
metal–insulator–metal switching structures with a thin-film insulating layer of rare-earth fluoride.
Studies of the steady-state and kinetic characteristics of the photocurrent revealed that in the
low-resistivity state the metal–tunnel insulator–semiconductor model can be applied to the
structures. ©1998 American Institute of Physics.@S1063-7850~98!03308-4#
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The fundamental laws governing the electrical switch
of conductance with memory, observed in film structu
with fluorides of rare-earth elements, were described in R
1–3. Characteristic features of this effect are the high rat
change of the resistivity in the high- and low-resistivi
states (106–107), short switching times~fractions of a mi-
crosecond!, and low switching energy (;1028 J). Investi-
gations2,3 have shown that in the low-resistivity state a cha
nel of radius between 1 and 5mm forms in the insulator film,
possessing enhanced electrical conductivity and a pos
temperature coefficient of resistance, characteristic of
metal phase. Here we describe the photoelectric propertie
silicon metal–insulator–semiconductor~MIS! switching
structures with fluorides of rare-earth elements.

Insulating films of cerium, dysprosium, and erbium flu
rides were prepared by thermal deposition of powdered fl
rides of rare-earth elements in vacuum. The substrates fo
MIS structures weren- or p-type single-crystal silicon wa
fers of the type KE´ F-5~111! or KDB-4,5~100!, respectively.
The photoelectric characteristics of the silicon MIS stru
tures with rare-earth fluorides were investigated under
illumination and when the structures were exposed to mo
chromatic radiation pulses of different duration. For t
measurements we used structures with upper alumin
contacts of areaA52.4531023 cm2. The intensity of
the incident radiation was betweenI 54.831015 and 4.8
31018 quanta/~cm2

•s) atl50.63mm. The source of pulsed
monochromatic radiation atl50.93mm was an AL 106A
gallium arsenide light-emitting diode.

It has been established that the current–voltage cha
teristics of MIS structures in the high-resistivity state a
almost symmetric and are described by the Poole–Fre
mechanism. After switching to the low-resistivity state, t
current–voltage characteristics of MIS structures are un
lar with a rectification factor of 10– 104. An analysis shows
that the unipolarity of the current–voltage characteristics
structures in the low-resistivity state is attributable to t
properties of the interface between the low-resistivity co
duction channel and the semiconductor. The spread of va
of the forward and reverse currents and the rectification
tor observed for different samples can be explained by
presence of a layer of tunnel-thin insulator at the interfa
with the semiconductor. This layer is formed in the sma
6631063-7850/98/24(8)/2/$15.00
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radius conduction channel after the MIS structures have b
switched to the low-resistivity state. Its thickness is es
mated to be 10–40 Å.

The investigations showed that the photoelectric char
teristics of MIS structures change appreciably after switch
to the low-resistivity state. It was established that in the hig
resistivity state when the leakage current through the ins
tor is small, the steady-state photocurrent flowing throu
the MIS structure is also negligible. In this particular ca
the kinetics of the photoresponse of MIS structures is al
nating and is characterized by purely capacitive initial a
final current surges.

After the MIS structures have switched to the low
resistivity state, their photoelectric characteristics change
preciably and become similar to the behavior typical
metal–tunnel-thin insulator–semiconductor~MTIS! struc-
tures. Figure 1 gives the reverse branches of the curre
voltage characteristics of Al–CeF3– Si MIS structures in the
low-resistivity state, measured with a low load resistance
der cw illumination. It can be seen that in the initial secti
V,Vcr the measured photocurrent is negligible and is li
ited by the leakage current through the insulator. ForV
.Vcr the photocurrent saturates and the applied voltag

FIG. 1.
© 1998 American Institute of Physics
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incident on the space charge region. Estimates show
changes inVcr are mainly caused by variation of the voltag
drop at the insulator, which wasVd'1.5– 12.2 V.

Thus, under the experimental conditions a situation
achieved where an appreciable fraction of the voltage app
to the MTIS structure enters the insulator and photocurr
amplification may occur. This case is typified by an increa
in the current of majority carriers tunneling from the metal
the semiconductor as the reverse bias of the illumina
intensity increases. The majority carrier photocurrent
comes comparable with or greater than the current of min
ity carriers, which implies amplification.4,5

The kinetic characteristics of the photocurrent in t
low-resistivity state with a reverse biasV5232 V applied
to the structure are accurately approximated by a hyperb
dependence of the following type:

j p~ t !5I * M p5
12

1

S 11
t

td
D 2

1

S 11
t

td
D 2 ,

~1!

where the first equation corresponds to the illumination
ing switched on at timet50 and the second corresponds to
being switched off att50; M p5(Jn1Jp)/Jp is the photo-
current gain for structures with ann-type substrate,I * is the
flux of electron–hole pairs generated by the light per u
time, td is the characteristic relaxation time, andJn andJp

are the photocurrents of majority~electrons! and minority
~holes! carriers, respectively.

An investigation of the kinetic characteristics of the ph
tocurrent using the oscilloscope traces of the photorespo
reveals sections of capacitive current when the illuminat
is switched off and on. Figure 2a shows a complete trace
the photocurrent of an Al–CeF3–pSi structure in the low-
resistivity state, illuminated by a rectangular light pulse w
a dc voltageV5232 V applied to the structure. Figure 2
gives this characteristic for shorter pulse durations which
lows the initial and final purely capacitive current surges
be examined in greater detail. This current is given by
expressionJp(0)5qAI* 51.3mA and is equal to the photo
generation current of minority carriers. This current is est
lished within a time much shorter thantd and is determined
by the greater of either the carrier transit times through
space charge region orRC. The saturation photocurrent ex
ceedsJp(0), which implies photocurrent amplification.6 The
maximum photocurrent gain wasM549 andM p534 for p-
andn-type silicon structures, respectively. The tunnel tra
mission characteristics of the insulator layer determined fr
at
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the kinetic characteristics were in the rangesD̄n between
2.7310211 and 2.231028 and D̄p between 1.7310210 and
4.731028.

To conclude, these investigations have shown that i
promising to use silicon MIS structures with rare-earth flu
rides as electrical switches and photodetectors exhibiting
ternal photocurrent amplification.
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